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Abstract: Currently, the eco-friendly vehicle market is growing continuously. In the automobile
industry, various electric vehicle models are being developed, and several technological innovations
are being made. Certain limited vehicle types, such as passenger cars, are being converted to electric
vehicles; moreover, a variety of small electric vehicles, including smart mobility vehicles, are being
developed. The driving motor of an electric vehicle, e.g., a brushless Direct Current motor (BLDC),
is one of the key components that determine its driving performance. However, since the recent
hike in prices of the rare earth magnets used in BLDCs, the development of induction motor with
lower cost and a simple product structure has become essential. Therefore, this study proposes an
optimized design for an outer rotor induction motor with high efficiency in the low-speed section for
electric vehicles. The motor designed in this study is efficient for speeds less than 1000 rpm, and our
experimental results prove that the prototypes can provide up to 84.8% efficiency. This optimized
motor is expected to have widespread application in the eco-friendly vehicle market.

Keywords: outer rotor inductor; electric vehicle; high-efficiency; eco-friendly

1. Introduction

The eco-friendly vehicle market is expanding, and various electric vehicle models and associated
technologies are being developed. Moreover, strict regulations are imposed on the average CO2

emissions and the particulate matter generation from internal combustion engine vehicles, such as
gasoline- and diesel-fueled cars. As a result, electric vehicles are gaining acceptance in most countries,
such as in Europe and the United States of America. Furthermore, limited vehicle types, such as
passenger cars, are being converted into electric vehicles; moreover, various small electric vehicles,
including smart mobility vehicles, are under development [1].

The driving motors in electric vehicles have a considerable influence on the driving performance,
and are available in various configurations [2–5]. However, recently, the price of the rare earth magnets
used in brushless DC motors (BLDCs) has rapidly increased, thus causing a rise in product prices,
and therefore, decreasing their product price competitiveness. As a result, most of these vehicle
manufacturers’ profits are now being spent on material imports, causing a direct reduction in the
profitability of their companies. Therefore, there is a growing technical need to replace BLDCs,
and hence, developmental research on simply structured induction motors that are cheaper than
BLDCs is indispensable [6–8].

Energies 2019, 12, 4615; doi:10.3390/en12244615 www.mdpi.com/journal/energies1
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Various approaches have been employed to improve the efficiency of induction motors; moreover,
research and development is still ongoing. Typical methods include modeling using the finite
element method [9,10], optimization using artificial neural networks (ANNs) coupled with the genetic
algorithms (GAs) [11,12], development of the associated motor materials [13], and improvisation
through magnetization of the barriers and slits [14].

Previously, Kumar et al. proposed a new approach to minimizing copper and iron losses and optimizing
the efficiency of variable speed induction motor drives [15]. Their method was based on a simple induction
motor field-oriented control model. However, they only used the conventional induction motor parameters,
and as a result, some iron loss occurred. Additionally, Sakthivel and Subramanian proposed a new approach
that utilizes particle swarm optimization (PSO) to evaluate the field efficiency of the induction motors by
employing a model based on the modified induction motor equivalent circuits [16]. Similarly, Delgado et
al. presented an optimization plan called “edge optimization,” which is a simple recognition algorithm
for induction motors, and has no derivative model. Their proposed approach relies on the hardware or
software startup information of the motor for identification of all seven induction motor parameters, namely,
the stator leakage inductance, rotor leakage inductance, stator resistance, rotor resistance, mutual inductance,
mechanical inertia, and the friction coefficient [17].

Considering the parameters affecting the performance of induction motors, Faiz et al., using
analytical statistics, demonstrated the negative impact of the power-supply unbalanced voltage on the
efficiency of the induction motors, as well as the associated financial losses [18]. Similarly, Donolo et al.
investigated the effects of voltage imbalance on the performance of induction motors. Using a sequence
equivalent circuit, they determined the increase in losses of the induction motors and analyzed motors
with open and closed rotor slots [19]. Jabr and Kar proposed experimental procedures for determining
the mechanical parameters and the saturation characteristics [20], by employing an experimental
procedure that facilitates easy measurement of the reactivity saturation characteristics of both the stator
and the rotor. In addition, Rasouli et al. investigated possible induction motor parameter identification,
with particular emphasis on the subset selection and reduction methods, such that the identification
method could focus on the most important parameters [21]. Finally, Kostov et al. proposed an efficient
approach to determine the equivalent circuit parameters of squirrel-cage induction motors based on
genetic algorithms [22]. Moreover, when three data sets were used in their study, the maximum relative
error of the estimated parameters with respect to the analysis values was found to be less than 1%.

In this study, shape optimization design for a low-cost, high-efficiency, outer rotor induction
motor is performed based on electromagnetic field analysis and experimental observations. Therefore,
an induction motor design with high efficiency, and hence, a high-power output in various speed
ranges is proposed. This is achieved by targeting a low-speed and high-torque-section setup, to ensure
that the motor provides high efficiency and high-power output at various driving speeds other than the
rated speed. Note that an outer rotor induction motor is selected over an inner rotor induction motor,
as the former has strong rotational inertia, a small rate of change of speed, and stronger structural
characteristics compared to the latter. As the rated output and rated speed of the induction motor are
determined in proportion to the frequency and number of poles, the basic design specifications are
selected via a parameter-based formula.

The remainder of this paper is organized as follows. Section 2 presents the motor shape design
and behavioral trends based on the induction motor design procedure. Through the understanding of
the characteristics of outer rotor induction motors, the basic specifications are tuned by changing the
number of poles. In Section 3, the feasibility of the basic design of the outer rotor induction motor is
discussed using an electromagnetic field analysis assessment. Sections 4 and 5 report the production
of prototypes of the optimally designed outer rotor induction motor and their overall characteristics.
The design error is determined and minimized by comparing the electromagnetic field analysis values
and the measured values. Finally, the conclusion is presented in Section 6.
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2. Outer Rotor Induction Motor

An induction motor is a representative example of alternate current (AC) motors. Owing to the
rotating magnetic field generated by the stator, an induction current is generated in the rotor of the
electric conductors and a rotational torque corresponding to the slip is generated. Induction motors are
divided into single-phase induction motors and three-phase induction motors, according to the type of
AC power input; three-phase current is generally used, which can obtain a rotating magnetic field
without any special techniques. As it does not step out like a synchronous motor, which is also an AC
motor, it is considered suitable for loads with large torque fluctuations. However, it has difficultly in
controlling the rotational speed, owing to the principle of obtaining torque through slip. Nevertheless,
because the rotational speed can be freely controlled by the inverter circuit, thanks to the development
of power electronics, this problem can be considered nearly solved.

One advantage of the outer rotor induction motor is that the generated torque increases with
an increase in the cross-sectional area of the permanent magnet, and its structure is advantageous
for prevention of scattering of the magnet. However, it is difficult to rotate at high speeds due to
problems with mechanical stability and the possibility of demagnetization. Nevertheless, the outer
rotor induction motor has numerous advantages in mechanical performance. First, to accommodate
the stator, the outer rotor is larger than the rotor of the inner rotor induction motor. Owing to an
increased rotor size, the inertia increases, thereby reducing the torque ripple and the cogging torque
and providing smooth and stable operation, even at lower speeds. Second, it normally generates a
higher torque compared to similar sized inner rotor induction motors. The torque is a magnetic force
multiplied by the air gap radius (magnitude of magnetic flux), which is related to the output of the
induction motor. For the same induction motor diameter, the outer rotor induction motor has a larger
air gap area than that of the inner rotor induction motor, and larger air gaps can produce higher power.
Third, a larger radius of the air gap also results in an increased "lever arm" for torque generation. In an
outer rotor induction motor, the larger the diameter of the rotor, the higher the number of poles the
rotor can accommodate, which further increases the magnetic flux.

The outer rotor induction motors have shorter accumulation compared to the inner rotor
induction motors with similar performance characteristics. Their smaller size and a higher torque
production facilitate their application as in-wheel induction motors in electric vehicles and propellers
in remote-controlled model drones. In the case of high-precision applications, such as optical drives,
their smooth and consistent speeds have an advantage over other induction motor types. Moreover,
in various load applications, such as industrial power tools, pumps, fans, and blowers, the high inertia
of outer rotor induction motors can reduce the load changes and provide a stable output torque. Due
to the specific design advantages of outer rotor induction motors, they are commonly applied in fans
and blowers. The outer rotor can serve as a hub for the fan or blower impeller. It provides a compact
case and acts as a heat sink for the impeller to rotate, which facilitates induction motor cooling.

3. Outer Rotor Induction Motor Design Outer Rotor Induction Motor

To design the outer rotor induction motor for application in electric vehicles, the basic
design specifications were determined considering the driving characteristics of electric vehicles.
Then, the equivalent circuit method and the finite element method were primarily applied to the
design process. The typical characteristics of the outer rotor induction motor were identified. After
identifying the performance problems through prototype production, the design was optimized to
make it more similar to the prototype by adjusting the number of poles.

3.1. Basic Design Specification Selection

An electric vehicle motor has a limited battery capacity; therefore, the input voltage was limited
to 48 V. For low-speed operation, the rated speed was limited to 1000 rpm or less. The design targets
were a 1.2-kW rated output, 80% efficiency, 12 Nm torque, and an output density of 0.5 kW/kg or more.

3
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3.2. Electrical Steel Selection

There are two types of electrical steel sheets: Oriented and non-grain oriented sheets. The former
is an electrical steel sheet in which the crystal magnetization is aligned in the rolling direction and is
mainly used in transformers or reactors. A non-grain oriented electrical steel sheet exhibits uniform
magnetic properties in the rolling and other directions, and is mainly used as a material for electric
motor cores. Non-grain oriented electrical steel sheets are further divided into two types, depending
on their thickness: 0.5 and 0.35 mm. There are 10 types of 0.5 mm sheets, which range from 50PN370
to 50PN1650 depending on the silicon content. There are five types of 0.35 mm sheets, ranging from
35PN320 to 35PN560, depending on the silicon content. As the first two digits of the label represent
the iron plate thickness and the last three digits represent the iron loss value, it is advantageous to use
a thinner steel plate to reduce the Eddy current losses, and to select a material with a lower iron loss.

The electrical steel used in this study was S08 0.35T, 35PN230 according to the POSCO standards.
This was a non-grain oriented electrical steel sheet with a density of 7.6 kg/dm3, a maximum iron loss
of 2.3 W/kg, a minimum magnetic flux density of 1.62 T, and a space factor exceeding 95%.

3.3. Number of Poles and Slot Combination

The number of slots in the squirrel-cage rotor must be carefully determined considering the
number of stator slots. In addition to the noise generated during operation or starting, the starting
torque causes a significant change in the rotor position, and the primary cause of abnormal torque is
the mismatch between the stator and rotor slot combinations.

For three poles, the number of grooves in the stator is preferably a multiple of three. A multiple of
6, 12 or 18 may be selected for 2, 4 or 6 poles, respectively, as detailed in Table 1. It is common for
the number of rotor slots to exceed the number of stator slots. Furthermore, designing a difference
of more than 20% between the number of stator and rotor slots can reduce the motor noise and the
leakage reactance. Moreover, the higher the number of grooves, the better the output, maximum torque,
efficiency, and the power factor. However, this setup also reduces the coil space factor; therefore,
appropriate values must be selected.

Table 1. Stator and rotor combination according to pole number.

Number of
Poles

Number of
Stator Slots

Number of
Rotor Slots

Number of
Poles Number

Number of
Stator Slots

Number of
Rotor Slots

2

24 28, 16, 22

6

36 42, 48, 54, 30

36 24, 28, 48, 16 54 72, 88, 48

48 40, 52 72 90, 88, 84, 50

4

36 24, 40, 42, 60

8

36 48

48 60, 84, 56, 44 48 72, 60

60 72, 48, 84, 44 72 96

For this study, the number of poles for the design was selected as 6, which could yield the same
torque at lower frequency compared to 8 poles, as detailed in Table 2. For high output and high
efficiency, the number of stator and rotor slots was 72 and 88, respectively.

Table 2. Rated speed and torque depending on pole number.

8 Poles 6 Poles

Rotation speed: 1000 rpm

N =
120× f

P = 120×66.6
8 = 1000 rpm

Rotation speed: 1000 rpm

N =
120× f

P = 120×50
6 = 1000 rpm

Torque: 11.4 Nm
T = 974×Power

RPM = kg f × 9.8 = Nm
= 974×1.2

1000 = 1.1688× 9.8 = 11.4 Nm

Torque: 11.4 Nm
T = 974×Power

RPM = kg f × 9.8 = Nm
= 974×1.2

1000 = 1.1688× 9.8 = 11.4 Nm

4
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3.4. Motor Dimensions

In order to design an outer rotor motor in this study, it was necessary to determine the outer
diameter of the rotor. First, we considered mounting of the motor on an electric bike, with its volume
being equivalent to D2L, which is proportional to the motor output and torque and which determines
the motor thermal stability. The detailed dimensions of the stator and the rotor of motor were
determined through application of the design procedure. The relevant formulae and associated values
in millimeters (mm) are presented in Table 3.

Table 3. Rotor and stator dimensions in mm.

Rotor Core Stator Core

Outer diameter 216 Outer diameter 187.4
Inner diameter 188 Inner diameter 146

Stack 20 Stack 20
Air gap 0.3

w20, d20 ≥ 0.8–1.2(d20 ≥ w20) Slot open = 2–3 mm

Slot opening w 20 = 0.8 ⇒ Selected as 2 mm
considering the windings

Slot face width w 20 = 0.8 Slot face width = 0.8 mm
Tooth thickness = 0.95 × S1 × t0

S2 Tooth thickness = 3 mm
= 0.95×72×3

88 = 2.5 Core back = 1.05×D
ke×P × B0

BCO

Core back = 0.95× h0 = 1.05×146
0.95×6 × 0.3 = 8.1

= 0.95× 8.1 = 7.7 Core space factor = 0.9–0.95
Slot depth =

Rotor outer radius−Rotor inner radius−Core back Slot depth =
[D0−(2h0+D)]

2

= 108− 94− 7.7 = 6.3 =
187.4−(2×8.1+146)

2 = 12.6

4. Analysis of Induction Motor Characteristics via Electromagnetic Field Analysis

4.1. Slot Combination

The stator and rotor slot combination to yield the optimal conditions with regards to the output,
efficiency, torque, and the weight was derived according to the pole number fluctuations with 16
poles, as demonstrated in Figure 1. With a higher number of slots, the output and the torque were
found to improve, as shown in Table 4. Moreover, higher efficiencies were obtained in a certain range.
Considering the overall characteristics of the motor, the optimal characteristics could be obtained with
a combination of 90 stator slots and 124 rotor slots, as indicated by the blue box in Figure 1. Table 4
lists the motor characteristic data values along with the torque values.

Figure 1. Graphs of motor characteristics according to slot combination.

5
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Table 4. Motor characteristics according to slot combination.

Output (W) Efficiency (%) Torque (Nm) Weight (kg)

54/42 598 70.5 4.5 9.94
54/66 722 72.2 5.5 10.17
72/54 800 82.8 6.1 9.37
72/84 927 82.9 7.1 9.66
72/88 939 82.9 7.2 9.7

90/124 1210 81.9 9.3 9.7
108/124 1406 75 10.8 9.52

4.2. Stator Slot Shape

Figure 2a depicts a stator slot opening. With an increase in the stator slot opening, the output
increases, and the efficiency decreases, as shown in Figure 2b. In Figure 2a, SOAng is the stator slot
opening angle, and SO-S is the slot opening. TW_S is the width of the stator rotor, and SD_S is the slot
depth of the stator. Note that the coil thickness for winding should be considered, i.e., only the slot
opening with dimensions larger than the winding thickness should be selected.

Furthermore, as the stator tooth thickness increases, as shown in Figure 2c, the output and
efficiency increase, as well because it is in proportion to the thickness. However, such an increase in
tooth thickness renders the motor predominantly iron-based, which increases its weight.

Finally, as the stator slot height increases, the overall output and efficiency decrease (Figure 2d).
However, for this study, it was necessary to increase the winding area to accommodate as many
windings as possible. Therefore, it was essential to secure a certain slot area, even if it decreased the
output and efficiency slightly.

4.3. Rotor Bar Shape

Considering the rotor shape design (Figure 3a), with increases in the bar thickness and the depth,
as shown in Figure 3b,c, respectively, the motor output and efficiency increases as well. In Figure 3a,
SetBack is the depth of the rotor slot opening, and SD-R is the slot depth of the rotor. Furthermore,
SO-R is the width of the rotor slot opening. Accordingly, the slot area becomes wider, which yields
increased power output due to the increased amount of aluminum.

An increase in the rotor slot opening corresponds to an increased power output (Figure 3d);
however, the efficiency is inversely related. Therefore, the slot opening of the bar should be set to the
optimal point in terms of output and efficiency.

4.4. Lamination

As shown in Figure 4, increasing the lamination increases the efficiency, and above a certain
level of lamination, it reduces the power output of the induction motor. After the efficiency exceeds a
certain level, the graph exhibits a saturation-like behavior, showing a very slight change. In this study,
considering the output density, an optimum level of 30 mm was selected, which yields the highest
efficiency compared to weight.

6
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(a) (b) 

  
(c) (d) 

Figure 2. Graphs of motor characteristics according to stator slot shape: (a) Stator slot shape; graphs of
output and efficiency according to (b) slot opening, (c) tooth thickness and (d) slot height.

 

 

(a) (b) 

  
(c) (d) 

Figure 3. Graphs of motor characteristics according to rotor bar shape: (a) Rotor bar shape; graphs
of power output and efficiency according to (b) rotor bar thickness, (c) rotor bar height and (d) rotor
slot opening.

7



Energies 2019, 12, 4615

 
Figure 4. Graphs of motor characteristics according to lamination.

4.5. Wire Diameter and Turn Count

For winding optimization, it is necessary to determine the wire diameter and turn count by
considering the stator’s space factor. In this study, the optimal point was derived by fixing this
space factor to be less than 45%, and through adjustment of the wire diameter and the turn count.
Examination of the turn count trend revealed that the output, efficiency, torque, and the current density
tend to decrease as the turn count increases, as shown in Figure 5. The point at which the desired
output relative to the efficiency was obtained was considered the optimal point. The characteristics
according to the turn count are listed in Table 5.

Figure 5. Graphs of motor characteristics according to turn count.

Table 5. Characteristics according to turn count.

Turn
Count

Wire Diameter
(mm)

Reel
Count

Space Factor
(%)

Rated Output
(W)

Efficiency
(%)

Torque
(Nm)

Current Density
(A/mm2)

1 12 0.5 4 42.2 1561 63.8 11.9 12.8
2 13 0.55 3 41.5 1447 72.9 11.11 9.62
3 14 0.35 7 42.2 1336 79.1 10.25 7.21
4 15 0.45 4 42.7 1210 82 9.29 5.94
5 16 0.5 3 42.2 1086 83 8.33 5.28
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4.6. End Ring Design

Due to the use of distributed windings, the coil end rings had a greater height than that obtained
for concentrated windings. Therefore, when the rotor was die-cast, it was necessary to produce a rotor
end ring of similar height to increase the output and efficiency. Figure 6 depicts the structure of such a
rotor end ring. Generally speaking, however, if the end ring height increases continuously, this may
result in an increase in the overall motor weight, thus yielding a reduced output density. In this study,
the windings were set as fixed components and the motor characteristics were observed with the
variation in height of the rotor end ring. When this height exceeded a certain level, the efficiency curve
became saturated (Figure 7). The point with the best motor characteristics relative to the weight was
identified as the optimal point.

Table 6 shows the motor characteristics according to the motor end ring structure. The output
efficiency weight was analyzed when the end ring of the motor was increased from 10 mm to 15 mm.
The motor end ring is 80.8% efficient at 10 mm thick and 81.3% at max. 15 mm.

Figure 6. Rotor end ring structure of outer rotor induction motor.

 
Figure 7. Graphs of motor characteristics according to rotor end ring structure.
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Table 6. Motor characteristics according to rotor end ring structure.

Rotor End Ring Thickness (mm) Rated Output (W) Efficiency (%) Weight of the Rotor End Ring (kg)

10 998 80.8 0.74
11 1068 81.1 0.78
12 1136 81.2 0.83
13 1200 81.3 0.87
14 1259 81.3 0.92
15 1315 81.3 0.96

4.7. Summary of Trend Analysis

As the design optimization progressed, the influence of each item on the motor characteristics
was determined and the motor was reconstructed. Table 7 summarizes these trends and elucidates the
characteristics of the outer rotor induction motor. The rated output, efficiency, and weight, are directly
related to the output density, which are indicated by arrows. The factors with considerable changes are
indicated by red arrows.

Table 7. Trend analysis of motor characteristics.

With Increasing Value of Output Efficiency Weight

Lamination ↓ ↑ ↑
Turn Count ↓ ↑ ↑

Wire Diameter ↓ ↑ ↑
Throw ↓ ↑ ↑

Rotor End Ring Thickness ↑ ↑ ↑
Pole Number ↓ ↑ ↑

Stator Slot ↑ ↑ ↓
Rotor Slot ↑ ↑ ↑

Stator Outer Diameter ↑ ↑ ↑
Stator Inner Diameter ↑ ↑ ↑
Rotor Outer Diameter ↑ ↑ ↑
Rotor Inner Diameter ↓ ↑ ↓
Stator Slot Opening ↑ ↓ ↓

Stator Tooth Thickness ↑ ↑ ↑
Stator Slot Height ↓ ↓ ↓

Rotor Bar Thickness ↑ ↑ ↑
Rotor Bar Height ↑ ↑ ↑

Rotor Slot Opening ↑ ↓ ↑

5. Fabrication of Outer Rotor Induction Motor Prototype and Performance Evaluation Device

Based on the design data, an induction motor prototype was fabricated to allow comparison of the
electromagnetic field analysis results with actual experimental data. The device used for evaluating the
performance of the fabricated inductor (speed, torque, efficiency, etc.) is also discussed in this section.

5.1. Fabrication of Outer Rotor Inductor

Figure 8 shows three-dimensional (3D) modeling images and photographs of the actual outer
rotor inductor and the assembled outer rotor inductor. In detail, Figure 8a,b shows a 3D drawing of
the inductor stator and rotor, respectively, while Figure 8c shows the winding method for the inductor
stator. Figure 8d shows the actual stator fabricated based on the drawing, which was manufactured
using a 35PN230 non-grain oriented electrical steel sheet with 90 slots. Figure 8e shows the inductor
rotor core, which was manufactured using the same material as the stator. Figure 8f shows the coil
winding of the stator. The turn count was 15 and the wire diameter was 0.45 mm. The winding was
produced with four reels and 6 poles in parallel. Finally, Figure 8g shows the assembled fabricated
outer rotor inductor.

10
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(a) (b) (c) 

   

(d) (e) (f) 

 

(g) 

Figure 8. Three-dimensional (3D) modeling images and photographs of actual fabricated components
of the outer rotor (induction motor and assembled device: 3D drawing of (a) stator and (b) rotor;
(c) two-dimensional (2D) drawing of winding; produced (d) stator, (e) rotor, (f) winding and (g)
assembled outer rotor inductor.

5.2. Outer Rotor Inductor Performance Evaluation Device

Figure 9a shows the inductor test equipment. The test equipment employed in this part of
the study was a dynamo system produced by Dr. Staiger Mohilo & Co. GmbH (Lorch, Germany).
The dynamo system was equipped with a servo motor to simulate load conditions, a torque sensor to
measure the motor torque, and a power analyzer that could assess a variety of electrical conditions.
Therefore, this device could measure the overall performance of the motor. Figure 9b shows the
motor configuration installed into the test equipment. Measurements were performed under test
conditions of 25 ◦C and 50% humidity. A certain frequency was applied according to the number
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of poles. To perform measurements in the 1000 rpm section, which was the rated speed section, the
efficiency, power, torque, and power factor were measured by adjusting the load from 0 to 800 rpm.

 
 

(a) (b) 

Figure 9. Inductor test equipment and test device configuration: (a) Induction motor test equipment,
(b) test device configuration.

6. Inductor Performance Evaluation

In accordance with the design procedure for the outer rotor induction motor, the overall shape
design and operating trends were first identified using the electromagnetic field analysis design tool
described above. An actual motor having the shape-optimized model was then fabricated and tested.

A six-pole model was selected as the initial model for production and performance evaluation.
Comparison of the electromagnetic field analysis and actual measurement results revealed that the
efficiency of the latter was at least 30% lower. To improve the efficiency, the frequency was increased in
order to accelerate the induction motor. Thus, the design was optimized by varying the frequency by
increasing the number of poles; as a result, the difference between the electromagnetic field analysis
and measurement results was found to be reduced.

6.1. 6-Pole Model Performance Evaluation

The motor constructed using the shape-optimized model was utilized and the motor efficiency,
torque, and output were tested by varying the voltage with respect to the frequency. To obtain the
rated speed of 1000 rpm with 6 poles, a frequency of 55 Hz was required, and the efficiency was
measured to be 53% under those conditions. Experiments performed with varying frequencies and
voltage values revealed that a higher frequency corresponds to higher efficiency, but lower output and
torque. In addition, the driving voltage was adjusted based on 48 V, and was found to be proportional
to the output and torque, but inversely proportional to the efficiency, which is contrary to the results
obtained for frequency. These results are presented in Figure 10 and Table 8.

 
(a)  

 
(b)  

Figure 10. Cont.
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(k) 

 
(l) 

 
(m) 

 
(n) 

 
(o) 

Figure 10. Graphs of motor characteristics according to voltage and frequency for the outer rotor
inductor with 6 poles: Voltage_frequency of (a–o): 41.7 V_55 Hz, 51.9 V_65 Hz, 25.3 V_80 Hz, 47.2 V_80
Hz, 51.9 V_80 Hz, 31.3 V_100 Hz, 34.4 V_100 Hz, 43.2 V_100 Hz, 46.7 V_100 Hz, 51.9 V_100 Hz,
54.1 V_100 Hz, 62.3 V_100 Hz, 69.2 V_100 Hz and 36.6 V_120 Hz, respectively.

Table 8. Motor characteristics according to voltage and frequency for the outer rotor inductor with 6 poles.

Voltage (V)
Frequency

(Hz)
Maximum

Efficiency (%)
Speed at Maximum-Efficiency

Point (rpm)
Output at Maximum-Efficiency

Point (W)
Torque at Maximum-Efficiency

Point (Nm)

41.7 55 53 1010 1516.8 12.8
51.9 65 49.8 1076 1723.7 15.3
25.3 80 88.2 1555 245.4 1.5
47.2 80 62.7 1444 1711.7 11.3
51.9 80 62.2 1438 1654.2 11
31.3 100 81.2 1922 442.3 2.2
34.4 100 79.9 1913 587.7 2.9
43.2 100 74 1892 1049.9 5.3
46.7 100 72.8 1898 1148 5.8
51.9 100 72.2 1893 1160.1 5.9
54.1 100 67.8 1871 1747.6 8.9
62.3 100 66.8 1826 2165.1 11.3
69.2 100 63.7 1853 2238.3 11.5
36.3 120 81.2 2300 666.5 2.8
41 120 80.1 2292 874.8 3.6
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6.2. 10-pole Model Performance Evaluation

For the 6-pole design and measurement, improved efficiency with increased frequency was
confirmed. While maintaining the rated speed, consistent at 1000 rpm, the pole number of the
fabricated motor was changed to 10. The subsequent experiment was conducted in the same manner
as the experiment with 6 poles. Based on the rated speed, 90 Hz frequency was applied for 10 poles.
The efficiency was found to be increased compared to the 6-pole model, with a confirmed maximum of
77%. This result validates the approach of changing the number of poles to improve the efficiency.
The detailed results are shown in Figure 11 and Table 9.

Table 9. Motor characteristics according to voltage and frequency for outer rotor inductor with 10 poles.

Voltage (V)
Frequency

(Hz)
Maximum

Efficiency (%)
Speed at Maximum-Efficiency

Point (rpm)
Output at Maximum-Efficiency

Point (W)
Torque at Maximum-Efficiency

Point (Nm)

36.67 90 77 1027 1197.9 11.14
46.71 90 76.6 1028 1182.8 11
52.76 90 72.9 1011 1797.1 16.9
34.6 100 80.6 1165 454 3.72
46.71 100 79 1153 1029 8.5
46.36 110 80.7 1267 1052.8 7.9
49.65 110 80.3 1265 1229.6 9.28
52.76 110 79.9 1269 1286.1 9.37

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 11. Cont.
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(e) 

 
(f) 

 
(g) 

 
(h) 

Figure 11. Graphs of motor characteristics according to voltage and frequency for outer rotor inductor
with 10 poles: Voltage_frequency of (a–h): 36.7 V_90 Hz, 46.7 V_90 Hz, 52.7 V_90 Hz, 34.6 V_100 Hz,
46.7 V_100 Hz, 46.3 V_110 Hz, 49.6 V_110 Hz and 52.7 V_110 Hz, respectively.

6.3. 16-pole Model Performance Evaluation

To improve the efficiency of the induction motor, the number of poles of the motor was increased to
16 poles during fabrication. In terms of the experimental method, this study evaluated the performance
of the outer rotor inductor in the same manner as the 10-pole model. Figure 12 shows graphs of
the motor characteristics of the inductor according to the number of poles and voltage frequencies;
the experimental results for each frequency are shown. The experiment was conducted within a
frequency range of 126–140 Hz, and a maximum efficiency of 84.8% was experimentally confirmed.
With 16 poles, the frequency for the rated speed was 140 Hz, and in terms of the measured values,
at 33.2 V, the efficiency was 82.7%, the output was 1.2 kW, and torque was 11.4 Nm. As such, the design
through the electromagnetic field analysis and the results of the actual manufactured outer rotor
inductor were found to be consistent. In the case of a lesser number of poles of the induction motor,
the coil end extended, causing extensive copper loss, and therefore, degrading the efficiency. Through
this experiment, this study verified the method of improving the efficiency of a large induction motor
by increasing the number of poles. The detailed results are presented in Table 10.

Table 10. Motor characteristics according to voltage and frequency for outer rotor inductor with
16 poles.

Voltage (V)
Frequency

(Hz)
Maximum

Efficiency (%)
Speed at Maximum-Efficiency

Point (rpm)
Output at Maximum-Efficiency

Point (W)
Torque at Maximum-Efficiency

Point (Nm)

32.35 126 81.6 914 1189 12.4
35.12 126 79.7 912 1405 14.7
33.21 137 82.9 999 1090 10.4

33 138 83 1007 1059 10
23.87 140 84.8 1027 452 4.2
33.2 140 82.7 996 1192.6 11.4
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Figure 12. Graphs of motor characteristics according to voltage and frequency of outer rotor inductor
with 10 poles: Voltage_frequency of (a−f): 32.3 V_126 Hz, 35 V_126 Hz, 33.2 V_137 Hz, 33 V_138 Hz,
23.9 V_140 Hz and 33.2V_140 Hz, respectively.

7. Conclusions

In this paper, the basic theory and design procedure of an outer rotor induction motor were
described; moreover, a drive motor shape was designed using the equivalent circuit method and
the finite element method. Based on the basic shape design, an optimized design was developed by
adjusting the number of poles.

For effective application of an induction motor to an electric vehicle, a design yielding improved
efficiency and power density, which are the most critical factors, is required. In this study, the design
variables that affect the efficiency and power density of an outer rotor induction motor were classified.
Furthermore, by analyzing the trends appearing through variable adjustments, the effects of each
variable on the efficiency and output were determined.
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An outer rotor induction motor has a large outer diameter and short axial length. Further,
additional poles are known to be required, compared to those of a typical inner rotor induction motor.
This is because the coil pitch is increased according to the employed distributed winding method.
Moreover, the amount of available windings was reduced, owing to the larger outer diameter; as a
result, there was a longer coil pitch and a reduced number of available windings. This aspect may have
yielded the measurement results obtained in this study for the outer rotor induction motor with 6 poles.
Superior results were obtained when the motor was fabricated with a higher number of poles. This is
because the narrower pole spacing reduced the coil pitch, significantly increasing the usable range
of the coil compared to the six-pole model; hence, the efficiency measured in the actual performance
evaluation matched the analytical efficiency value. Use of a pancake-shaped winding in the motor,
with a large outer diameter and a short axial length, appeared to be effective. This approach was
also found to be more advantageous in terms of output density, because the maximum output can be
increased with application of the driving voltage when the motor characteristics were obtained at a
voltage lower than the driving voltage.

Thus, to achieve the maximum performance of an electric vehicle with an outer rotor induction
motor, characteristics such as high torque of the motor parts in the low-speed range, high efficiency in
the operating range, and a relatively small battery to allow low-voltage operation and to reduce the
overall weight are required. To realize these characteristics, a pancake-shaped outer rotor induction
motor, which is different than that of an inner rotor induction motor, was designed in this study.
Furthermore, the important design variables were derived through shape optimization design and
production of many prototypes. The motor was then optimized to meet the performance indicated by
the electromagnetic field analysis. The performance evaluation device confirmed that the test results
were similar to the designed results, and the validity of the design was verified. In the future, this
outer rotor induction motor design is expected to be widely applied to electric vehicles and bicycles.
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Abstract: To obtain accurate optimal design results in electric machines, the finite element analysis
(FEA) technique should be used; however, it is time-consuming. In addition, when the design of
experiments (DOE) is conducted in the optimal design process, mechanical design, analysis, and
post process must be performed for each design point, which requires a significant amount of design
cost and time. This study proposes an automated DOE procedure through linkage between an FEA
program and optimal design program to perform DOE easily and accurately. Parametric modeling
was developed for the FEA model for automation, the files required for automation were generated
using the macro function, and the interface between the FEA and optimal design program was
established. Shape optimization was performed on permanent magnet synchronous motors (PMSMs)
for small electric vehicles to maximize torque while maintaining efficiency, torque ripple, and total
harmonic distortion of the back EMF using the built-in automation program. Fifty FEAs were
performed for the experimental points selected by optimal Latin hypercube design and their results
were analyzed by screening. Eleven metamodels were created for each output variable using the DOE
results and root mean squared error tests were conducted to evaluate the predictive performance of
the metamodels. The optimization design based on metamodels was conducted using the hybrid
metaheuristic algorithm to determine the global optimum. The optimum design results showed that
the average torque was improved by 2.5% in comparison to the initial model, while satisfying all
constraints. Finally, the optimal design results were verified by FEA. Consequently, it was found that
the proposed optimal design method can be useful for improving the performance of PMSM as well
as reducing design cost and time.

Keywords: automation; finite element analysis; PMSM; DOE; optimization; metamodeling

1. Introduction

The necessity of eco-friendly vehicles has been highlighted owing to environmental pollution and
depletion of fossil fuels. Global electric car stocks are growing rapidly, crossing the 3 million vehicle
threshold in 2017. The estimated demand for electric vehicles by 2030 is 100 to 140 million. The core of
an electric vehicle is the electric powertrain, which consists of a traction motor, a reduction drive, an
inverter, and a power delivery module. Permanent magnet synchronous motors (PMSMs) have been
mainly used as a traction motor for electric vehicles because they have high efficiency and high output
power density characteristics.

Several studies have been conducted on the PMSMs used in electric vehicles that require various
characteristics such as torque, efficiency, and harmonic distortion (THD). Optimal design is essential to
satisfy the various design requirements of PMSM at once. Optimal design is a method of finding the
values of design variables to obtain an optimal solution within a range of constraints. The optimal design
for PMSMs is created by combining design methods such as the analytical model, magnetic equivalent
circuits (MEC) model, and finite element analysis (FEA) with optimal design algorithms [1–8]. First of
all, there are studies on optimal design using the analytical model [1,2]. In [1], the optimal design of a
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PMSM based on the magnetic field analytical model was determined. The objective function used in that
study consisted of efficiency, electrical time constant, and mechanical time constant. The experimental
results showed that the efficiency increased by 1%. To minimize torque ripple, a novel analytical
solution of a PMSM was proposed [2]. The stator current was optimized considering magnetic
saturation using an analytical expression. The following are studies on optimization using the MEC
model [3,4]. In [3] it was reported that the MEC optimization method combined with an optimization
algorithm can optimize the volume and energy loss of a PMSM. A novel MEC model of a PMSM to
obtain the maximum efficiency, minimum weight, and price was developed [4]. K-means clustering
algorithm was utilized to obtain the best solution out of the eight clusters. Finally, some research on
optimization combined with FEA have been published [5–7]. The work in [5] performed multi-objective
shape optimization of a PMSM based on FEA and particle swarm optimization algorithm. Five rotor
topologies were compared, aimed at efficiency, flux-wakening rate, and price. The work in [6] proposed
an optimization process of a PMSM to optimize the weight, output power, and suitability. It performed
shape optimization of permanent magnets and rotor core using FEA with the fuzzy inference system
strategy. Using a novel memetic algorithm, an optimal design based on FEA to minimize torque ripple
in a PMSM was created [7]. In [8], multi-physics and multi-objective optimization of a PMSM based on
FEA and analytical magnetic model were studied. Although the FEA optimization method combined
with optimization algorithm has the highest accuracy, it has high computational cost [5].

There are two main ways to optimize design variables: To combine the optimal algorithm with
design methods directly and combine the optimal algorithm with the metamodel from the results of
design of experiments (DOE). Metamodel is a mathematical model that approximates the relationships
between design variables and responses. DOE is an application of statistics aimed at designing
experimental methods and analyzing the results to identify relationships between design variables and
responses. First, directly connecting the optimal algorithm with the design methods can determine
the best solution more clearly [9]. However, this method takes a long time to optimize and it is
difficult to predict the design time. Additionally, if the formulation of the optimal design is wrong,
it is difficult to find the best solution. In the case of optimization by creating metamodels using
DOE results, it is possible to predict the optimal results by analyzing the sensitivity between design
variables and target goals. In addition, the time taken for the optimization design is clear. However, the
number of DOE and test points must be selected properly, and the metamodel must be made correctly.
Meanwhile, non-automated DOE requires a lot of effort and time because mechanical modeling and
analysis must be performed as many times as DOE. Although a large number of DOEs are required to
achieve good optimal design results, it takes a significant amount of effort and time. The work in [10]
reported optimization results using response surface methodology combined with metamodels from
the DOE results. To produce DOE results, a total of 15 models were made and 15 FEAs were conducted.
The study in [11] optimized a PMSM by combining an optimal algorithm and metamodel, i.e., the
genetic algorithm and the Kriging model, based on DOE. In that study, to obtain the DOE results,
several models had to be designed and FEAs were required.

The novelty of this distinguishes it from previous studies for the following reasons: First, optimal
design can be easily processed based on a novel automated DOE procedure based on FEA, so it can be
done faster and more accurately. In general, DOE by FEA consists of modeling process using CAD
tools, analysis condition setting process for FEA, FEA process, and post process for extracting and
organizing results. To obtain a reliable optimal design result, a large number of DOE have to be carried
out. However, the conventional method of manually performing the process was complicated and
time consuming, and thus the number of DOE was limited [10–18]. However, using the automated
DOE process proposed in this study, not only can the DOE be easier but also the number of DOE can
be dramatically increased, resulting in high reliability of the optimal design result. The proposed
automated design method is expected to reduce the design cost and time. Moreover, it can be used
to find the optimal solution for various design problems as well as PMSMs. In addition, since the
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proposed procedure is based on commercial tools, it has a ripple effect that can easily apply optimal
design in academia and industry.

Most of the previous studies have been applied to optimal design using metamodel generated in
one way. There have been a lot of optimizations recently using a single metamodeling technique such
as Kriging and response surface method [10–18]. However, since a suitable metamodel is different
according to each design problem and condition, it is necessary to select the best metamodel through
accuracy evaluation after generating several metamodels. This is because the accuracy of the metamodel
must be high to obtain good optimal design results. In this study, metamodels of objective functions
and constraints are generated in 11 ways, and the most accurate metamodels are selected through the
root mean squared error (RMSE) test, respectively.

In this study, shape optimization is performed for a PMSM to maximize the torque while
maintaining efficiency, torque ripple and THD in the back electromotive force (EMF). First, the design
target specification of a PMSM for small electric vehicles is established, and the characteristics of the
initial model are analyzed using FEA. To improve the accuracy of the design results, DOE is performed
using FEA. After the creation of metamodels using the DOE results, the optimal values are obtained
by the optimal algorithm. The optimal Latin hypercube design (OLHD) technique [19] is applied for
the DOE, and the appropriate DOE number and test point number are selected to produce accurate
metamodels. To perform DOE easily and accurately, this study proposes an automated DOE procedure
through linkage between an FEA program and an optimal design program. Using the DOE results,
the relationship between the design and output variables are analyzed by screening. To generate an
accurate metamodel, the RMSE tests are performed on eleven metamodels for each output variable,
and the best metamodels are selected for each output variable. Optimization based on metamodels
is performed, and the global optimization algorithm hybrid metaheuristic algorithm (HMA) [20] is
utilized as the optimal algorithm. The overall process of this study is represented in a flowchart, as
shown in Figure 1.

Figure 1. Flowchart of the overall research procedure.
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2. Finite Element Analysis

The target specifications are determined by referring to the Renault’s Twizy with a torque of
57 N·m and an output power of 13 kW at 2100 rpm. In this study, a PMSM is selected as the design
model, and the target output power is 15 kW which should satisfy 60 N·m at 2387 rpm.

2.1. Initial Model

Figure 2 and Table 1 show the structure and specifications of a 15 kW PMSM for a small electric
vehicle, respectively. The PMSM has 8 poles, 36 slots, and distributed winding.

Figure 2. Structure of initial permanent magnet synchronous motor (PMSM) model (1/4 model).

Table 1. Specifications of analysis model.

Items Unit Value

Required specification
Max. output power kW 15

Max. torque N·m 60
Rated speed rpm 2387

Electrical
Continuous current Arms 146
Current phase angle ◦ 25

Winding specification - ø 0.9, 11 turns (3 strand)

Mechanical

No. of poles and slots ea 8/36
Outer diameter of stator mm 202
Inner diameter of stator mm 140
Outer diameter of rotor mm 138
Inner diameter of rotor mm 40

Air-gap mm 1
Lamination mm 45

Thermal Reference temperature ◦C 20

The electromagnetic, mechanical and thermal properties of the 35PN210 core material are shown
in Table 2. Core loss is the sum of hysteresis loss, eddy-current loss, and excess loss, and is calculated
by Equation (1). The core loss varies with frequency, but the analysis is based on 60 Hz.

Pc = Kh f (Bm)
2 + Kc( f Bm)

2 + Ke( f Bm)
1.5 (1)

where Pc is the core loss, Kh is the hysteresis loss coefficient, Kc is the eddy current loss coefficient, Ke is
the excess loss coefficient, f is the frequency, and Bm is the amplitude of the alternating flux component.

The electromagnetic, mechanical and thermal properties of permanent magnets are shown in
Table 3. V-shaped N38UH grade NdFeB are applied to concentrate the magnetic flux. The magnetic flux
density and coercivity decreased with increasing temperature, but the analysis is conducted at 20 ◦C.
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Table 2. Properties of electrical steel.

Items Unit Value

Grade (Manufacturer) - 35PN210 (POSCO)

Electromagnetic

Anisotropy type - Isotropic
Flux density at 2.5 kA/m T 1.56
Flux density at 5 kA/m T 1.65

Conductivity S/m 1,694,915
Frequency Hz 60

Hysteresis loss coefficient w/m3 85.0512
Eddy-current loss coefficient w/m3 0.34153

excess loss coefficient w/m3 4.94904

Mechanical
Thickness mm 0.35

Mass density kg/m3 7600

Thermal Reference temperature ◦C 20

Table 3. Properties of permanent magnets.

Items Unit Value

Grade - N38UH

Electromagnetic

Magnetizing direction - Parallel
Permeability type - Anisotropic

Relative permeability - 1.05
Residual induction T 1.23

Coercivity kA/m −932.193
Bulk conductivity S/m 625,000

Mechanical
Thickness mm 5

Length mm 20
Mass density kg/m3 7650

Thermal
Reference temperature ◦C 20

Reversible temp. coefficient of induction %/◦C −0.12
Reversible temp. coefficient of coercivity %/◦C −0.465

2.2. No Load Analysis

Characteristic analysis of the initial model is performed by FEA under the no load condition
without current excitation. When the rotor of the initial model rotates at the rated speed, back EMF
is induced in the stator winding. Since the back EMF simulation is performed while rotating the
rotor under the no load condition, the equivalent circuit when the PMSM operates as a generator
should be considered, as shown in Figure 3. The voltage equation of the equivalent circuit is shown in
Equation (2). However, since no current flows in the armature winding under the no load condition,
the terminal voltage and the no load EMF are the same. The back EMF of phase A can be obtained by
Equation (3), and the analysis result by FEA is illustrated in Figure 4a.

.
V =

.
E0 − ( j(Xa + Xl) + Ra)

.
Ia [V] (2)

where
.

V is the terminal voltage,
.

E0 is the no load EMF, Xa is the armature reation reactance, Xl is the
leakage reactance, Ra is the armature resistance and Ia. is the load current.

Ea = N∅ωcosωt [V] (3)

where Ea. is the back EMF of phase A, N is the number of the amarture turns, ∅ is the magnetic flux
and ω is the electrical angular velocity.
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THD is an important factor in the electrical equipment and power systems. THD can be obtained
by adding the harmonic components to the fundamental wave components of voltage or current as
shown in Equation (4) [21]. A higher THD increases the core loss in electric machines, which can reduce
the efficiency and generate excessive heat. The harmonic analysis result of the back EMF waveform is
shown in Figure 4b, and the THD of the back EMF calculated by Equation (4) is 3.52%.

VTHD =

√
V22 + V32 + V4

2 + · · ·+ Vn2

V1
× 100 (4)

where VTHD is the THD of the back EMF, V1 is the RMS voltage of the fundamental frequency and Vn

is the RMS voltage of nth harmonic.

Figure 3. The equivalent circuit of PMSM (generator mode).

(a) (b)

Figure 4. The back EMF of initial model under the no load condition: (a) Waveform; (b) Harmonic.

2.3. Load Analysis

Target specifications are 15 kW and 60 N·m at 2387 rpm as shown in Table 1. To perform load
analysis, a current condition satisfying the target torque of 60 N·m at 2387 rpm should be found.
Through static torque analysis, the current condition is determined as the RMS value of 146 A and
phase angle of 25◦. As shown in Figure 5a, the average torque is 59.95 N·m and the torque ripple is
5.09% of torque. The core loss is interpreted as shown in Figure 5b, and total losses are the sum of the
core loss and copper loss. The output power of the motor is calculated as the product of torque and
angular velocity, and the efficiency can be calculated from the output power and total losses of the
motor. The efficiency of the initial model is calculated to be 91.42%.
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(a) (b)

Figure 5. Torque and core loss of the initial model under the load condition: (a) Torque; (b) Core loss.

3. Design Optimization

3.1. Design Process

The design optimization process for maximizing the average torque, while maintaining THD of
the back EMF, efficiency, and torque ripple, is shown in Figure 6. The objective function, constraints,
thermal condition, and design variables are established, as described in Equations (5)–(9) and Figure 7.
To improve the average torque, the average torque is set as both an objective function and a constraint,
with a goal of 2% improvement over the initial model. THD of the back EMF and the efficiency are
set as constraints to maintain the same level as the initial model. The torque ripple is set below 10%,
which is an acceptable level as a traction motor for electric vehicles [22]. To improve the accuracy of the
design results, DOE is performed using FEA. Because DOE using FEA requires a significant amount
of time and effort, interworking is conducted between the FEA and optimal design programs, which
are ANSYS Maxwell and PIAnO, respectively, to automatically perform DOE. When the analysis and
extraction of results for one experiment is finished, the values of the design variables are automatically
changed to perform the FEA at the next DOE point. From the DOE results, sensitivity analysis
between design variables and output variables is conducted using screening, and each metamodel for
output variables is generated. RMSE test was conducted to evaluate the predictive performance of
the metamodels, and the best metamodel is selected for each output variable. Based on the selected
metamodels, the optimal values are obtained using the HMA.

Objective function
Maximize the average torque (5)

Mechanical Constraints
Average torque ≥ 61.152 N·m

Torque ripple ≤ 10 %
(6)

Electrical Constraints
THD of the back EMF ≤ 3.414 %

Efficiency ≥ 91.42 %
(7)

Thermal condition
Reference temperature = 20 C◦ (8)
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Design variables (based on the value of the initial model)

−4 mm ≤ DV1 (Barrier length) ≤ 10 mm
−1.0 mm ≤ DV2 (Rib thickness) ≤ 0.5 mm
−1.0 mm ≤ DV3 (Teeth width) ≤ 0 mm

0 mm ≤ DV4 (Teeth thickness) ≤ 1.0 mm
0 mm ≤ DV5 (Barrier gap) ≤ 2.0 mm

(9)

Figure 6. Optimization design process.

Figure 7. Shape design variables.

The mechanical constraints of the barrier length are set from a range that facilitates the flow of
magnetic flux to a range that inhibits the flow of magnetic flux very much, as shown in Figure 8a.
Rib thickness is set to be at least 1 mm in consideration of workability at manufacture and mechanical
rigidity at high speed, as shown in Figure 8b. Figure 8c shows the mechanical constraints of the teeth
width, and the range is set so that the slot is smaller than the initial model and maintains the proper
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fill factor. The range of teeth thickness is set up to reduce the saturation of the magnetic flux at the
tip of the teeth and maintain the proper fill factor, as shown in Figure 8d. Barrier gap size affects the
formation of magnetic flux and the motor performance since the permanent magnet position also
changes. Therefore, its mechanical constraints are set as shown in Figure 8e.

(a) (b)

(c) (d)

(e)

Figure 8. Mechanical constraints of design variables: (a) DV1 (barrier length); (b) DV2 (rib thickness);
(c) DV3 (teeth width); (d) DV4 (teeth thickness); (e) DV5 (barrier gap). Notes: The values of the design
variables are relative to the values of the initial model.

3.2. Automated DOE Procedure

To perform DOE, the shape of design variable should be changed. However, when DOE is
processed manually, the shape of each model is drawn using the CAD tool. Next, the designed
shape should be imported into the FEA program and the FEA should be performed for each model.
After FEA, the post process is required to calculate the desired result. As manual DOE requires a
lot of effort and time, this study suggests the automation of the DOE process. First, the Maxwell’s
parametric sweep setup function is used to change the shape of design variables without using the
CAD tool. The use of this function can change the shape of the FEA model by inputting numerical
values in the Maxwell program. Next, Maxwell’s Macro function is used to perform DOE using
PIAnO, an optimal design program. As the design variables change, the vbscript and batch files are
created to automatically change the shape of the FEA model. In addition, vbscript and batch files are
generated for FEA under the no load and load conditions for each experiment. Vbscript and batch
files also are generated to output and quantify the torque, core loss and FFT analysis results of the
back EMF obtained through FEA. The files created through the Macro function are shown in Figure 9.
Next, the interface configuration between Maxwell and PIAnO for automation is shown in Figure 10.
To process DOE in PIAnO, the files created in Maxwell are imported as shown in Figure 10a, and the
script for calculating the output variables is shown in Figure 10b.
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Figure 9. Vbscript, batch, and output files using the Macro function of Maxwell.

(a)

Figure 10. Cont.
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(b)

Figure 10. Interface configuration with Maxwell using PIAnO: (a) Interface setting; (b) Script for
calculating output variables.

3.3. Design of Experiment

The number of experiments and the number of test points are determined in three steps [23].
First, the number of experiments should be selected according to the number of design variables.
When the number of design variables is ten or less, the number of experimental points is determined
by Equation (10),

nEXP > 1.5× nSAT = 1.5× (nDV + 1) × (nDV + 2)
2

(10)

where nEXP is the number of DOE, nSAT is the number of saturation, and nDV is the number of
design variables.

Next, the number of DOEs that can be used as test points for evaluating the accuracy of the
metamodel should be secured by Equation (11):

nEXP > min
[
(nDV + 1) × (nDV + 2)

2
, 10× nDV

]
+ (5× nDV) (11)

Because five design variables are used in this study, the number of DOE should be more than 46
by Equations (10) and (11). Therefore, the number of DOE is determined to be 50, which is a multiple
of the design variables. If fifty experiments are manually operated, a significant amount of effort and
time would be required. However, in this study, automation is implemented so that DOE can be
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easily developed and design cost can be reduced. Finally, the number of test points for evaluating the
accuracy of the metamodel is determined to be five by Equation (12),

nEXP_ts > min[nEXP× 10%, 10× nDV] (12)

where nEXP_ts is the number of test points.
The OLHD technique is applied to determine the sampling point of the DOE. OLHD is a type of

DACE sampling technique developed for computational experiments. In the computer experiment,
because there are no random errors, only the bias error should be considered and the test point should
be spread evenly inside the design area. OLHD improves the space-filling property by using the
optimum conditions and spreads the test points evenly; thus, even if there are several test points,
they can be selected efficiently. DOE for fifty test points selected by OLHD is easily performed using
the automated program. Sensitivity analysis is conducted to analyze the correlation between the
design variables and design results. Figure 11 shows that the barrier length has the highest impact on
the output variables among the five design variables. However, as shown in Table 4, even the most
optimal experimental point among the 50 experiments does not satisfy the constraints. Therefore,
metamodeling based on DOE results is conducted.

Figure 11. Sensitivity analysis using screening.

Table 4. DOE results.

Items Unit Initial Model Best Solution of DOE

Design variables

Barrier length mm 0 −0.642
Rib thickness mm 0 0.37
Teeth width mm 0 −0.34

Teeth thickness mm 0 0.337
Barrier gap mm 0 0.76

Design results

Average Torque N·m 59.95 59.9
THD of the back EMF % 3.414 3.245

Efficiency % 91.42 91.41
Torque ripple % 5.086 4.131

3.4. Metamodeling

Five test points are selected to evaluate the metamodel, and eleven metamodels are generated for
each output variable. The metamodel can be classified into a regression model and an interpolation
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model. The regression model, i.e., polynomial regression (PR), radial basis function regression (RBFr),
ensemble of decision trees (EDT), and multi-layer perceptron (MLP), smoothens the noise data because
they do not pass through the test points exactly. Therefore, this model is useful for real experiments
with random errors. PR allows free choice of regression terms [24]. RBF is easy to design and generalize,
and has strong tolerance to input noise [25]. EDT is advantageous for expressing nonlinearity in
large amounts of data. MLP is type of deep learning algorithm and has the advantage of being able
to represent the nonlinear relationships between input and output variables [26]. In contrast, the
interpolation model, i.e., Kriging and radial basis function interpolation (RBFi), is well suited for
function approximation using analytical results without random errors because it passes through the
test points exactly. The estimated equation of the Kriging model was defined to eliminate bias and
thereby minimize error variance [27]. Thus, a numerically robust model is provided. RBFi was first
popularized in the machine learning community and has been used in computer graphics [28].

The accuracy of the metamodel is a very important factor in the optimal design using
metamodel [12]. This is because the predictive performance of the metamodel affects the reliability of
the optimal design. Most of the existing studies have been metamodeled by a single method such as
Kriging and RSM, and the accuracy evaluation has not been performed [10–18]. In this study, however,
metamodels for the objective function and constraints are generated in 11 ways provided by PIAnO,
and the best metamodels are selected, respectively, by comparing the RMSE test results to evaluate the
metamodel accuracy. The predictive performance of the metamodel is evaluated by the RMSE test and
is calculated by Equation (13) [23],

RMSE =

√√√
1

nEXP_ts

nEXP_ts∑
i=1

[y(Xi) − ŷ(Xi)]
2 (13)

where y(Xi) is the value of the real function and ŷ(Xi) is the value of the metamodel.
Through the RMSE test, the predictive performances of the metamodels are evaluated for the

output variables. The RMSE test showed the best predictive performance of RBFr as a metamodel of
the average torque as shown in Table 5. Similarly, the RMSE tests are conducted on the metamodel for
efficiency, torque ripple, and THD of the back EMF. Based on the test results, the metamodels with
the best predictive performance for each output variable are selected for use in the optimal design, as
shown in Table 6.

Table 5. RMSE test results of metamodels for the objective function.

Rank Metamodel RMSE Test Value

1 RBFr 0.34648496
2 RBFi 0.38436657
3 PR (Backward stepwise regression) 0.40021405
4 PR (Simple cubic model) 0.44883739
5 PR (Full quadratic model) 0.50425469
6 PR (Forward stepwise regression) 0.68032589
7 PR (Linear model) 1.15518494
8 PR (Simple quadratic model) 1.21540869
9 Kriging 1.30829623
10 EDT 1.32713329
11 MLP 1.38523885
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Table 6. Selected metamodels of the output variable by RMSE test.

Output Variable Metamodel RMSE Test Value

Average torque RBFr 0.346485
THD of the back EMF Kriging 1.276249

Efficiency MLP 0.025028
Torque ripple Kriging 0.228137

3.5. Design Optimization Based on Metamodel

The HMA, a global optimization algorithm, is used for the optimal design based on the metamodel.
The HMA was proposed in 2016 by Park [20]. HMA can determine the global optimum faster than other
global optimizers owing to the combined advantages of improved constrained differential evolution
and modified cuckoo search.

The optimum design results predicted from the metamodel based HMA are shown in Table 7
and verified through FEA. The predicted results showed that the average torque, THD of the back
EMF, efficiency and torque ripple results are similar to the FEA results. Therefore, the automated DOE
procedure and the generation and evaluation of the metamodel were verified. The average torque of
the optimal model was 2.5% better than the initial model, and the torque ripple increased slightly, as
shown in Figure 12. THD of the back EMF and efficiency set by the constraints were slightly improved.
Although the torque ripple of the optimal model is 7.822%, it is very acceptable as a traction motor for
electric vehicles [22].

Table 7. Optimization results.

Items Unit
Initial Model Optimal Model Optimal

Model (FEA)(FEA) (Predicted)

Design variables

Barrier length mm 0 −0.356 −0.356
Rib thickness mm 0 −0.893 −0.893
Teeth width mm 0 −0.236 −0.236

Teeth thickness mm 0 0.269 0.269
Barrier gap mm 0 1.388 1.388

Design results

Average torque N·m 59.95 61.03 61.43
THD of the back EMF % 3.414 3.424 3.065

Efficiency % 91.42 91.57 91.61
Torque ripple % 5.086 7.258 7.822

Figure 12. Torque waveforms.
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3.6. Consideration of Optimal Design Results

Figures 13 and 14 show the flux distributfion and flux density of the initial and optimal models,
respectively. In comparison to the initial model, the rib thickness and barrier length of the optimal
model were reduced, and the barrier gap was increased. As the rib thickness decreased, the unnecessary
flux flow between the north pole and south pole through the rotor rib was reduced. In addition, the
flux flow was smoothly improved owing to the reduction in barrier length, and consequently, more
flux passed through the stator core. The improvements in the magnetic flux flow and the change in
reluctance can be considered to be the cause of the increase in the back EMF and torque [29]. Owing to
the improvements of in the flux flow, the back EMF of the optimum model was 35.0 V, which showed
an improvement of 7.4% in comparison to 32.6 V of the initial model, as shown in Figure 15. In addition,
owing to the sinusoidal improvement in the waveform of the back EMF of the optimal model, the THD
was slightly improved from 3.414% to 3.065%.

(a) (b)

Figure 13. Flux distribution under no load condition: (a) Initial model; (b) Optimal model.

(a) (b)

Figure 14. Flux density under no load condition: (a) Initial model; (b) Optimal model.
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Figure 15. Back EMF waveforms.

4. Conclusions

This paper presented shape optimization of a PMSM for small electric vehicles to maximize
torque while maintaining efficiency, torque ripple and THD of the back EMF. To improve the accuracy
of the optimal design results, DOE was performed using FEA. This study proposed an automated
DOE procedure through linkage between an FEA and optimal design programs to perform DOE
easily and accurately. Parametric modeling was performed for the FEA model to change the shape
variables automatically, and automation-related files were created using Maxwell’s Macro function.
In addition, an interface was established to link the FEA program with PIAnO, an optimal design
program. Using the built-in automation program, 50 FEAs for the experimental points selected by
OLHD were easily performed. From the DOE results, the relationship between the design and output
variables was analyzed by screening. Among the five design variables, the barrier length was found
to have the greatest effect on the output variables. Eleven metamodels were created for each output
variable and RMSE test was conducted to evaluate the predictive performance of the metamodels.
Consequently, the metamodels with the best predictive performance for each output variable were
selected. Finally, the optimization design based on the metamodel was determined using the HMA to
find the global optimum. The objective average torque improved by 2.5% over the initial model while
satisfying all the constraints. The optimal design results were finally verified by FEA.

The proposed automated design method is expected to reduce design cost and time. Moreover,
it can be used to find the optimal solution for various design problems as well as PMSMs. By following
the procedure given below, the proposed optimal design method can be applied to any type of motor
without any special constraints. First, in order to change the shape of the optimum design variable
automatically, the dimension of the optimal design variable should be set using Maxwell’s parametric
sweep setup function. Next, determine the values that you want to extract from Maxwell and create
vbscript and batch files to extract them. Finally, an interface setting must be performed to accommodate
Maxwell’s output values in an optimization program called PIAnO.

Optimization of multi-physics systems by simulation takes significant computing time for each
simulation run, and its process depends on numerous runs, making it difficult and expensive [30].
However, using the automated DOE procedure suggested in this study can reduce design cost and
time, so I think multi-physics analysis is possible in the near future. In the next project, I will consider
multi-physics analysis that takes into account the mechanical and thermal properties.
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Abbreviations

Acronym Descriptor
DOE Design of Experiments
EDT Ensemble of Decision Trees
FEA Finite Element Analysis
HMA Hybrid Metaheuristic Algorithm
MEC Magnetic Equivalent Circuits
MLP Multi-layer Perceptron
OLHD Optimal Latin Hypercube Design
PMSM Permanent Magnet Synchronous Motor
PR Polynomial Regression
RBFi Radial Basis Function Interpolation
RBFr Radial Basis Function Regression
RMSE Root Mean Squared Error
THD Total Harmonic Distortion
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Abstract: In order to improve the efficiency, a line-start synchronous reluctance motor (LS-SynRM) is
studied as an alternative to an induction motor (IM). However, because of the saliency characteristic
of SynRM, LS-SynRM have a limited power factor. Therefore, to improve the efficiency and power
factor of electric motors, we propose a line-start permanent magnet assistance synchronous reluctance
motor (LS-PMA-SynRM) with permanent magnets inserted into LS-SynRM. IM and LS-SynRM
are selected as reference models, whose performances are analyzed and compared with that of
LS-PMA-SynRM using a finite element analysis. The performance of LS-PMA-SynRM is analyzed
considering the position and length of its permanent magnet, as well as its manufacture. The final
model of LS-PMA-SynRM is designed for improving the efficiency and power factor of electric
motors compared with LS-SynRM. To verify the finite element analysis (FEA) result, the final model
is manufactured, experiments are conducted, and the performance of LS-PMA-SynRM is verified.

Keywords: efficiency; finite element analysis; line-start synchronous reluctance motor; permanent
magnet; power factor

1. Introduction

As the electrical machine industry is developing, electric energy consumption has been increasing.
In industrial applications, electric motors account for energy consumption between 35% and 40% [1–3].
If the efficiency of the electric motor is low, environmental problems such as emission of greenhouse
gases are induced. Electrical motors are not a unique problem regarding energy consumption and
efficiency. There are also more complex systems such as modern data centers, where there are a lot
of electrical motors (and highly energy consumption), because of environment control, cooling, air
ventilating, and so on [4,5]. In order to solve these environmental problems, the minimum energy
performance standards (MEPS) are enacted by regulating motor efficiency. According to MEPS, the
energy efficiency of industrial motors is standardized by power range (0.75–150 kW), and efficiency
classes are defined from IE1 to IE4. Recently, the industrial motors have been required to satisfy the
IE4 class efficiency according to the strength of MEPS [6].

Induction motors (IMs) account for 70% of industrial motors because of their simple structure and
low manufacture cost [1–3]. However, IMs have the secondary copper loss that limits the improvement
in their efficiency [7–10]. Therefore, to replace IMs, new types of motor are being studied to improve
the efficiency such as line-start synchronous reluctance motors (LS-SynRMs). As LS-SynRMs are
operated at a synchronous speed, they do not exhibit secondary copper loss [9,10]. Furthermore, unlike
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the synchronous motor, this machine does not require an inverter to reach the synchronous speed.
Therefore, because the inverter is not necessary, the system cost of these machines is lower compared
with synchronous motors and efficiency of LS-SynRMs is better compared with IMs [11–13]. Therefore,
LS-SynRM has received attention as a better alternative to IM as an industrial motor [14,15].

The characteristics of LS-SynRM are the same as those of SynRM. Therefore, LS-SynRMs can
improve the efficiency of electric motors; however, the power factor is reduced compared with that
of IMs because the saliency characteristic [16–18]. However, for the industrial machines, the power
factor is also an important factor because the reactive power is affected by the generated power of a
generator; further, power factor affects electrical cost [19]. Therefore, according to IEC 60034-1, there
is a specification for the power factor of the industrial motor. The permanent magnet synchronous
reluctance motor (PMA-SynRMs) with ferrite magnet inserted into SynRM has higher efficiency and
power factor compared with SynRMs [20,21]. Therefore, we proposed a line start permanent magnet
assistance synchronous reluctance motor (LS-PMA-SynRM) for improving the efficiency and power
factor of LS-SynRMs [22,23].

When designing an electrical machine, a magnetic equivalent circuit (MEC) or a finite element
analysis (FEA) is used [24–31]. MEC is constructed using the magnetic resistance and magneto motive
force considering the magnetic flux paths. By applying a circuit theory, the equation of MEC is solved
and the magnetic flux density is simply calculated. However, in a complex rotor structure such as
SynRM, it is difficult to analyze the motor because MEC is not easy to construct [30]. On the other hand,
in FEA, the solution region is discretized into finite elements using mesh generators and the solution of
the governing equation for each element is solved using numerical method [32]. As the solution is
based on the element, FEA can be applied to various electrical machine structures [28–31]. Therefore,
FEA is powerful numerical method to analyze LS-PMA-SynRM having the complex rotor structure.

In this study, the characteristics of LS-PMA-SynRM are analyzed to improve the efficiency and
power factor using FEA. Based on the mathematical model, the characteristics of LS-SynRM and
LS-PMA-SynRM are compared. Furthermore, the power factor is analyzed according to the magnetic
flux of the permanent magnet. To compare the characteristics of LS-PMA-SynRM, a 5.5 kW IM
and LS-SynRM are selected as the reference models. The LS-PMA-SynRM is designed based on the
LS-SynRM. The characteristics of LS-PMA-SyRM are then analyzed considering the position and
length of the permanent magnet. The final model is designed to maximize the efficiency and power
factor. To verify the FEA result, the final model is manufactured and tested for the characteristics
of LS-PMA-SynRM.

This paper is organized as follows. In Section 2, the characteristics of LS-SynRM and
LS-PMA-SynRM are discussed with respect to the efficiency and power factor. In Section 3, the
characteristics of the reference models (IM and LS-SynRM) are analyzed and compared. In Section 4,
the performance of LS-PMA-SynRM is analyzed considering the position and length of the permanent
magnet. In Section 5, to verify the FEA result, experiments are conducted, and the results obtained for
IM and LS-PMA-SynRM are compared. Finally, Section 5 presents the conclusion.

2. Characteristics of LS-SynRM and LS-PMA-SynRM

The operating principle of LS-machines is classified into asynchronous and synchronous speed.
Therefore, the subsections are discussed with the characteristic of LS-machines according to the
operating speed. In Section 2.1, the principle of LS-machines is discussed at asynchronous speed.
In Section 2.2, the main performances, such as efficiency and power factor, are determined at
synchronous speed.

2.1. Asynchronous Operation

In asynchronous speed, the rotor current is generated by the slip speed that is the relative speed
between the synchronous speed and the rotor speed. Similar to the operation principle of IMs, the
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rotor current provides the required magnetic torque for the speed to approach synchronous speed.
This magnetic torque is expressed as follows and is the same for IMs [33]:

Tc = KTΦmI2 cosφ, (1)

where Tc is the torque generated by squirrel-cage bar, KT is the torque constant, Φm is the mutual flux,
I2 is rotor current, and φ is the power factor angle.

2.2. Synchronous Operation

2.2.1. Efficiency

In synchronous speed, the operation principle of LS-machines is the same as that for synchronous
machines. The efficiency of the synchronous machines is determined based on the mechanical power
of motor, core loss, and copper loss as follows:

η =
Pout

Pin
=

Pout

Pout + Ploss
=

Teωe

Teωe + Pcopper + Pcore
, (2)

where η is efficiency, Pout is mechanical power, Pin is electrical input power, Ploss is total loss of motor,
Te is torque of motor, ωe is synchronous speed, Pcopper is copper loss, and Pcore is core loss.

Equation (2) indicates that if the power is the same, the efficiency is determined by the losses of
LS machines. The main losses of LS machines are classified into core loss and copper loss. The core
loss is dependent on the magnetic flux density of the core and frequency. However, the magnetic
flux density of the core is determined when the motor is designed, and the frequency is determined
by the synchronous speed of LS machines. Therefore, there is a limitation when reducing core loss.
In contrast, the copper loss is dependent on the resistance and current. If the torque per current is
increased, the copper loss is reduced, and the efficiency can be increased. Therefore, the design method
for improving the torque per current is important to improve the efficiency.

When comparing LS-SynRMs and LS-PMA-SynRMs, the LS-PMA-SynRMs generate the additional
magnetic torque. Therefore, because the torque per current of LS-PMA-SynRM is larger than LS-SynRM,
the efficiency of LS-PMA-SynRM can be improved. The torque of LS-PMA-SynRM is as follows:

Te =
3
2

P
2
[λaiq + (Ld − Lq)idiq], (3)

where Te is torque of motor, P is pole, λa is the flux linkage, id and iq are dq-axis current, and Ld and Lq

are dq-axis inductance.

2.2.2. Power Factor

The power factor is determined by the phase angle difference between the voltage and the
current. This phase angle difference can be determined from the dq-axis vector diagram. Figure 1a,c,e
shows the structure of an interior permanent magnet synchronous motor (IPMSM), LS-SynRM, and
LS-PMA-SynRM to define the dq-axis vector diagram. In general, because the d-axis is defined as
the main flux axis, the d-axis of IPMSM is the magnetizing direction of a permanent magnet and the
d-axis of the LS-SynRM is a segment through which the main magnetic flux passes. In the case of
LS-PMA-SynRM, the d-axis can be defined as the segment because the permanent magnet inserted
into LS-SynRM is only used as the assistant torque. Therefore, in Figure 1e, the magnetic flux of the
permanent magnet is generated along the q-axis. Figure 1b,d,f shows the vector diagram of IPMSM,
LS-SynRM, and LS-PMA-SynRM. The magnetic flux of the permanent magnet is the d-axis in Figure 1b.
In contrast, the magnetic flux of the permanent magnet is negative along the q-axis in Figure 1f because
the path of main flux is segments.
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(c) (d) 

 
 

(e) (f) 

Figure 1. Structure of a line-start synchronous reluctance motor (LS-SynRM) and vector diagram (a)
structure of an interior permanent magnet synchronous motor (IPMSM) (b) vector diagram of an
IPMSM, (c) structure of a LS-SynRM, (d) vector diagram of a LS-SynRM, (e) structure of a line-start
permanent magnet assistance synchronous reluctance motor (LS-PMA-SynRM), (f) vector diagram of
a LS-PMA-SynRM.

LS-PMA-SynRMs with ferrite permanent magnet inserted into SynRM have the flux linkage
owing to the permanent magnet. This flux linkage is affected by the vector diagram and the power
factor is also affected. Figure 2 shows the vector diagram of LS-PMA-SynRM according to flux linkage
owing to the permanent magnet (λa). In Figure 2, the difference between the voltage and the current
phase is decreased according to the increasing flux linkage. Therefore, the larger the flux linkage, the
larger the power factor. As a result, LS-PMA-SynRM can improve the power factor and efficiency of
electric motors compared with LS-SynRM.
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Figure 2. The vector diagram of LS-PMA-SynRM according to flux linkage by permanent magnet.

3. FEA Models of Reference Models

In this section, reference models (IM and LS-SynRM) are discussed in terms of specification and
FEA model. In Section 3.1, the specification of reference models is introduced. In Section 3.2, the
materials of motor are discussed for FEA. In Section 3.3, the performances of reference modes are
analyzed by FEA.

3.1. Specification of Reference Models

In order to compare the efficiency and power factor of LS-PMA-SynRM, the 5.5 kW 6-pole IM and
LS-SynRM are selected as reference motors. Figure 3 shows the 2D FEA model of reference motors.
The stators of IM and LS-SynRM have the same specification but the rotor is different. The number of
squirrel-cage bars of the reference motors is the same, 42 bars. Therefore, considering the number of
squirrel-cage bars, the number of barriers is designed to be three [8]. The detail specifications of the
reference motors are shown in Table 1.

Table 1. Specification of reference models.

Item Value Unit

Rated
Output Power 5.5 kW
Input voltage 380 V

Input frequency 60 Hz

Stator
Number of slots 54 –

Stator outer diameter 220 mm
Stator inner diameter 145 mm

Rotor
Number of slots 42 –

Rotor outer diameter 144.2 mm
Rotor inner diameter 42 mm

Number of poles 6 –
Stack length 170 mm

Airgap length 0.3 mm
Rib length 0.4 mm
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(a) (b) (c) 

Figure 3. Reference models: (a) stator, (b) rotor of induction motor (IM), (c) rotor of LS-SynRM.

3.2. Material for FEA

Table 2 shows the material of the stator, rotor, winding, and the squirrel-cage bar. In industrial
application, the cost of manufacture is the important factor because of price competitiveness.
Considering the cost and core loss, 50PN470 (S18) has been mainly used as soft magnetic material of
the stator and rotor in industrial applications. Figure 4 shows the B-H curve and core loss in 60 Hz
of 50PN470. In general, the copper can improve the efficiency more than aluminum because of the
high conductivity of copper as shown in Table 2. However, because the metal must be melted in the
die-casting process, the aluminum with low melting point is mainly used as the material of die-casting.
Therefore, considering the manufacture and copper loss, the material of winding and squirrel-cage bar
is copper and aluminum, respectively.

Table 2. The material of each parts for finite element analysis (FEA).

Item Material Conductivity Unit

Stator 50PN470 (S18) 2.38 × 106 S/m
Rotor

Winding Copper 5.8 × 107 S/m
Squirrel-cage bar Aluminum 3.6 × 107 S/m

 

 
(a) (b) 

Figure 4. Characteristic of 35PN230: (a) B-H curve, (b) core loss.

3.3. FEA Result

To analyze the performance of the reference models, ANSYS MAXWELL 18.2 version was used.
The time-step FEA was used to consider the mechanical and electromagnetic transient analysis [31,33].
Figure 5 shows the magnetic field density of the reference motors using FEA and Table 3 shows the
characteristics of the reference motors. In Table 3, the core loss of IM is higher than that of LS-SynRM
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because the magnetic flux density of IM is higher than that of LS-SynRM in Figure 5. Furthermore, IMs
have a slip that represents the difference between the synchronous speed and the rotor speed. This slip
induces an electromotive force in the squirrel-cage bar and generates the rotor copper loss that accounts
for 31% of the total losses in Table 3. On other hand, for the stator copper loss, the current of LS-SynRM
is higher than that of IM because the power factor is low under same output power and input voltage.
As a result, the efficiency of IM is higher than that of LS-SynRM considering the total loss.

  
(a) (b) 

Figure 5. Electromagnetic analysis result of reference models: (a) IM, (b) LS-SynRM.

Table 3. Characteristics of reference models using FEA.

Item
Value

Unit
IM LS-SynRM

Power 5.5 5.5 kW
Speed 1170.8 1200 rpm
Torque 48.1 45.5 Nm
Current 11.55 12.88 A

Core loss 94.36 90.12 W
Stator copper loss 214.35 266.69 W
Rotor copper loss 143.8 25.39 W

Total loss 452.55 382.21 W
Efficiency 91.46 92.46 %

Power factor 80.14 70.39 –

4. Design of LS-PMA-SynRM

In this section, the performance of LS-PMA-SynRM is analyzed by FEA according to the position
and length of permanent magnet. In Section 4.1, LS-PMA-SynRM is analyzed according to the position
of magnet considering the manufacture. In Section 4.2, LS-PMA-SynRM is analyzed according to the
length of the permanent magnet in the position obtained in Section 4.1.

To analyze the characteristics of LS-PMA-SynRM, the ferrite permanent magnet was inserted into
the barriers of LS-SynRM. As LS-SynRM has the end-ring structure, as shown in Figure 6, the position
of the magnet is limited. From Figure 6, the position magnet can be inserted into only first and second
barriers. Therefore, the efficiency and power factor of LS-PMA-SynRM were analyzed considering the
position of the magnet. Furthermore, the length of the magnet was designed to maximize the efficiency
and power factor. Table 4 shows the ferrite permanent magnet data to analyze the LS-PMA-SynRM.

Table 4. Permanent magnet data.

Item Value Unit

Residual flux density 0.39 T
Coercive force 3.703 kOe
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(a) (b) 

Figure 6. Rotor structure of LS-SynRM with end-ring (a) rotor and (b) view of A.

4.1. Position of Magnet

Figure 7 shows the FEA models for analysis according to the position of the magnet. To analyze
the characteristic of the LS-PMA-SynRM considering the position of the magnet, the length of the
magnet is the same as 7 mm. Moreover, considering the end-ring structure, the position of the magnet
is inserted into the first and second barrier. Figure 8 shows the magnetic flux density using FEA, and
Figure 8 shows the loss analysis, efficiency, and power factor under the same output power conditions.
In Figure 8, because the magnetic flux density of model 2 is larger than models 1 and 3, the core loss of
model 2 is the larger in Figure 9. Figure 10 shows the magnetic flux density of air gap. As the magnetic
flux density of model 3 is larger than other models, the efficiency and power factor are better, as shown
in Figure 9b. Therefore, the model 3 was selected as the base model to analyze the characteristics of
LS-PMA-SynRM according to the length of the magnet.

(a) (b) (c) 

Figure 7. FEA model for analysis according to the position of magnet in (a) model 1, (b) model 2, and
(c) model 3.

   
(a) (b) (c) 

Figure 8. Electromagnetic analysis result using FEA according to the position of magnet in (a) model 1,
(b) model 2, and (c) model 3.

46



Energies 2020, 13, 384

 
(a) (b) 

Figure 9. Electromagnetic analysis result using FEA according to the position of magnet: (a) loss, (b)
efficiency and power factor.

Figure 10. Magnetic flux density in air gap of analysis models.

4.2. Length of Magnet

The characteristics of LS-PMA-SynRM were analyzed considering the length of the magnet.
Figure 11 shows the design parameter of LS-PMA-SynRM. The lengths of the magnets of the first and
second barriers are defined as Wm1 and Wm2, respectively. Considering the length of the barriers and
their manufacturer, the parameter ranges were selected. The length of the first magnet ranges from
1 to 17 mm and the length of second magnet from 0.5 to 8.5 mm. Figure 12 shows the FEA analysis
result for parameters (Wm1, Wm2). The longer is the magnet, the higher the efficiency and power factor.
Based on the FEA result, the final model was designed to maximize the efficiency and power factor.

Figure 11. Parameter for analysis of the characteristic according to length of magnet.
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(a) (b) 

Figure 12. FEA analysis result according to length of magnet: (a) efficiency, (b) power factor.

4.3. Final Model of LS-PMA-SynRM

In Figure 12, considering the efficiency and power factor, the final model was designed so that
the length of the first magnet was 17 mm and that of the second magnet was 8.5 mm. Figure 13a
shows the final model of LS-PMA-SynRM and Figure 13b shows the magnetic flux density using FEA.
Table 5 shows the FEA result for LS-PMA-SynRM. Compared with Table 3, the efficiency is improved
by approximately 5.6% and the power factor is improved by approximately 5.2% compared with
LS-SynRM. Based on the FEA result, the permanent magnet can be used to improve the efficiency and
power factor based on the analysis result.

  
(a) (b) 

Figure 13. The final model of LS-PMA-SynRM: (a) FEA model, (b) magnetic flux density.

Table 5. FEA result of LS-PMA-SynRM.

Item Value Unit

Power 5.5 kW
Speed 1200 rpm
Torque 44 Nm
Current 11.98 A

Core loss 93.79 W
Stator copper loss 229.04 W
Rotor copper loss 24.84 W

Total loss 347.68 W
Efficiency 93 %

Power factor 75.5 –
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5. Verification

The final models of LS-PMA-SynRM and reference model of IM were manufactured to verify
the FEA result. In Section 5.1, the manufacture of LS-PMA-SynRM is discussed considering the
die-casting process and permanent magnet. In Section 5.2, the experiments of IM and LS-PMA-SynRM
are conducted and compared with FEA and experiment result according to load. In Section 5.3, the
main advantages are discussed in comparison with previous literature.

5.1. Manufacture

Figure 14a,b shows the rotor and stator of the manufactured LS-PMA-SynRM. In Figure 14a,
there is a bridge in the barrier as a support structure for the permanent magnet. In the die-casting
process, the high pressures lead to aluminum leaking into the barriers. To prevent this problem, thin
electrical steel sheets are placed on both ends of the rotor, as shown Figure 14c. Therefore, the electrical
steel sheet is eliminated to insert the permanent magnet, as shown Figure 14d. When the die-casting
is performed, the temperature is high, and this can lead to thermal demagnetization. Furthermore,
because of the squirrel-cage bar slot, magnetization is difficult to attain. Therefore, the permanent
magnet is assembled after magnetization.

  
(a) (b) 

  
(c) (d) 

Figure 14. Manufacture LS-PMA-SynRM: (a) rotor core, (b) stator, (c) rotor before removing the
electrical steel, and (d) rotor after removing the electrical steel.

5.2. Experiment Result

Experiments were conducted to verify the efficiency and power factor of IM and the
final LS-PMA-SynRM. Figure 15 shows the dynamometer motor and experiment environment.
The performance of the test motor was calculated using the power analyzer that is Yokogawa’s
WT1803E model. In addition, the temperature logger was used for the temperature saturation test.
The temperature was measured through the temperature sensor and the measured temperature was
recorded in the temperature logger as shown Figure 15. The dynamometer motor is the IM and allows
the test motor to rotate at a synchronous speed. Through the V/f control, the dynamometer motor runs

49



Energies 2020, 13, 384

up and reaches synchronous speed. The test motor is also operated at a synchronous speed and the
voltage is applied to the test motor. The torque control is used to maintain the 5.5 kW output power in
the dynamometer motor. The current sensor measures the current in the test motor, and the torque and
speed are measured using the dynamometer motor. In the power analyzer, the input power, output
power, efficiency, and power factor are calculated based on the measured voltage, current, torque,
and speed. Figure 16 shows the efficiency of IM and LS-PMA-SynRM according to different loads.
The performances of IM and LS-PMA-SynRM agree well with the results obtained from the FEA and
experiments. Table 6 shows the experiment result of IM and LS-PMA-SynRM. Compared with the FEA
result in Tables 3 and 5, the efficiency of IM and LS-PMA-SynRM is decreased by approximately 0.3%
and the power factors are decreased by 6% and 4%, respectively.

Figure 15. Experiment environment and test dynamometer.

  
(a) (b) 

Figure 16. Experiment result of manufactured motors: (a) IM, (b) LS-PMA-SynRM.

Table 6. Experiment result of IM and LS-PMA-SynRM using the power analyzer.

Item
Value

Unit
IM LS-PMA-SynRM

Power 5.5 5.5 kW
Speed 1175 1200 rpm
Torque 44.7 43.7 Nm
Current 12.3 12.6 A

Core loss 106 105.9 W
Stator copper loss 249.5 257.7 W
Rotor copper loss 124.6 0 W

Total loss 535.3 433.75 W
Efficiency 91.13 92.69 %

Power factor 74.5 71.2 –
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5.3. Discussion

In previous literature, LS-SynRM have been studied as alternatives to IM due to high efficiency.
However, because of the saliency characteristic of SynRM, LS-SynRM have a limited power factor.
Referring to IEC 60034-1, not only the efficiency but also power factor is the important factor in
industrial electrical machines. Therefore, the power factor of LS-SynRM must be improved to replace
IM. In general, due to magnetic flux by permanent magnet, the power factor of PMA-SynRM is
better than SynRM. However, because of the thermal demagnetization of ferrite magnet in the
die-casting process, there is no research on LS-PMA-SynRM. This study discussed the design and
analysis of LS-PMA-SynRM according to the position and length of permanent magnet considering
the manufacture such as die-casting. In addition, the efficiency and power factor of LS-SynRM were
verified by comparison with FEA and experiment. As a result, the efficiency and power factor were
improved compared with LS-SynRM.

6. Conclusions

This study analyzed the efficiency and power factor of LS-PMA-SynRM considering the position
and length of its permanent magnet. In addition, IM and LS-SynRM were analyzed to verify the
performance of LS-PMA-SynRM under the condition of the same stator specification. Considering the
die-casting and manufacturing processes, the permanent magnet was assembled after magnetization.
Furthermore, the position of the permanent magnet was selected considering the end-ring. Further,
considering this position, the performance of the LS-PMA-SynRM was analyzed and the base model
was selected. Based on this model, the analysis parameter was selected, and the efficiency and power
factor of electric motors was analyzed according to the length of the permanent magnet. The final
model was designed using FEA. To verify the FEA result, LS-PMA-SynRM was manufactured and
experiments were conducted. As a result, the FEA and experiment result of IM and LS-PMA-SynRM
agree well, and the performance of LS-PMA-SynRM is improved compared with LS-SynRM. This study
provided the design and manufacture of LS-PMA-SynRM as the alternative to IM. However, the
power factor of LS-PMA-SynRM was still lower than IM. Therefore, the design of barrier, such as the
length, angle, and thickness of barrier, must be optimized. In addition, the position and length of the
permanent magnet according to design of barrier must be optimized to improve the efficiency and
power factor. This requires further investigation about optimal design.
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Abstract: This article discusses the thermal and mechanical exposure of the starting cage of a
double-cage induction motor rotor during start-up. Damage to the starting cage is the most common
cause of failure of a double-cage winding during long start-ups. It has been indicated that the end
region of the double-cage winding is a key area in the search for a more damage-resistant solution.
Among the available studies on improving the mechanical strength of double-cage windings, which
typically focuses on improving the cooling system, modifying the shape of the slots, or altering the
bar material, a new concept of improving the mechanical strength through the modification of the
structure of the end region has appeared. This is achieved by applying sleeves onto the ends of the
starting cage bars, which helps to reduce the temperature of the connection between the starting bars
and the end rings. A simulation of the temperature field of a double-cage induction motor with this
new design is performed and discussed in this paper. It has been confirmed that the new design
solution effectively improves the mechanical strength of the starting cage, making it less prone to
damage caused by thermal stresses.

Keywords: double-cage induction motor; improvement of motor reliability; cage winding
constructions; direct start-up; coupled electromagnetic-thermal model

1. Introduction

In a cage induction motor with an emergency locked rotor, or under long starting conditions, the
element most vulnerable to damage is the cage winding of the rotor. Thermal exposure is particularly
high in double-cage rotor motors owing to the relatively low thermal capacity of the starting cage
bars. Such motors are typically found in drives requiring high starting torque, which translates
directly into higher losses in the starting cage. Examples of damage to the starting cage in double-cage
motors are displayed in Figures 1 and 2. The most common cause of double-cage winding failure
is damage to the starting cage, while the working cage remains functional. This is a defect that is
difficult to detect in its initial phase. There are numerous publications presenting new approaches to
detecting starting cage failures in a double-cage motor. Thus, [1] presents a method of detecting outer
cage damage in double squirrel cage induction motors. This diagnostic method relies on a discrete
wavelet transform optimised for sensitive detection under transient operating conditions. Reference [2]
presents a complete on-line condition monitoring system designed to detect incipient broken rotor bar
faults in a double-cage induction motor using the stator current signature. It is based on successful
combination of one of the latest variants of wavelet techniques, the recursive stationary wavelet packet
transform and a tool widely used in quality control, the statistical process control in order to deal with
several challenges in the continuous monitoring of the incipient fault. In [3] the possibility of using the
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stator phase current waveform as a diagnostic signal to detect faults in a double squirrel cage induction
motor is discussed. On the basis of tests conducted on a double cage motor prototype, conditions were
formulated for distinguishing faults in cages of both medium and high power machines.

 

Figure 1. Damaged rotor cage, view after cutting off the end ring of the starting cage—visible melting
of the starting cage bar.

 

Figure 2. Damaged rotor cage—visible sheared bars of the starting cage.

An important, developing issue is diagnosing large induction motors fed by an inverter.
Reference [4] presents the use of a fuzzy-based statistical feature extraction from the air gap disturbances
for diagnosing broken rotor bars in large induction motors fed by line or an inverter. The method is
based on the analysis of the magnetic flux density variation in a Hall Effect Sensor installed between
two stator slots of the motor. Reference [5] provides a diagnosis of broken rotor bars in field oriented
controlled double cage induction motors, based on current and vibration signature analysis techniques.

Designers and constructors are making attempts to make the double-cage winding more resistant
to damage occurring during long start-ups. One of the lines of action is to improve the cooling system.
In [6] the cooling performance of axial fans with forward-swept and inclined blades and a structure
with low ventilation resistance in large-capacity open-type motors is studied.

Steps are taken for thermal analysis to be more deeply regarded in electric machine design. In [7]
some of these problems are discussed and advice is provided as to dealing with them when developing
algorithms for inclusion in design software. In [8], a design of a 115 kW squirrel cage induction motor
for electric vehicle applications is presented. In the design procedure, initially, an analytical design
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of the electric vehicle motor is performed depending on specific design criteria. Then, the analytical
design is verified by means of finite element analysis. Reference [9] presents the coupled fluid-thermal
analysis for an induction motor with healthy and broken bar rotors. Much attention was paid to
developing the fluid model on the basis of the computational fluid dynamic theory.

Another area of work aimed at improving the fault resistance of the double cage winding and the
deep bar rotor to the effects of a prolonged start-up focuses on changing the cage winding material and
modifying the shape of rotor slots. In [10] three double-cage induction motors have been simulated and
their electromagnetic characteristics compared. The study is carried out using finite element method
(FEM) analysis. Reference [11] presents dynamic modelling of a series of induction motor squirrel
cages with different shapes of rotor deep bars, taking into account the skin effect. Reference [12] focuses
on designing and optimizing an induction motor with a lower cost and high performance. The starting
torque of the induction motor, which is an important aspect in traction applications, has been improved
by applying a rotor with a double cage. Analytical modelling is carried out and it is validated by
means of FEM analysis. In [13] a new design of the rotor bar which allows to improve the starting
torque without decreasing motor efficiency is presented. Reference [14] deals with the influence of the
shape of the cage on double cage induction motor’s parameters, mainly the values of starting torque,
breakdown torque, as well as the power factor, efficiency and starting current. The optimal shape of the
rotor slot has been identified for the maximum size of the relative starting torque and minimum size of
the relative starting current while maintaining a favorable power factor and efficiency of the motor.

Another area of work undertaken by constructors to improve the fault resistance of the cage
winding are special motor structure designs. In [15] an investigation on the design of a high-power
induction motor with special constraints is presented. Direct online start-up and pull-up torque of high
value are the two imposed requirements. The proposed solution advances a new rotor structure with
two different rotor cages. Reference [16] presents the elaborate design procedure for a double rotor
double cage motor. The two rotors can run independently, at an equal or unequal speed, depending on
their individual loading.

In [17,18], using mathematical models to consider the electromagnetic and thermal interrelations,
the author demonstrated that the end region of the cage is a key location in the search for construction
solutions more resistant to damage. These were likely the inspiration for the construction of the
starting cage of a double-cage motor as discussed in [19], which, according to the authors, allows for a
reduction of the temperature of the end region of the starting cage bars. This is achieved by applying
sleeves onto the ends of the starting cage bars. Because [19] does not present any test results for a
motor with a double-cage winding constructed in such a manner, it is necessary to test the effectivity of
this new design. The aim of the present paper is to perform a simulation of the temperature field of a
double-cage induction motor with the new construction solution of the starting cage, during start-up
with a locked rotor. The results are compared with those of a motor with a starting cage of conventional
structure. All results presented in this paper have been achieved through a simulation and should
be verified through experimental research in the future. The problem of experimental research on
high-powered motors is related to a number of logistic activities, as they typically must be performed
under industrial conditions. This entails high experimental costs. Therefore, there are relatively few
publications addressing experimental research related to the heating of high-power cage induction
motors [20–22].

2. Method of Analysing the Temperature Field of a Double-Cage Induction Motor

The analysis of thermal and electromagnetic phenomena occurring in an induction motor is
commonly conducted by means of professional software available on the market. There are many
publications on this issue [6,8,9,12,23]. A considerable limitation, particularly at an early stage of work
on the presented problem, is the cost and a long calculation time for 3D issues, hence the choice of faster
and less expensive methods which have been partially verified through experimental research [17,24].
Reference [17] presents a mathematical model and corresponding 3D simulation model that allows
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the determination of the temperature field of a double-cage motor in transient electromechanical
states. It uses a heat network created by the control volume method [25]. The model considers mutual
electromagnetic and thermal dependencies. Because the dynamics of electromechanical phenomena in
electric machines are considerably greater than those of thermal phenomena, an electromechanical
problem can be solved at a specific moment and for a given temperature field. In the next time step, a
new temperature field can be calculated using the solution of the electromechanical problem from the
previous time step. This procedure is presented in the block diagram in Figure 3.

Figure 3. Algorithm for calculating rotor thermal field.

The motor model used in calculations is designed for simulations of short operation periods
(operating with a locked rotor or during start-up). Research shows that under those operating
conditions the heating of the stator components may be examined regardless of the rotor heating [17,24].
The operation periods analysed here are too short for the stator to exert a noticeable influence on the
rotor heating and vice versa. Therefore, the heat exchange between the stator and the rotor can be
omitted in the analysis. The temperature field is calculated for the area indicated in Figure 4, which
encompasses a half of the rotor’s length and half of the rotor’s slot pitch. The analysed area has three
types of boundary conditions: the Dirichlet boundary condition for the A1 surface, the Neumann
condition for the A2, A3, and A4 surfaces, and the Newton condition for the areas that are in direct
contact with a cooling fluid.

Figure 4. Analysed area of double-cage motor’s rotor.

In the control volume method, the analysed object is subdivided into a number of homogeneous
elements. The energy balance is calculated for the entire system. If it is assumed that in the analysed
object, the separate control element with volume Vc(i) is sufficiently small that the temperature in its
entire area is the same and has the value T(i), and that the point heat source

.
qν(i) is located at the centre

of gravity of this element, then the transient temperature field in a motor analysed using the heat
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network created by the control volume method [25] is described by the following system of Equation (1)
together with the initial condition (2):

∑
j

Λ(i, j)T( j) −
⎛⎜⎜⎜⎜⎜⎜⎝∑

m
Λa(i,m) +

∑
j

Λ(i, j)

⎞⎟⎟⎟⎟⎟⎟⎠T(i) +
∑

m
Λa(i,m)Ta(i) + Vc(i)

.
qv(i) = Vc(i)c(i)ρ(i)

dT(i)

dt
, (1)

where i = 1, 2, ..., zn is the number of elements into which the considered area is divided, zn is the
number of area elements, Λ(i, j) is the thermal conductivity for the heat flowing from node i to node j,
Λa(i,m) is the thermal conductivity for the heat flowing from node i to the external surface m and the
heat transferred from surface m, c is the specific heat, ρ is the density, t is the time,

.
qv(i) is the volumetric

density of the heat sources, and T is the temperature:

T(r, t)
∣∣∣
t = 0 = T0(r), (2)

where T0 is the initial temperature and r is the positional vector describing the position of the element
in question. To determine

.
qv in the area of the windings, it is necessary to calculate the distribution of

the current density J(r, t). Then:
.
qv = J2(r, t)

1
γ(T)

, (3)

where γ-conductivity.
For a double-cage induction motor with a soldered cage, the equations describing the transient

electromechanical state in a two-axis coordinate system rotating at the speed ωx have the form [26]:

U =
d
dt

Ψ + ΩΨ + RI, (4)

Ψ = LI, (5)

Jm
1
p

dω
dt

= pRe
(
jΨ1I∗1

)
− TL (6)

where U =
[
U1, 0, 0

]T
, I =

[
I1, I2(1), I2(2)

]T
, and Ψ =

[
Ψ1, Ψ2(1), Ψ2(2)

]T
are the voltages, currents,

and linkage fluxes, respectively, Ω = diag[jωx, j(ωx −ω), j(ωx −ω)]T, R and L are the resistance and
inductance matrices, ω is the electric rotor angular velocity, U1 is the amplitude of the supply voltage,
I1, I2(1), and I2(2) are the stator and rotor two-axis vector currents (complexor), respectively, Jm is the
moment of inertia, TL is the load torque, and p is the number of pole pairs. Knowledge of the currents
flowing in the motor windings allows the determination the volumetric density of heat sources

.
qV

necessary to determine the temperature field of the motor winding. This method allows the calculation
of the temperature field for the double-cage induction motor with the parameters presented in Table 1.
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Table 1. Chosen motor parameters.

Parameter Value

Rated power, kW 320
Rated voltage, V 6000
Rated frequency, Hz 50
Number of pole pairs 3
Air gap, mm 1.6
Stator diameter, m 0.888/0.600
Rotor diameter, m 0.597/0.369
Core length, m 0.56
Number of stator/rotor slots 72/58
Class of insulation F
Ratio of coil span to pole pitch 10/12
Number of stator—winding turns per phase 240
Stator—winding resistance, Ω 0.648

The winding of the cage consists of bars short-circuited with copper end rings. The bars of
the starting cage are made of brass, whereas the bars of the working cage are made of copper.
The dimensions of the rotor and stator slots are shown in Figure 5.

Figure 5. The shape and dimensions of rotor and stator slots of double-cage motor with a welded cage.

The heat transfer coefficient from the areas in direct contact with cooling air was calculated on
the basis of paper [18]. It provides an equation for calculating the equivalent heat transfer coefficient
through natural convection and radiation, in the following form:

α = νpKp(T + T0)
(
T2 + T2

0

)
+ Ck

√
ϕ(T − T0)

0.25, (7)

where: νp is the emissivity coefficient of the surface, Kp is the Boltzman constant, T is the surface
temperature, T0 is the temperature of the air surrounding the surface, Ck is the coefficient included
within the limits (2.79 . . . 3.39) W/m2K, φ is the relative air humidity. For T = 300 ◦C, T0 = 20 ◦C,
φ = 0.9, νp = 0.85 (varnished surface), Ck = 3 W/m2K1.25 the heat transfer coefficient is α = 13.2 W/m2K.
For a rotating rotor (forced convection):

αv = α
(
1 + k

√
v
)
, (8)
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where v is the speed of the cooling air thrown over the surface, k the coefficient included within
the range 0.5 . . . 1.3, in the analysis k = 1 was assumed for the end region. For the rated speed:
αv = 58 W/m2K.

Thermal conductivity values: for the bars of the working cage 372 W/m·K, for the end rings of the
working cage 372 W/m·K, for the bars of the starting cage 103 W/m·K, for the end rings of the starting
cage 372 W/m·K. For the rotor core—50 W/m·K (in axial direction), 10 W/m·K (in radial direction).
A slight change due to the temperature of the thermal conductivity coefficient was omitted (within the
expected temperature range within 20 . . . 400 ◦C).

3. Influence of the End Region Structure of the Double-Cage Winding on Mechanical Stresses

In a double-cage motor with a soldered cage, the mechanical stresses associated with the skin
effect in the rotor bars are not as important as in a deep bar motor. In a double-cage winding, the forces
due to the thermal expansion of the end ring and centrifugal forces originating from the mass of the
end region of the winding are more significant. The associated stresses can be dangerous, especially
during long start-up periods, when the end rings experience maximum heat.

In double-cage motors with a soldered winding, the end rings are typically moved away from the
core. There are many construction solutions for soldered bar connections with rings. Insert connections,
as displayed in Figure 6, are frequently used.

Figure 6. Insert connections in double-cage motor.

The length of the overhang of the bars beyond the core is limited mainly by implementation
considerations. An excessive increase of the overhang is meaningless owing to the length of the entire
machine. This problem was discussed, among others, in [18]. The model of the phenomena occurring
in the external heated part, rotating at a constant winding speed, assumes that the bar is rigidly fixed in
the packet, and a radial force and circular-symmetric moment act in the location of the rigid connection
of the bar to the ring. They cause the displacement of the external part of the cage as indicated by the
dashed line in Figure 6. During the motor start-up, the centrifugal forces and forces originating from
the thermal deformations of the ring act together on the cage bars.

Using this model, simulation calculations were conducted for a double-cage induction motor with
parameters presented in Table 1. The results are presented in Figure 7 as the total stress value in the
bars during a prolonged motor start-up.
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Figure 7. Stresses in starting-cage bar during motor start-up.

As can be observed in Figure 7, a change in the outward extension of the bars within the limits
of 23% around the value of lcr = 45 mm causes a significant change in the total stresses when the bar
emerges from the core during a long-term startup. When reducing the size of lcr, the stress increases
by approximately 56%; when the value of lcr increases, the stresses decrease by approximately 36%.
In double-cage motors with bars of a circular cross section, the highest temperature occurs in the end
part of the cage. The natural method to avoid a large unevenness in temperature distribution along the
bar would be to eliminate the areas with elevated temperature from the cage structure, i.e., to shorten
the bars. However, the reduction of this overhang leads to a significant increase in the mechanical
stresses in the bars due to the thermal deformations of the end ring.

4. Possibilities of Equalising the Temperature Distribution along the Axis of the Motor Starting
Cage Bar

In certain cases, the temperature in the end region of the cage is sufficiently high to cause a
loss of elasticity of the material, whereas in the remainder of the winding, the temperature does not
significantly reduce the mechanical strength of the bar material. These highly heated end regions
of the rotor winding determine the durability and reliability of the entire motor, despite the fact
that their share in the volume of the cage is small. Therefore, we must attempt to obtain a more
uniformly heated structure. This applies, in particular, to work in conditions of prolonged start-up or
operation with a locked rotor. This issue is discussed in [18], where the possibilities of equalising the
temperature distribution along the axis of the starting cage bar of a double-cage motor were considered.
The influence of the slot clearance was examined (Figure 8) for a double-cage induction motor with
parameters presented in Table 1. The conditions of the heat transfer from these parts to the temperature
field of the cage, in the state of working with the rotor locked, were also examined (Figure 9).
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Figure 8. Influence of slot clearance on temperature distribution along starting-cage bar.

Figure 8 displays the temperature distribution along the starting cage bar with different fits of the
bar to the slot (slot clearance 50, 100 or 200 μm). From the calculation results displayed in Figure 8, it
can be observed that improving the fit of the bar to the slot leads to a significant reduction in the bar
temperature in the core part; however, the temperature remains high in the end region and this costly
treatment does not eliminate the cage damage discussed above. Because only somewhat exceeding
a certain temperature (dependent on the bar material) decreases the tensile strength sharply, even a
marginal reduction in the temperature of the end regions is beneficial from the point of view of its
durability. To obtain similar conditions for heat exchange in the end region and slot part of the cage,
an equality of thermal resistance should be ensured by means of heat transfer between the external
part of the bar and the surrounding air, and between the cage bar and the rotor core. For the motor
considered, the value of the heat transfer coefficient in the external parts of the cage was calculated,
providing heat transfer conditions similar to those in the slot part, i.e., 254 W/m2K. The temperature
distribution along the bars of the starting cage after 12 s of operation of the motor with the rotor locked
supplied with the rated voltage is displayed in Figure 9. It is not possible to obtain a coefficient of this
value in ordinary construction solutions because the values of this coefficient encountered in practice
are many times smaller than required.

Figure 9. Influence of heat of transfer coefficient from end region of cage to temperature distribution
along bar axis.

5. New Solution for the Construction of a Starting Cage of a Double-Cage Motor

The presented review of the results of calculations of the temperature of the double-cage winding
indicates that in the end region of the cage construction, the possibility of further increasing the
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resistance of the cage to the related effects of working with the locked rotor and during a prolonged
start-up should be investigated. The end region of the starting cage is most exposed to destructive
activities under these working conditions, and it is necessary to investigate the possibility of increasing
the resistance of the double-cage winding to the effects of a prolonged start-up.

The authors of [19] presented a proposal for an innovative construction solution of the starting
cage that allows a limitation of the temperature of the end region of the bars. The starting cage
displayed in Figure 10, based on this solution, is characterised by sleeves (3) of the same material as the
bars, applied to the ends of all the bars (1) protruding from the core. The sleeves (3) adjacent to the end
rings (2) are preferably permanently connected to the rings using a hard solder, welding, or sealing.

Figure 10. Innovative construction solution of starting cage: 1—starting cage bar, 2—end ring of
starting cage, 3—sleeve, 4—core, 5—working cage bar, 6—end ring of working cage, dp—diameter of
starting bar.

The method of building the starting cage is based on the fact that after inserting the bars (1) into
the slots, the sleeves (3) are heated to a temperature at which the inner diameter of the sleeve is larger
than the diameter of the bar dp. Before the sleeves are heated, the inner diameter of the sleeve dr is less
than the diameter of the rotor cage bar. Then, the hot sleeves (3) are applied to the ends of the bars (1).
Finally, to the ends of the bars (1), the end rings (2) are inserted and joined with the bars and sleeves
with hard solder, welding, or sealing.

The sleeves (3) superimposed on the ends of the bars (1) increase the cross section and thermal
capacity of the external part of the bars (1); thus, in the ends of the bars (1), the current density is
reduced and the temperature decreases. Hence, a starting cage prepared in this manner is characterised
by greater start-up durability.

6. Simulation Tests of the Temperature Field of a Double-Cage Motor with a New
Design Solution

Using Equations (1)–(6), simulation tests were performed for a double-cage motor with the
parameters presented in Table 1, with an emergency locked rotor (ω = 0). The calculations were
performed for both a motor with a starting cage of conventional structure and a double-cage induction
motor with the new construction solution for the starting cage presented in [19].

Figure 11 displays the temperature distribution along the centre axis of the starting cage bar for
the classic solution and with 1.8 mm thick sleeves made of brass, similar to the starting cage bars.
Figure 12 indicates the influence of the thickness of the sleeves (1.8 mm and 1.0 mm) on the distribution
of the temperature along the axis of the starting cage bar. Owing to the new construction of the end
region of the starting cage, locations previously threatened by overheating are largely eliminated.
For the solution proposed in [19], the temperature of the starting bar in the region of the outward reach
of the bars is considerably less than for the classical solution. Increasing the thickness of the sleeves
further reduces this temperature (Figure 12).
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Figure 11. Distribution of temperature along axis of starting-cage bar for classic solution and
with sleeves.

Figure 12. Influence of thickness of sleeves on temperature distribution along axis of starting-cage bar.

7. Conclusions

The startup process of the induction cage motor is one of the most important phases of the drive
operation. During the start-up an electrical motor can be subject to severe electrical and thermal
loads. These loads, despite their relatively short durations, significantly affect the motor’s lifetime
and reliability. The heat generated during a prolonged start-up causes mechanical stresses which may
damage the motor cage. By using the double-squirrel-cage soldered winding, large values of starting
torques are achieved. This is, however, at the cost of non-uniform heating of the cage, along with the
tendency of the cage bars to overheat. A large amount of heat is released during start-up in the bars
of the motor’s starting cage. The highest temperature is observed in the end region of the starting
cage bar. There is a significant difference in the axial temperature distribution in the bars owing to the
different types of heat exchange in the core region and the end region of the bars. The limitation of the
slot clearance to improve heat transfer into the core does not change the fact that the temperature of
the end region of the bars remains high. Moreover, reducing the distance between the end rings and
the core is disadvantageous owing to the increase in the bending stress in the bars from the thermal
expansion of the rings. Excessive heating of the end region of the starting cage during start-up can
lead to motor failure.

The application of sleeves onto the ends of the starting cage bars can significantly reduce
the temperature of the connection of the starting cage bars with the rings and thus increase the
resistance of the rotor starting cage to thermal exposure during motor start-up. The conducted
simulation tests demonstrated that thanks to the new construction of the end region of the starting
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cage, locations previously threatened by overheating were largely eliminated. However, there arise
additional technological difficulties associated with the process of setting the sleeves onto the bars of
the starting cage.

The heating of the motor windings is a transient phenomenon which is closely related to the
transient electromechanical process. Both processes are mutually related since the distribution of heat
sources depends on the temperature of motor windings. The results of the analysis can be massively
improved by applying detailed numeric calculation methods (FEM analysis). A considerable limitation,
particularly at an early stage of work on the presented problem, is the cost and a long calculation time
for 3D coupled problems, hence the choice of faster and less expensive methods which have been
partially verified through experimental research.

In view of the relatively limited number of publications in the area of costly experimental research
involving high-power motors, it is necessary to plan and conduct such research. This applies in
particular to investigating energy aspects in transient states for verifying the simulation models and
the further improvement of cage winding constructions.
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Abstract: Society is turning to electrification to reduce air pollution, increasing electric machine
demand. For industrial mass production, a detailed design of one machine is usually done first, then
a design of similar machines, but different ratings are reached by geometry scaling. This design
process may be highly time-consuming, so, in this paper, a new sizing method is proposed to reduce
this time, maintaining accuracy. It is based on magnetic flux and thermal maps, both linked with an
algorithm so that the sizing process of an electrical machine can be carried out in less than one minute.
The magnetic flux maps are obtained by Finite Element Analysis (FEA) and the thermal maps are
obtained by analytical models based on Lumped Parameter Circuits (LPC), applying a time-efficient
procedure. The proposed methodology is validated in a real case study, sizing 10 different industrial
machines. Then, the accuracy of the sizing tool is validated performing the experimental test over
the 10 machines. A very good agreement is achieved between the experimental results and the
performances calculated by the sizing tools, as the maximum error is around 5%.

Keywords: sizing methodology; electrical machines; thermal model; electromagnetic model;
permanent magnet

1. Introduction

Society is turning to electrification in transportation and industrial processes to reduce emissions,
embrace alternative energy, and increase efficiency. In this regard, permanent magnet synchronous
machines (PMSM) are mostly used for traction applications, due to their high power density and high
efficiencies [1].

However, the main drawback of PMSM and electrical machines in general is their complex and
time-consuming design process, as different targets must be reached optimizing various parameters
that are cross-coupled. Usually, the final objective of the design is to minimize the cost of the machine
while maximizing its efficiency. To fulfill these objectives coping with the growing machine demand,
the design process must be improved.

Once the design requirements are defined, there are two designing scenarios, one where the
machine is designed from scratch and another one where a 2D computer-aided design plane (2D CAD)
is selected from the ones previously designed and the machine is sized setting the appropriate stack
length and number of turns for the specific application. Different magnets and sheet types can be
also chosen. Usually, in a company with a wide range of electric machines, the second scenario could
be more usual, making it more competitive in the market, as the process is faster than designing a
machine from zero. In addition, keeping the same electric sheets and the same motor concept reduces
the manufacturing cost considerably, as the same manufacturing process can be used for building a
wide range of electrical machines.

In this paper, the second scenario is analyzed, where the stator and rotor sheets are selected from
a 2D plane database, and after the machine is sized. In Figure 1a, the general process is shown.
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Figure 1. Description of the sizing methodology using multi-physics tool. (a) classical Method;
(b) integration of the sizing multi-physics tool in the classical method.

Firstly, machine requirements must be defined (1) including working currents, voltages,
application temperature, output torque, and speed. These technical requirements come from the
customer functional specifications that must be precise, as the design is optimum for the application.

Secondly, the machine is sized (2). The optimum 2D plane and cooling type must be selected
for the application. Then, an analytical pre-sizing is made, to have an approximate number of turns,
and stack length, together with the wire section. Next, the main step of the sizing process starts, using
electromagnetic simulation tools together with thermal ones, to make a more accurate calculation of
the machine. Lastly, the obtained performances are automatically checked, and if the machine does
not comply the requirements, changes are made to the stack length or the number of turns, making the
calculation again, until the design fulfills the requirements.

Finally, the machine is validated experimentally in (3) to check that the machine performance is
equal to the simulated one. If the bench test is correct, the sizing of the machine is achieved; otherwise,
the process must start again from the beginning.

As mentioned before, PMSM is the most used electric machines for traction, and one of their main
characteristics is the nonlinearity, as well as their temperature dependences in the generated magnetic
flux. They can also get demagnetized if they continuously suffer thermal overload [1–3]. This is why
electromagnetic simulations must be linked to thermal ones, making them more accurate as a whole.
However, linking the two simulations causes a longer iterative process, increasing the computational
and design time.

To avoid this, a map interpolation is proposed, to obtain magnet and copper temperature based
on Joule and Core losses. It will obtain the steady-state temperatures by a fast iteration taking into
account loss change with temperature. Finally, working temperature performances can be obtained
with a new magnetic flux interpolation and some simple calculations.
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With respect to electromagnetic simulations, there are different tools to make it, with diverse
accuracy and time consumption ranks—for instance, analytic equations, lumped parameter models,
Fourier series models, and Finite Element Analysis (FEA).

The fastest way of sizing a machine is using fundamental machine sizing equations as shown
in [4,5]. This analytical method is mostly used for preliminary machine sizing, in the first stages of the
process due to its speed. Nevertheless, it does not provide a high accuracy compared to FEA solutions.

Another analytical method is the one based on Fourier series. In this case, the accuracy and
computational time depend on the number of spatial harmonics considered in the different machine
regions. The higher the harmonic orders are, the higher the accuracy is, but the longer time the
computation takes. If magnetic saturation plays an important role in the designed machine, this
method should be avoided using FEA, where local magnetic saturation may be considered [6].

With the aim to be more accurate, Lumped-Parameter (LP) models are developed. This method
takes into account magnetic saturation and it can be more accurate than other analytical methods, still
being faster than FEA. However, the more accurate is the result, the slower is the calculation, so the
equilibrium between speed and accuracy is the key [1].

FEA is considered the standard tool for electric machine analysis, as it has a detailed magnetic
field solution, including saturation, providing an accurate result of the machine performance according
to the density of the mesh. Despite this, FEA needs a massive computational effort and time
consumption [7].

In order to reduce FEA computation time maintaining its accuracy, different methods are found in
the literature that mix initial FEA simulations with different scaling methods to size different machines.
In [8,9], dimensional and number of turns scaling techniques are used after a base machine FEA
simulation is carried out. This simulation generates magnetic flux, loss, and torque maps that are used
to generate other machine models with the mentioned scaling techniques. For instance, second-order
polynomial functions are used in [3] to describe magnetic flux linkage variations respect to current,
using FEA models just to calculate parameters of the functions. Then, combined with other analytical
models, other machines can be sized based on the reference. Moreover, in [10], FEA is also combined
with analytical models to obtain a rapid tool of induction machine mapping in dq axes. The results of
these methods are rather accurate, as they are based on FEA models.

As mentioned before, the thermal model must also be simulated, to evaluate working
temperatures and their distribution along the machine, linking it to the electromagnetic model. As in
electromagnetic calculations, there are various methods with different performances such as FEA, LP
models, and Computational Fluid Dynamic (CFD), shown in [11,12].

As in the previous case, the objective is to simulate as accurately and as quickly as possible.
The speediest way is to simulate the machine with LP thermal networks as they are quite accurate as
shown in [4,13], but they can become as slow as FEA if many nodes are introduced. Therefore, some
reduced node models are found in literature, reducing computation time considerably, maintaining
good accuracy [14,15].

Gaining accuracy, there is CFD software, used for modelling cooling systems, calculating flow
rates, and heat transfer. The main asset is that it can be used to predict the flow in complex regions,
such as around the end windings, with great precision. Moreover, the data obtained from CFD can be
used to improve analytical algorithms in analytic thermal networks. However, its big disadvantage
is its huge computation needs and time consumption, making it unsuitable for fast sizing process,
but might be used in big machines with a high cost of prototypes [11,12].

In thermal modelling, FEA is used to accurately calculate the conduction heat transfer in complex
geometric shapes, such as heat transfer through strands of copper in a slot. Nevertheless, it has
an important limitation as the software uses analytical/empirical-based algorithms for convection
boundaries, exactly as in the lumped circuit analysis. As a result, the accuracy is dependent on the same
factors for the thermal network; just making a difference when the solid component conduction must
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be calculated precisely. Some authors used a 3D reduced-order FEA model to reduce computational
time maintaining a rather good accuracy [2,11].

Taking into account all the simulation methods found in literature, magnetic flux and temperature
maps are used in the proposed sizing method. Magnetic flux maps are obtained from FEA simulations
and temperature maps are generated from lumped parameter network simulations. In this way, a fast
and accurate method can be defined.

In this article, a fast sizing method is proposed. It sizes a machine in about one minute, maintaining
the accuracy of the Finite element models. The major novelty of this method is the coupling between
thermal and electromagnetic fields. The sizing is done by an iterative algorithm.

Finally, the proposed method is validated in a real case study, sizing 10 industrial machines used
for people transportation systems.

This paper is organized as follows: Section 2 describes the proposed method and explains the
theoretical base of the method. The initial simulation process and the sizing algorithm are presented.
Section 3 compares the obtained data with 10 industrial machine experimental results to validate
the algorithm and the proposed process. In Section 4, the novelty of the work is presented, with the
obtained results and their conclusions.

2. Description of the Proposed Sizing Procedure

In this section, the procedure for obtaining the magnetic flux maps and the thermal maps is
explained. As it is shown in Figure 2, this procedure consists of two different simulations. Magnetic
flux maps are obtained by electromagnetic FEA simulations performed using Altair Flux R© (Troy,
MI 48083, USA), whereas the temperature maps are obtained by thermal simulations carried out using
Motor-CAD R© (Wrexham LL13 7YT, UK).

Machine Characterisation

    FEM

Flux Mapping

Motor-CAD

Temperature Mapping

MAP 
DATABASE

Machine 
2-D Plane

Machine 2-D plane 
and Cooling

Figure 2. Map database creation.

Concerning the magnetic flux maps, d-q axis magnetic flux is computed as a function of d-q
axis currents and magnet temperature. Regarding the temperature maps, two maps are obtained
as well—one map for the average winding temperature and another one for the average magnet
temperature. Both maps are computed as a function of the Joule and magnetic losses, accounting for
different stack lengths.

These maps make up a database in which different magnetic circuit 2D geometries and cooling
types are included. This way, during the sizing process of electrical machines, different magnetic
flux and temperature maps are used according to the chosen 2D geometry of the lamination and the
cooling solution. In the next sections, more details are given about the map creation procedure.
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2.1. Magnetic Flux Map Creation

D-Q axis magnetic flux maps are obtained performing FEA magneto-static simulations. As the
electrical machine analysis involves magnetic and electric domains, the magnetic circuit of the motor
is coupled to the electric circuit.

In case the machine geometry is simple, FEA 2D simulations could be suitable. However, complex
motor geometries might require FEA 3D simulations. The proposed procedure in this paper is suitable
for both cases, FEA 2D and FEA 3D.

The objective is to generate magnetic flux maps depending on current (in d-q axis) and
temperature, so ϕq

(
iq, id, Tmagnet

)
and ϕd

(
iq, id, Tmagnet

)
are obtained. As the map depends on three

variables, magnet temperature, d, and q currents, many simulations must be performed varying these
three variables.

The first step is to define the currents and temperature variation ranges to generate the solving
scenario for the model, as shown in Figure 3.

ϕa, ϕb, ϕc

Ia, Ib, Ic

ϕd, ϕq

Id, Iq

c
ABC

DQ

FLUX MAPS

ϕ

FEA SIMULATION
f(Iq, Id,Tm)

Iq     [Iqmin,Iqmax]
Id     [Idmin,Idmax]

Tempm           [20°C,Tempmax]

q
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m       

f(Iq, Id,Tm)

I [I I ]

Figure 3. Magnetic flux map generation process.

One criterion for defining the currents’ variation range could be the saturation of the magnetic
material. For instance, for a given N, the maximum supplying current value could be defined according
to the linearity of the q axis magnetic flux as a function of the q axis current, from 0 A up to the point
at which the linearity of the q axis magnetic flux decrease in a given value. The effect of the magnet
temperature is accounted for changing the remanence value of the magnets field. The maximum
value of the remanence value can be set according to the standard data-sheets of commercial magnets.
For instance, nowadays, the maximum remanence field that can be found in the market for Neodymium
magnets is around 1.43 T (N52M from Baker Magnetics (5692 Elson, The Netherlands)). Concerning the
minimum remanence value, it could be defined also considering standard properties of the magnets in
the market. For example, a suitable criterion could be to consider the minimum remanence value at
room temperature around 0.98 T (N25 BH from Baker Magnetics) and compute the remanence value
at the maximum working temperature of the same magnet, about 240 ◦C. Applying this criterion,
the magnet remanence value should be varied in the range of 0.74 T–1.43 T.

It is also important to define NI properly, to obtain data in the machine working range. If a
working point of a machine exceeds the maximum value of the map range, the map will not be suitable
for sizing the desired machine because it would need to extrapolate and extrapolation may generate
incorrect results.

Flux R© software performs the electromagnetic analysis solving Maxwell’s equations with a
magnetic vector potential, finally solving Equation (1) by finite element methods:
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∇×
(

v0 [vr]∇× �A
)
+ [σ]

(
∂�A
∂t

+∇V

)
= 0 (1)

where [vr] is the tensor of the reluctivity of the medium, v0 is the reluctivity of the vacuum,
−→
A is the

magnetic vector complex potential, [σ] is the tensor of the conductivity of the medium, and V is the
electric scalar potential.

Once the solving scenario is defined, the simulation is carried out to get
ϕa

(
iq, id, Tmagnet

)
, ϕb

(
iq, id, Tmagnet

)
and ϕc

(
iq, id, Tmagnet

)
. Then, these variables are

post-processed to get ϕq
(
iq, id, Tmagnet

)
and ϕd

(
iq, id, Tmagnet

)
. This will be done with Clark–Park

transformation [16], as shown in the second step of Figure 3. Finally, the obtained magnetic fluxes
shown in Figure 3 will be saved in a magnetic flux map database for future use.

The resolution of the maps must be properly chosen as it might affect the accuracy of the final
results given by the sizing tool. Defining at least 10 computation points in the variation range of each
variable could be a criterion. This leads to at least 1000 different simulations to be performed by FEA.
Another key point affecting the accuracy is the resolution of the simulations. A criterion could be to
consider at least 100 points in a single electric period, so 100 points are performed for each simulation,
leading to a total amount of 100,000 simulation points. Using an average computer (16 GB RAM, 64
bytes—3.41 GHz Microprocessor), the solving of a single point could take around 5 s, leading to a total
simulation period of five days. It might not be too much considering that the magnetic flux maps are
obtained once and then no more FEA simulations are required for a given magnetic circuit geometry.
Nevertheless, in case the data-sheet must be made-up with many different magnetic circuit geometries,
this task could take a lot. Thus, in this paper, a proposal is presented to reduce the computation load
of the magnetic flux mapping process.

As shown in Figure 4, during one full electric period of ϕa, ϕb, and ϕc, there are six ϕd periods, so
it is enough to simulate 1/6 of the period to obtain ϕd, reducing significantly the computation time.

Figure 4. Magnetic fluxes during a full electrical period.

2.2. Temperature Map Generation

As mentioned in Section 1, there are different methods and software to model the thermal
performance of electrical machines. In this paper, the commercial software Motor-CAD R© is used to
obtain the required temperature maps.
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Motor-CAD R© uses a three-dimensional lumped circuit model that can be used to calculate the
steady-state and transient thermal characteristics of several motor types. One of the most complex
aspects of motor thermal analysis is the prediction of Convection Heat Transfer mainly relating to the
outer surface of the motor, but also for the internal air-gap. An estimation is made by the software using
natural and forced convection correlations. Radiation Heat Transfer is also modelled in Motor-CAD.

The process for obtaining these maps is shown in Figure 5. First, the model is defined, using the
stack 2D plane and the desired cooling system, generating the thermal network.

Average winding temperature and average magnet temperature maps are obtained as a function
of the Joule and Magnetic losses and accounting for different stack lengths. The variation range for the
losses and the stack length must be properly established to assure that all thermal situations demanded
during the sizing process are covered by the maps.

TEMPERATURE MAPSMODEL DEFINITION

2-D STACK PLANE
&

COOLING TYPE

MOTOR-CAD SIMULATIONS

PLCu     [0, PLCumax] 
PLmag     [0, PLmagmax]
Lstk     [Lstkmin, Lstkmax]

 [
 [

 [

Figure 5. Temperature map generation.

The variation range and the resolution of the stack length will be defined by the user.
The variation range of the losses could be established accounting for the winding temperature.

For instance, it does not make sense to consider losses that raise the temperature above the maximum
limit for the maximum stack length (keeping the losses constant, the smaller the stack length is, the
higher the temperatures are. Thus, for small stack lengths, the temperatures might lead above the
maximum limit).

This way, the variation range of the losses and the stack length should be defined for every
particular case. The model is simulated for each defined point of power losses and length combination.
One of these simulations is done for each cooling type.

Finally, temperature maps are created. Tmagnet
(

PLCu, PLmag
)

and TCu
(

PLCu, PLmag
)

maps are
shown in next Section 3, Section 3.2. Each layer represents one stack length, from the smallest machine
in the upper layer, to the longest in the lower (and coldest) layer.

2.3. Sizing Method

In this section, the proposed sizing process of electrical machines is described. As it is shown in
Figure 6, before the sizing process begins, the design requirements must be defined. Then, the cooling
solution and the 2D magnetic circuit geometry must be chosen. Once these two elements are chosen,
the corresponding magnetic flux and temperature maps are uploaded to the sizing program. As it can
be appreciated in Figure 6, the sizing process consists of three main stages:

• STAGE 1: DEFINITION OF L & Z. At the first step, preliminary values for the number of turns
and the stack length are estimated. Then, if after the calculations the checking is not correct, L
& Z will be recalculated. Depending on the obtained performances, L & Z values will increase
or decrease.

• STAGE 2: ELECTROMAGNETIC & THERMAL ANALYSIS. With the defined L & Z, dq magnetic
fluxes are obtained by the interpolation on the magnetic flux maps. Then, machine performances
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are calculated, such as Joule and magnetic losses. These losses will be used to obtain the working
temperature of the winding and the magnets by interpolating in the temperature maps. With the
working temperatures, performances are calculated again, based on a new magnetic flux map
interpolation. At the end of this process, performances of the machine are obtained at ambient
and working temperatures.

• STAGE 3: AUTOMATIC CHECKING. The performances are checked and, depending on the
results, the process is finished or a new iteration is started returning to Stage 1.

Sizing Process

DEFINITION of L & Z

Check 
Requirements

Machine 
Requirements

2D CAD & 
Cooling Type 

selection

Electrical 
Machine 
Design

Load Temperature & Flux map

MAP 
DATABASE

    

ELECTROMAGNETIC 
ANALYSIS

Flux maps

THERMAL ANALYSIS

Temperature 
maps

Joule & Core Losses

Winding & Magnet 
Temperatures

STAGE 1

STAGE 2

STAGE 3

Figure 6. Sizing algorithm.

2.3.1. Stage 1: Definition of L & Z

Once the main design requirements are defined, the number of turns and the stack length are
pre-calculated considering the torque Vs current requirement, and the voltage limitation, applying the
next well known torque and voltage analytical Equations (2):

⎧⎨
⎩

Tnom = 3pϕdLNIn

V2
max =

(−ϕq + N2Lkovwe In
)2

+
(

2ρN2ncap In
L+Lend

Arkf
+ ϕdNLwe

)2 (2)

where Tnom is the nominal torque (Nm), p is the machine pole pairs, ϕd is magnetic flux d (Wb), ϕq

is magnetic flux q (Wb), L is the machine stack length (m), N is winding number of turns, In is the
desired nominal current (A), Vmax is the maximum allowed voltage (V), kov is the overlapping factor,
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we is the machine rotational speed (rad/s), ρ is the wire resistivity (Ωm), ncap is the number of winding
layers, Lend is the end-winding length (m), Ar is the copper wire area (m2), and kf is the filling factor.

Solving the equation system (2), the initial length and number of turns are estimated, providing
an accurate starting point of the iterative loop, instead of traditional iteration starting from a particular
point every time. Overlapping and filling factor values for the estimation are fixed, but they could be
adjusted depending on the number of turns and the final chosen wire section.

2.3.2. Stage 2: Electromagnetic & Thermal Analysis

Once initial number of turns (Nini) and initial stack length (Lini) are defined, it is time to interpolate
in the magnetic flux map. At the first iteration, ambient temperature is taken for the interpolation.
Nominal current is set to obtain the required torque, interpolating and obtaining ϕd and ϕq.

The interpolated value at a query point is based on linear interpolation of the values at
neighbouring grid points in each respective dimension. This method is accurate enough if the map
resolution is properly defined. Extrapolation is not recommended as it may result in false values of
magnetic flux or temperature in case of thermal maps.

For resistance calculation, standard values of wire diameter are tabulated for each number of
turns, to obtain a suitable filling factor depending on the chosen winding type, p.e. around 0.42 for
distributed windings and around 0.5 for concentrated windings. The overlapping factor is defined
with an experimentally adjusted curve. With this data and motor geometry, end-winding length (Lend)
is calculated with (3), finally obtaining winding resistance (RCu) with (4), where ρ is copper resistivity
at 20 ◦C. Moreover, q axis inductance is calculated by definition in (5):

Lend =
π
2 (

Dπ
Qs

+ wd) ∗ kov

1000
(3)

where D is stator diameter, Qs is the number of slots, wd is the slot width, and kov is the
overlapping factor:

RCu =
ρ(Lend + 2L)(1 + 0.0039(TCu − 20))

Ar
(4)

Lq =
ϕq

iq
(5)

Then, voltage is calculated, as shown in (6), where Vd and Vq are dq voltages, and Lσ is the
leakage inductance: {

Vd = RCuid − Lσweiq − ϕqwe

Vq = RCuiq + Lσweid + ϕdwe
(6)

Finally, losses are calculated. Joule losses are calculated by Joule’s law (7), while Core losses are
calculated with the Bertotti’s Model (8) shown in [17]:

PLCu = 3RCu I2 (7)

⎧⎨
⎩

pFe = ph + pc + pe =kh f Bα
s + ∑

i
kc f 2B2

si + ∑
i

ke f 1.5B1.5
si

PFe = ka pFeWm

(8)

where pFe is the core loss per weight, ph is the hysteresis loss, pc is the eddy current loss, pe is the
excess loss, kh is the hysteresis loss coefficient, kc is the eddy current loss coefficient, ke is the excess
loss coefficient, α is an Steinmetz coefficient, f is the frequency, Bsi is the ith harmonic amplitude of the
stator magnetic flux density, ka is the empirical coefficient, and Wm is the weight of motor.

Once Joule and Core losses are obtained at working temperature, they are sent to the thermal
analysis. Then, the first interpolation can be made in the temperature maps, obtaining winding
and magnet temperatures. Nevertheless, these temperatures are not the steady-state ones; as with
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temperature change, losses also change. To obtain the steady-state working temperatures, Joule losses
are updated with temperature, as the resistance varies with temperature. The thermal analysis block
will make this iteration until the steady-state losses and temperatures are obtained, taking about
16 iterations.

Once steady-state temperatures are obtained, they are returned to the electromagnetic analysis
block, so the performances are obtained at working temperatures.

2.3.3. Stage 3: Automatic Checking

After obtaining the electrical performances at room and working temperatures, they must be
checked, and, if they fulfil all the requirements, the sizing process will be finished, generating a
favourable machine design report. Otherwise, the design parameters are changed and the calculus is
addressed again. Figure 7 shows which parameters are checked, and the actions adopted (in STAGE 1)
if they are not fulfilled. In the figure, L+ refers to increasing the machine length in one step, and Z+ or
Z− means increasing or decreasing conductors in each slot.

NO YES

V < Vmin

NO

YES

NO L+ & Z-
(OverCurrent)

NO

CORRECT

YES L+ & Z- 
(OverTemperature)

YES
Z+ (Low Voltage)

NO
L+ & Z-

(OverCurrent & 
OverVoltage)

YES

Z- (OverVoltage)

FINISH

I ≤ Imax

I ≤ Imax

TCu > TCumax

V≤Vmax

CALCULATION

Figure 7. Automatic checking process after each iteration.

Checking minimum voltage is interesting, but it is not mandatory as some machines will not be
able to fulfill both maximum and minimum voltages.

This checking is made automatically with the proposed algorithm taking into account
designer specifications as the minimum and maximum voltages, maximum current, and
maximum temperatures.

These requirements are set by the designer at the beginning of the process. The maximum voltage
and current usually are limited by the inverter or the grid and the winding temperature normally is
limited by the material or the machine class. If just one of the parameters does not comply, changes are
made and another iteration is made, checking the four parameters again at its end. If all parameters are
fulfilled, this is the optimum length and number of turns for the machine so the report is favourable,
ending the process.
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A Graphic User Interface (GUI) is designed to implement the proposed method in an easy and
user-friendly way, to save time and effort when sizing machines. This GUI is composed of a database
containing magnetic flux and temperature maps, an interface to choose those maps and introduce
design requirements, a calculation core to implementing the proposed algorithm and a report generator
to show the results after the results are automatically checked.

3. Case Study: Sizing of PMSM for People Transportation

In this section, the proposed improved sizing methodology is implemented in a real case study.
The objective is to validate the multi-physics tool sizing several commercial PMSM for people
transport application.

3.1. Description of the Machines

These machines are based on conventional topology comprising 36 slots in the stator and 30 poles
in the rotor (Qs36p15). In total, ten different machines have been sized by the proposed method and
tested experimentally. Their performances are shown in Table 1.

Table 1. Main machine performances

Motor ID Speed [rpm] Nominal Torque [Nm] Power [kW] Stack Length [mm]

M1 200 100 2.1 100
M2 400 100 4.2 100
M3 200 200 4.2 125
M4 400 200 8.4 125
M5 200 300 6.3 175
M6 400 300 12.6 175
M7 200 400 8.4 225
M8 400 400 16.7 225
M9 200 500 10.5 300
M10 400 500 21 300

In Figure 8, the stator and the rotor corresponding to one of the tested motors, and the ID 5
are shown.

Figure 8. Rotor and Stator of one motor experimentally tested (Motor ID 5).

3.2. Map Creation

All of the tested machines have the same 2D magnetic circuit shown in Figure 9. The active length
and the number of turns per phase are adjusted to fulfill the requirements of each application.
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Figure 9. Geometry of the sized machines (Qs36p15).

In this case, the tested motors have surface-mounted permanent magnets and concentrated
windings. In the future, the multi-physics sizing tool can be used with interior magnet motors or
distributed windings to broaden the validation.

As mentioned in Section 2, magnetic flux maps must be created for each 2D geometry, generating
the maps shown in Figure 10. Figure 10a shows magnetic flux in the d axis, whereas Figure 10b shows
magnetic flux in the q axis.

(a) (b)
Figure 10. Generated magnetic flux maps: magnetic flux vs. Current and Temperature for the Qs36p15
motor. (a) D magnetic flux map; (b) Q magnetic flux map.

As it can be appreciated in Figure 10, the temperature mainly affects to the d-axis magnetic flux
because the remanent field of the magnets decreases linearly as the temperature increases. On the
contrary, the q-axis magnetic flux changes slightly with the temperature. In this case, these small
variations are due to changes in the saturation of the magnetic circuit. The magnetic flux created by
the magnets changes with the temperature leading to variations in the saturation.

Ideally, in universal d-q axis models of the PMSM, it is commonly considered that the d-axis
magnetic flux depends on the magnet flux and the d-axis current, while the q-axis magnetic flux
depends only on the q-axis current. Nevertheless, there might be a fairly cross-coupling effect between
the d-q axis depending on the saturation level of the motor, which might lead to relevant errors in
the final results. In this case, this cross-coupling effect is clearly appreciated in Figure 10a as the
d-axis magnetic flux changes with the q-axis current. In addition, this relationship is not linear, which
makes it more difficult to model. Interpolating the magnetic flux maps, as it is done in the proposed
tool, all these nonlinearities are taken into account, making it possible to achieve accurate results to
some extent.

With respect to thermal maps, the Q36p15 motor model is shown in Figure 11. This model is used
to create the maps, with the geometry and the selected cooling system—natural convection in this case.
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Figure 11. Motor-CAD R© Model of the sized machines.

As mentioned in Section 2, temperature maps must also be created for each 2D geometry
and cooling type, generating the maps shown in Figure 12. Figure 12a shows the mean winding
temperature, whereas Figure 12b shows the mean magnet temperature. As it can be seen, shorter
machines get warmer easier, and they will tolerate lower losses. In conclusion, if a machine exceeds the
maximum desired temperature of the winding, or the demagnetization temperature of the magnets,
a longer machine may be chosen.

(a) (b)
Figure 12. Generated Temperature maps: Temperature vs. Magnet Losses, Copper Losses and Stack
length in the naturally cooled machine with Qs36p15 configuration. (a) winding temperature map;
(b) magnet temperature map.

3.3. Sizing

In Figure 13, sizing results are shown. It can be seen that most of the machines have the same
EMF constant, as it was expected. In addition, voltage trends are very similar between machines,
although some of them reach slightly higher voltage values. The figure also shows that machines are
more efficient at nominal currents than at low and high currents.

With respect to time consumption, sizing a machine with the proposed sizing tool takes less than
one minute for each machine. Taking into account that sizing a machine with the classical method can
take about 8 h, the time reduction is considerable. Naturally, obtaining magnetic flux and temperature
maps takes time, but these calculations are carried out only once, so this time is paid off when some
machines are sized.

With respect to the mapping process, the computation of a temperature map with a resolution of
13 stack length values, 15 Joule loss values, and 15 Magnetic loss values could take around 2 h. This
leads to a 3D matrix with 13 × 15 × 15 dimensions. Magnetic flux map creation for six temperatures
varying iq with 10 values over a full electric cycle takes approximately 6 h, but, applying the 1/6
reduction mentioned in Section 2, the consumed time is reduced in a 83%, leading to a 6 × 10 2D Matrix.
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Figure 13. EMF, Torque, Voltage, and Efficiency vs. Current calculated by the Sizing Tool during the
sizing process of 10 machines.

3.4. Experimental Validation

As the final step of the designing process, all sized machines are prototyped and experimentally
tested to validate the designs. The test bench is shown in Figure 14.

Figure 14. Picture of the test bench consisting of the load motor, the motor under test (MUT), and the
torque transducer.

In Figure 15, the main experimental performances, such as electromotive force, torque, supplying
voltage, and efficiency are shown for all built prototypes.

As illustrated in the upper-left of Figure 15, speed and EMF are proportional and most of the
machines have a similar ke. In the bottom-left side, voltage is plotted against the current, and the
majority of the machines follow a similar trend, although the values differ slightly. With respect to the
efficiency, on the bottom-right side, it can be seen that efficiency decreases in low and high currents,
and it increases in medium and nominal currents.

To validate the accuracy of the proposed sizing tool, the obtained results during the sizing process
are compared to the experimental measurements. In Figure 16, the difference between sizing tool
results and experimental results is plotted for the 10 sized motors.

It can be seen that the maximum difference in the EMF is about 1%, whereas, in the supplying
voltage, it is about 2%. Nevertheless, the mean error is about 0.2% and 0.5%, respectively. With respect
to the torque, the maximum difference is about 5% at low currents, mainly due to the uncertainty in
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the measurements at low currents. Nevertheless, it must be emphasized that the error is rather small
as it is below 1.5%.

Figure 15. Experimental results of EMF, Torque, Voltage, and Efficiency vs. Current measured during
the validation tests of the 10 sized motors.

Figure 16. Error of the sizing tool computed as the difference in percentage between the experimental
measurements and the results given by the sizing tool; error computed for the 10 sized motors.

83



Energies 2020, 13, 1651

Then, in Figure 17, the results of a given machine, the M7 (see Table 1), are shown for a close-up
view. As illustrated in Figure 17, measurements agree with the sizing tool results with a small difference
at some points.

Concerning the efficiency, higher differences can be observed. This could be due to many different
factors—on one hand, due to the uncertainty in the calculation of iron losses, mechanical losses, and
stray losses; on the other hand, due to the possible measuring errors in the torque transducer and
Voltage/Current probes. Even these errors might not be very significant, as it is shown in the torque
comparison; for instance, the accumulation of all of them could justify the differences in the efficiency.
In any case, it must be stated that these differences are not very significant, as the error is very low,
below 6%.

Figure 17. Comparison between experimental and calculated results in the M7 motor.

4. Conclusions

In this paper, a PM machines sizing methodology is developed. The proposed methodology,
based on the coupling of magnetic flux and temperature maps, has been put into practice in a real case
study. This methodology improves the competitiveness of ten industrial motors, reducing the design
time and, consequently, the resources needed for that design. As a result, all motors have been sized
accomplishing a very good trade-off between cost and required performances.

This procedure enables to perform sizing in a faster way, using less computational resources.
Using magnetic flux and temperature maps enables achieving very good accuracy. As the influence
of the temperature is considered, the accomplished results are more realistic. It must be remarked
that specialized software is only needed for Map creation, and the sizing algorithm can be run on
any computer.

Moreover, a faster procedure is described to obtain magnetic flux maps at different temperatures,
just simulating 1/6 portion of the electric period, instead of considering the overall electric period.
This method makes it possible to reduce the mapping process time in 83%.
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Taking the overall results into account, the proposed sizing method fulfills the desired objectives
of time reduction and accuracy in the sizing process, coupling electromagnetic with thermal effects,
and sizing machines in less than a minute and with an error below 6%.
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Abbreviations

The following abbreviations and symbols are used in this manuscript:

CAD Computer Aided Design
CFD Computational Fluid Dynamics
FEA Finite-Element analysis
GUI Graphic User Interface
LP Lumped Parameter
LPC Lumped Parameter Circuit
PMSM Permanent Magnet Synchronous Machines

List of symbols−→
A Magnetic vector complexpotential (Wb/m) pFe Core loss per weight (W/kg)
Ar Copper wire Area (m2) ph Hysteresis loss per weight (W/kg)
α Steinmetz coefficient PLCu Joule Losses (W)
Bsi ith harmonic amplitude PLmag Magnetic Losses (W)

of the stator flux density (T)
D Stator Diameter (m) ϕd,q Magnetic Flux of d,q axis (Wb)
f Frequency (Hz) ϕa Magnetic Flux A (Wb)
id,q d,q axis current (A) ϕb Magnetic Flux B (Wb)
In Desired nominal current (A) ϕc Magnetic Flux C (Wb)
ka Empirical coefficient Qs Number of slots in the stator
kc Eddy current loss coefficient RCu Winding Resistance (Ω)
ke Excess loss coefficient ρ Wire resistivity (Ωm)
kf Filling factor [σ] Tensor of the conductivity of the medium (S)
kh Hysteresis loss coefficient TCu Copper Temperature (◦ C)
kov Overlapping factor Tmagnet Magnet Temperature (◦ C)
L Machine stack length (m) Tnom Nominal Torque (Nm)
Lend End-Winding length (m) V Electric scalar potential (V)
Lini Estimated initial machine stack length (m) [v0] Reluctivity of the vacuum (m/H)
Lσ Leakage inductance (H) [vr] Tensor of the reluctivity of the medium
Lq Q axis inductance (H) Vd,q d,q axis voltage (V)
N Winding number of turns Vmax Maximum allowed voltage (V)
Nini Estimated initial winding number of turns we Machine rotational speed (rad/s)
ncap Winding layers Wm Weight of motor (kg)
p Machine pole pairs ws Slot width (m)
pc Eddy current loss per weight (W/kg) Z Number of conductors per slot
pe Excess loss per weight (W/kg)
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Abstract: The continuous development in the field of industrial automation and electric mobility has
led to the need for more efficient electrical machines with a high power density. The improvement of
electrical machines’ slot filling factors is one of the measures to satisfy these requirements. In recent
years, this topic has aroused greater interest in the industrial sector, since the evolution of the
winding technological manufacturing processes allows an economically sustainable realization of
ordered winding arrangements, rather than random ones. Moreover, the manufacture of electrical
machines’ windings must be preceded by an accurate design phase in which it is possible to evaluate
the maximum slot filling factor obtainable for a given wire shape and for its dimensions. For this
purpose, this paper presents an algorithmic approach for the evaluation of maximum slot filling
factors in electrical machines under an ideal geometric premise. In particular, this algorithm has a
greater degree of flexibility with respect to the algorithm approaches found in the literature, since the
study has been extended to round, rectangular and hexagonal wire sections. Furthermore, the slot
filling factor calculation was carried out both for standard and non-standard slots. The algorithmic
approach proposed can be considered as an additional useful tool for the fast design of electrical
machine windings.

Keywords: electrical motors; sot filling factor; optimization algorithm; windings; magnetic wire;
filling factor optimization

1. Introduction

The development of more and more efficient electrical machines has become a topic of interest
for various industrial sectors, such as automation or electric traction. In particular, high efficiency,
high power density and cost-effective manufacturing are required in the automotive industry [1–3].
One possible solution to meet these requirements is to optimize the copper filling factor of stator
winding [4–11]. In particular, a high copper filling factor involves a more rational and efficient use
of copper with economic benefits and improved energy savings. Therefore, the optimization of the
slot filling factor is a key focus in winding technology. The improvement of the slot filling factor
depends mainly on the winding pattern schemes and the adopted winding manufacturing process.

Energies 2020, 13, 1041; doi:10.3390/en13051041 www.mdpi.com/journal/energies87
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The simplest type of winding pattern is so-called “random winding”. In this case, the random winding
process is sustainable for mass production and it is characterized by low manufacturing requirements.
The main advantage is represented by its high production speed, while the disadvantages consist,
generically, of lower filling factors. The highest possible filling factor is achieved by the “orthocyclic
winding pattern” for round wires. This winding pattern presents a high packing density of wire,
but the winding process is more complex and, therefore, more costly than the random winding process.
In particular, the orthocyclic winding process requires very high manufacturing requirements to obtain
an ordered wire positioning within each slot. Another possible winding pattern is the “layer winding”,
where the wires are uniformly arranged in layers [12]. This winding pattern allows us to obtain higher
filling factors than those of the random winding pattern. The choice of typology winding pattern
depends on the functions and the design requirements of the electrical machine. Therefore, orthocyclic
(or ordered) winding structures are appropriate for high power density applications.

In the past, the realization of commercial solutions that allow the economically sustainable
manufacturing of distributed windings with ordered structures was very difficult due to the
high economic burdens. The automated winding process technologies available for making
distributed windings are: insertion winding technology, flyer winding technology and needle
winding technology [13]. In recent years, these winding process technologies have undergone a
great technological evolution that has allowed us to reduce manufacturing costs and winding process
times with an ordered structure [13,14]. In [12], a new and innovative needle winding method
that allows shifted layer winding structures for distributed round wire applications is described,
thus significantly increasing the copper filling factor. In this regard, it is of considerable interest to
accurately evaluate the slot filling factor obtainable during the design phase of electrical machines.
In the previous century, this task was performed by means of manual graphic analysis or by testing the
stator of the electrical machine during the pre-production phase. In order to carry out this process, the
resources in terms of money, time and technical staff are not indifferent [15–17]. Therefore, a preliminary
analysis of the maximum possible value of filling factor is an important step forward for the design of
electrical machine windings for a given slot, wire shape and set of dimensions.

In the scientific literature, there are several definitions of slot filling factors and, generally,
an electrical slot filling factor fcu and a mechanical slot filling factor fme are defined. In this study,
the electrical slot filling factor fcu is given by the ratio between the total wire copper cross-section (Nw

Acu) and the total slot cross-section Aslot. Furthermore, the mechanical slot filling factor fme is defined as
the ratio between the total wire cross-section (Nw Aw) and the effective slot area Aeff, which is defined
as the difference between the total slot cross-section Aslot and the area occupied by slot insulation.
The two filling factors can be described by the following mathematical equations:

fcu =
Nw Acu

Aslot
(1)

fme =
Nw Aw

Ae f f
(2)

where Nw is the number of wires contained within a slot, Acu is the maximum copper cross-section of a
single wire (useful cross-section) and Aw is the maximum cross-section of a single wire (including its
insulation layer). For the purpose of this work, the electrical slot filling factor values are considered
and discussed. This paper proposes an algorithmic approach for the preliminary determination of the
slot filling factors. In particular, the goal of the present paper is to extend the work done in [18,19]
with reference to various types of wires (this work also considers hexagonal cross-sections) and slots.
Moreover, the identification of the best arrangement of wires within the slot for each slot type is
suggested, with a technique aimed at the reduction of computation times. In fact, the algorithmic
approach described in the previous papers calculates the slot filling factors only for circular and
rectangular wire shapes. This algorithmic approach requires the definition of the coordinates of the
first wire, that can be useful for the investigation of singular cases where the goal is the evaluation of
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the slot filling factors for a specific wire’s positioning. In fact, to research the best wire arrangement
and, consequently, the highest obtainable values of the slot filling factors, the algorithm requires several
executions of the procedure to obtain several values of the first wire position. Since each execution of
the algorithm requires a few seconds, the time consumed can be significant.

However, the enhanced algorithm, here described, allows the determination of the maximum slot
filling factor for a given slot, wire shape and set of geometrical dimensions. In particular, the algorithm
procedure is designed in order to systematically investigate a large number of cases defined for several
values of the coordinates of the first wire in order to optimize the computation time and find the best
arrangement inside the slot, with an improved accuracy. In more detail, with a given cross-section
geometry and given wire dimensions, the algorithm allows the calculation of the maximum number
of wires that can be placed inside the slot. In this work, both wire and slot insulation are considered
because, together, they cause a reduction of the useful slot area. In detail, with respect to the previous
work, three different wire geometries, namely round, rectangular and hexagonal, are taken into
consideration and the results are discussed. Since the use of hexagonal wires can present an innovative
character in the design of electrical machines, attention has been paid to the comparative study of the
filling factors obtainable with wires that have both circular and hexagonal cross-sections, by considering
the same cross-section area.

This paper is structured as follows: Section 2 describes the state-of-the-art optimization algorithms
of the slot filling factors, Section 3 describes the algorithmic approach proposed and Section 4 illustrates
several cases of studies that have been carried out and the relevant obtained results.

2. State-of-the-Art Slot Filling Factor Optimization Algorithms

At the present time, the scientific literature does not include many works regarding the optimization
of the slot filling factors with algorithmic approaches. Furthermore, the algorithmic approaches found
in the literature refer to the case where the wire has a round cross-section. The optimal winding
pattern is invariant with respect to the axis perpendicular to the stator cross-section. Therefore,
the determination of the optimal winding pattern can be carried out with a bi-dimensional approach.
A family of widespread algorithms is that of the orthocyclic windings algorithms (OWA). In [20],
the results of this kind of algorithm are discussed. A study was carried out on the variation in the
value of the mechanical and electrical slot filling factors when the radius of the circular conductor
varies. In the first phase, the algorithm sets the coordinates of the center (xi; yi) of the first wire:

wi =

(
xi
yi

)
. (3)

Then, the wires of the same layer are plotted and the distance between the centers of two adjacent
wires is equal to the diameter of the wire d. Once the first layer is finished, the wire coordinates of the
upper layer are determined through the following relation:

wj =

(
cosα
sinα

)
·d + wi (4)

with α equal to 60◦ or 120◦ (Figure 1).
The algorithm ends when it is not possible to find a new wire position whose area intercepts the

slot contour or its insulation contour; then, the slot is full.
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Figure 1. Round wires with orthocyclic distribution.

Another algorithm approach, named the filling factor estimation algorithm (FFEA), is described
in [15]. The goal of this algorithm is to reduce the design time of the winding by estimating the filling
factors. In this case, the first wire is placed centrally at the slot bottom. The next wire is placed by
checking all valid positions along a circle around the first wire, with a radius equal to the distance
dw + tw, where dw and tw are the diameter of the wire and the safety distance or the minimum gap
between two wires, respectively. For each new wire positioned, the algorithm checks whether there are
overlaps with the contour of the slot, taking into account the presence of the slot insulation. If the new
position is valid, the algorithm places the new neighbor wire and continues going around until all
positions have been tried. The procedure ends when it is not possible to position wires that do not
overlap the slot profile. The result of this algorithm is a random positioning of the wires forming the
winding. Since the value of the determined filling factor depends on the initial position of the first
wire, the procedure is repeated for several different initial positions.

Another interesting approach is described in [20]. This algorithm is based on the basic rules of the
two algorithms described above. This algorithm is called the needle winding simulation algorithm
(NWSA) because the objective is to optimize the positioning of each wire in order to simulate the process
of needle winding. In this case, for the positioning of wire, a cost function is taken into consideration,
accounting for the position and the downward force acting on the wires. In the algorithm, there are
constraints to avoid overlapping between wires and between the wire and the slot profile. Optimal
positioning is achieved by identifying the global minimum of the cost function. Authors use a genetic
algorithm to search the global minimum in order to reduce convergence times.

Beyond the approaches described above, there are the dense packing algorithms, also called the
wire inflation algorithms (WIA). The goal of these algorithms is to find the maximum radius of spheres
within a given boundary and their corresponding coordinates when the number of spheres is fixed.
In [21], an algorithm is described that simulates a system of billiard spheres within a limited space,
whose radius is made to grow until it reaches a state whereby it becomes a blockade in the system.
This algorithm approach is used for the dense packing of spheres in circular, triangular and hexagonal
spaces [22–24]. This algorithm performs an event based on the physical simulation of a billiard system
where the coordinates, the number and the speed of the spheres are set in advance as input data. Events
are represented by the collision of each sphere with other spheres or with the borders of the system.
Depending on the event type (either sphere–obstacle or sphere–sphere interaction) an elastic impact is
performed, and the new velocities are calculated. At the increasing radii of the spheres, an eventual
jamming occurs, resulting in a dense packing. For the purposes of maximizing the slot filling factor,
the objective is to maximize the number of magnetic wires, with given radius, within the slot. In this
sense, in [20], the authors, in order to make a comparison with the NWSA, have modified the described
approach. In particular, the wires are understood to be charged particles exerting a Coulomb force
on each other, leading to the movement of the spheres during the simulation. The results of the
comparison are widely discussed.
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3. Proposed Enhanced Algorithmic Approach

The basic rules of the algorithm proposed in this paper are mainly inspired by the approach
proposed in [15] and the treatment of the winding patterns with ordered structures in detail [18].
The algorithm is based on a general approach that is valid for different stator slots and for different
wire shapes. In detail, for round and hexagonal wires, the algorithm focuses on the windings,
with orthocyclic arrangement of the wires within the slot. Moreover, the algorithm has been designed
so as to be able to define some critical aspects, such as the possible presence of slot insulation,
the positioning of the wire parallel to the flank or to the bottom of the slot, any safety distances between
the wires forming the winding and a large number of the possible coordinates of the first wire. In this
way, the algorithm presents a high degree of flexibility that makes investigating the maximum slot
filling factors obtainable in many cases of study. The algorithm has been implemented in the Matlab
environment and it is described in detail below.

3.1. Slot Geometrical Features Definition

Compared to the works found in the literature, where simplified models of slot have been taken
into account, in this work, both a standard slot (STSL) model and the non-standard (NSTSL) ones are
used. The slot profiles are defined with the presence of an insulation sheet and, therefore, its thickness
dins is taken into account. In general, the slot insulation sheet is pre-folded and does not substantially
modify the slot cross-section profile available for the positioning of the wires. The geometries and the
related contour data of a standard slot, typically used for wires, and a non-standard one are shown in
Figure 2a,b [16], respectively.

(a) (b) 

Figure 2. Cross-section of the standard slot (a) and non-standard slot (b) with contour parameters.

Generally, the slot profiles are supplied with CAD drawings by the manufacturers and, therefore,
the geometrical parameters are easily determined. The dimensions of each slot are known and are
reported in Tables 1 and 2.

Table 1. Standard slot geometric parameters.

Parameter Value (mm)

w 10.360
h 24.930

wh 2.500
hh 0.500
r1 1.500
r2 1.971

dins 0.500
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Table 2. Non-standard slot geometric parameters.

Parameter Value (mm)

w 10.360
h 24.930
r1 1.500

dins 0.500

The slot profiles are defined in the xy reference frame by means of characteristic points connected
by lines and arcs. The implementation of the geometric model of the slot profile is carried out as
described in [18]. The cross-sections of slots are calculated in a numeric way by the trapezium rule in
the same way as [15]. In particular, the slot areas are divided into different sections whose characteristic
points are known (Figure 3a,b). The calculated cross-sections show a maximum deviation of less than
one percent from the cross-section given by the specifications.

 
(a) 

 
(b) 

Figure 3. Half cross-section of the standard slot (a) and non-standard slot (b) divided into sections.

3.2. Magnet Wire Data

In this study, investigations into round, rectangular and hexagonal wires have been carried out.
The geometrical data of the round and rectangular wires used in this paper are obtained from [25,26].
By these standards, the nameplate data, the insulation degree, tolerances and maximum dimensions
allowed for each wire shape are reported. For rectangular shapes, the standard defines the shape of
the wire with rounding corners. However, there is not an international standard for hexagonal wires.
The use of the latter could be an innovative idea, as they can substantially improve the filling factors.
Improvements must be compared with the production costs which, compared to the past, have been
reduced thanks to the technological evolution of wire manufacturing processes [13,17]. Therefore, the
geometric data of the hexagonal wires will be hypothesized. The geometrical reference quantities for
each wire shape are defined below for:

1. Round wire geometrical data:

• dcu diameter wire without insulation;
• dmax maximum diameter of wire with insulation;
• xc and yc coordinates of wire center.

2. Rectangular wire geometrical data:

• L1cu width of the rectangular wire without insulation;
• L2cu height of the rectangular wire without insulation;
• L1max maximum width of the rectangular wire with insulation;
• L2max maximum height of the rectangular wire with insulation;
• rcorner corner radius;
• xc and yc coordinates of the wire center.
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3. Hexagonal wire geometrical data:

• rcu radius of circumference circumscribed to the hexagon without insulation;
• rmax maximum radius of circumference circumscribed to the hexagon with insulation;
• xc and yc coordinates of the wire center.
• phi (φ) rotation angle of the hexagon.

Figure 4 shows the wire cross-sections with the related contour data.

 
Figure 4. Wire cross-sections with contour data.

3.3. Constraints for Wire Distribution and Placement

In the algorithm, the slot models have been implemented in a xy plane with the bottom or the
ground of each slot parallel to the y-axis. Each slot profile has been divided into several reference
sections Figure 3a,b. These sections are referred to a one-half slot. The distribution and placement
conditions of wires are defined for each section and applied in a specular way for each half of the
slot. In order to avoid overlapping between the wire and the slot profile and between adjacent wires,
several constraints are taken into account. Therefore, for each wire that must be positioned within the
slot profile, the following gaps are considered and investigated:

• distance between the wire and a part (arc or line) of the slot insulation sheet profile;
• distance between the new wire and an existing wire.

In Figure 5, the distances between the slot profile and the round and rectangular wires are shown.
In each region of the slot profile, the minimum value of the various distances is evaluated. In particular,
for round wires, the distances are defined with respect to the center of the wire and it is imposed that

min{|d1|, |d2|, . . . , |dn|} ≥ rmax, (5)
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whereas, in the case of rectangular and hexagonal wires, these distances are evaluated with respect to
the vertices of each wire shape (Figure 6) and it is imposed that

min{|d1|, |d2|, . . . , |dn|} ≥ 0. (6)

Figure 5. Distances between the wires and the slot profile.

 
Figure 6. Characteristic points of the rectangular and hexagonal wires.

Regarding the distance between wires, it is possible to add an additional safety distance tw.
The winding positioning pattern adopted in this work is the orthocyclic one that can be obtained in the
case of round and hexagonal wires. However, an ordered arrangement was taken into consideration for
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rectangular shaped wires. Moreover, it is possible to vary the angle formed between the line joining the
centers of the wires and the horizontal one of the xy plane (Figure 7). In this case, the new arrangement
is obtained by applying the following coordinate transformation to the center of wires for round wires,
and also to the vertices for rectangular and hexagonal wires:(

xinew
yinew

)
=

(
cos β − sin β
sin β cos β

)(
xi
yi

)
. (7)

Figure 7. Rotation of the orthocyclic distribution.

In this sense, it is possible to evaluate the value of the slot filling factors in the case where the
wires are arranged parallel to the flank or the bottom of the slot. This study has been performed with
particular attention paid to round and rectangular wires since. in the hexagonal wire case, as described
above, it is possible to set the rotation angle.

3.4. The Algorithm Procedure

As described above, the algorithm has been designed to automatically define several positions for
the first wire. In this procedure, the position of the first wire is defined by its center (xw1, yw1), which it
is selected in such a way that it will be located in the region of space near the lower wedge of the slot
(i.e., in the lower rounded corner):

xw1 = xinit + dins (8)

yw1 = yinit + dins − w
2

(9)

where dins, xint, yint are the slot insulation foil thickness and the initial wire coordinates, respectively,
which are chosen in such a way as to avoid overlaps with the slot profile. In order to evaluate the filling
factors, several pairs of values of xint, yint are assigned. For this purpose, it is necessary to evaluate the
extremes of the range, within which the initial coordinates must vary. These extremes depend on the
slot geometry and the wire geometrical features. In more detail, since the slot geometry is specular
with respect to the x-axis (see Figure 3) and the first wire is positioned in the region of space near the
lower wedge of the slot, the lower extremes are chosen in such way that they are tangent with the lower
slot wedge profile, whereas the upper extremes of the range are chosen so that an additional increase
in the initial coordinates causes the loss of significant useful wires. Therefore, in the case of circular,
hexagonal and rectangular shapes located in the STSL model, the extremes are respectively equal to:

xinit_circ/hexmin = dmax/2 xinit_circ/hexmax = 3
2 dmax

yinit_circ/hexmin = dmax/2 yinit_circ/hexmax = −yB + 3
2 dmax − dins +

w
2

xinit_rectmin = L1max/2 xinit_rectmax = 3
2 L1max

yinit_rectmin = L2max/2 yinit_rectmax = −yB + 3
2 L2max
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where yB is the y-coordinate of the characteristic point B (Figure 3a). On the other hand, for NSTSL, the
extremes are equal to, respectively:

xinit_circ/hexmin = dmax/2 xinit_circ/hexmax = 3
2 dmax

yinit_circ/hexmin = dmax/2 yinit_circ/hexmax = 3
2 dmax

xinit_rectmin = L1max/2 xinit_rectmax = 3
2 L1max

yinit_rectmin = L2max/2 yinit_rectmax = 3
2 L2max

The evaluation of the filling factors, when the first wire center position (xw1, yw1) varies, is carried
out by using two loops with indices k and z, with maximum values kmax and zmax. They are calculated
by the following relationships:

kmax = ceil
(xinitmax − xinitmin

δt

)
(18)

zmax = ceil
( yinitmax − yinitmin

δt

)
(19)

where ceil(x) is a function that rounds x to the nearest integer greater or equal to x and δt is the variation
step of the initial coordinates. The last quantity starting value δ1 is chosen at least 1/50 of the maximum
dimension of the considered wire (dmax for the circular case, L2max for the rectangular case and 2rmax for
the hexagonal case). In this way, the first wire center position (xw1, yw1) varies according the following
relationships:

xw1(1, k) = xinitmin + dins + δt·(k− 1) (20)

yw1(z, 1) = yinitmin + dins − w
2
+ δt·(z− 1) (21)

Furthermore, in order to investigate the possibility of finding a better wires arrangement when
δt varies, several iterations with a progressive halving of δt are performed until to the maximum
value of the number of wires positioned nmax presents the same value for three consecutive iterations.
Obviously, this choice determines the increasing of computational time, but a more accurate research
of the maximum filling factors.

In order to place the next wires, the cross-section of the slot is divided into a grid formed by i
columns and j rows, where both the first column and the first row are defined as starting from the
first wire position. The maximum number of columns imax and rows jmax is calculated according to the
slot and wire dimensions. For round, rectangular and hexagonal wires these values are calculated by
means of the following relationships, respectively:

imax = round

⎛⎜⎜⎜⎜⎜⎜⎝ h√
3

2 dmax

⎞⎟⎟⎟⎟⎟⎟⎠ (22)

jmax = round
( w

dmax

)
(23)

imax = ceil
(

h
L1max

)
(24)

jmax = ceil
( w

L2max

)
(25)

imax = ceil

⎛⎜⎜⎜⎜⎜⎜⎝ h√
3

2 rmax

⎞⎟⎟⎟⎟⎟⎟⎠ (26)

jmax = ceil

⎛⎜⎜⎜⎜⎝ w
3
2 rmax

⎞⎟⎟⎟⎟⎠ (27)
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where round(x) is a function that rounds each element of x to the nearest integer. The distribution
of the wires occurs through two loops that change the indices i and j in order to position the wires
along with the whole slot profile. In the cases of the round and hexagonal wires, in order to obtain
an orthocyclic winding pattern, the coordinates of the successive wire are calculated as previously
described in Section 2. The rectangular case is widely described in [13]. The positioning of the
wires is considered valid only if it meets the overlapping conditions described above. The algorithm
calculates, for each possible pair of coordinates (xw1(1,k) yw1(z,1)), the number of positioned wires n,
the electrical and mechanical slot filling factor values fcu and fme and the coordinates of the positioned
wires (xwire, ywire). In this way, each of the quantities of interest is represented by an array, in which
each element is associated to the coordinates of the first positioned wire. The search for the best wire
arrangement for a fixed wire shape, its geometric dimension, type of positioning and slot profile can
be achieved by identifying the maximum value of number of wires positioned nmax within the array.
This procedure, as mentioned above, is repeated until the quantity, nmax(δt), presents the same value
for three consecutive δt values. Therefore, once the coordinates of the first wire (xw1, yw1) associated
to the best wire arrangement is determined, the algorithm provides a graphical representation of
the slot containing the wires. Furthermore, the coordinates of the positioned wires (xwire, ywire) are
available and the manufacturer has the ability to know and choose a reference wire for the production
phase according to the winding technological process adopted. In short, the algorithm works via the
following steps:

1. The algorithm asks for, as input data, the wire shape, the type of positioning and the slot profile
to be used;

2. The geometric dimensions of the wire and the slot and the value of the safety distance are defined
in an input file;

3. The algorithm proceeds by plotting the slot profile;
4. Subsequently, the algorithm proceeds to position the wires; for fixed coordinates of the first wire,

for each of them, it checks the overlapping conditions and calculates the number of positioned
wires and the value of the electrical and mechanical filling factors;

5. The algorithm repeats the evaluation procedure for each possible pair of the initial wire coordinates
and generates an array for each quantity of interest;

6. It searches the best wire arrangement case (characterized by nmax wires per slot, fcu-max and fme-max)
and their corresponding coordinates to the first wire;

7. The algorithm repeats the procedure until to the maximum value of the number of wires positioned
nmax presents the same value for three consecutive δt values;

8. Finally, from the knowledge of the first wire position, the algorithm proceeds by plotting the slot
profile containing the wires and provides, in an output, the maximum number of positioned
wires nmax, the best values of the electrical and mechanical slot filling factors fcu-max and fme-max

and the coordinates of all positioned wires (xwire, ywire).

In addition, for an accurate description and understanding, the algorithm flowchart is reported in
Figure 8.

97



Energies 2020, 13, 1041

 

−= tt
δδ

Figure 8. Algorithm flowchart.
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4. Cases of Study

In order to validate the proposed algorithm, several cases of study have been performed. This study
has been carried out both for the STSL and for the NSTSL and for each wire shape. From international
standards [25,26], it is possible to deduce the nominal dimensions, the insulation grades, the tolerances
and the outer maximum dimensions for each typology of wire. In this work, the largest allowed
outer dimensions are adopted to consider the worst case for the evaluation of the slot electrical filling
factor. An insulation grade (According to [25,26] the grade is defined as “the range of thickness of
the insulation wire”.) 3 and a grade 2 for the round-shaped wire and for the rectangular-shaped one
have been taken into consideration, respectively. The dimensions of the hexagonal wire have been
deduced, assuming the cross-section is equal to that of the round wire. In this way, it is possible to
compare the slot filling factors and evaluate the benefits derived from the use of hexagonal wires.
In this study, six different dimensions have been chosen for each wire shape, respectively. For each
dimension, three additional interspaces tw, respectively equal to 0, 0.05 and 0.1 mm, were taken into
consideration. Furthermore, regarding the standard slot, a study was carried out on the possibility
of positioning the wires parallel to the ground or the bottom (PG) and to the flank (PF) of the slot.
The dimensions of the wires, used for this study and expressed in mm, are reported in Tables 3 and 4.

Table 3. Geometrical features of round and hexagonal wires.

scu (mm2) dcu (mm) dmax (mm) rcu (mm) rmax (mm)

0.636 0.90 1.018 0.495 0.560
0.785 1.00 1.124 0.550 0618
0.985 1.12 1.248 0.616 0.686
1.227 1.25 1.381 0.687 0.759
1.539 1.40 1.535 0.770 0.854
2.010 1.60 1.740 0.880 0.957

Table 4. Geometrical features of rectangular wires.

scu (mm2) L1cu (mm) L2cu (mm) L1max (mm) L2max(mm) rcorner (mm)

1.626 2.00 0.90 2.17 1.07 0.45
2.025 2.24 1.00 2.41 1.17 0.50
2.920 2.50 1.25 2.67 1.42 0.50
3.705 2.80 1.40 2.97 1.57 0.50
4.825 3.15 1.60 3.32 1.77 0.50
5.465 3.55 1.60 3.72 1.77 0.50

Figures 9–12, it is possible to notice how the algorithm returns the slot profile with the desired
distribution of the wires and also shows the number of inserted wires. In particular, in the case of
round wires, the winding pattern presents an orthocyclic structure where the positioning is parallel to
the bottom in one case and parallel to the flank of the slot in the other case. In the case of rectangular
wire, the winding pattern is ordered. In the case of the hexagonal wire, an orthocyclic winding pattern
is obtained, both with phi equal to zero and with phi equal to π/2. Furthermore, it is possible to notice
how the structure remains ordered with the use of an additional interspace tw.
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(a) (b) 

Figure 9. Orthocyclic distribution of the round wires with the parallel ground disposition (a) and with
the parallel flank disposition in the standard slot (b) (tw = 0 mm, dmax = 1.381 mm).

(a) (b) 

Figure 10. Ordered distribution of the rectangular wires with parallel disposition to the flank in
standard slot (a) and in non-standard slot (b) (tw = 0.1 mm, L1max = 2.17 mm, L1max = 1.07 mm).
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(a) (b) 

Figure 11. Orthocyclic distribution of the hexagonal wires in standard slot (phi = 0, tw = 0 mm, rmax =

0.313 mm) (a) and (phi = π/2, tw = 0 mm, rmax = 0.313 mm) (b).

 
(a) (b) 

Figure 12. Orthocyclic distribution of the hexagonal wires in non-standard slot (phi = 0, tw = 0 mm,
rmax = 0.618 mm) (a) and (phi = π/2, tw = 0.05 mm, rmax = 0.618 mm) (b).

In Figure 13, the value of slot electrical filling factors obtained for the case of the round wire, with a
parallel bottom disposition, both for the STSL and the NSTSL, are reported. A comparison, between the
slot electrical filling factors obtained with a parallel bottom disposition and the one obtained with the
parallel flank disposition of the standard slot, are reported in Figure 14. This comparison shows that
the slot electrical filling factor is higher for a parallel flank disposition for each additional interspace tw.
A similar study was performed for rectangular wires. Figure 15 shows the trend of slot electrical filling
factors as a function of the cross-section area. On average, the filling factors obtained in the rectangular
case are higher than those of the round case for the dimensions chosen. Additionally, in the rectangular
case, the slot electrical filling factor is higher in a parallel flank disposition (Figure 16). In this work,
the comparison between the slot electrical filling factors obtained in the round and rectangular wire
cases, with equal cross-section, has not been reported because it has been widely discussed in [18] and
in [19]. Furthermore, the rectangular wires are used for medium and high-power applications, whereas
the round ones are mostly used for low-power applications. Figures 17 and 18 show the comparison
between the value of electrical slot filling factors obtained for hexagonal wires with phi (φ) equal,
respectively, to 0 and π/2. This study is performed both for the standard slot and for the non-standard
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slot, for each value of the additional interspace tw. In the standard slot, the slot electrical filling factors
are higher when phi = 0 whereas, in the non-standard slot, in some cases, higher electrical slot filling
factors are obtained with phi = π/2. Particularly interesting is the comparison between the slot filling
factors obtained in the case of the round wire and the hexagonal one, with the same cross-section.
In Figure 19, the comparison between the slot electrical filling factors of round wires with the parallel
flank disposition and the slot electrical filling factors of hexagonal wires with phi = 0, is reported. From
this comparison, it can be seen that the filling factors obtained in the case of hexagonal wires are always
higher than those obtained in the case of round wires. This difference decreases as the additional
interspace increases. Therefore, the use of hexagonal wires can provide innovation in the field of
electrical machine windings. Obviously, this improvement must be contextualized with any additional
costs and the current state-of-the-art of specially shaped wire manufacturing process. Furthermore,
with the choice of δ1, equal to 1/50 of the maximum dimension of the considered wire, the worst-case
scenario of the study has presented a computation time equal to about 10 min, corresponding to
about 8000 different first wire positions. In order to validate the choice of δ1 equal to 1/50, further
investigations have been carried out, both increasing and decreasing the value of δ1.

 
Figure 13. Slot electrical filling factor as a function of wire copper cross-section area for round wires.

 
Figure 14. Comparison between the slot electrical filling factors obtained with round wires distribution
parallel to the ground/bottom (PG) and to the flank (PF) of the standard slot.
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Figure 15. Slot electrical filling factor as a function of wire copper cross-section area for rectangular wires.

 
Figure 16. Comparison between the slot electrical filling factors obtained with rectangular wires
distribution parallel to the ground/bottom (PG) and to the flank (PF) of the standard slot.

 

Figure 17. Slot electrical filling factor as a function of wire copper cross-section area for hexagonal
wires in a standard slot (STSL).
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Figure 18. Slot electrical filling factor as a function of wire copper cross-section for hexagonal wires in
a non-standard slot (NSTSL).

 
Figure 19. Comparison between the slot electrical filling factors obtained with round wires distributed
parallel to the flank of the slot and the one obtained with hexagonal wires as a function of wire copper
cross-section area.

In more detail, values of δ1 smaller than 1/50 only provide longer computational times with
the identification of the same best wire arrangements. On the contrary, in almost all analyzed cases,
the values of δ1 in the range from 1/50 to 1/25 allow us to identify the same best wire arrangements
with shorter computational times compared to those obtained with δ1 being equal to 1/50. Values of δ1

lower than 1/25 generate longer computational times due the higher number of δi iterative variations.
Therefore, the choice of δ1 equal to 1/50 of the maximum dimension of the wire under study provides a
good compromise between computation time and identification of the optimal wire arrangements.

The case studies shown here demonstrate how the algorithm allows us to accurately estimate the
best value of the filling factors and reveal that it is a useful tool for the design of electrical machine
windings. The results, like electrical filling factors, are calculated under the assumption of the ideal
geometric shape of each wire and slot filling paper. For practical considerations, tolerances of shape and
diameter must be taken into account; also, the winding process itself does not give an ideal orthocyclic
winding distribution in the slot. This deviations from ideal geometry and winding process can be
considered using additional geometric tolerances. With the given algorithm, the influence of non-ideal
conditions on the filling factor and maximal turns can be calculated within a few minutes and motor
design engineers and process engineers can make decisions based on a reliable calculation concept.
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5. Conclusions

High filling factors make it possible to improve electrical machines’ performances, meeting the
design requirements of several application fields. This improvement requires an optimal arrangement
of the wires inside the slots and a careful evaluation of the maximum slot filling factor obtainable in the
design phase. In this paper, an algorithm approach is proposed to perform the calculation of slot filling
factors in electrical machines. The algorithm requires, as input data, the geometrical data of the slot,
the insulation thickness, the shape of the wire, the dimensions of the wire and the type of disposition
inside the slot. From this data, the algorithm determines the maximum slot filling factors, the number
of wires positioned, a graphic distribution of the wires inside the slot and the coordinates of the wires
positioned. The algorithm has a high degree of flexibility and requires a reasonable computation time
(about 10 min in the worst case). The conducted study proves that the algorithm is very simple and can
give useful results in the designing processes of winding layouts. Furthermore, the algorithm can be
used as investigation tool because it allows us to compare electrical filling factor values when different
wire shapes with the same cross-section are employed. From the investigations here presented, it has
been shown that the use of hexagonal wires provides higher filling factors than those obtained with
the use of round wires. Although the comparison between the slot filling factors obtainable with
rectangular wires and hexagonal wires with the same wire cross-section is not presented in this paper,
the use of hexagonal wires allows us to obtain higher filling factors than those obtained with the use
of rectangular wires. This result is due to the orthocyclic arrangement of the hexagonal wires that
optimally occupy the slot area, unlike the ordered arrangement of the rectangular wires. Non-ideal
geometry of the magnetic wires and the tolerances of the winding process can be easily considered
using additional geometric factors and practical problems can be addressed. These results may be of
considerable interest in the optimization of electrical machine windings. Future developments will
concern the extension of this study to a greater number of cases in terms of slots and an in-depth study
on the producibility of hexagonal wires. In particular, the evaluation of the effects of real cross-section
deviation with respect to ideal deviation should be modelled and implemented in future research.
Furthermore, experimental investigations will be conducted in order to validate the algorithm results.
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michal.michna@pg.edu.pl (M.M.); grzegorz.kostro@pg.edu.pl (G.K.)
* Correspondence: filip.kutt@pg.edu.pl; Tel.: +48-58-347-19-39
† These authors contributed equally to this work.

Received: 19 April 2020; Accepted: 26 May 2020; Published: 27 May 2020

Abstract: This paper presents a prototype of high speed brushless synchronous generators (BSG)
design for the application in autonomous electric power generation systems (e.g., airplane power
grid). Commonly used salient pole field of the main generator part of BSG was replaced with a
prototype non-salient pole field. The main objective of the research is an investigation into the
advantages and disadvantages of a cylindrical field of the main generator part of BSG over the
original salient pole field. The design process of the prototype generator is presented with a focus on
the electromagnetic and mechanical finite element method (FEM) analysis. The measurements of
prototype and commercial BSG were conducted for the nominal speed of 8 krpm. The advantages
and disadvantages of the proposed solution were established based on measurements in load and
no-load conditions.

Keywords: autonomous systems; brushless synchronous generator; electric power generation;
high speed generator

1. Introduction

Modern commercial planes are designed according to the concept of more electric aircraft
(MEA) [1–7]. This concept states that the electric power system in future aircraft should replace
pneumatic and hydraulic systems supplied from main turbofan engines. The electrical power system
should provide the ability to control the aircraft via electromechanical and electrohydraulic actuators
and also provide deicing protection and control the pressurization of the cabin. The high increase in
electric power demand is the main result of such an approach. High electric power demand, in turn,
requires much more powerful generators to supply it. In addition, an important role of the generator
is also the ability to work as a starter to accelerate a turbofan engine [7–10]. The increase in power
output of the generator should not affect the volume and weight of the generators in a significant way.
One of the obvious directions is the increase in the rotational speed of the machine [11–13]. However,
one of the consequences of an increase in rotational speed is a higher centrifugal force acting on the
rotor parts and the limitation in the rotor and shaft diameters.

To meet the requirements of the MEA concept considers various types of machines with high
power densities defined as the power to weight ratio [7,11–14]. In addition to standard, wound field
brushless synchronous generator (BSG), it is also proposed to use a permanent magnet (PM) [15,16],
a switched reluctance (SR) [17–19] or an induction (IM) [8,20] machine as a starter-generator for aircraft.
Despite the diversity of machine types proposed in research and prototype solutions, the BSG with a
wound rotor is still the most often used in commercial aircraft. BSG has been used for decades, so its
design is well known, tested and relatively reliable. Among its main advantages are the ability to
easily control the voltage at the terminals by changing the excitation field, a simple adjustment system,
the ability to easily reconfigure the system. Unfortunately, standard BSG solutions are characterized by
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low efficiency (<80%), the maximum speed limit is less than 28 krpm and, consequently, also low power
density (about 2.5 kW/kg) [11]. Therefore, research and design works are underway on new, alternative
constructions for aircraft generators, including PM, SR, and IM generators [11–14]. These machines are
characterized by a simpler rotor design, which allows operation at higher rotational velocity with less
maintenance required. Permanent magnet generators achieve the highest power densities in relation
to weight (from 3.3 to 8 kW/kg), and high efficiency (up to 95%) [10,11,15,16]. The disadvantage of
PM generators is the complex regulation of the excitation field and voltage at the terminals and also
the problem with excitation during a short circuit fault. The main advantage of SR generators is a very
simple construction of the rotor, and therefore high reliability. SR generators have lower efficiency and
lower power density than PM machines; however, it is still better than BSG [17–19]. On the other hand,
SR requires complex control systems and algorithms. IM machines are also a prudent alternative,
especially in the multiphase, fault-tolerance design [8,20]. Simple and cheap design, proven control
systems and algorithms guarantee reliable work required in the aviation industry.

Only proven and reliable solutions can be used in aviation. The use of new solutions and
devices for a commercial aircraft requires a time-consuming and expensive design, verification and
certification process [21]. Therefore, research is still being carried out to improve the BSG design
both in the context of achieving a better power-to-weight ratio and working at higher speeds and
frequencies. These requirements can be met when materials, cooling, and mechanical structure would
be improved [11].

High requirements regarding the parameters of the aircraft generator can be met by optimizing
their design. Therefore, both new construction solutions, as well as new methods of their design,
project management and production, are being developed. A wide range of issues related to the
design and optimization of electrical machines is of interest to both manufactures and academic
centers [14,21–25]. The requirements for high power density and high speed mean that it is important
to optimize the generator system as a whole, and not its individual components. The design of the
electric machine ceases to be an independent problem, and the optimal solution from the component
point of view does not necessarily mean an optimal solution for the entire drive system. The design
of the generator system is, therefore, a multi-level, multi-task, multi-disciplinary problem and at the
same time nonlinear with many independent variables [26–29].

Computer modelling and simulation methods are widely used in the design process of electrical
machines. Optimal use of computer modelling methods and simulations allows one to accelerate
design work, verify the importance of potential solutions and, as a result, achieve a product with
better parameters. Product development uses both simple analytical methods as well as more complex
finite element method (FEM). Obtaining a low mass of the generator can be achieved by increasing the
speed or reducing the mass of active materials. High-speed operation requires special attention when
designing the rotor. The basis for design should be the selection of appropriate materials and FEM
simulations to achieve the expected electromagnetic and mechanical parameters [30]. The reduction of
the mass of conductive materials can be achieved by increasing the density of currents. Conducting
computational fluid dynamics (CFD) simulation based on a complete conjugate heat transfer (CHT)
allows the design of an appropriate cooling system [31].

Even if the final optimization of the machine requires the use of advanced simulation tools (FEM,
CFD, etc.), the basis of the project is an analytical method. One of the methods widely used in the
pre-design of electric machines is the sizing equation method [32–34].

The brushless synchronous generator is a complex power generation device (Figure 1).
Three machines are installed on one shaft: the main generator, the exciter, and the subexciter. Both the
main generator and the exciter are electromagnetically excited synchronous generators and the
subexciter is a permanent magnet synchronous generator. The main generator field is supplied
from the armature winding of the exciter through a 6-phase diode rectifier. The exciter armature is
on the rotor along with the field of the main generator and the exciter field winding is on the stator.
The exciter field winding is supplied from the subexciter via a controlled rectifier. The generator
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control unit (GCU) controls the voltage and the protection systems for the generator. In the variable
high-speed operation of the generator, the excitation system is designed to ensure the voltage control
(RMS value) requirements of the power grid.

Figure 1. The brushless synchronous generator—based on a three-stage electrical machine topology:
the subexciter—permanent magnet generator (PMG); the brushless exciter—synchronous machine
with stationary field winding, rotating armature winding and rotating diode rectifier; the main
generator—synchronous machine with rotating field winding; GCU—generator control unit.

In modern aircraft such as the Boeing 787 or the Airbus A350XWB the variable frequency
generation system is used, where generators are directly driven from the turbofan engines. The system
voltage is regulated at 230 V and the bus frequency varies from 350 to 800 Hz. Changing the way
in MEA electric power generation requires adaptation of the distribution system and the use of
more power electronic converters supplying loads [4]. This affects the power quality, which is also
an important issue, as it has a direct effect on the reliability and efficiency of the power system [35].
The harmonic content of produced voltage and current of the main generator can also have a significant
influence on the system power quality. In the salient pole machines, the effect of unsymmetrical pole
shoe saturation during loaded conditions can increase the harmonic content in induced voltage [36].

2. Objectives and Scope

The main objective of the research is an investigation into the advantages and disadvantages of
a cylindrical field of the main generator part of BSG over the original salient pole field. The main
motivation for the research was the analysis of the possibility of introducing a cylindrical main
filed construction without any detriment to the generated power quality in reference to the original
construction. The proposed construction should allow for:

• more sinusoidal back EMF of the generated power due to more sinusoidal excitation winding
magneto-motive force (MMF) spatial distribution,

• the possibility of reaching higher rotational velocities of modern MEA variable frequency power
systems in future developments of BSG.

The development of a modern aircraft power system is based on MEA concept. However,
only repetitively proven and reliable solutions can be used in commercial avionic applications.
The MOET FP6 [37] project investigated the component level power system development. The practical
result of the investigation was an evolutional change in the power generation system components and
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particularly the BSG. The focus of those changes was the improvement of the generator structure for
higher efficiency without any detriment to its relatability. That meant the introduction of a variable
frequency system with a higher rotational velocity of the generator and improved power quality.
The proposal in this paper solution is aiming to investigate the possible advantages in this regard of a
cylindrical structure of the main exciter of the BSG. The literature on the subject of the construction of
BSG main exciter is very limited and only investigates the possibility of using claw pole design [38] for
the main exciter of the machine or the possibility of using a cylindrical structure for operation with
higher rotational velocity [39].

The comparative study is conducted on a commercial and redesigned generator construction.
Both machines are three stage machines consisting of a permanent magnet generator (PMG) subexciter,
an inverted synchronous generator exciter and the main synchronous generator. The only difference
between the two machines is the construction of the main generator field (Figure 2). The commercially
available machine has a salient pole main generator field construction and the proposed prototype has
a cylindrical (non-salient pole) construction of the main generator field. The proposed prototype was
designed as a cylindrical rotor machine in order to obtain sinusoidal distributed excitation winding
MMF with the possibility of achieving adequate mechanical strength when working at a higher
rotational speed. The reverse engineering approach was used on the commercial salient pole generator
to determine the electromagnetic parameters of the machine. The generator performance in the
steady state was measured and analyzed. The main factor for the analysis was the minimization
of the high-order harmonic content of currents and voltages waveforms during the no-load and
load operation.

The design of the prototype generator is based on the salient pole brushless synchronous generator
type GT40PCz8 (Sn = 40 kVA, Un = 208 V, p. f . = 0.8, nn = 8000 rpm) used in the Russian MI-28
helicopter and is a typical construction for avionic application. The commercial generator has a salient
pole field of the main generator part and the proposed and constructed prototype uses a non-salient
pole field (Figure 2).

Figure 2. Two types of exciter of the main generator: (a) salient pole (original commercial structure,
exciter, and subexciter on one shaft); (b) non-salient pole (prototype structure, exciter, and subexciter
temporally removed from the shaft).

The commercial GT40PCz8 generator was the subject of the reverse engineering process using
analytical calculations and FEM simulations. This approach was used to determine the value of
electromagnetic parameters such as current densities in the armature and field windings and magnetic
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flux density in various parts of the machine. Based on those values, the new main generator field was
designed and developed.

The main contribution of the research is the design of the prototype of the main generator part
cylindrical exciter that provides better power quality in no-load and under load conditions. This will
allow for future developments for variable frequency power system higher maximum frequency.

3. Solution

The development and the implementation of a new design of the electrical machine requires
a comprehensive approach to the physical phenomena taking part in the electromechanical energy
conversion process in the drive system.

The first step of the design and analysis process is an electric machine design based on analytical
calculations (Figure 3). The dimensions of a machine are calculated based on the sizing equations
approach [22,34]. The sizing equation describes the relationship between the output power of the
machine (P) and its main dimensions design features, material parameters, and rotational speed:

P =
π

2
KIKPKE

fs

p
(AsBm)(D2

s ls) (1)

where: fs—the stator voltage frequency, p—the number of pole pairs; the machine main dimensions:
Ds—the inside stator diameter, ls—the length of stator core; the machine design features: KI—the
current waveform factor, KP—the electrical power waveform factor, KE—the EMF (electromotive force
or induced voltage) factor which incorporates the winding distribution factor and the air gap magnetic
flux distribution, and the material parameters: As—the stator electric loading, and Bm—the air gap
flux magnitude. The values of the design feature factors depend on the type of the machine, the type
of the power supply (shape of the current waveform), the air gap flux distribution and the field and
armature winding distributions [22].

Figure 3. Design process and analysis of the electrical machine—analytical calculation, numerical field
model implemented in FEM software.

The main generator stage designed process was conducted based on the sizing Equation (1) and
the parameters presented in Table 1. The parameters for the design process were derived from the
reverse engineering of the original generator. The design process assumed that the new exciter should
allow for the higher rotational speed of the BSG. In addition, the excitation winding should generate
a sinusoidal distribution of magnetomotive force (MMF) to generate a sinusoidal distribution of the
air gap flux density. Part of the solution for the proposed assumption was to use a high number
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of rotor slots. The outer diameter of the original and new field structure of the main generator is
Dr = 173.8 mm, the airgap length is δ = 0.6 mm and the core length is l = 73 mm. The most important
difference is that in a salient pole solution the air gap length varies, and, in a non-salient solution, it is
constant. An additional advantage of the uniform air gap length is the decrease in non-uniform pole
shoe saturation of the field during the under load operation of the BSG.

Table 1. Assumptions for the main generator stage design process.

Parameter Value Description

Sn 40 kVA nominal power
Us 208 V nominal voltage
Is 111 A nominal current
fn 400 Hz nominal frequency

PFn 0.8 nominal load power factor
I f n 45 A nominal field winding current
p 3 number of pole pairs
m 3 number of phases
Qs 81 number of stator slots
Qr 66 number of rotor slots
Ns 27 number of armature winding turns
δ 0.6 mm air gap length

Ds 175 mm inner diameter of the stator
l 73 mm machine length

b1 2 mm stator and rotor slot opening

The prototype field dimensions are partly based on the original generator construction and partly
on the selected manufacturing technology, in particular, the technology of field winding construction
and manufacturing. In the proposed manufacturing process, a square profile wire was selected for
the field winding to maximize the fill factor. The minimum tooth thickness was calculated and then
verified using FEM models for the machine to sustain the centrifugal forces and also due to the
maximum value of the flux density in the field core. Figure 4 shows the dimensions of the main
generator stator and both the commercial and the prototype generator rotors. The original salient pole
excitation winding has 42 turns per pole and the design cylindrical prototype has 40 turns per pole.
The cross section of the original and prototype excitation winding wire is the same and is equal to
4.5 mm2.

Figure 4. Dimensions of the: (a) main generator stator; (b) original salient pole rotor; (c) prototype
non-salient pole rotor.

The proposed design prototype apart from allowing higher rotational velocity of the machine
should also decrease the high-order harmonic content of the induced EMF. Both the air gap flux density
spatial distribution and the field and armature winding spatial distribution influence the harmonic
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content of the induced EMF. To analyze this influence, the air gap length distribution functions and
field and armature winding distribution functions have to be defined. The air gap length distribution
function is defined as:

δ (φs − θr) =
1
αδ

1

α0 −
kδ

∑
k=1

α2k−1 cos (2 (2k − 1) (φs − θr))

(2)

where αδ defines the average length of the air gap, α0 and α2k−1 are the relative components of the
air gap length distribution function (α0 = 1), φs is the angular position along the stator and θr is the
displacement angle of the rotor axis in reference to the stator axis. In case of the prototype machine
with cylindrical stator and rotor, this function is defined as:

δ =
1
αδ

(3)

The armature winding distribution is defined based on the winding MMF distribution as:

Nxs (φs) =
1

ixs

∂ MMFxs (ixs, φs)

∂ φs
(4)

where x refers to phase a, b or c in three phase machine, ixs is the x’th phase armature current and the
MMFxs (ixs, φs) is the x’th phase magnetomotive force distribution. This force is defined as:

MMFxs (ixs, φs) =
Ns

2
ixs

kMMFs

∑
k=1

As,2k−1 cos ((2k − 1) (φs + θxs)) (5)

where Ns represents the number of turns of equivalent sinusoidally distributed armature winding,
As,2k−1 are the relative amplitudes of armature winding MMF distribution (As,1 = 1), θxs is the
angular displacement of x’th phase in reference to phase a (θas = 0) and kMMFs is the number of odd
harmonics used to approximate the armature MMF distribution. The same winding distribution and
magnetomotive force distribution functions can be defined for field winding:

Nf d (φr) =
1

i f d

∂ MMFf d

(
i f d, φr

)
∂ φr

(6)

MMFf d

(
i f d, φr

)
=

Nf d

2
i f d

kMMFf d

∑
k=1

A f d,2k−1 sin ((2k − 1) (φr)) (7)

where i f d is the field current, φr is the angular position along the rotor, Nf d represents the number of
turns of the equivalent sinusoidally distributed field winding, A f d,2k−1 are the relative amplitudes
of field winding MMF distribution (A f d,1 = 1) and kMMFf d is the number of odd harmonics used to
approximate the field MMF distribution. Based on the winding distribution the MMF distribution and
the air gap length distribution, one can calculate the mutual inductance between field winding and
phase winding:

Lxs f d(θr) =
1

i f d

2π∫
π

⎛
⎝Nxs (φs)

φs+π∫
φs

MMFxs (ixs, φs)

δ(ζ − θr)
dζ

⎞
⎠ dφs (8)
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If Equations (3), (4) and (7) are applied to relation (8), the function for mutual inductance is
defined as:

Lxs f d(θr) = Ls f d

kLs f d

∑
k=1

(
(2k − 1) α0 As,2k−1 A f d,2k−1 sin ((2k − 1) (θr + θxs))

)
(9)

where:

Ls f d =
NsNf d

4
μ0lπrαd (10)

where μ0 is the magnetic permeability of vacuum, l is the machine length and r is the distance from
the axis of machine to the middle of the air gap. As can be noticed, the mutual inductance harmonic
components depend on the air gap length and the armature and field winding distribution high-order
harmonics. In the designed prototype, the armature winding was not changed. However, both the
air gap length distribution and the field winding distribution were changed. The proposed solution
for more sinusoidally distributed excitation winding MMF was to use a high number of rotor slots.
Because the prototype has a cylindrical construction and more sinusoidally distributed winding,
then the commercial generator the resulting EMF is much more sinusoidal. Figure 5 shows the MMF
distribution for both the commercial and the prototype main generator field windings.

Figure 5. MMF distribution for the commercial and the prototype machine main generator
field windings.

Simplified mechanical calculations have been performed to approximate forces and pressures
acting on the prototype main generator field core. The force acting on the weakest part of the rotor
was calculated as a sum of two forces:

• The centrifugal force acting on rotor tooth—Ftooth,
• The centrifugal force acting on the winding in the rotor slot FCu.

The centrifugal force acting on the rotor tooth was calculated as:

Ftooth = ω2
c∫

0

ρFe · l
(

a +
(

x
b − a

c

))
(r1 + x) dx (11)

where ω is the mechanical rotational velocity of the rotor, ρFe is the density of rotor core, l is the length
of the main generator part of the machine, a is tooth thickness at the bottom of the tooth, b is the tooth
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thickness at the top of the tooth, c is the height of the tooth and r1 is the bottom radius of the rotor
tooth. The force acting on the copper in the slot was calculated as:

FCu = ω2
c∫

0

ρCu · l · d (r1 + x) dx (12)

where d is the width of the copper profile wire in the rotor slot. The resulting force acting on the rotor
tooth from both the tooth itself and the copper in the slot is about 23 kN. The resulting pressure in the
thinnest part of the rotor tooth is about 126 MPa.

Because the resulting machine dimensions and the resistance of excitation winding did not
change for the prototype and original commercial generator, the thermal analysis of the prototype
was not conducted. However, if this solution was to be implemented in a commercial power system,
such analysis would have to be conducted.

Three-dimensional (3D) geometric models of the machine are then developed as the parametric
model using CAD software. This approach enables easy modification of the geometric models and
studying of the influence of the geometrical parameters and material properties on the magnetic
field distribution, power losses, integral parameters (inductances, torque), mechanical stresses, etc.
(Figure 3).

4. Results

4.1. FEM Simulation

The FEM simulations (using Cedrat/FLUX2D software (version 9.3, Cedrat, Grenoble, France))
have been carried out to verify the designed BSG. Due to a lack of information about the materials
used in the commercial generator, the FEM simulations were verified using measurement data.
As a result of reverse engineering processes for the given dimensions and measured behavior
of the commercial machine, the material parameters of the stator and rotor magnetic core were
established. Those parameters were calculated using the iteration process by minimizing the error
between measurements of no-load state and FEM simulation results. The initial relative permeability
μr = 8000 and the magnetic polarization at saturation of 1.6 T parameters were set for the commercial
machine stator and rotor core. For the prototype field core of the main generator, M530-50A steel
sheets have been used. Unfortunately, the manufacturing process and relatively poor stacking factor
caused the necessity for additional varnish coating insulation between steel sheets. During the
laser cutting process of the prototype core steel sheets, a slag caused by laser cutter needed to be
removed. This process also damaged the original varnish insulation coating on the surface of the steel.
Because of this decrease in the stacking factor and the damage done to the cut edge of the electrical
steel, the material magnetic characteristic has changed. The field core parameters for the simulation
were set to μr = 500 (initial relative permeability) and the magnetic polarization at saturation of 1.55 T.

The model was implemented in the Cedrat/FLUX2D software using a dedicated Python script.
For the discretization of the FEM model, the air gap was divided into three sections: the stator static
mesh section, the rotor moving mesh region and the air gap re-meshing region for the mesh generation
during the rotor movement. The resulting mesh and geometry of both the commercial and prototype
generator are shown in Figure 6.
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(a) (b)

Figure 6. FEM model mesh of the: (a) commercial salient pole field BSG; (b) prototype cylindrical
field BSG.

The resulting mesh generation process led to a total number of about 36 thousand nodes for the
original salient pole main generator of BSG and about 53 thousand for the prototype. The simulation
process was conducted with set maximum variation between the iterations of integral calculation of
less than 0.1%. Table 2 shows the maximum values of magnetic field densities in the crucial parts of
the commercial and designed machines.

Table 2. Maximum values of flux density of the main generator part of BSG.

Part of the Magnetic Circuit Flux Density (T) in Commercial BSG Flux Density (T) in Prototype BSG

Airgap flux density 0.8 0.8
Stator yoke flux density 1.45 1.46
Stator tooth flux density 1.58 1.6
Rotor yoke flux density 1.05 1.22
Rotor slot/pole flux density 1.66 1.66

FEM simulation results at no-load conditions for the commercial salient-pole and prototype
cylindrical generators are shown on Figure 7.

(a) (b)

Figure 7. FEM simulation results in no-load conditions: (a) commercial salient pole field BSG;
(b) prototype cylindrical field BSG (marked direction of current in field windings).

The magnetic equipotential lines are shown for both the commercial and the prototype BSG
main generator part. In this simulation, the main generator field winding has been supplied with
nominal no-load current and FEM computations in magnetostatic conditions have been conducted.
The amplitude of the normal component of the air gap flux density of both types of the main generator
field has the same maximum value of 0.8 T (Figure 8). The prototype cylindrical generator has got
more sinusoidal distribution of air gap flux density (Figure 8).
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(a)

(b)

Figure 8. FEM simulation results at no-load conditions—air gap flux density normal component
distribution (0.8T—amplitude of the fundamental component): (a) commercial salient pole and
prototype air gap flux distribution BSG; (b) harmonic components of air gap flux distribution.

In addition to electromagnetic calculations, the mechanical calculations concerning the centrifugal
forces have been conducted. The simulation of this force acting on one of the rotor teeth was analyzed.
The stress analysis module of Autodesk Inventor software (version 2014, Autodesk, San Rafael, CA,
USA) was used to perform the mechanical FEM simulation. The rotation speed of 16 krpm has been
applied to the rotor. The materials used for stator (steel sheets), windings (copper), and slot wedges
(bras) were defined. The stress analysis results are shown in Figure 9. In the simulation, only the
copper inside of the slots is considered as the copper in the end windings will not be held by the rotor
core itself.

Figure 9. FEM simulation stress analysis results of centrifugal force acting on the rotor.
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The electromagnetic and mechanical FEM simulations verified the assumptions and results of the
analytical calculations. The proposed solution delivers more sinusoidal distribution of the excitation
winding MMF and the maximum tensile stress due to centrifugal force does not exceed maximum
tensile stress allowed for M530-50A steel.

4.2. Measurements

Measurements have been carried out for the no-load (open circuit) and load conditions of the
prototype and commercial BSG. Measurements of the no-load back EMF in the function of field current
for constant speed are shown in Figure 10. This shows that the prototype’s main generator field
requires more than two times the no-load nominal excitation current. The main factor in this is the
smaterial and manufacturing technology used for the core of the main generator field. The difference
in number of turns between the prototype and the original machine is only 5% and the air gap length
is the same. This also means that the armature reaction of the prototype generator is diminished.

Figure 10. No-load EMF measurements (line to line value) in the function of the exciter field current
for commercial generator (back_EMF_comm) and prototype generator (back_EMF_prot).

The no-load back EMF waveform of the prototype has less high-order harmonic components than
the commercial one (Figure 11). In both machines, the stator winding is the same which means that the
back EMF waveform is dependent on the air gap flux density spatial distribution which in case of a
prototype generator is more sinusoidal.

For the load conditions measurements, a load impedance consisting of 0.8 Ω active part and
0.15 Ω reactive inductive part (@400 Hz) has been used. The measurement results of the voltage
and current harmonic components in load conditions are shown in Figure 12. As can be observed,
the designed prototype with non-salient pole field of the main generator produces less high-order
harmonics in the back EMF waveform.
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(a)

(b)

Figure 11. No-load voltage for prototype and commercial BSG: (a) back EMF waveform,
(b) harmonic content of back EMF (vas_prot—measured for prototype BSG, vas_comm—measured for
commercial BSG).

(a)

(b)

Figure 12. Measurement of armature voltage and current of the salient and non-salient BSG in
load conditions (balanced star connected load R = 0.8 Ω, X = 0.15 Ω (@400 Hz), p. f . = 0.98),
(a) harmonic content of voltage waveforms, (b) harmonic content of current waveforms (vas_comm,
ias_comm—results for salient pole generator, vas_prot, ias_prot—results for non-salient pole generator).

In addition to no-load and under load steady state test, a transient state of the symmetric short
circuit was performed (Figure 13). This test was performed by shorting the armature terminals when
the machine was operating at no-load condition with the nominal voltage at the terminals. As can be
observed, the excitation current is higher in the prototype generator than in the commercial one and
equal in steady state to the nominal no-load excitation current.
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(a)

(b)

Figure 13. Measurement of armature and exciter currents during transient short circuit test:
(a) armature currents; (b) exciter currents (ias_comm, ifd_ex_comm—results for salient pole generator,
ias_prot, ifd_ex_prot—results for non-salient pole generator).

5. Conclusions

The comparative study of two types of BSG main generator exciter has been conducted. The salient
pole and cylindrical exciter construction have been compered. The exciter and subexciter of BSG
were not changed. The design process was composed of analytical calculation, electromagnetic
FEM calculations, and mechanical FEM calculations. The mechanical calculations were conducted to
analyze the centrifugal force impact on the designed field of the main generator at higher than nominal
(16 krpm while nominal is 8 krpm) rotational velocity, whereas the electromagnetic FEM simulations
have been conducted in order to verify the analytically calculated dimensions and parameters of the
main generator exciter.

The BSG with the prototype non-salient field has a higher volume and mass of the magnetic
core (cylindrical core—9.3 kg, salient pole core—8.1 kg). The volume and mass of the copper used
for the field coils are slightly smaller in design and build a prototype (cylindrical field windings
copper—2.7 kg, salient pole field windings copper—2.9 kg).

The measurements were conducted at a nominal rotational speed of 8 krpm due to the same exciter
and subexciter in both generators. The results of the measurements show significant advantages of the
designed solution. Because of more sinusoidal MMF distribution of the field winding, the no-load
phase voltage contains less high-order harmonics than the voltage of the silent pole commercial BSG
(GT40PCz8). The possibility of operation at higher rotational speeds and better quality of produced
electrical energy are a good indicator for the development of the BSG for the MEA variable frequency
power system.

The designed generator also has its flaws. It is slightly heavier than the original, and the cooling of
the field winding will be different (lack of axial vents in the designed rotor). The selected technique of
the manufacturing leaves much to be desired and will have to be modified to archive better magnetic
permeability of the field core.
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BSG Brushless Synchronous Generator
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MMF Magnetomotive Force
PM Permanent Magnet
PMG Permanent Magnet Generator
SR Switched Reluctance
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Abstract: Induction motors (IMs) are essential components in industrial applications. These motors
have to perform numerous tasks under a wide variety of conditions, which affects performance and
reliability and gradually brings faults and efficiency losses over time. Nowadays, the industrial
sector demands the necessary integration of smart-sensors to effectively diagnose faults in these
kinds of motors before faults can occur. One of the most frequent causes of failure in IMs is
the degradation of turn insulation in windings. If this anomaly is present, an electric motor can
keep working with apparent normality, but factors such as the efficiency of energy consumption
and mechanical reliability may be reduced considerably. Furthermore, if not detected at an early
stage, this degradation could lead to the breakdown of the insulation system, which could in turn
cause catastrophic and irreversible failure to the electrical machine. This paper proposes a novel
methodology and its application in a smart-sensor to detect and estimate the healthiness of the
winding insulation in IMs. This methodology relies on the analysis of the external magnetic field
captured by a coil sensor by applying suitable time-frequency decomposition (TFD) tools. The discrete
wavelet transform (DWT) is used to decompose the signal into different approximation and detail
coefficients as a pre-processing stage to isolate the studied fault. Then, due to the importance of
diagnosing stator winding insulation faults during motor operation at an early stage, this proposal
introduces an indicator based on wavelet entropy (WE), a single parameter capable of performing an
efficient diagnosis. A smart-sensor is able to estimate winding insulation degradation in IMs using
two inexpensive, reliable, and noninvasive primary sensors: a coil sensor and an E-type thermocouple
sensor. The utility of these sensors is demonstrated through the results obtained from analyzing six
similar IMs with differently induced severity faults.

Keywords: induction motor; smart-sensor; stray flux; time-frequency transforms; wavelet entropy

1. Introduction

In the companies, electric motors have gained great importance, and have been widely used as
electromechanical devices for the conversion of energy, consuming more than 60% of all the energy of
any industrial nation [1]. Current quality requirements consider the use of monitoring systems and the
development of incipient failure detection techniques increasingly necessary in order to enhance the
reliability of these industrial systems so that production is not interrupted. Machines operating under
faulty conditions consume and spend more energy, causing additional economical losses. Furthermore,
some failures can remain unnoticed in motors that work continuously with apparent normality;
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nevertheless, if not detected in time, incipient faults can result in catastrophic and irreversible damage
to the machine, and if the fault progresses it can cause collateral damages to others systems coupled
to the induction motor (IM). Therefore, it is of paramount importance to study the main faults in
induction motors, and there is a clear necessity to develop emergent techniques that can detect faults
in the early stages, and to integrate new technologies. In this regard, some authors have adopted the
concept of a smart-sensor, in which one or more primary sensors are combined with a processing unit in
order to gather certain functionalities like processing, communication and integration. Smart-sensors
have found an application in different research fields, including the monitoring and diagnosis of
faults in distinct industrial applications [2,3], real-time high-resolution frequency measurement [4],
identification of broken bars and unbalance in induction motors [5,6], among others.

Surveys on motor reliability have determined that the distribution of failures in IMs can essentially
be classified into four classes: bearing faults, stator related faults, rotor related faults, and other
faults (cooling, connection, terminal boxes) [7]. Some investigations have shown that most failures
of electric motors can be attributed to bearings and windings [8]. Depending on the type and size of
the machine, problems related to stator windings correspond to a range between 16%–36% of total
reported faults [9,10], which is the second largest type of fault for IMs, just after bearings defects.
Stator winding insulation failures have recently received special attention. This is mainly because
the worst stator faults start from undetectable insulation degradation problems between drastically
adjacent turns [11–14] that lead to the appearance of an inter-turn fault, where two or more turns
become short circuited. If undetected at early stages or after its appearance, this type of fault can
develop into more severe problems very quickly. Many techniques found in the literature have been
proposed to detect winding faults, and focus on two main approaches: offline methods and online
methods [15]. Common offline methods that are typically used in industry include insulation resistance
measurement, polarization index/dielectric absorption measurement, offline partial discharge tests,
and evaluation of the dissipation factor [16–18]. A disadvantage of offline tests is the necessity to
remove the machine from service, a drawback that can lead to false indications caused by unrealistic
operations [19]. On the other hand, online monitoring methods are desirable due to their capability
to diagnose faults when a motor is in service. To this end, several techniques have been proposed to
perform online diagnosis, and many physical magnitudes have been highlighted as potential sources
of information, with each one having its own advantages and disadvantages, as discussed below.
Vibration [20], thermographic [21,22], and partial discharge [23] are some of the online methods used to
detect insulation inter-turn faults; however, most of these techniques are not yet proven to detect faults
during early stages, before reaching a severe phase, and in the case of the thermographic approach,
diagnosis is difficult to perform under real working environmental conditions, since optimal conditions
must be met to get confident results. Other classical approaches are focused on the use of current and
voltage signals: spectral analysis of the steady-state current using the Fourier transform (motor current
signature analysis, MCSA) [24], analysis of the zero and negative sequence currents [25], and analysis
of the zero-sequence voltage [26]. The main disadvantage of analyzing the zero-sequence voltage is
that the final diagnosis can be affected by the influence of other parameters, such as voltage unbalances,
measurement errors, and inherent asymmetries during the manufacturing process, which can cause
false diagnoses. Although analysis of the negative sequence current overcomes these problems [27],
it is required to measure three-line currents, a condition that is not always available.

Due to the need for a system that is able to automatically diagnose in an online mode and monitor
the health of winding insulation in induction motors (before an irreversible fault occurs), this work
introduces a smart-sensor composed of two primary sensors (a coil sensor and an E-type thermocouple
sensor) and a hardware signal processing unit (HSP unit) in order to accomplish this task. The wavelet
entropy (WE) of the coil sensor was used as an auxiliary parameter in the final diagnosis, since it is able
to characterize the dynamism and the order/disorder of a signal using a single value [28–31]. The coil
sensor was used to capture the stray flux signal, and the E-type thermocouple sensor acquired the
temperature of the motor, since both of them have a non-invasive nature. In order to constantly monitor
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and diagnose winding insulation degradation, the smart-sensor applied a signal processing stage
composed of the computation of the discrete wavelet transform (DWT) followed by the calculation of
the WE. Furthermore, with the purpose of automating the full process, a trained artificial neural network
(ANN) performed a regression estimation by using the wavelet entropy and the induction motor
temperature as input signals. All computations were performed by a field-programmable gate array
(FPGA) HSP digital unit by developing proprietary hardware cores focused on the above-mentioned
tools, as described below.

2. Materials and Methods

In this section, we detail the mathematical tools and methodologies that constitute the main
core of the smart-sensor. The DWT is used to obtain a representation of the frequency content for
the different bands that make up the input electromotive force (emf ) signal. Wavelet entropy is used
as the main parameter that will serve to subtract relevant information about the healthiness of the
winding insulation, since it is a tool capable of describing the dynamic behavior of a signal, in addition
to indicating the amount of order/disorder of that signal. Furthermore, wavelet entropy shows a clear
relation to the healthiness of the winding insulation, as will be shown below. Finally, a final diagnosis
through an artificial neural network, whose inputs are indeed wavelet entropy and IM temperature,
will indicate the healthiness of the winding insulation using an automatic process.

2.1. Discrete Wavelet Transform (DWT)

As is well known, DWT is a time-frequency analysis transform that provides significant features
for the analysis of a time-variant signal, since this technique is very suitable for decomposing a signal
into well-defined “wavelet signals” that cover specific frequency ranges that are known to be directly
dependent on the sampling frequency used to capture the analyzed signals [32]. The DWT of a signal
can be defined as

W(i, k) =
∑

x(k)ψi,k(t) (1)

where i is the decomposition level, k is the number of the sample, and ψi,k(t) is the discrete wavelet
mother function.

To compute the DWT of a signal, a Mallat’s algorithm facilitates its application and improves its
performance, processing time, and the computational burden that its application entails. The DWT of
a signal x[n] of length N is calculated by applying a mathematical convolution defined by Equation (2)
with a bank of high-pass filters (HPF) with impulse response g[n] to analyze the high frequencies,
and simultaneously with a bank of low-pass filters (LPF) with impulse response h[n] to analyze the
low frequencies.

y[n] = (x ∗ h)[n] =
N∑

k=0

x[k]h[n− k] (2)

The DWT decomposes the time-domain signal in several levels, which are limited by the sample
size N. The frequency content of every decomposition level for both aCi and dCi is estimated by

aCi →
[
0,

fs
2i+1

]
, dCi →

[
fs

2i+1
,

fs
21

]
(3)

where fs is the sampling frequency and i is the desired decomposition level.
The coefficients of the HPF and LPF are determined by the selection of a mother wavelet according

to the application.
In this regard, some investigations have been developed to evaluate the performance of DWT in

extracting features from the current signals of induction motors. This serves the purpose of detecting
eccentricities [33], rotor-asymmetries [34], broken rotor bars [35], and other factors using the Daubechies
(db), Symlet (sym), Morlet, and Meyer wavelet families, and varying the orders. These works have
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shown that a Daubechies family of higher order is well suited to extracting the information required
for the detection of motor failures. Furthermore, studies have shown that higher order filters behave
as more-ideal filters, allowing less overlap between adjacent frequency bands.

2.2. Wavelet Entropy

Due to the inherent constraints of some time-frequency transforms, there can be problems when a
specific window is applied to a series of data. Such is the case of the uncertainty problem given in
the DWT—if the window is too narrow, the resolution of the frequency will be poor, whereas if the
window is too wide, the location during the time of the signal will be less precise. This limitation is of
great importance when it comes to the analysis of signals with transient components located in time,
which is the case for the great majority of signals with real physical magnitudes.

To minimize the effects of this limitation, a parameter based on the entropy of a signal has been
defined from a time-frequency representation of the signal provided by the wavelet transform [36].
In this regard, the entropy based on the wavelet transform (wavelet entropy) reflects the degree of
order/disorder in the signal, so it can provide additional information about the underlying dynamic
processes associated with the signal [29]. This is achieved by combining the information of all the
wavelet bands, since data between adjacent wavelet signals is taken and combined into one index in
order to avoid focusing on just one wavelet band having its own time-frequency resolution.

The total wavelet entropy (SWT) is defined according to [37].

SWT ≡ SWT(p) = −
n∑

i=m

pi ln pi (4)

where m and n are the first- and last-considered decomposition levels for analysis, respectively, and pi
represent the relative wavelet energy normalized values, which can be computed as

pi =
Ei

Etot
(5)

where Ei (Equation (6)) and Etot (Equation (7)) represent the energy of wavelet level decomposition i
and the total energy of all wavelet level decompositions, respectively.

Ei =
∑

k

∣∣∣Ci(k)
∣∣∣2 (6)

Etot =
∑

i

Ei (7)

2.3. Stray Flux Analysis

Effective analysis of the stray flux by applying suitable signal processing techniques to detect
several failures in induction motors, such as broken rotor bars, static and dynamic rotor eccentricity,
bearing faults, and shorted turns in stator winding, have been proven and validated in a number of
works [38–41].

The external magnetic field can be analyzed by its axial and radial components [42]. The axial
radial field is generated by currents in the stator end windings or rotor cage end ring. The radial field
is related to air gap flux density, which is attenuated by the stator magnetic circuit and by the external
machine frame.
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The coil sensor can be installed in the vicinity of the motor frame in convenient positions in
order to measure the electromotive forces that are indicative of the axial and radial flux components,
depending on its placement. Thus, Figure 1 shows the positions A, B, and C in which the sensor can be
installed to measure both fields.

 
Figure 1. Coil sensor positions in the tested induction motor.

In position A, the sensor’s placement enables measurement of the axial flux; on the other hand,
if the sensor is placed in position B, the result of the measurements will correspond to components
of the axial flux and part of the radial flux simultaneously. In position C, the coil sensor is parallel
to the longitudinal cross-section of the machine, which makes the axial field null and the radial flux
essentially present.

2.4. Artificial Neural Network

Artificial neural networks (ANNs) are computational models that simulate the neurological
structure of the human brain and its capability to learn and solve problems through pattern
recognition [43]. As is well known, this method has exceptional characteristics enabling it to process and
extract relevant information from large amounts of data. Among the most popular ANN architectures,
feed-forward neural networks (FFNNs) are widely used, since they are simple, practical, and very good
at approximating real-valued functions and at classifying data. Furthermore, the operation of this kind
of ANN demands a very low computational burden, which makes it appropriate for implementation in
digital systems. FFNNs are composed of a layered architecture possessing essentially one input layer,
one or more hidden layers, and one output layer, as shown in Figure 2a. Each layer has one or more
elementary processing units called neurons (see Figure 2b), whose processing capability is stored in the
connections of synaptic weights, and whose adaptation depends on learning [44]. The mathematical
model describing the functionality of each neuron is given by

y = f

⎛⎜⎜⎜⎜⎜⎝ n∑
i=1

wixi + b

⎞⎟⎟⎟⎟⎟⎠ (8)

where y, wi, xi, b, f (·), and n are the output, synaptic weights, inputs, bias, activation function, and the
total number of inputs, respectively. To define the network weights, a training process is carried
out where pairs of input–output data are presented, then a training rule is defined for adjusting
these weights.
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Figure 2. Artificial neural network (ANN): (a) feed-forward neural network (FFNN) architecture,
(b) functional structure of a neuron.

2.5. Smart-Sensor

The smart-sensor proposed here is based on a low-cost system on a chip (SoC) field-programmable
gate array (FPGA) to estimate the insulation health of an induction motor. Figure 3 shows the scheme
of the structure of the proposed smart-sensor. The system uses a coil sensor and a thermocouple sensor
as primary sensors that can be installed on the frame of the analyzed IM to capture the stray flux and
temperature of the IM, respectively. The information coming from the primary sensors is acquired in
the data acquisition system (DAS) module, then the signal processing is performed in the FPGA-based
HSP unit by applying suitable time-frequency decomposition (TFD) tools and by extracting an efficient
indicator based on the wavelet entropy. Finally, the estimated health of the insulation is supplied to
the final user using an liquid crystal display (LCD).

 
Figure 3. Block diagram of the proposed smart-sensor: primary sensor, data acquisition system (DAS),
field-programmable gate array (FPGA) and liquid crystal display (LCD).

2.5.1. Primary Sensors

Two sensors are used as primary sensors—one flux sensor, and one thermocouple sensor. The flux
sensor is generated by 1000 turns of a coil. Its dimensions are specified in Figure 4b. The main purpose
of the coil is to detect the largest amount of stray flux possible through the induced electromotive force
(emf ) in that coil. The coil is protected with a material that is able to isolate the greater amount of
electromagnetic noise coming from the outside using a special meshed cable for the transmission of
the induced voltage towards the DAS. On the other hand, to capture the temperature of the analyzed
IM, an E-type thermocouple sensor (Figure 4a) is used, since it is a non-magnetic sensor and has a
wide temperature ranging from −50 ◦C to 740 ◦C.
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Figure 4. Primary sensors: (a) thermocouple sensor, (b) coil sensor dimensions.

2.5.2. DAS and LCD

As secondary elements, the DAS and LCD modules enable the interaction between the final user
and the primary sensors. On the one hand, the DAS module is constituted by a signal-conditioning
submodule and an ADS7841 analog-to-digital converter. The signal-conditioning module is composed
of one operational amplifier with two processing stages, the first of which is configured to sum a
constant voltage to the input flux signal, while the second amplifies it by a factor of 10 in order
to standardize the input-voltage range to the analog-to-digital converter used. On the other hand,
the LCD is used to display the estimated winding insulation degradation to the final user.

2.6. HSP Unit

The FPGA-based HSP unit is created by processing the DWT, feature-extraction wavelet entropy,
and regression FFNN, and by mapping the min–max function to normalize inputs and outputs of the
FFNN, as shown in Figure 5. First, the input emf signal (φ) is decomposed by the DWT in multiple
“wavelet signals” in order to obtain the time-frequency representation of the input signal in well-known
frequency bands. Then, the feature extraction is performed by applying Equation (3). Note that the
SWT value of a signal is a normalized parameter ranging from zero to 1, where a minimum value
indicates a light disorder in the analyzed signal (that is, the signal is mainly represented by one wavelet
signal having the highest amplitude). On the other hand, if the value is near 1, the analyzed signal
is considered to have a high disorder, since it penetrates several wavelet signals, each one having
high relative amplitudes. Next, the min–max function map normalizes the IM temperature signal (T)
and the SWT, in order to perform the mathematical operations inside the FFNN in a defined closed
range. Finally, the FFNN unit performs the regression diagnosis by using the normalized values of the
extracted SWT and the temperature of the induction motor as inputs.

 

Figure 5. FPGA-based Hardware Signal Processing (HSP) unit: Analogical-Digital Converter (ADC),
Discrete Wavelet Transform (DWT), Inverse Discrete Wavelet Transform (IDWT), Wavelet Entropy and
Healthiness estimation module.
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Figure 6 shows the emf and induction motor temperature signals processing the flow to the FFNN
evaluation for the purpose of obtaining a health estimation of the winding insulation. The processing
flow starts with the emf signal acquisition; then, it is computed by the DWT to a level defined by
the final user. The next step is to obtain the SWT parameter from the detail decomposition signals
after performing the DWT by applying Equation (4). Finally, wavelet entropy and induction machine
temperature are used as inputs to the FFNN, so that the information of both parameters can be
combined to offer an automated estimation of the health of the winding insulation. Note that the
FFNN is composed of one input layer with two input neurons (the wavelet entropy and the induction
machine temperature); two hidden layers with four and two neurons, respectively; and one output
neuron (the estimated health of the winding insulation, a parameter shown to the final user via the
LCD). To specify the health of the winding insulation, results are shown in a continuous scale ranging
from 10% (indicating a severe degradation) up to 95% (implying a healthy winding insulation system).

 
Processing DWT Feature extraction

wavelet entropy
Regression

FFNN

SWT

To LCD

φ T

Figure 6. Proposed methodology flow.

2.6.1. DWT–IDWT Digital Structure

In Figure 7, the counters n and rwdir indicate the index of the sample x[n] to read and the read/write
direction of the approximation and detail coefficients, respectively. Note that it is necessary to fill the
RAMemf [n] with the number of samples from the coil sensor specified by the user prior to testing.
When asserting strDWT, the module starts to compute the convolution operation defined by Equation (2),
which is essentially composed of a multiply–accumulate (MAC) process. The MAC operation requires
the coefficients of a filter obtained from four Read-only Memory (ROM)previously filled with the
corresponding coefficients (ROM Lo-D and ROM Hi-D for low-pass and high-pass decomposition
filters, respectively; and ROM Lo-R and ROM Hi-R for low-pass and high-pass reconstruction filters,
respectively), as well as the emf [n-k] signal, which is obtained by passing emf [n] through a k-level
pipeline register. Finally, when the computation process is finished, signal rdyDWT is set to high.
The approximation and detail coefficients will be given by the output signals aCik and dCik, respectively.
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Figure 7. Block diagram of the DWT–IDWT unit: including Random Access Memory (RAM),
Multiplier Accumulator (MAC), Read-only Memory (ROM), Alternating current AC and Direct current
(DC) modules.

2.6.2. Wavelet Entropy Digital Structure

Figure 8 shows a block diagram of the proposed digital architecture used to obtain the wavelet
entropy of a signal by applying Equation (3) where the MAC process is the main operation. Note that
it is essential to fill the RAM and RAM-pi with the corresponding relative wavelet energies pi of the
corresponding “wavelet signals” prior to testing. To start the SWT computation, the signal StrWE is
asserted. After that, the counter Rddir selects the signal pi to be processed, and the log2(pi

2) is computed
by applying the algorithm proposed in [45], since it offers an easy implementation in hardware.
Next, to obtain the required loge(pi

2) value, a simple multiplication factor defined by Equation (9) is
applied to log2(pi

2).

loge(x) =
log2(x)
log2(e)

≈ 0, 693147 ∗ log2(x) (9)

 

Figure 8. Block diagram of the wavelet entropy unit.

2.6.3. FFNN Digital Structure

Figure 9 shows the block diagram of the proposed digital architecture to compute a regression
FFNN. When the signal strANN is asserted, the input signals SWT and T are stored in in the first two
memory elements of the Ni submodule. Note that the submodule Ni works as a storage memory for the
total number of neurons that constitute the FFNN architecture used here (that is, neurons on the input
layer, neurons on the hidden layers and neurons on the output layer). Memory ROMs ROMidx-rd,
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ROMwi, ROM-layer, and ROMb[i] store the indices of each neuron to read/write, depending on the
actual layer (layer), synaptic weights, and biases. This design is based on a MAC operation in order
to save element resources and use only one multiplier. The inputs for the MAC operation are the
synaptic weights (wi) and the corresponding neuron outputs (xi). Finally, when the MAC process
is finished, its output is summed by the corresponding bias (bi) in order to compute the activation
function tansig(x) using the piece-wise linear function defined in [46].

Figure 9. Block diagram of the FFNN digital unit.

To train the FFNN, the information of the wavelet entropy and motor frame temperature are used.
In addition, to establish a frame of reference between a motor with healthy winding insulation and a
motor with a degraded insulation system, the index of dielectric absorption of the motor is extracted
by means of a megger device during the degradation tests. These data (wavelet entropy, motor frame
temperature, and dielectric absorption index) are obtained during the process of induced degradation
to the winding insulation system on a three-phase induction motor whose characteristics are specified
in the results section. The wavelet entropy and the temperature of the motor frame are used as the
input data set for the training of the neural network and as the desired output, then the interpolation
between the dielectric absorption rates obtained for each test are carried out and limits are established
for the purposes of this work (that is, 95% for a healthy motor, and 10% for motor with serious winding
insulation degradation).

3. Results

The diagnostic procedure and functionality of the smart-sensor proposed in this paper was
validated in the laboratory on six IMs with the following same characteristics: 1.1 kW, 400 V,
Y-connected, 50 Hz, 4 poles, where several experiments were carried out for healthy IMs and IMs with
induced winding insulation degradation, as explained below.

Experimental Set-Up

An experimental test bench was designed to develop and implement the diagnostic technique
proposed here and simulate a load using a three-phase squirrel-cage induction motor connected to
a Direct Current (DC) generator, as shown in Figure 10b,c, respectively. The coil sensor and the
thermocouple sensor (see Figure 10a), which was connected to the encased proprietary FPGA-based
HSP unit, were attached to the frame of the motor. The laboratory room where the experiments were
carried out was a closed space where the ambient temperature was maintained at an approximate
value of 26 ◦C. Other elements that could potentially interfere with the experiments were removed
(inverters, other test benches, etc.) to ensure that no other factor might influence the results.
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Figure 10. Laboratory test bench: (a) coil sensor and thermocouple sensor, (b) induction motor, (c) DC
generator acting as the load, (d) proprietary FPGA-based HSP unit.

Two different experiments were carried out in order to probe the functionality and effectiveness of
the proposed smart-sensor. In the first experiment, five IMs with the same characteristics but different
health statuses where diagnosed. The smart-sensor was placed on the frame of a healthy motor, then on
an IM with one or two broken bars (one of the most common failures in this type of motor), but with a
healthy winding insulation. Finally, smart-sensors were added to one IM with light winding insulation
degradation, and one with severe winding insulation degradation. All experiments in this first stage
were developed maintaining the same operating temperature in order to keep the winding insulation
temperature in a controlled range of approximately 26 ◦C.

In the second experiment, a winding insulation degradation was progressively induced to one IM,
in order to fully diagnose several levels of deterioration. With the purpose of establishing a reference
between a healthy motor and a faulty motor in the insulation system, the first IM used was in a healthy
condition at the beginning of the tests. Afterwards, an overheating of the winding insulation was
artificially created by connecting and disconnecting one of the motor supply phases in successive
cycles. In that way, while one phase was disconnected, the other two were overloaded, leading to
abrupt thermal increments that produced higher temperatures than those defined by the thermal class
of the insulation (class F). The connection–disconnection cycles of one supply phase were repeated a
large number of times, a fact that led to an accelerated degradation of the insulation due to thermal
effects. It is worth noting that this experimental setup tries, for the first time, to study the thermal
degradation that the insulation system of an induction motor suffers when it is in service (that is,
before a short circuit occurs between turns). A total of 100 tests were carried out on the same induction
motor, thus generating a premature and irreversible wear to the insulation of the winding, since the
temperatures reached in the machine frame exceeded 150 ◦C. This level implies that much higher
temperatures were present inside the motor that clearly exceeded the limit for class insulation (155 ◦C
at the hottest point).

4. Discussion

In this section, the results obtained from testing the smart-sensor by installing it on six similar
induction motors with different induced failures are shown.

Firstly, to probe the effectiveness of the smart-sensor and diagnose the winding insulation
degradation over different faults, the smart-sensor was installed on five IMs at an ambient temperature
(26 ◦C), all with the same constructive characteristics, but with each one possessing a special failure case,
namely: minimal insulation degradation, light insulation degradation, severe insulation degradation,
and an IM with one and two broken bars, but with a healthy winding insulation.
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It can be clearly seen in Figure 11 how the SWT parameter amplitudes were highly related to the
winding insulation degradation, and it is also evident that the combined failures negligibly affected
negligibly the results (that is, other failures like broken bars—one of the most frequent failures in
IMs—did not affect the proposed methodology).

 

Figure 11. Wavelet entropy for different Induction Motors (IM) winding insulation degradations.

Figure 12 shows the results obtained when using the smart-sensor to compute the wavelet entropy
for different prematurely induced degradation stages on the winding insulation of an IM. At the top of
the same figure, the temperatures reached on the IM frame for different test points are shown, in order to
contrast the results of when the temperature changes drastically. Similarly, five results displayed by the
LCD of the smart-sensor proposed here are included, and shown at the top of Figure 12. These results
correspond to tests labeled as A, B, C, and D for different winding insulation health states. For this
purpose, over 100 tests were run. In each test, the winding insulation was degraded continuously.
Evidently, the more severe the winding insulation degradation, the higher the amplitude of the wavelet
entropy. Furthermore, note how the SWT parameter is also dependent on the temperature of the motor,
since numerous tests showed an increase of SWT amplitudes with higher temperatures (especially
in frame temperatures above 130 ◦C). Additionally at the top of Figure 12, the diagnosis offered by
the smart-sensor proposed here is shown. The final results ranged from 10% to 95%, indicating the
healthiness of the winding insulation (where 10% indicates a severe degradation, and 95% indicates
very low or null degradation).

Considering a wavelet entropy value over 0.18 at ambient temperature (26 ◦C), a threshold value
of 35% or below could be set as the criterion for discriminating between healthy and severe winding
insulation system (requiring immediate maintenance) conditions (see Figure 12).
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Figure 12. Wavelet entropy for different IM winding insulation degradation.

5. Conclusions

This work has introduced a new approach to performing an online estimation of the status of
winding insulation degradation in IMs (a very common failure in this type of motors). The methodology
is implemented in an FPGA in order to generate a smart-sensor, which is achieved by developing
the digital cores needed to compute the DWT, the SWT index, and the regression FFNN. These tools
provide the smart-sensor with the capability to automatically diagnose the health of the winding
insulation, specifically before incipient faults progress into irreversible damage to the motor, making the
smart-sensor an excellent device for the online diagnosis of winding insulation degradation.

What makes the smart-sensor proposed here even more attractive, is that the signal processing
tools rely on a stray-flux analysis combined with the temperature of the analyzed IM, where the
signals are obtained from a coil sensor and an E-type thermocouple sensor, both of which are installed
externally on the motor frame. The coil sensor complies with several characteristics that make it
an excellent alternative as a source of information, including its simple design, small size, low cost,
installation flexibility, and non-invasive nature.

Furthermore, the proposed methodology relies on the study of the WE parameter obtained from
the stray flux captured by a coil sensor. The wavelet entropy provides a very useful and practical
index to gather information related to the analyzed signal, since it can characterize and combine the
dynamism and order/disorder of this signal in a single value.

In addition, it can be deduced from the results obtained here that the SWT was sensitive to
temperature variations in the analyzed IM, so it is very important to take this fact into account when
diagnosing the severity degradation of the winding insulation, which was situation-controlled by the
FFNN in this proposal.

For future work, the authors propose to further research in this open field, and suggest testing
different IMs in order to deepen knowledge of the relationship discovered between the IM temperature
and winding insulation degradation.
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Abstract: Inverter-fed induction motors (IMs) contain a serious of current harmonics, which become
severer under stator and rotor faults. The resultant fault components in the currents affect the monitoring
of the motor status. With this background, the fault components in the electromagnetic torque under
stator faults considering harmonics are derived in this paper, and the fault components in current
harmonics under rotor faults are analyzed. More importantly, the monitoring based on the fault
characteristics (both in the torque and current) is proposed to provide reliable stator and rotor fault
diagnosis. Specifically, the fault components induced by stator faults in the electromagnetic torque
are discussed in this paper, and then, fault components are characterized in the torque spectrum to
identify stator faults. To achieve so, a full-order flux observer is adopted to calculate the torque. On the
other hand, under rotor faults, the sidebands caused by time and space harmonics in the current are
analyzed and exploited to recognize rotor faults, being the motor current signature analysis (MCSA).
Experimental tests are performed on an inverter-fed 2.2 kW/380 V/50 Hz IM, which verifies the analysis
and the effectiveness of the proposed fault diagnosis methods of inverter-fed IMs.

Keywords: characteristics analysis; fault detection; stator fault; rotor fault; torque estimation;
induction motor

1. Introduction

In recent years, researches on the condition monitoring and health prognosis of electrical equipment
are drawing more and more concerns. The reliabilities of converters and machines are directly related
to the system, even human life, in applications such as photovoltaic (PV), electrical vehicle, etc.
Fault-detection and tolerant operation of modular multilevel converters (MMC) are investigated
in [1,2], where the latter deals with the insulated gate bipolar transistor (IGBT) open circuit fault. Fault
diagnosis techniques related to machines are more diverse, where synchronous generators (SG) [3],
permanent magnet (PM) machines [4–6], multi-phase machines [5,7,8], and induction motors (IM) [9–11]
are involved, and winding short circuit fault [4,5], rotor broken bar fault [12,13], and eccentric and
bearing faults [13] are discussed.

Induction motors (IMs) are widely applied in industry [11] and usually in harsh environments.
This causes early motor faults, which may grow to irreparable failures if not properly treated. Motor
faults can mainly be divided into two categories: Mechanical and electrical faults, as shown in Figure 1,
where mechanical faults include bearing and eccentricity faults, and electrical faults include stator
and rotor faults. According to [12], stator and rotor faults account for 37% and 10%, respectively,
in all motor failures. Thus, many fault diagnosis techniques are presented. These fault diagnosis
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methods are divided into: Signal-based techniques, artificial intelligence (AI)-based techniques,
and model-based techniques.

Figure 1. Motor faults classification.

The fault diagnosis methods based on signal processing [13,14] are very popular in industry. A novel
Park’s vector approach is investigated in [15,16], and the extended Park’s [17] and 3-D-ellipse [18]
methods are then developed for stator fault diagnosis. The winding asymmetry of stator faults causes
un-balanced three-phase currents. Thus, the methods based on negative current and impedance are
applied to stator monitoring [19]. Many signal spectrum analysis techniques [16,20–22] based on time
domain, frequency domain, and time–frequency domain of motor current signature analysis (MCSA)
are proposed to analyze the (1 − 2s)f 1 characterization for rotor fault detection, where s is the slip and
f 1 represents the base frequency. The fast Fourier transform (FFT) is used for the MCSA. However,
the fault frequency (1 − 2s)f 1 is easily covered by the fundamental frequency in the current spectrum,
as s is usually small for inverter-fed IMs, where the rotor speed is very close to the stator frequency;
thus, the time-windowing methods are proposed to weaken the influence of the spectrum leakage,
and methods by removing the base frequency are considered. Furthermore, the high-resolution
spectrum techniques such as the estimation of signal parameters via rotational invariance techniques
(ESPRITs) [23,24], multiple signal classification (MUSIC) [25,26], root-MUSIC [25], and zoom-MUSIC
(ZMUSIC) [26] are investigated in rotor faults detection. Finally, the time–frequency analysis methods
of short time Fourier transform (STFT) [27,28], wavelet [29–31], and Wigner–Ville transform [32] are
also applied to the MCSA.

The AI-based methods are investigated in the fault diagnosis. The diagnosis procedure usually
includes the process of the signature extraction, signal processing, fault classification, and fault decision.
For each fault, the signatures can be current, voltage, power, magnetic flux, torque, and vibration.
The fault classification technique is crucial for the AI-based fault diagnosis. There are many artificial
techniques that are applied to faults classification. Among them, the neural network (NN) is very
popular. In [33], an early stator fault was detected through the NN. In [34], a cascaded NN was
developed to classify faults. In [35], an artificial neural network (ANN) is used to train and classify
different faults. In addition, [36] uses a hybrid fuzzy min-max NN and classification and regression
tree (FMM-CART) to undertake data classification and rule extraction problems. Furthermore, the fault
diagnosis method based on the support vector machine (SVM) is employed in [37,38] for motor faults.
Moreover, classifiers based on C4.5, K-nearest neighbors (k-NNs), and multilayer perceptron (MLP)
are discussed in [39,40] to recognize faults.

Model-based or parameter-based fault diagnosis methods utilize the deviation of critical parameters
under fault conditions. For example, in [41], stator and rotor faults were modeled firstly, and then,
the fault severity is estimated, and position is located by considering the prior information. As presented
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in [42], the Kalman filter can be adopted to identify parameters online to detect faults. Additionally,
broken rotor faults will cause rotor resistance Rr to increase, which can be used for fault detection.

When the pulse width modulation (PWM) voltage is supplied to a motor, current harmonics can
be used to characterize faults in IMs under stator and rotor faults. Therefore, this paper is devoted
to the study of stator and rotor faults monitoring for IMs with voltage source inverters. The rest
of this paper is organized as follows: Section 2 analyzes the fault components under stator faults
in torque, and furthermore, the stator fault detection methods based on torque spectral analysis by
using a full-order flux observer are proposed. In Section 3, rotor fault components caused by current
harmonics and space magnetomotive force (MMF) are considered and analyzed in detail, and then
the rotor fault diagnosis based on the MCSA is presented. In Section 4, the proposed fault diagnosis
methods are verified through experimental results. Finally, the conclusion is presented in Section 5.

2. Stator Fault Diagnosis

2.1. Motor Voltages

The inverter consists of switching devices of IGBTs and diodes as shown in Figure 2, where T1-T6

are the switching elements of the three-phase inverter. Considering a balanced voltage condition,
the three-phase voltage of the induction motor can be expressed as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

usa(t) =
∞∑

k=1,5,7,...
Uk cos kω1t

usb(t) =
∞∑

k=1,5,7,...
Uk cos k

(
ω1t− 2π

3

)
usc(t) =

∞∑
k=1,5,7,...

Uk cos k
(
ω1t + 2π

3

) (1)

where usa, usb, and usc are the voltage of phase A, B, and C, respectively; Uk (k = 1, 5, 7, . . . ) is
the magnitude of the k-th harmonic; and ω1 is the angular frequency (ω1 = 2πf 1) with f 1 being the
fundamental frequency. As observed in Equation (1), the motor voltage is a PWM voltage that contains
a series of harmonics at k = 6i ± 1 (i= 0, 1, 2, 3 . . . ), whose magnitude decreases with the increasing
harmonic order.

Figure 2. A typical three-phase voltage source inverter for induction motors (IMs), where udc is the
DC voltage.
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2.2. Currents of IM Under Stator Faults

When motors have stator faults, the three-phase stator windings become asymmetry. The stator
current will be un-balanced, and thus, the negative-sequence current will be introduced. In this case,
the motor currents are described by:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

isa,SF(t) =
∞∑

k=1,5,7,...
Ikp cos

(
kω1t + ϕkp

)
+

∞∑
k=1,5,7,...

Ikn cos(kω1t + ϕkn)

isb,SF(t) =
∞∑

k=1,5,7,...
Ikp cos

[
k
(
ω1t− 2π

3

)
+ ϕkp

]
+

∞∑
k=1,5,7,...

Ikn cos
[
k
(
ω1t + 2π

3

)
+ ϕkn

]
isc,SF(t) =

∞∑
k=1,5,7,...

Ikp cos
[
k
(
ω1t + 2π

3

)
+ ϕkp

]
+

∞∑
k=1,5,7,...

Ikn cos
[
k
(
ω1t− 2π

3

)
+ ϕkn

] (2)

in which isa,SF, isb,SF, and isc,SF are the stator fault currents of phase A, B, and C, respectively; Ikp and
Ikn are the magnitudes of the kth positive and negative harmonic currents; ϕkp and ϕkn are the phase
angle of the kth positive and negative harmonic currents.

2.3. Stator Fault Components in the Torque Spectrum

According to the voltage in Equation (1) and the stator current in Equation (2), the motor voltage
and current in the stationary α-β reference frame are given as:

usα =
∞∑

k=1,5,7,...

Uk cos(kω1t) (3)

usβ =
2√
3

∞∑
k=1,5,7,...

Uk sin(k
2π
3
) sin(kω1t) (4)

isα =
∞∑

k=1,5,7,...

[
Ikp cos

(
kω1t + ϕkp

)
+ Ikn cos(kω1t + ϕkn)

]
(5)

isβ =
2√
3

∞∑
k=1,5,7,...

sin(k
2π
3
)
[
Ikp sin

(
kω1t + ϕkp

)
− Ikn sin(kω1t + ϕkn)

]
(6)

where usα and usβ are the stator voltages in the α-β reference frame; isα and isβ are the stator currents
in the α-β reference frame.

To derive the stator flux under stator faults and simplify the calculation, it is assumed that the
voltage-drop caused by the stator resistance is ignored. Then, the stator flux in the stationary α-β
reference frame can be expressed through the voltage integral, and then, simplified as:

λsα = ω−1
1

∞∑
k=1,5,7,...

k−1Uk sin(kω1t) (7)

λsβ = −ω−1
1

2√
3

∞∑
k=1,5,7,...

k−1Uk sin(k
2π
3
) cos(kω1t) (8)

in which λsα and λsβ are the stator flux in the α-β reference frame. According to [43,44], when a stator
fault is present in the motor, the electromagnetic torque is calculated as:

Te =
3
2

P
2

Lm
(
irαisβ − irβisα

)
− P

2
μLmi f irβ (9)

where P is the number of poles, μ is the fault severity factor, if is the circulating fault current in the
short-circuit path. In practice, it is unavailable to measure μ and if directly, and thus, the last item
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in (9) caused by the stator fault is neglected here. Nevertheless, the rest of Equation (9) contains
fault components induced by the unbalance of three-phase currents, which are further analyzed to
find fault indicators for motor condition monitoring. Accordingly, the electromagnetic torque can be
approximately expressed as:

Te =
3
2

P
2

(
λsαisβ − λsβisα

)
(10)

Substituting Equations (5)–(8) into Equation (10), gives:

Te =
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healthypart

−3
2

npω
−1
1

∞∑
m = 6i− 1
i = 1, 2...

∞∑
k = 6 j− 1
j = 1, 2...

m−1UmIkn cos[(m + k)ω1t + ϕkn]

︸��������������������������������������������������������������������������������������︷︷��������������������������������������������������������������������������������������︸
f aultypart

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(11)

According to the above formula, it can be found that when m = 6i + 1 (i = 0, 1, 2, . . . ) and k = 6j + 1
(j = 0, 1, 2, . . . ), the healthy part produces a dc component (m = k) and harmonic components (m � k)
with the frequencies of 6hω1 (h = 1, 2, 3, . . . ); the fault part produces harmonic components with the
frequencies of (6h + 2)ω1. Similarly, for other conditions, the (6h + 2) ω1 or (6h − 2)ω1 is generated
according to the fault parts in Equation (11). In all, for a healthy motor, the negative current Ikn (k = 1,
5, 7, . . . ) is equal to zero, and there are only a dc component and harmonics whose frequencies are
6hω1 in the torque spectrum. When the motor has stator faults, it is observed from Equation (11) that
additional fault frequencies of (6h ± 2)ω1 will be produced, which can be used as indicators of the
motor status.

The frequency components induced by the interaction of the fundamental, the fifth and seventh
harmonics under stator faults in the torque spectrum are listed in Table 1. It can be seen from Table 1
that the fault frequencies of 2f 1, 4f 1, 8f 1, 10f 1, and 14f 1 are produced in the torque spectrum. It is also
observed in Table 1 that the components with frequencies of 2f 1, 4f 1, and 8f 1 have higher magnitudes
in the torque spectrum, as these frequencies components are the results of the interaction of the
fundamental and harmonics. Consequently, interactive components with the frequencies of 2f 1, 4f 1,
and 8f 1 are expected to detect stator faults.
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Table 1. Stator Fault Components Induced by the Fundamental, Fifth, and Seventh Harmonics in Torque.

Harmonics
Torque Spectrum

Health Components Fault Components

f 1 (m = 1)
f 1 (k = 1) dc 2f 1
5f 1 (k = 5) 6f 1 4f 1
7f 1 (k = 7) 6f 1 8f 1

5f 1 (m = 5)
f 1 (k = 1) 6f 1 4f 1
5f 1 (k = 5) dc 10f 1
7f 1 (k = 7) 12f 1 2f 1

7f 1 (m = 7)
f 1 (k = 1) 6f 1 8f 1
5f 1 (k = 5) 12f 1 2f 1
7f 1 (k = 7) dc 14f 1

2.4. Torque Measurement

The above stator fault diagnosis method depends on the electromagnetic torque. However,
the motor is usually not equipped with a torque sensor in practice. Therefore, the acquisition of the
flux is crucial for the torque calculation according to (10). A full-order flux observer is very popular
and employed for rotor flux estimation because of its high robustness and fast convergence. Even the
IM has parameter variations, the observed current from the closed-loop observer still can track its
actual value. The novel full-order flux observer is expressed as:⎧⎪⎨⎪⎩ .

x̂(t) = Ax̂(t) + Bu(t) + G[ŷ(t) − y(t)]
ŷ(t) = Cx̂(t)

(12)

with
x̂(t) =

[
îsα îsβ λ̂rα λ̂rβ

]
, ŷ(t) =

[
îsα îsβ

]
, u(t) =

[
usα usβ

]T

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−
(

RrL2
m

σLsL2
r
+ Rs
σLs

)
0 RrLm

σLsL2
r

Lmωr
σLsLr

0 −
(

RrL2
m

σLsL2
r
+ Rs
σLs

)
− Lmωr
σLsLr

RrLm
σLsL2

r
RrLm

Lr
0 −Rr

Lr
−ωr

0 RrLm
Lr

ωr −Rr
Lr

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
B =

⎡⎢⎢⎢⎢⎣ 1
σLs

0 0 0
0 1

σLs
0 0

⎤⎥⎥⎥⎥⎦T, C =

[
1 0 0 0
0 1 0 0

]
, G =

[
g1 g2 g3 g4

−g2 g1 −g4 g3

]T
in which x̂ is the observed state variables; ŷ is the output variables; A, B, and C are the state, input,
and output matrices; G is the feedback gain matrix; îsα, îsβ, λ̂sα, and λ̂sβ are the estimated stator current
and rotor flux in the α-β reference frame; Rs, Rr, Ls, and Lr are motor resistances and inductances; σ is
the total leakage coefficient; ωr is the rotor angular frequency. The elements g1 to g4 in G are defined as

g1 = (ρ− 1)
[
−
(

RrL2
m

σLsL2
r
+ Rs
σLs

)
− Rr

Lr

]
g2 = (ρ− 1)ωr

g3 =
(
ρ2 − 1

)[
−σLsLr

Lm

(
RrL2

m
σLsL2

r
+ Rs
σLs

)
+ RrLm

Lr

]
− (ρ− 1) σLsLr

Lm

[
−
(

RrL2
m

σLsL2
r
+ Rs
σLs

)
− Rr

Lr

]
g4 = −(ρ− 1)ωrσLsLr/Lm

where ρ (ρ > 1) determines the poles of the observer. Accordingly, the lower the pole ρ is, the slower
the convergence is, whereas the more stable the observer is; on the contrary, the higher the pole ρ
is, the faster convergence is, whereas the less stable the observer is. The value of ρ balances the
convergence speed and stability.
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The stator flux is estimated according to the observer in Equation (12), and subsequently, the torque
is calculated as

Te =
3
2

P
2

Lm

Lr

(
λ̂rαisβ − λ̂rβisα

)
(13)

Then, the torque spectrum is obtained through the FFT method. Depending on the magnitude of
the fault frequencies 2f 1, 4f 1, and 8f 1, the monitoring of stator faults can be realized. This stator fault
diagnosis procedure is illustrated in Figure 3, where PI represents a proportional-integral controller;
VSI is the voltage source inverter.
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Figure 3. Proposed stator fault diagnosis procedure implemented in the entire control of the IM.

3. Rotor Fault Diagnosis

3.1. Fundamental Sidebands of Rotor Faults

Rotor faults lead to the rotor asymmetry, which produces fault components with a frequency
(1 − 2s)f 1 in the stator current. Then, the fault components will induce motor torque and speed ripples,
and furthermore, the frequency component of (1 + 2s)f 1 in the current is introduced. Eventually,
sideband components with the frequency shown in Equation (14) can be used for fault detection. It is
clear that the component with a higher harmonic order k has a lower current magnitude until the
magnitude is close to zero, as shown in Equation (15).

fb,b = (1± 2ks) f1, (k = 1, 2, 3, . . .) (14)

|1± 2s| > |1± 4s| > |1± 6s| . . . (15)

3.2. Space Harmonics Sidebands of Rotor Faults

The non-sinusoidal distribution of the stator winding produces a series of space harmonic MMFs
with the order being μ = 6i ± 1 (i = 1, 2, 3, . . . ). If a rotor fault occurs, these space harmonics will
produce fault components in the stator current. According to [45,46], the induced fault frequencies can
be described as

fb,μ = (μ(1− s) ± s) f1, (μ = 5, 7, . . .) (16)

where the frequencies produced by the fifth- and seventh-order space harmonics, i.e., (5 − 4s)f 1,
(5 − 6s)f 1, (7 − 6s)f 1, (7 − 8s)f 1, are the largest among all the space harmonic components.
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3.3. Time Harmonics Sidebands of Rotor Faults

The time-domain current harmonics of the inverter-connected healthy motor are given as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

isa,h(t) = I1 cos(ω1t + ϕ1) +
∞∑

υ=5,7...
Iυ cos(υω1t + ϕυ)

isb,h(t) = I1 cos(ω1t− 2π
3 + ϕ1) +

∞∑
υ=5,7...

Iυ cos[υ(ω1t− 2π
3 ) + ϕυ]

isc,h(t) = I1 cos(ω1t + 2π
3 + ϕ1) +

∞∑
υ=5,7...

Iυ cos[υ(ω1t + 2π
3 ) + ϕυ]

(17)

where isa,h, isb,h, and isc,h are the currents of phase A, B, and C; I1 represents the fundamental current
magnitude and Iυ is the magnitude of the υth harmonic current; ϕ1 and ϕυ represent the phase angles
of the fundamental and the υth harmonic current, respectively.

If a rotor fault occurs in the motor, the above time-domain harmonics will produce fault sidebands
in the stator current. It is clear that the current contains harmonics with the order being υ = 6i ± 1 (i = 1,
2, 3, . . . ). The harmonic signals rotate in the positive direction (υ = 7, 13, . . . ) and in the negative
direction (υ = 5, 11, . . . ), as described by

υ =

{
6i + 1, positive direction(“ + ”)
6i− 1, negative direction(“− ”)

(i = 1, 2, . . .) (18)

Therefore, the υth time harmonics rotate at the speed of fυ that can be expressed by

fυ =

{
υ f1(υ = 7, 13, . . .)
−υ f1(υ = 5, 11, . . .)

(19)

fυ = υ(υ− 6i) f1 (υ = 5, 7, 11, . . .) (20)

where the sign of (υ − 6i) represents the rotation direction. Then, the rotation speed of harmonics with
respect to the rotor can be represented by

fυ,r = fυ − (1− s) f1 (21)

which is the difference between fυ and the rotor speed f r = (1 − s)f 1.
As a consequence, the rotor faults will produce negative sequence currents at frequencies of −fυ,r

in the rotor current, which induces f b,υ = − fυ,r + f r fault components in the stator current. Therefore,
the υth time harmonic produces the fault component at (υ ± 2s)f 1 frequency in the stator current.
Similarly, a series of time harmonic sidebands appear as

fb,υ = (υ± 2ks) f1, (υ = 5, 7, . . . ; k = 1, 2, . . .) (22)

According to the aforementioned fundamental sidebands, space, and time harmonic sidebands,
the rotor fault components are summarized, as shown in Figure 4, where the frequencies f b,μ, f b,b, f b,υ

in the stator current spectrum are the fault features that ensure reliable monitoring of rotor faults.
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Figure 4. Rotor Fault Components in the Stator Current for Fault Monitoring.

3.4. Rotor Faults Diagnosis Based on MCSA

It can be observed in Equation (1) that the fifth and seventh harmonics have larger magnitudes,
and thus, the rotor fault monitoring based on the detection of fault components produced by the
fundamental, the fifth- and seventh-time and space harmonics with the frequencies of (1 ± 2s)f 1,
(5 ± 2s)f 1, (5 − 4s)f 1, (5 − 6s)f 1, (7 ± 2s)f 1, (7 − 6s)f 1, and (7 − 8s)f 1 is significantly advantageous.
Therefore, the rotor fault is detected through the comparison of the magnitudes of these rotor fault
signatures (RFS) under health and fault conditions. It should be noted that the slip s can be directly
calculated by

s = ( f1 − fr)/ f1 (23)

where f r is the rotor speed that can be obtained through the speed sensor. This rotor fault diagnosis
procedure is illustrated as Figure 5.
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Figure 5. Proposed Rotor Fault Diagnosis Procedure Based on the MCSA.

4. Experimental Results

4.1. Experimental Setup

The basic schematic of the experimental setup is shown in Figure 6, where the three-phase voltage
(380 V/50 Hz) is adjusted through an auto-transformer and a rectifier. Then, the dc voltage is fed to
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the IM through the variable-voltage and variable-frequency VSI. The load is controlled by adjusting
the field voltage of a 1.5 kW dc generator coupled to the motor. The photo of entire experimental rig
is shown in Figure 7. The control frequency of the IM is 2 kHz, and the switching frequency of the
inverter is 1 kHz. Motor currents are measured and analyzed with a 10 kHz sampling frequency.

Figure 6. Schematic of the Experimental System.

Figure 7. Experimental Test-Rig.

To verify the aforementioned, experimental tests are performed on the 2.2-kW/380-V/50-Hz
three-phase IM system shown in Figure 6; Figure 7. The motor has 36 stator slots and 28 rotor slots,
and the number of turns in each phase is 252, where there are 6 coils of windings for a stator phase,
and each coil has 42 turns, as shown in Figure 8. One stator with turn-to-turn insulation failures and
three rotors with broken bars are arbitrarily designed. For the fault stator, the stator winding was
modified through the addition of taps connected to the stator winding turns, and the ends of these
external wires are placed in the motor terminal box, as shown in Figure 9. When it needs to perform
the stator inter-turn short fault tests, any two additions of the taps are collected to short-circuit several
turns. For the rotor fault, the bar breakage is created by drilling holes in the contiguous aluminum
bars, and then, the dynamic balance of the damaged rotors is tested and adjusted by the machine
manufacturer. Photos of damaged rotors are shown in Figure 10.
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Figure 8. Windings of a Phase for the Stator Turn-to-Turn Short.

Figure 9. Photos of the Motor with a Stator Turn-to-Turn Short-Circuit Fault.

Figure 10. Photos of the Rotors with Holes.

4.2. Experimental Results

4.2.1. Stator Faults

To evaluate the performance of the proposed stator fault diagnosis method, the flux should be
observed for further torque calculation. The three-phase currents were measured, and the full-order
flux observer was performed to obtain the flux. The results are shown in Figure 11.

Then, the torque was calculated according to Equation (13), and the torque spectrum was analyzed.
When 10 turns are short-circuited, the torque spectra of the healthy and fault stators are shown in
Figure 12, which compares the magnitudes of the fault components (2f 1, 4f 1, 8f 1, and 10f 1) under
healthy and fault conditions. The magnitudes of these frequencies are normalized, as illustrated in
Figure 12. It can be seen from Figure 12 that the measured (2f 1, 4f 1, 8f 1, and 10f 1) components of the
stator fault in the torque spectra have higher magnitudes than those of the healthy stator.

To further observe the torque spectrum, the fault frequencies (2f 1, 4f 1, 8f 1, and 10f 1) in the torque
spectrum were zoomed in and shown in Figure 13. By contrast, 2f 1 and 4f 1 components in the torque
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spectrum have higher magnitudes compared to the healthy case. Thus, those can be used as the fault
indicator of the stator fault. In all, the results show that the fault components with the frequencies of
2f 1 and 4f 1 can provide an effective stator fault detection.

Figure 11. Observed Flux in the Experiments through the Measured Three-Phase Currents for Further
Torque Calculation.

Figure 12. Torque Spectrum Showing from 0 to 600 Hz for the Healthy and Fault Stator.

Figure 13. Zoom-in individual stator fault components: (a) Torque spectrum of 2f 1, (b) torque spectrum
of 4f 1, (c) torque spectrum of 8f 1, and (d) torque spectrum of 10f 1.
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4.2.2. Rotor Faults

To evaluate the performance of the rotor with and without broken bars, the currents were measured
firstly. Then, current spectrums are obtained and normalized. The fundamental sidebands of the
currents are shown in Figure 14. It can be observed from the extra components under broken bar fault
conditions in Figure 14 that the magnitudes of (1 ± 2s)f 1 and (1 ± 4s)f 1 components increase with the
higher number of the broken bars. The results clearly show that (1 ± 2s)f 1 and (1 ± 4s)f 1 signatures can
not only identify the healthy and fault rotors, but also can be used as an indicator of the severity of the
broken bar fault.

Figure 14. Fundamental Current Sidebands Without and With Broken Bars: (a) Healthy, (b) one broken
bar, and (c) three broken bars.

The current sidebands of the fifth and seventh harmonics include the fault components induced
by space and time harmonics when the motor has rotor faults. The current spectra from 220 to 380 Hz
are shown in Figure 15, where the space and time fault harmonic characterized frequencies are marked.
For the healthy rotor, the magnitudes of these components are significantly smaller than those under
rotor faults. As observed in Figure 15b,c, the left and right sidebands of the fifth and seventh current
harmonics are significant.

It can be seen from Figure 15b that additional (5 ± 2s)f 1 components are produced, and then
(5 ± 4s)f 1 components are induced, where the magnitude of (5+ 4s)f 1 is small. This feature is not obvious
in the spectrum. In theory, the (5 ± 4s)f 1-components are induced by the (5 ± 2s)f 1-components. Hence,
the current magnitudes have a relationship of |(5 ± 4s)f 1| < |(5 ± 2s)f 1|. Nevertheless, it is found that the
(5 − 4s)f 1-current has a larger magnitude than the (5 − 2s)f 1 component. This is because the (5 − 4s)f 1

frequency is not only produced by the fifth time harmonic but also by the fifth space fault harmonic.
It is the superposition of the fifth time and the fifth space harmonics in the current under rotor faults.
In addition, the space MMF also introduces the (5− 6s)f 1 component, and then the (5− 8s)f 1-component
is induced. For the seventh harmonic current sidebands, the (7 ± 2s)f 1-fault components of the time
harmonics are observed. The (7 − 2s)f 1-component induces the (7 − 4s)f 1-component. However, it can
be seen that the magnitude of (7 − 4s)f 1 is larger than the (7 − 2s)f 1-component, which is similar to
the phenomenon for the (5 − 4s)f 1-component. Here, the (7 − 4s)f 1-component is produced by the
(7 − 2s)f 1-component induced by the seventh time harmonic and the (7− 6s)f 1-component induced by the
seventh space harmonic under rotor faults. Furthermore, it also can be observed the (7 − 8s)f 1-component

155



Energies 2020, 13, 101

from the current spectra is in accordance with the above analysis. The results clearly show that the
derived space and time fault components can be used for rotor monitoring.

Figure 15. Fifth and Seventh Current Sidebands Without and With Broken Bars: (a) Healthy, (b) one
broken bar, and (c) three broken bars.

Figure 15c shows that the additional fault components with the frequencies of (5 ± 2s)f 1 and
(5 ± 4s)f 1 of the time harmonic current, and fault components of (5 − 6s)f 1 and (5 − 4s)f 1 of the space
harmonic current are recognized. The generation of (5 − 4s)f 1-component is similar to the behavior
of the case of one bar broken. In addition, the (7 − 8s)f 1, (7 − 6s)f 1, (7 − 4s)f 1, and (7 ± 2s)f 1 fault
components are observed in Figure 15c, which can provide the detection information of the rotor
fault. When comparing the current spectrums described in Figure 15b,c, it can be observed that the
magnitude of the individual fault component increases with a high number of broken bars. The results
show that the derived sidebands have a significant increase in the current spectrum when a rotor fault
is presented, which can provide an effective monitoring of the rotor fault.

5. Conclusions

Reliable fault diagnosis is important for high-performance inverter-fed IMs. This paper thus
proposed novel fault diagnosis methods for IMs under stator and rotor faults, considering the harmonics
in the currents. The diagnosis is achieved based on the fault characteristics. That is, for stator faults,
the corresponding fault components are obtained in the torque spectrum; for rotor faults, the time
and space harmonic sidebands are characterized in the currents. Experimental tests on an inverter-fed
2.2 kW/380 V/50 Hz IM have been provided. The test results have verified the effectiveness of the
proposed methods and the analysis. In a word, the characterized fault components under the rotor
and stator faults in this paper can be used for the reliable detection of stator and rotor faults for IMs.
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Abstract: Many papers related to this topic can be found in the bibliography; however, just a modest
percentage of the introduced techniques are developed to a Technology Readiness Level (TRL)
sufficiently high to be implementable in industrial applications. This paper is focused precisely on
the review of this specific topic. The investigation on the state of the art has been carried out as
a systematic review, a very rigorous and reliable standardised scientific methodology, and tries to
collect the articles which are closer to a possible implementation. This selection has been carefully
done with the definition of a series of rules, drawn to represent the adequate level of readiness of
fault detection techniques which the various articles propose.

Keywords: failure; PMSM; detection; diagnosis; BLDC; brushless; systematic review

1. Introduction

The topic of the present review is subjected to a growing interest, both from the academic and the
industrial worlds, due to the parallel increase of the usage of electric machines for high reliability tasks
as motoring of electric vehicles and actuation of flight surface for the future More Electric Aircrafts.

Above all, when aerospace applications are involved, reliability becomes of vital importance;
indeed, the performance of flight actuators on a damaged aircraft is not as important as ensuring that
the remaining actuators continue operation until the aircraft can land safely. In most cases, an adequate
level of reliability can be reached only by using diagnostic tools [1].

The availability of an accurate and efficient mean of condition monitoring and machine fault
diagnosis can be of paramount importance, as it improves the reliability and stability of the plant
and at the same time it reduces costs, ideally leading to a system without programmed maintenance.
Statistical studies [2] show that expected reliability can be improved up to 5–6 percentage points with
the use of monitoring.

In this context arises the need to precisely know the evolution and the current state of the literature
about the fault detection and diagnosis techniques for Brushless DC (BLDC) and in particular which
techniques are closer to a possible implementation, i.e., which techniques have the highest Technology
Readiness Level (TRL).

In the area of engineering, and especially for aerospace engineering, the narrative revision
is usually preferred. In this kind of review, the authors decide which papers include in the survey,
based on their wide knowledge and experience and offering a personal point of view and interpretation
of the chosen theme.
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The SR is a rigorous standardised scientific methodology, used to produce reliable literature
reviews, mainly recognised by its objectivity. It is employed with exceptional results in many
areas, including bio-science [3,4], computer science [5] and in recent years particularly in software
engineering [6,7]. In particular, these last papers and the work proposed by [8] have been used as
guides to undertake the systematic review in this work.

In fact, the first objective of this work is precisely to adapt the guidelines mentioned above to
our field, while the second objective is to apply the systematic review to a specific topic: high TRL
techniques for BLDC motors failures detection.

To be more precise, the authors are interested in those detection techniques that are not restricted to
a particular machine or with special set-ups, configurations, loads or motor manoeuvres. Furthermore
the techniques shall have been tested at various operation point and the algorithm shall have tested
with success for at least one of some cases later described in the inclusion criteria. Concluding, in order
to be accepted in the systematic review, the paper shall demonstrate that the proposed algorithm is
capable to discern between healthy and faulty motor. These constitute, mainly, the inclusion criteria
for the studies appearing in the review.

The fundamental scope of this review is indeed to detect which techniques are presently being
profitably used for motor fault detection and diagnosis and to provide the industry with some high
readiness level and tested techniques. In this prospect, most of the inclusion and exclusion criteria
have been defined to focus the investigation on those techniques with demonstrated fault detection
performances at various operation points and easily automatable or already automated.

An additional question considered in this SR has been the possibility to embed in the motor
body, the hardware needed for fault detection. Although most articles are focused on the detection
by utilising commonly measured variables (mainly speed, current, voltage) some authors have
elaborated fault detection techniques based on the analysis of images from external cameras or
sensitive accelerometers. Those techniques are appropriate to be implemented only in particular
applications [1] and have been discarded from the scope of the present work.

After the screening of more than 3000 possible papers, only 44 primary studies have been found to
satisfy the aforementioned criteria. The authors have carefully revised those papers and have collected
the following data: the type of fault detected, the technique that was used for the detection and the
sensors used, the inclusion of experiments or simulations, if the technique has been tested at different
operation points (diverse speed or loads or in the best case a combination of both), the working
condition (stationary or not) and some other limitations/advantages.

This information is then gathered in a feature table, which is an useful strategy to get a complete,
rigorous and objective view of the chosen topic. At the end of the process, the research questions
initially formulated are answered, providing a full perspective of the topic [8].

The SR consists of three sequential phases, each of which is subdivided in turn into sub-phases,
as detailed below [7]:

1. Planning the review

• identification of the need
• research questions
• review protocol
• evaluating protocol

2. Conducting the review

• selection of primary studies
• study quality assessment
• extraction and synthesis of data

3. Reporting the review

• specifying dissemination mechanisms
• formatting the main report
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• evaluating the report

The rest of the paper is organised as follows.. Section 2 presents the description and the adaptation
to our case of planning phase of the SR. Conducting and reporting of the systematic review are given
in Sections 3 and 4 respectively. Finally, the conclusions are drawn in Section 5. Additionally, in
Appendix A is given a definition of the main terminology used along the document.

2. Planning

The first step of the systematic review consists in planning, which is the foundation of the entire
revision. It is at this stage that the main tools are developed, such as the Boolean function, the inclusion
and exclusion criteria, the choice of the different databases in which to carry out the research and
above all the development and evaluation of a protocol that regulates all the phases.

The need to undertake a systematic review, arises first of all because the research topic is very
wide and a rigorous method was needed to correctly extract the needed information. As said, in the
engineering field this type of methodology is not usual because, even by being scientific and rigorous,
it is difficult and complicated to carry out. Currently there is no systematic review on the fault detection
techniques for brushless DC motors, and in reality there is not even a traditional revision so detailed on
the chosen theme (Should be clarified that this sentence is referred to the reviews taking into account
the readiness level of the technique.).

2.1. Research Questions

Once the concrete topic has been identified, there are some criteria that help to clearly formulate
research questions. Among the most used criteria in other sectors there are the criteria called PICOC
(Population, Intervention, Comparison, Outcome, Context). In this work we have considered those
presented in [8] and adapted to our case.

In this case, just some of these criteria have been used to formulate and process the questions that
this SR is trying to answer. In the final section of the review, defined as reporting, there is a sub-section
called Discussion (Section 4.1) where the relative answers are discussed and analysed.

The questions formulated for the present work are listed below:

RQ.1: Which are the most common faults of BLDC motors?
RQ.2: Which parameters are used for fault detection in BLDC motors?
RQ.3: Which type of failure can be detected by each technique?
RQ.4: Which technique requires less computational power?
RQ.5: Which technique requires less sensors?
RQ.6: Which technique gives the best results for each type of failure?

2.2. Review Protocol

The revision protocol is nothing more than a set of rules and criteria to be followed during all
the stages, in order to reduce the bias and make the SR as objective as possible. In the bioscience field,
the protocol is sometimes recorded in a prospective register, such as PROSPERO (https://www.crd.
york.ac.uk/prospero/). Unfortunately, these type of registers do not exist in the aerospace field.

A very important aspect to be considered for the SR is the clarity wherewith the protocol is
exposed and elaborated, as at least two persons are involved in the review drafting. A common,
but very time consuming, approach consists in the implementation of the SR by two independent
persons, who carry out the part of the conducting and reporting separately and then compare and
discuss the obtained results. Another method, that is the one used in this work, is that a person
performs all the phases individually and a second person randomly checks some data, as for example,
some of the rows of the features tables (Tables 1–5).
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One of the basic steps of the protocol is the creation of a Boolean function that comprehensively
includes all the terms related to the chosen theme, including all the synonyms and terms that may
be related to the words of interest for the topic. To carry out this research based on keywords, it is
appropriate to deeply read about the theme to detect which words are most frequently used by
the authors.

The articulate Boolean function created for this work is as follows:

((("brushless DC" OR "permanent magnet electrical") AND (motor OR
machine)) OR BLDC OR PMSM)
AND
(((condition OR health) AND monitoring) OR ((diagnosis OR detection)
AND (fault OR failure)))

The first part of the Boolean function defines the type of motor, while the second one defines the
detection of the defect.

A difficulty encountered during the research is that the different bibliographic databases are not
prepared for this kind of revision, as they do not allow certain researches or to search in certain fields
of the papers. Indeed, the Boolean function based research was carried out in the title, abstract and
keywords of the papers.

Due to the research restrictions of the databases, as specified in [52], and thanks to the good
coverage of the editorials obtained shown in Table 6, the following databases have been used:

• IEEE Xplore Digital Library
• Scopus
• ACM Digital Library
• Science Direct
• Web of Science

Table 6. Databases coverage with respect to the content of the publishers: IE = IEEE, IT = IET, PE =
Pegamon-Elsevier, ES = Elsevier Science, WB = Wiley Blackwell, TF = Taylor & Francis, SP = Springer,
SI = SIAM Publications, OX = Oxford University Press, KO = Korean Inst. Electrical Eng., SA = Sage
Publications, AS = ASME, MP = Microtome Publications [52].

IE IT PE ES WB TF SP SI OX KO SA AS MP

IEEEX

ACM

Scopus

WoS

SD

Once the research questions have been identified and the relative Boolean function created, it must
be introduced in the different bibliographic databases, adapting it according to the search language
of each database. In this work, the research has been carried out by searching only in the abstract,
title and keywords of the papers, obtaining a total of 3167 items until of November 2019, as detailed in
Table 7.
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Table 7. Studies obtained by the chosen database.

Database Studies

IEEE Xplore 842

Web of Science 590

Scopus 697

ScienceDirect 600

ACM Digital Library 17

3167

A further, fundamental step of the Planning phase is the formulation of the inclusion and exclusion
criteria. This criteria are very important, as they are used as objective rules for the selection of the
studies that can become part of the review.

For a paper to become part of the review it must respect all the inclusion criteria, presented in
Table 8 and must not contain any of the exclusion criteria presented in Table 9.

Table 8. Inclusion Criteria [1].

Num. Description

1 The technique should not be restricted to a particular machine (number of phases, etc)

2
Shall propose at least one detection technique (a parameter or an index that clearly and
uniquely identifies the failure or an automatic detection algorithm)

3
The technique shall have been tested at various operation points (different speed or
loads or a combination of both)

4
The technique shall not need special set-ups, configurations, loads or motor
manoeuvres

5

Characteristics of the detection and diagnosis algorithm:

a The paper shall demonstrate that the algorithm is capable to discern between
healthy and faulty.

b The algorithm shall have been tested with success for at least one of the
following cases:

• Different levels of the same failure, demonstrating coherence (simulation or
test on real motor)

• On different real motors, demonstrating coherence
• Capability do discern between different failures
• On simulation and then real motor, demonstrating coherence

Table 9. Exclusion Criteria [1].

Num. Description

1 Grey literature and secondary studies

2 Non English written papers

3 Duplicated studies

4 Full paper not available

5 Lack of tests or simulations

6 Use of big sensors, not embeddable in the motor

7 Not focused on the selected topic
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The inclusion criteria are all related to the research theme itself, i.e., they explain exactly what
is expected to be found in an article in order to be accepted. Among the exclusion criteria, however,
there are some points that are proper to the systematic review, such as the criterion that excludes all
secondary studies or grey literature (books, book chapters, PhD thesis, reviews, etc.). In this way it is
ensured that the selected articles have already passed through a peer-review process.

In addition to all these tools, needed to reduce the 3167 papers coming from the Boolean function
search (see Table 7), it is needed to define some guidelines on how to carry out the selection of the
studies and finally how to extract the data considered important from every paper.

The authors decided to extrapolate the following features from each article:

• Data of the article (e.g., author, year of publication, etc.)
• The type of failure
• The type of technique used
• The type of sensors used
• If it presents experiments or simulations
• If the algorithm has been tested at different speeds or loads
• If the algorithm has been tested in dynamic or stationary conditions

3. Conducting

The second phase of the SR is the conducting and is mainly divided into three parts: the selection
of primary studies, a study quality assessment and finally the extraction and synthesis of data for
each paper.

The main objectives of this phase are the following:

• to significantly reduce the large number of studies that have been obtained, by using the inclusion
and exclusion criteria,

• to extract a features table in which the main characteristics of each article are highlighted.

3.1. Selection of Primary Studies

To guide the selection process of primary studies, it is very common to use the PRISMA [53]
(Preferred Reporting Items for Systematic Reviews and Meta-Analyses) method. The method consists
of 27 points and a flow chart built with the aim of making the whole process simpler and more ordered.

Referring to Figure 1, of the 3167 papers initially selected, the first screening takes place eliminating
the duplicates, which in this case turn out to be 1217; this is due to the fact that many databases share
some publishers, as shown in Table 6. It is advisable to use a software (Mendeley, Zotero, JabRef, etc.)
to automatically detect the duplicates. Once the duplicates have been removed, it is necessary to take
care of the grey literature as for some databases was not possible to exclude it during the research.

The following step has been to read the title, abstracts and keywords of the remaining 1950 papers,
and to apply the inclusion and exclusion criteria to them.

Frequently, only by screening these particular fields, it is not possible to verify whether all
the requirements have been met and, as a consequence, it is necessary to read the whole paper.
This difficulty is principally due to the fact that generally, in the field of engineering, there is
no normalisation of rules to create these fields, as they exist in other sectors such as medicine
or psychology.

After this step, from the total amount of 1950 articles, 365 of them have been accepted for full
paper review and finally, only 44 papers have met the selected criteria for being included in the revision.
They will also be used to try to answer to all the questions previously formulated.

In conclusion, the papers that definitively became part of the review are 44 (see Figure 1), a much
smaller amount if compared to the initial 1950, as shown in Figure 2.

The Conducting phase is certainly the most difficult phase and where perhaps more time has
been spent compared to the whole systematic review, since 1950 papers have been carefully analysed.
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For many of these, the full-text review was necessary to verify and ascertain whether all the criteria
had actually been met or not.

At this stage it’s also where another reviewer comes in. As said there were two possibilities:
either to revise all 1950 papers and then compare the results, or randomly choose some paper and
review them to see if the SR has been carried out correctly.
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Studies included in 
qualitative 

synthesis (n = 44)

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)
flowchart [53].

Figure 2. Paper inclusion statistics

3.2. Study Quality Assessment

For the current systematic review 44 papers have been chosen.
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A quality study has been carried out on them, i.e., all the points presented in Table 10 have been
analysed. The results of this quality assessment are shown in Table 11.

Table 10. Checklist for quality assessment

Question Score

Q1 Is the problem presented clearly? Yes/Partly/No
Q2 Is the methodology used presented clearly? Yes/Partly/No
Q3 Is there a discussion of the results? Yes/Partly/No
Q4 Does it answer to the presented problem(s)? Yes/Partly/No
Q5 Number of cites Cites
Q6 Where was it published? Journal / Conference

Table 11. Checklist for quality assessment for the selected papers

Q1 Q2 Q3 Q4 Q5 Q6

[9] Y Y P Y 3 Journal
[10] Y P Y Y 12 Journal
[11] Y Y Y Y 5 Journal
[12] Y P Y P 1 Journal
[1] Y Y Y Y 3 Journal
[13] Y Y P P 1 Journal
[14] Y Y Y Y 2 Conference
[15] P Y Y P 1 Conference
[16] Y Y Y Y 1 Journal
[17] Y Y P P 0 Conference
[18] Y P P P 0 Conference
[19] Y P Y Y 1 Conference
[20] Y Y Y Y 13 Journal
[21] Y N N P 2 Journal
[22] Y Y P Y 1 Conference
[23] Y P Y Y 7 Journal
[24] P Y P Y 7 Journal
[25] Y P P Y 5 Conference
[26] Y Y Y Y 21 Journal
[27] Y P Y Y 18 Journal
[28] Y Y Y Y 15 Journal
[29] Y Y Y Y 5 Journal
[30] Y Y P Y 4 Journal
[31] Y Y P Y 5 Conference
[32] Y Y P P 3 Conference
[33] Y P Y P 30 Journal
[34] P N Y Y 20 Journal
[35] Y P N Y 19 Conference
[36] Y P Y Y 24 Journal
[37] Y P P P 70 Journal
[38] Y P Y Y 68 Journal
[39] Y P P Y 5 Conference
[40] N Y Y Y 38 Journal
[41] Y Y Y Y 45 Journal
[42] Y Y Y Y 35 Journal

173



Energies 2020, 13, 1573

Table 11. Cont.

Q1 Q2 Q3 Q4 Q5 Q6

[43] Y P P Y 6 Conference
[44] Y P Y Y 45 Journal
[45] Y P Y Y 84 Journal
[46] Y P P Y 14 Conference
[47] P P P P 3 Conference
[48] P P P P 13 Conference
[49] P P P P 10 Conference
[50] P Y P P 18 Conference
[51] Y Y Y Y 108 Journal

Table 11 contains only qualitative information related to the selected articles. Some answers may
be more or less objective, as for example if the problem or methodology have been presented clearly,
while others are completely objective, as for example the cites of each article with respect to year of
publication or if it has been published in a journal or in a conference.

3.3. Extraction and Synthesis Of Data

In order to extract and synthesise the data of the selected papers, a summary table (Tables 1–4) has
been created. It has to be pointed out that the data presented in this work is updated to November 2019.
In this tables are listed the more important characteristics of the papers related to the research topic.

• Year of publication;
• The category of the detected fault. This field can be one or more of the following items: armature

faults, mechanical faults or permanent magnet faults;
• The class of the technique used for the detection. The main categories have been selected to be:

– Radio-frequency emissions monitoring,
– Electromagnetic field monitoring,
– Infrared recognition,
– Noise and vibration monitoring,
– Model, AI, and neural-network-based techniques,
– Temperature measurements,
– Chemical analysis,
– Acoustic noise measurements,
– Parameters estimation,
– MCSA,
– Other (specify).

The last item has been left if some technique cannot be classified into the previously listed
categories;

• The sensor(s) needed for the failure detection technique implementation;
• If the demonstration of the effectiveness of the proposed detection techniques has been carried

out with simulations and/or experiments;
• If the simulations and/or experiments have been carried out under different working conditions,

such as different speeds and/or different loads;
• If the proposed technique is capable of working during changes in load and/or speed or the

working conditions should be kept stationary;
• Other limitations and/or advantages. This feature is the only one that is subjective, but it contains

useful information that cannot be collected in the other features.

The papers are presented in chronological order. This is usually done when performing a
systematic review to put in evidence the major number of articles on the topic published during the
last years. It is also useful to show if there is some clear change in research trend about one of the
considered parameters.
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4. Reporting

The SR is completed here by carrying out the reporting, i.e., a discussion about the obtained
results. Additionally, a detailed answers to each of the research questions previously formulated and
general considerations about the techniques are provided.

4.1. Discussion

This section will present some statistical data about the study and the present review and, more in
general, about the chosen topic. Figure 3 shows this trend by representing the number of papers per
year published on this thematic (results from 1990 to 2018) emerged from the research after that the
first screening has been passed (year 2019 was not included in Figure 3, because it was not considered
the whole year). This is a clear sign that research community is highly interested in the topic and this
interest is growing very fast during the last years.

Figure 3. Papers on the topic, after the first screening of title and abstract and keywords.

This tendency is perhaps due to the current impulse in developing high reliability aircraft
and electric vehicles, and similarly to the recent availability of new techniques and more powerful
processors which promoted innovative applications [1]. In this view, it is useful to analyse how the
number of articles based on certain techniques are distributed over the year of publication (Figure 4).

Figure 4. Distribution of the used techniques over the publication year.
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Figure 4 is not representative of the whole literature, but it is possible to use it to investigate
the progresses on the topic. During the last years, the techniques based on artificial intelligence,
parameters estimation and models, are being utilised with increasing frequency, often as classifiers,
in conjunction with established methods like the MCSA. On the other hand, the number of articles
presenting detection techniques based on MCSA has drastically reduced, probably because these
techniques have been intensively studied in the past years and there is less space left for innovations.
Starting from 2016 techniques tagged with Other, i.e., the techniques not classifiable in the previously
defined categories, have steadily increased in number. This indicates that previously unexplored
phenomena are being used for BLDC fault detection and outlines that the research on the chosen topic
is in turmoil.

Figure 5 shows the overall distribution of the papers according to the used technique.
The following techniques have been omitted from the graph because they have not been found:

• radio-frequency emissions monitoring,
• temperature measurements,
• infrared recognition,
• chemical analysis.

Figure 5. Distribution articles according to the used techniques

The MCSA is the most used technique, followed by the AI algorithms. It is important to point out
that frequently the techniques based on Artificial Intelligence are used as classifiers of results obtained
with other, already established, methods for failure detection. This association demonstrated to be
have a great impact in improving the detection rate and in extending the use of the technique for a
wider range of both speed and load.

One other key aspect in the graph, is the presence of a good amount of papers using techniques
which were not previously classified (grouped under the tag other). Between them it is possible to find
innovative techniques based on High Frequency Injection [41], hall effect sensors measurements [22]
or innovative motor signals analysis [1,14,15].

An interesting alternative for the techniques based on Electromagnetic field monitoring is
represented by [13]. The authors use external sensor to sense the stray magnetic fields outside
the stator to detect armature failures severity and location, solving one of the biggest drawback of this
powerful techniques category, i.e., the invasive procedure of placing additional windings inside the
stator core.

The next paragraphs are dedicated to answer to the previously formulated research questions by
using the selected papers.
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4.1.1. Rq.1: Most Common Failures of Bldc Motors

Figure 6 shows the distribution of the papers in relation to the type of failure discussed. The results
are in accordance with the failure distribution presented in various papers [29,31,36,54], and, in turn,
this means that the research efforts are consistent with the failures occurrence.

Figure 6. Distribution of the papers according the type of failure

4.1.2. Rq.2: Parameters Used for Failure Detection in Bldc Motors

Due to the intense research in this field, many of the motor parameters have been used for fault
detection purposes. In the following, the variables used will be listed, dividing them between those
directly measurable and those estimated.

Directly measurable quantities

The quantities listed below are directly measurable by using specific sensors.

Output torque Torque-meters shall be used to measure this variable and it can provide very useful
information. The problem resides in the fact that this type of sensors are often big and expensive.

Current The current is always already measured by the motor controller and there are an immense
quantity of failure detection algorithms based on this variable.

Voltage The voltage is also commonly measured by the motor controller.
Vibrations By placing accelerometers on the motor, it is possible to measure its vibration level.

The algorithms based on vibration analysis could present problems when used in moving
systems, like aircraft, due to the coupling of external and unpredictable vibrations.

Magnetic flux The magnetic flux gives a deep insight on how the motor is working. In order to
measure it, it is usually necessary to include in the motor winding so called search coils, i.e., some
additional windings not connected to the phases. The inclusion of these additional coils is not
common and, although being a simple procedure, it need to unmount the motor, rewound it
and to extract from the interior as many pairs of wires as many search coils as are inserted.
An alternative to this procedure is to place external magnetic sensors on the stator to sense the
stray magnetic fields.

Estimated quantities

The procedures based on parameters estimation can identify failures by evaluating the changes
within the measured motor parameters as well as evaluating factors which are not straightforwardly
quantifiable, such as:
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• Back-EMF,
• Magnetic flux,
• Winding resistance,
• Winding inductance.

Estimation could be a effective instrument which allows the use of variables straightforwardly
related to the fault and something else not measurable. The drawback is that it depends on models
which can be constrained to particular working points and affected by the shift of some parameter.

4.1.3. Rq.3: Type of Failures Detectable by Each Technique

Figure 7 represents the distribution of the different papers according to the various techniques
proposed for detecting different types of faults. This allows to evaluate which techniques are most
suitable for detecting and distinguishing between different types of failure or if some techniques are
more suitable for detecting specific faults or can be used as a broad spectrum analysis tool.

The techniques are widely distributed among the types detection methods, with the exception of
vibration monitoring which appears limited to the detection of mechanical faults; however, this specific
item can be biased due to the presence of only one single paper in the review for this category.

Figure 7. Distribution of the papers according the type of failure and the used technique.

4.1.4. Rq.4: Computational Power Needed for Each Technique

Only a few papers ([18,19,55]) offered a clear quantification of the computational power needed to
implement the proposed technique, and therefore this question can only be answered in a qualitative
manner. By what has emerged it can be seen that by a theoretical point of view the most costly
strategies are those focused on models. That is because of the necessity of running the computer model
parallel to the machine itself when comparing the outputs.

In addition, the complexity increases with the level of detail of the model, the parameters involved,
etc. The following techniques in terms of computational cost are those based on the estimation of the
parameter and then those that use the NNs. In any case, it mostly depends on the way the algorithms
are implemented. The least expensive techniques are the MCSA and other techniques which directly
analyse sensor data.

4.1.5. Rq.5: Sensors Needed for Each Technique

Generally the techniques that require less sensors are based on current or voltage analysis, such
as MCSA. The near-totality of the reviewed methods must at least measure current consumption and
motor voltage, although this is not an issue as these quantities are already available in most drivers.
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Many methods also employ the motor speed to diagnose the fault. It can be speed can be estimated,
from back-EMF measurements, or obtained directly from Hall effect frequency sensors or from a
resolver [1].

4.1.6. Rq.6: Best Detection Results

Only some selected papers ([10,11,18,19,26,29–31,35,43,45]) provide statistics on the rate of error
detection and are mostly based on the use of AI. It is very complex to compare all these results, since
the test conditions are not uniform.

This is considered a weak point in this topic, which, although being very rich in ideas and
proposed techniques, lacks validation and verification of the same. A possible solution to this problem,
would be to propose a minimum standard set of tests to be performed in order to validate a fault
detection algorithm and generate a set of minimum comparable outcomes [1].

4.2. General Considerations About The Techniques

In Table 12 the main characteristics of the detection methods have been grouped. As previously
mentioned, the techniques based on AI are very effective. These can be used either as stand-alone
fault detectors or in combination with other techniques to significantly improve their performance in
detection. It must be noted, in any case, that their success relies on an intense process of learning and
they take considerable time before working properly [1].

Referring to the statistics listed above, in particular Figure 4, it is possible to notice how fault
detection techniques based on parameter estimation have also seen an increase in number.

Such techniques can provide continuous access to otherwise unobservable variables such as
back-EMF or magnetic flux, facilitate the task of fault detection or identify more explicitly observable
fault indicators. Noteworthy is their characteristic of being able of working while the motor is running
in non-steady-state conditions of speed and/or torque. On the other hand, the potential problem with
these techniques is that they are based on assumptions, models and measurements of motor variables
whose limited validity and inaccuracy could hinder fault detection. According to the results of this
research, about one third of the selected articles propose a technique able to work in non-stationary
conditions and most of them are based on AI, NN and parameters estimation.

The need to operate the motor under steady-state conditions can be a significant limitation,
above all if this is necessary to measure signals over a long period of time. Such condition may be
achieved with large industrial machines working at constant load but rarely in aircraft actuators [1].

Table 12. Techniques summary [1].

Noise and Vibration
Monitoring

Electromagnetic
Field Monitoring

Motor Current
Signature Analysis

Model and AI based
techniques

Parameters
Estimation

Advantages

Most suitable method
for detecting
mechanical faults,
as the accelerometers
can be placed close to
the vibration source

Can directly measure
the electromagnetic
field inside the motor,
does not need
complicated
algorithm to detect
failures, can virtually
detect all the
motor failures

Does not need
additional sensors,
can detect a large
variety of failures, is
the most used
technique

Can be used during
non-stationary motor
operation, can be
used in conjunction
with other techniques

Can be used during
non-stationary motor
operation, can
virtually monitor
every
motor parameter

Disadvantages

Need to install
accelerometers on the
motor, measurements
can be corrupted by
environmental
vibrations, difficult to
use in non-stationary
motor operation

Need to rewind the
stator and to extract
as many additional
cables as many
coils inserted

Need to transform
the signal in the
frequency domain,
the motor current
depend on the load,
cannot be used
during
non-stationary
motor operation

Need extensive
training

The method depends
on the knowledge of
various motor
parameters and on
the accuracy of the
model, their variation
(or incorrectness) can
result in poor
diagnosis performance
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5. Conclusions

This paper presents a systematic review of high TRL techniques for BLDC motors failures
detection, that have been published in the period of time from the early 1990s to November 2019.
In addition, the article itself can be considered as a proof of concept of applying the SR to a particular
study case in the aerospace field, in order to demonstrate its feasibility.

The studies presented in this work, have been analysed to respond to the research questions
posed, that is, what are the techniques applied for fault detection, the sensors used, the working
condition, what are their advantages and limitations. These results have been included in multiple
tables to illustrate the findings and ease the consultation.

The greatest difficulty encountered during this study has been the impossibility of comparing
the the different proposed algorithms in terms of performance, due to the lack of uniformity in tests,
features measurement and estimation and presentation of the results. The authors would suggest, as a
possible solution to this issue, a study to introduce a standardised benchmark and a set of parameters
to be presented in order to harmonise the evaluation of the fault detection algorithms.
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Abbreviations

The following abbreviations are used in this manuscript:

AI Artificial Intelligence
BLDC Brushless Direct Current
FEM Finite Element Method
HF High Frequency
MCSA Motor Current Signature Analysis
NN Neural Network
SR Systematic Review
SVM Support Vector Machine
TRL Technology Readiness Level

Appendix A Nomenclature

By going through the literature, the terminology in this field appears non-uniform. This is due
to the fact that fault detection and diagnosis is usually distributed over many different disciplines.
The definition of the following terms is specified in the glossary section and is based on [1,56].
This terminology will be used along the entire document.

Fault : Unpermitted deviation of at least one feature (characteristic property) of the system out of the
acceptable standard condition threshold. The fault is a state of the system and can be of various
types (manufacturing, assembly, maintenance, software, operators, wrong operation). It may not
affect the correct functioning of the overall system

Failure : Permanent interruption of a system’s ability to perform a required function under determined
operating conditions.

Malfunction : Intermittent irregularity in the fulfilment of a system’s function. It can arise from one
or more faults.

From the description it is possible to draw the relationship between faults, failures and
malfunctions (Figure A1).
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Figure A1. Scheme of the relation between faults, failures and malfunctions [1].
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Abstract: In the last decade, the interest for higher reliability in several industrial applications
has boosted the research activities in multiphase permanent magnet synchronous motors realized
by multiple three-phase winding sets. In this study, a mathematical model of an asymmetric
surface-mounted six-phase permanent magnet synchronous motor under high resistance connections
was developed. By exploiting the intrinsic properties of multiphase machines in terms of degrees
of freedom, an improved field-oriented control scheme is presented that allows online fault
detection and a quite undisturbed operating condition of the machine under high resistance
connections. More specifically, the proposed strategies for online fault-detection and fault-tolerance
are based on the use of multi-reference frame current regulators. The feasibility of the proposed
approach was theoretically analyzed, then confirmed by numerical simulations. In order to
validate experimentally the proposed strategies, the entire control system was implemented using
TMS-320F2812 based platform.

Keywords: stator fault; high resistance connection; fault-detection; fault-tolerant control; six-phase
permanent magnet synchronous machines; field-oriented control

1. Introduction

Multiphase permanent magnet synchronous machines (m-φ PMSMs) have gained significant
attention, in variable-speed drives and generation systems, during the last decade. They have attracted
much interest becoming a viable solution for a wide range of modern industry applications such as
aerospace applications, naval propulsion, energy generation and transportation electrification [1–3].

The main reasons of this interest are justified by combining the well-known advantages of
permanent magnet synchronous machines (PMSMs) in terms of high efficiency, high power density
and high dynamic performances, with the strengths of multiphase machines, which provide lower
torque ripple, lower current harmonics, fault tolerance capabilities and higher torque/power switch
rating [1,4].

As mentioned in [5], it is known that stator windings faults account for 40% of the overall electric
machine failures in different industrial applications. As with any rotating electrical machine in healthy
conditions, PMSMs undergo mechanical and electrical stresses symmetrically distributed inside the
machine. In particular, the stator windings are subjected to several stresses induced by a combination
of several factors, including thermal effects, vibrations, voltage spikes caused by adjustable-speed
drives and environmental conditions [5,6].
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Effectively, under healthy operating conditions, the phase impedances of the stator windings
are identical, leading to balanced phase currents. When a stator fault occurs, phase currents are no
longer balanced determining too high peak values, which may affect the performance and reliability of
the motor.

Stator winding faults can be roughly classified as open-circuit or short-circuit, both affecting the
phases and/or the terminal connections. Some other anomalies are not destructive at incipient stage
but can evolve and initiate serious damages to the motors. During the last decade, high resistance
connection (HRC) has been clearly identified as the main initiator of the stator failures. In fact, HRC is
a progressive failure mode that can affect any power connection and/or end winding and is mostly
caused by a combination of excessive vibration levels, poor workmanship, metal fatigue, overheating
and/or corrosion of the power contact surfaces. Comprehensive descriptions of HRC mechanism
propagation, initiated by the above factors, are available in [6–8].

Although the advantageous performances of m-φ PMSMs over their classical 3-φ PMSMs
counterparts, they are more subjected to stator faults owing to the higher number of stator windings.
Thus, if such a fault is not properly cleared in a timely manner, it spreads and may conduct to rotor
magnets demagnetization and eventual dramatic damages with serious unexpected outages [9,10].

Several techniques have been developed for the diagnosis of stator faults for three-phase machines.
Classical off-line techniques such as measurement and comparison of winding resistances or related
voltage drops, analysis of the temperature distribution by infrared thermography and partial discharge
analysis, have been successfully applied [11–13]. Even if standard off-line techniques provide reliable
results for stator asymmetry, they are limited by the necessity of full or partial motor disassembly,
and/or dedicated equipment or setup.

Actually, the four main diagnostic strategies, adopted to cope with the above limitations and
to provide useful fault indexes and fault-tolerant control strategies, are known as model-based fault
diagnosis, knowledge-based fault diagnosis, signal-based fault diagnosis and hybrid fault diagnosis
approaches [14–16]. Although the advantages of each approach, in general signal-based approach is
the preferred strategy.

Stator fault diagnosis for 3-φ PMSMs has been extensively investigated in the literature [5].
The main focus was on inter-turn short-circuit faults [17,18] and open-phase faults [19], while
investigations on HRC are relatively few, except recent studies presented in [8,20,21]. Based on high
order sliding mode principle, an interesting current-control scheme designed to simultaneously detect
and tolerate the existence of HRC, was investigated in [8]. The fault compensation is obtained by
canceling extra current dynamics, which provides more effective d–q currents components tracking.
In [20], a full online diagnosis of HRC is developed for delta-connected PMSM using zero-sequence
current component. The proposed approach has shown interesting performances for detecting and
quantifying the extend of the fault. Another relevant approach dedicated to detecting and estimate
the HRC severity, for vector-controlled PMSM drive system, is investigated in [21]. The proposed
technique is based on a signal injection in the reference signals applied to the controlled PMSM under
its normal operation, leading to the appearance of DC components in the stator phase currents, used
thereby for detecting and estimating the propagation degree of HRC.

With reference to m-φ PMSMs, much more efforts have been directed toward effective fault
tolerant strategies than diagnosis approaches. Among several stator configurations of m-φ PMSMs,
multiple three-phase winding sets are probably the most preferred for numerous industrial applications.
The interest for these configurations of m-φ PMSMs is mainly justified by the fact that each stator
winding set can be separately supplied by standard three-phase inverters, which allows crucial power
flow modularity control, particularly useful under stator fault conditions.

Different control strategies for 6-φ PMSMs can be found in the literature, namely, constant V/f
control, field-oriented control (FOC) and direct torque control (DTC). A recent comprehensive review,
including theory, simulations, and experimental tests is presented in [22]. Under the context of stator
fault risks, several fault tolerant control techniques have been developed for exploiting the inherent
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active redundancy due to the associated precious degrees of freedom, for ensuring a continuity of
operation even in case of more than one phase affected by a stator fault. An open-phase fault-tolerant
control for 6-φ PMSM is developed in [23], where the torque capability is maximized considering the
overcurrent protection limits. In [24], two optimal current control modes that tolerate open-phase fault,
with minimum stator losses and maximum torque output, have been analyzed. A novel optimized
open-phase fault tolerant control strategy is developed in [25], where a genetic algorithm is used
to maximize the average torque and minimize the torque ripple for post-fault operating condition.
In [26], an intelligent complementary sliding-mode control approach was developed for effective
open-phase fault tolerance. To maintain the stability of the fault-tolerant control of the 6-φ PMSM drive
system, a Takagi–Sugeno–Kang–type fuzzy neural network with asymmetric membership function
was developed to estimate unknown lumped uncertainty including parameter variations, external
disturbances and nonlinear friction force online.

Recently, effective diagnostic techniques dedicated to 6-φPMSMs under stator fault conditions have
been presented in [26–28], for open-phase faults or inverter related-faults and in [29] for short-circuits.

In [27], both open-phase fault and open-switch fault are tolerated using a voltage compensation-
based fault tolerant control. The detection process is based on real time monitoring of the current
amplitude in a specific subspace, considering a predetermined threshold for alert. Diagnosis and fault
tolerant approaches have been successfully developed in [28] for open-phase faults, open-switch faults
and short-switch faults in T-type three-level inverter fed dual-three phase PMSM drives. After fault
detection process, which is based on the amplitude variations of a specific current space vector, an
effective open-phase fault compensation was achieved without changing the machine model, nor the
control framework. Open-switch faults and short-switch faults are tolerated by making full use of the
remaining healthy-phases after faults. Although the verified good performances in terms of detection
and fault-tolerance, the use of current amplitude space vector for the proposed diagnosis technique
may show some limitations when changing the operating conditions of the machine. In [29], a new
magnetic equivalent circuit model for dual-three phase PMSM under winding short-circuit is proposed
for accurate prediction of the fault impact.

Based on the above observations, the present contribution is aimed to present a new strategy
of fault-detection and fault-tolerant control for 6-φ PMSMs affected by HRC. The existing papers on
this type of fault are dealing with three-phase machines, but to the best of the author’s knowledge,
no recent papers were published investigating HRC in 6-φ PMSMs. The presented strategy is based on
the use of multiple space vector transformations for developing a new mathematical model able to
deal with stator winding affected by HRC, and on the use of multi-reference frame current regulators
for implementing an improved field-oriented control (IFOC) scheme.

The proposed strategy allows online fault-detection and fault-tolerance to be achieved without
the need of additional hardware, in both stationary and dynamic operating conditions, as it is based on
detecting the DC component of a new variable representing the Fault Index. In this way it is possible to
avoid the critical problem of detecting certain current harmonic components having variable frequency
depending on the operating speed.

This study is organized as follows. Modeling of the investigated 6-φ PMSM under HRC, in terms
of multiple space vector, is presented in Section 2. The proposed fault-detection and fault-tolerant
control strategies are detailed in Section 3. Numerical simulations and experimental tests are presented
and commented in Sections 4 and 5, respectively. The recommended Fault Index for quantifying the
degree of HRC, as well as the corresponding simulation and experimental evaluations are presented in
Section 6.

2. Motor Modeling under HRC

In this Section, the concept of multiple space vector transformations is presented for a set of six
variables. Then, the mathematical modeling of an asymmetrical six-phase surface mounted permanent
magnet synchronous motor, affected by HRC, is presented.
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2.1. Multiple Space Vector Transformations for Six-phase Systems

Multiple space vector transformation concept is an effective approach for multiphase electrical
systems representation [30]. It is particularly useful for modeling, analysis and control design for
multiphase machines and drives. For a given electrical system composed by six real variables xa1,
xa2, xb1, xb2, xc1, xc2, a new set of three complex variables y1, y3, y5, can be obtained by means of the
symmetrical linear direct and inverse transformations expressed by Equations (1) and (2), respectively.⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

yS1 = 1
3

[
xa1 + xa2 α+ xb1 α

4 + xb2 α
5 + xc1 α

8 + xc2 α
9
]

yS3 = 1
3

[
xa1 + xa2 α

3 + xb1 + xb2 α
3 + xc1 + xc2 α

3
]

yS5 = 1
3

[
xa1 + xa2 α

5 + xb1 α
8 + xb2 α+ xc1 α

4 + xc2 α
9
] (1)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

xa1 = �e[yS3] + yS1 · 1 + y∗S5 · 1
xb1 = �e [yS3] + yS1 · α4 + y∗S5 · α4

xc1 = �e [yS3] + yS1 · α8 + y∗S5 · α8

xa2 = �m [yS3] + yS1 · α+ y∗S5 · α7

xb2 = �m [yS3] + yS1 · α5 + y∗S5 · α11

xc2 = �m [yS3] + yS1 · α9 + y∗S5 · α3

(2)

where α = ej π/6, the symbol “·” represents the scalar product and “*” the complex conjugate.
It is worth noting that the obtained three space vectors, involved in the transformations (1) and

(2), can arbitrarily move in the respective independent subspaces, namely α1–β1, α3‖β3 and α5–β5.

2.2. Model of the 6-φ PMSM under HRC

The multiple space vector transformation principle allows the modeling of six-phase AC PMSMs
by means of vectors expressed in three α–β subspaces. The considered machine is a 30 asymmetrical
6-φ PMSM, as illustrated by Figure 1.

Figure 1. Six-phase surface-mounted permanent magnet synchronous motor with two sets of three
phase windings and separated neutral points.

The model is developed under the conventional assumptions usually adopted for the analysis of
AC rotating electrical machines and considers up to the eleventh spatial harmonic of the magnetic field
in the air gap. Based on the concept of multiple space vector representation, the electrical quantities
are developed in a stationary reference frame.
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Assuming a set of six different stator phase resistances RSa1, RSb1, RSc1, RSa2, RSb2 and RSc2, under
the effect of HRC, the two sets (k = 1, 2) of three voltage equations can be expressed as⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

vSak = RSak iSak +
dϕSak

dt ;
vSbk = RSbk iSbk +

dϕSbk
dt ; k = 1, 2.

vSck = RSck iSck +
dϕSck

dt ;

(3)

Considering the direct transformation (1), the six stator voltage expressions given by Equation (3)
can be reformulated, leading to the following new set of three stator voltage space vectors

vS1 = R+
S0 iS1 + R

∗
S10 iS1

∗ + RS10 iS3 + RS4 iS3
∗ + R

∗
S4 iS5 + R−S0 i

∗
S5 +

dϕS1

dt
(4)

vS3 = R
∗
S10 iS1 + RS4 iS1

∗ + R+
S0 iS3 + R−S0 iS3

∗ + RS10 iS5 + R
∗
S4 i
∗
S5 +

dϕS3

dt
(5)

vS5 = RS4 iS1 + R−S0 iS1
∗ + R

∗
S10 iS3 + R

∗
S4 iS3

∗ + R+
S0 iS5 + RS10 i

∗
S5 +

dϕS5

dt
(6)

where,

R+
S0 =

1
6
[RSa1 + RSa2 + RSb1 + RSb2 + RSc1 + RSc2] (7)

R−S0 =
1
6
[RSa1 −RSa2 + RSb1 −RSb2 + RSc1 −RSc2] (8)

RS4 =
1
6

[
RSa1 + RSa2α

4 + RSb1 α
4 + RSb2 α

8 + RSc1 α
8 + RSc2

]
(9)

RS10 =
1
6

[
RSa1 + RSa2α

10 + RSb1 α
4 + RSb2 α

2 + RSc1 α
8 + RSc2 α

6
]

(10)

From the previous equations it is evident that in case of balanced stator resistances the only
resistance component different from zero is R+

S0.
The stator flux space vectors can be expressed by

ϕS1 = LS1 iS1 + 2 ϕM1 cos(γ) ej θ + 2 ϕM11 cos(11 γ) e− j 11 θ (11)

ϕS3 = LS3 iS3 + 2 ϕM3 cos(3 γ) ej 3 θ + 2 ϕM9 cos(9 γ) e− j 9 θ (12)

ϕS5 = LS5 iS5 + 2 ϕM5 cos(5 γ) ej 5 θ + 2 ϕM7 cos(7 γ) e− j 7 θ (13)

In Equations (11)–(13), γ = (π − β)/2 and the constant values ϕM1, ϕM3, ϕM5, ϕM7, ϕM9, ϕM11, are
expressed as in Equations (14)–(19), respectively.

ϕM1 =
2 μ0 NS L τ HR,max KBS1 KRS1

π2 (14)

ϕM3 =
2 μ0 NS L τ HR,max

π2
KBS3 KRS3

9
(15)

ϕM5 =
2 μ0 NS L τ HR,max

π2
KBS5 KRS5

25
(16)

ϕM7 =
2 μ0 NS L τ HR,max

π2
KBS7 KRS7

49
(17)

ϕM9 =
2 μ0 NS L τ HR,max

π2
KBS9 KRS9

81
(18)

ϕM11 =
2 μ0 NS L τ HR,max

π2
KBS11 KRS11

121
(19)
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Based on the previous equations, the electromagnetic torque can be formulated as

Tem = 6 p ϕM1
[
iS1 · j cos(γ) ej θ

]
+ 18 p ϕM3

[
iS3 · j cos(3 γ) ej 3 θ

]
+

+30 p ϕM5
[
iS5 · j cos(5 γ) ej 5 θ

]
+ 42 p ϕM7

[
i
∗
S5 · j cos(7 γ) ej 7 θ

]
+

+54 p ϕM9
[
i
∗
S3 · j cos(9 γ) ej 9 θ

]
+ 66 p ϕM11

[
i
∗
S1 · j cos(11 γ) ej 11 θ

] (20)

It can be noted that the torque, besides the fundamental component, contains several additional
oscillating contributions that can be compensated by using suitable machine design and current
control techniques.

3. Proposed Fault-Detection and Fault-Tolerant Strategy

In this section, the proposed strategy for an online fault-detection of HRC in 6-φ PMSM is
presented. Then, an improved field-oriented control (IFOC) scheme based on appropriate stator
currents control, which provides fault-tolerance against the investigated stator fault, is presented.

In order to better understand the principle of the proposed IFOC scheme and the associated online
fault detection algorithm, it is useful to analyze the fault effects in the rotating reference frames, where
the needed current regulators are conventionally implemented.

Taking into account a stator windings design with isolated neutral points as shown in Figure 1,
the current space vector in the α3–β3 subspace is equal to zero. Thus, the voltage equations expressed
in the stator reference frame by Equations (4)–(6), can be limited to the 1st and 5th subspaces,
corresponding to Equations (4) and (6), respectively. It is worth noting that for control purposes the
voltage equations in α1–β1 subspace will be expressed in a reference frame (d1–q1) rotating at an angular
speed of ω, whereas the equations in α5–β5 subspace will be expressed in a reference frame (d5–q5)
rotating at an angular speed of 5 ω.

The transformation of the space vectors from stator reference frame to the rotating reference frame,
regarding the 1st and 5th subspaces, can be carried out by using the following relationships

xr
1 = x1 e− j θ (21)

xr
5 = x5 e− j 5θ (22)

where xr
1 and xr

5 are the vectors in the new rotating reference frames, whereas x1 and x5 are the vectors
expressed in the stationary reference frames.

Assuming isolated neutral points (iS3 = 0), substituting Equations (11) and (13) into Equations (4)
and (6), respectively and taking into account Equations (21) and (22) leads to the following voltage
equations written in rotating reference frames

vr
S1 = R+

S0 i
r
S1 + vr

S1,HR + LS1
d i

r
S1

dt
+ jω LS1 i

r
S1 + j 2 ω ϕm1 cos (γ) − j 22 ω ϕm11 cos(11γ) e− j12θ (23)

vr
S5 = R+

S0 i
r
S5 + vr

S5,HR + LS5
d i

r
S5

dt
+ j 5 ω LS5 i

r
S5 + j 10 ω ϕm5 cos(5γ)− j 14 ω ϕm7 cos(7γ) e− j12θ (24)

where,
vr

S1,HR = R
∗
S10 i

r ∗
S1 e− j2θ + R

∗
S4 i

r ∗
S5 ej4θ + R−S0 i

r ∗
S5 e− j6θ (25)

vr
S5,HR = RS4 i

r
S1 e− j4θ + R−S0 i

r ∗
S1e− j6θ + RS10 i

r ∗
S5 e− j10θ (26)

The space vectors vr
S1,HR and vr

S5,HR represent the voltage drops due to the stator HRC, in the
d1–q1 and d5–q5 subspaces, respectively. In case of healthy conditions, vr

S1,HR and vr
S5,HR will be

equal to zero as the only resistance component different from zero is R+
S0, which is not present in

Equations (25) and (26).
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3.1. Proposed HRC Detection Approach

The effects of stator HRC can be identified by the presence of voltage space vectors vr
S1,HR and

vr
S5,HR, expressed by Equations (25) and (26), respectively. The sensitivity of these voltages with respect

to the HRC is established by their dependence on the new stator resistance components R−S0, RS4 and

RS10. Assuming that, for the proposed IFOC scheme, the current space vector i
r
S5 is set to be equal to zero

for reducing the torque ripple, the voltage space vectors, expressed by Equations (25) and (26), become

vr
S1,HR = R

∗
S10 i

r ∗
S1 e− j2θ (27)

vr
S5,HR = RS4 i

r
S1 e− j4θ + R−S0 i

r ∗
S1e− j6θ (28)

As can be seen, under the presence of unbalanced stator winding resistances, Equation (27) reveals
the presence of a single fault harmonic component in the voltage space vector vr

S1,HR, which rotates at
an angular speed of −2 ω with respect to d1–q1 plane.

In addition, for the considered stator fault, Equation (28) shows the presence of two additional
harmonic components in the voltage space vector vr

S5,HR, which rotate at the two angular speeds of
−4 ω and −6 ω with respect to d5–q5 plane.

At this point, it is very useful to recall that under healthy conditions, i.e., the six stator phase
resistances are equal, the new stator resistance components R−S0, RS4 and RS10 become equal to zero, as
well as the voltage space vectors vr

S1,HR and vr
S5,HR, leading to a clear identification of the healthy case.

Therefore, an effective fault-detection strategy, for 6-φ PMSM under HRC, can be based on tracking
the contribution of the fault component at −2 ω in the voltage space vector vr

S1,HR, as well as the fault
components −4 ω or −6 ω in the voltage space vector vr

S5,HR.
Taking into account the above conclusions, an effective control strategy that intends to tolerate

such a stator HRC for 6-φ PMSM, should be based on monitoring the above tracked fault components,
which is the subject of the next Subsection.

3.2. Proposed Fault Tolerant Control Strategy for HRC

Field-oriented control (FOC) strategy is a widely adopted control scheme for implementing
closed-loop speed control for m-φ PMSMs. An improved field-oriented control (IFOC) scheme, based
on appropriate stator currents control, which provides fault-tolerance against the investigated stator
HRC, is presented in this subsection. The block scheme of the proposed control strategy is illustrated
by Figure 2.

Figure 2. Block scheme of the proposed control strategy, with the capability to detect and tolerate a
high resistance connection (HRC) fault.
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The current regulators PI1.1 and PI5.1 are implemented in the synchronous reference frames d1–q1

and d5–q5, respectively, to ensure the tracking of currents references for torque control.
The reference currents iS5d,ref and iS5q,ref , in the d5–q5 plane, are set to zero for compensating

possible torque oscillations due to the 5th and 7th harmonic of the field distribution generated by
permanent magnets in the air–gap.

In order to compensate the negative effects of the seventh and eleventh harmonic of the back-emf,
two further current regulators PI1.2 and PI5.2 are necessary. They are employed in two different
reference frames synchronous with the corresponding back-emf harmonics. In particular, the space
vectors of eleventh and seventh back-emf harmonics are both rotating at −12 ω, as shown by
Equations (23) and (24), respectively.

The four current regulators PI1.1, PI5.1, PI1.2 and PI5.2 are used in both FOC and IFOC schemes.
As highlighted in the voltage Equations (23)–(26), the presence of HRC introduces disturbing voltage
vector drops vr

S1,HR and vr
S5,HR rotating at different angular speeds.

More specifically, with the adopted mathematical model, the latter quantities are exactly equal to
Equations (27) and (28). Due to the disturbances introduced by these quantities, the current regulators
PI1.1 and PI5.1 cannot track properly the reference values iS1d,ref , iS1q,ref , iS5d,ref and iS5q,ref .

To cope with these undesired effects, in IFOC scheme supplementary current regulators PI1.3 and
PI5.3–PI5.4, have been implemented in reference frames synchronized with the different angular speeds
of the voltage vectors drops vr

S1,HR and vr
S5,HR, respectively. Thus, a correct stator current reference

tracking is ensured.
Finally, it is opportune to note that the generated output voltage of any supplementary regulator

among PI1.3, PI5.3 or PI5.4, can be used for online detection of HRC affecting the stator phases of the
6-φ PMSM drive. In fact, in healthy conditions these voltages are practically zero, becoming different
from zero only in case of a stator phase resistance asymmetry and showing an amplitude variation
proportional to the severity of the fault.

4. Simulation Results

In order to verify the effectiveness of the proposed approach, the control scheme illustrated by
Figure 2 was implemented in Matlab/Simulink™ for numerical simulations. The parameters of the
machine are reported in Table 1, which corresponds to the real machine used for the experimental
validation. By combining the above control scheme with the 6-φ PMSM model, the implemented
system allows a very detailed analysis of the whole drive under stator HRC, which is emulated by an
additional resistance in series to Phase a1. The numerical simulations were realized at constant speed
of 150 rpm, under the rated torque of 20 Nm. The reference signals is1d,ref , is5d,ref and is5q,ref were set to
zero. Three different operating conditions were analyzed.

Table 1. Parameters of the 6-φ PMSM.

Parameter

Phase resistance 0.36 Ohms
Pole number 4 –

Phase inductance 1.44 mH
Stator inner radius 150 mm
Stator outer radius 240 mm

Slot number 48 –
Stator winding pitch 165◦ el. degrees

Magnet pole–arc 151◦ el. degrees
Magnet radial thickness 5 mm

Initially, the healthy 6-φ PMSM is controlled by a conventional FOC scheme [31], where the six
phase resistances are equal. The corresponding simulation results, in terms of stator phase currents, are
reported in Figure 3a. The subsequent current space vectors, evaluated in the α1–β1 and α5–β5 planes,
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are reported in Figure 3b,c, respectively. As can be seen in the zoomed area of Figure 3a, the six-phase
currents are balanced, leading to a circular behavior of the corresponding locus in plane α1–β1. The
current space vector—evaluated in the α5–β5 plane—is equal to zero.

Figure 3. Simulation results: behavior of the drive using conventional field-oriented control (FOC),
under healthy conditions: (a) stator currents waveforms, (b) current space vector in α1–β1 plane and (c)
current space vector in α5–β5 plane.

Under healthy condition where the six-phase resistances are identical, the resistance components
R−S0, RS4 and RS10, expressed in Equations (8)–(10), respectively, are equal to zero. As a consequence,
the voltage drops expressed by the space vectors vr

S1,HR and vr
S5,HR are equal to zero, leading to a healthy

6-φ PMSM. Thus, the circular trajectory observed in Figure 3b is clearly justified by the dominance
of the fundamental harmonic and the zero value in Figure 3c is the absence proof of any resistance
unbalance in the machine. From this starting point of the investigations, these results are considered as
a reference for the next simulations under faulty conditions.

The second operating condition was realized with the same conventional FOC scheme, but with
an additional resistance Radd = 250 mΩ (0.7 pu of healthy stator phase resistance Rs) in series with
Phase a1, during 1.0 s of steady-state faulty conditions. The simulation results, in terms of stator
phase currents and the corresponding current space vectors in planes α1–β1 and α5–β5, are reported
in Figure 4a–c, respectively. Under the considered stator fault, the six stator phase resistances are no
more equal, leading to the existence of voltage drops expressed by the space vectors vr

S1,HR and vr
S5,HR.

Thus, the stator symmetry of the machine is lost, which justify the current unbalance evidenced in the
zoomed area of Figure 4a, when compared to the healthy case (Figure 3a).
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(a) 

  
(b) (c) 

Figure 4. Simulation results: behavior of the drive using conventional FOC, under faulty phase-a1
with an additional resistance (Radd = 0.7 pu): (a) Stator currents waveforms; (b) current space vector in
α1–β1 plane; (c) current space vector in α5–β5 plane.

It is worth noting that the behavior of the current space vector (Figure 4b), evaluated in the α1–β1

plane, is mainly determined by the dominance of the fundamental current harmonic component with
respect to the small contribution of an inverse component due to the unbalanced conditions. As a
result, the trajectory is practically circular. The behavior variation in the current locus evaluated in
plane α5–β5 (Figure 4c) can be justified by the non-zero value of the space vector vr

S5,HR under the
actual stator asymmetry.

Finally, the proposed IFOC scheme illustrated by Figure 2 was implemented under a faulty Phase
a1 with an additional resistance (Radd = 0.7 pu) during 1.0 s of steady-state faulty conditions as in the
previous simulation. The corresponding simulation results are reported in Figure 5. As can be seen in
the zoomed area of Figure 5a, although the presence of the stator fault, the six phase currents show a
balanced behavior.

In fact, this can be explained by the compensating effect assured by the current controller PI1.3

against the disturbance introduced by the voltage space vector vr
S1,HR in the synchronous reference

frame d1–q1. The disturbances introduced by the voltage space vector vr
S5,HR are cleared by the current

controllers PI5.3 and PI5.4, in the synchronous reference frame d5–q5, leading to a zero value of the
current space vector in the α5–β5 plane as can be seen in Figure 5c.

At this level of investigation, the established theoretical analysis corroborates with numerical
simulations results, confirming the effectiveness of the proposed fault-tolerant control.
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Figure 5. Simulation results: behavior of the drive using the proposed improved field-oriented
control (IFOC), under faulty phase-a1 with an additional resistance (Radd = 0.7 pu). (a) Stator current
waveforms; (b) current space vector in α1–β1 plane; (c) current space vector in α5–β5 plane.

5. Experimental Results

In order to experimentally validate the previous simulation results, a complete drive system
was mounted in laboratory (see Figure 6) and some experimental tests were carried out to verify the
effectiveness of the proposed fault-detection and fault-tolerance strategies.

 

Figure 6. View of the experimental setup.

The experimental setup is composed of a six-phase MOSFET inverter and a six-phase surface
mounted PMSM. The 6-φ PMSM parameters are reported in Table 1. The controlled 6-φ PMSM is
coupled to a three-phase induction machine used in generator mode to set the mechanical speed of
the drive. During the experimental tests, the fault condition was emulated by an external resistor
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inserted in series with the machine Phase a1. The proposed IFOC scheme, presented in Figure 2,
was implemented on a TMS-320F2812 DSP based platform. The experimental tests were realized in
steady-state condition at 150 rpm, and setpoint of the torque is 20 Nm, as in simulations of Section 4.
An oscilloscope with six channels was used for acquiring four phase currents and two control signals
from the control platform, with a sampling rate of 100 kHz.

The behavior of the multiphase drive was assessed initially with healthy stator windings, then
under a resistance increase of Phase a1 by 70%, during 1.0 s for each test. The obtained current
waveforms under healthy, and faulty conditions are reported in Figure 7a,b, respectively.

(a) 

(b) 

Figure 7. Experimental results: behavior of the drive using the proposed IFOC. Stator currents
waveforms under (a) healthy and (b) HRC (Radd = 0.7 pu).

As can be seen, under healthy and faulty conditions, the six phase currents are balanced. Aside the
small differences in amplitude that are probably due to measurement and acquisition chain accuracy,
the six currents show practically the same waveforms.

The corresponding current space vectors in planes α1–β1 and α5–β5, under healthy and HRC,
are reported in Figure 8. The current space vector in plane α1–β1, under healthy and HRC, shows
a circular behavior (Figure 8a,b), which confirms the theoretical analysis and the simulation results
presented in Figure 3b. The corresponding current loci in planes α5–β5, are reported in Figure 8c,d,
where a quasi-zero value can be observed (note the different axis scale). In fact, the latter behavior
slightly different from zero is mainly caused by non-perfectly balanced conditions among the six stator
phases due to manufacturing process, switching effects and measurement noise during data acquisition.
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Figure 8. Experimental results: behavior of the drive using the proposed IFOC. Loci of the current
space vector on plane α1–β1, under (a) healthy and (b) HRC (Radd = 0.7 pu). Loci of the current space
vector on plane α5–β5, under (c) healthy and (d) HRC (Radd = 0.7 pu).

As can be seen, despite the presence of the fault, the proposed IFOC is able to ensure balanced
stator phase currents. This can be clearly evidenced when comparing the obtained loci under healthy
and HRC conditions (Figure 8), which are practically identical.

Finally, considering the good performances of the proposed IFOC to maintain the system of six
phase current balanced even under the presence of stator asymmetry, it is obvious that the use of the
classical Motor Current Signature Analysis (MCSA) cannot be adopted for detecting the presence of
HRC. Thus, a more appropriate fault index is necessary for online fault detection and quantification.
This problem introduces the subject of the following Section.

6. Quantitative HRC Evaluation

Using the proposed IFOC, the 6-φ PMSM drive can maintain good operating conditions, even
under degraded mode of the stator windings affected by HRC. In this context, the presence of an online
fault-detection process which ensures not only the monitoring of the stator windings state, but also
quantifying the severity of the stator winding resistance unbalance, is advisable.

As already anticipated in the previous theoretical analysis, a suitable online fault-detection
strategy, for 6-φ PMSM under HRC, can be based on tracking the contribution of the fault component
at −2 ω in the voltage space vector vr

S1,HR, as well as the fault components at −4 ω or −6 ω in the
voltage space vector vr

S5,HR. Here, a new fault index “Fi” is proposed, that is based on the d–q outputs
of the controller PI5.4 defined as

Fi =
√

v2
PI 5.4,d + v2

PI 5.4,q (29)

In order to test the sensitivity of the proposed fault index, different additional resistances (Radd)
were tested in simulations, namely 0.10 Ω (0.28 pu), 0.25 Ω (0.70 pu), 0.75 Ω (2.09 pu) and 1.00 Ω
(2.78 pu).

The spectra of the fault index, obtained from simulation results under healthy and faulty conditions,
are reported in Figure 9. Observing the obtained spectra, one can see the dominance of a DC component,
which has the advantage to be easily detected even during speed variations.
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Figure 9. Simulation results: spectra of the proposed fault index under healthy and different HRC
conditions affecting Phase a1.

It can be noticed that the tracked DC component shows a relevant increase in amplitude from
healthy (Radd = 0.00 Ohms) to the first faulty case (Radd = 0.10 Ohms). It is also clearly evident that
higher the severity of the fault (from 0.10 Ohms to 1.00 Ohms), higher the value of the fault index.

The corresponding spectra obtained from experimental tests for Radd (0.25 Ω, 0.75 Ω and 1.00 Ω)
are reported in Figure 10, respectively. As can be seen, the obtained experimental spectra corroborate
with those obtained by simulations. It is worth noting that the experimental signals in Figure 10 show
a certain noise compared to Figure 9 owing to an unavoidable small noise present in the measurement
and acquisition chain.

Figure 10. Experimental results: spectra of the proposed fault index under healthy and different HRC
conditions affecting Phase a1.

In case of faulty conditions, the maximum difference from simulation to experimental results is
lower than 2 dB. In healthy conditions, the differences appearing when comparing Figures 9 and 10 are
mainly due to measurement uncertainties, noting that the fault index is practically equal to zero in
both simulation and experimental tests. More specifically, the fault index shows a relevant variation
in amplitude (~15 dB) from healthy to the first faulty condition (Radd = 0.25 Ω). The proposed
fault index has shown relevant increments in agreement with the fault severity also in experimental
tests, leading to an effective fault index particularly adapted not only for fault-detection, but also
for fault-quantification.

Finally, in order to show the performance of the proposed fault index against the operating speed,
additional numerical simulations were carried out. The results achieved using a setpoint of the torque
equal to 20 Nm as in previous tests and varying the speed from 50 rpm to 250 rpm, are shown in

198



Energies 2020, 13, 3089

Figure 11. As can be noted the fault index is not dependent on the speed, allowing a further advantage
of the proposed fault index to be emphasized.

Figure 11. Behavior of the DC component of the fault index under a HRC of 0.25 Ω in Phase a1, at
different speed operating conditions.

7. Conclusions

The main contribution of the study is the presentation of a new mathematical model of an
asymmetric six-phase PMSM under HRC fault, which exploits the additional degrees of freedom given
by the use of multi α–β planes adopted for describing the behavior of the machine. The presented
mathematical model has a general validity, showing the possibility to investigate new diagnostic
techniques based on monitoring the signals available in the multi α–β and d–q planes. In agreement
with the developed mathematical model, an improved FOC scheme for asymmetric six-phase PMSMs
based on the presence of several current regulators in the different α–β planes, was also presented.
The proposed control scheme was adapted to provide not only an online HRC fault-detection and
quantification, but also ensures a nearly undisturbed behavior of the drive.

The main features of the proposed HRC fault detection method are as follows:

• No need of additional hardware or measurements as it makes use of the output voltage signals of
a specific current regulator already available on the control board;

• Reduced latency in detecting the fault, as it requires low computation time;
• Fault index independent of the frequency, as it is based on DC-component monitoring;
• Fault index independent of the speed of the operating conditions.

The results obtained, the theoretical analysis and the numerical simulations were compared with
experimental results achieving a good agreement.

The presented results emphasize that the fault index was dependent on the severity of the fault,
showing a good sensitivity. Adding a resistance of 0.25 Ω to a stator phase winding, a variation of
about 15 dB was observed for the fault index magnitude.

Considering the above cited features of the proposed fault detection technique, the definition of
the threshold should be adapted only to the torque demand.

Based on the results obtained the authors are encouraged to continue the experimental tests for
verifying the effectiveness of the proposed diagnostic technique in dynamic conditions and to further
develop the mathematical model for also achieving a reliable fault localization.
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Nomenclature

vSa1, vSb1, vSc1, vSa2, vSb2, vSc2 Stator voltages, phase a/b/c, set 1/2
iSa1, iSb1, iSc1, iSa2, iSb2, iSc2 Stator currents, phase a/b/c, set 1/2
φSa1, φSb1, φSc1, φSa2, φSb2, φSc2 Stator fluxes, phase a/b/c, set 1/2
RSa1, RSb1, RSc1, RSa2, RSb2, RSc2 Stator resistances, phase a/b/c, set 1/2
vS1, vS3, vS5 Stator voltage space vectors, subspace 1/3/5
iS1, iS3, iS5 Stator current space vectors, subspace 1/3/5
ϕS1, ϕS3, ϕS5 Stator flux space vectors, subspace 1/3/5
LS1, LS3, LS5, Synchronous inductances, subspace 1/3/5
θ Rotor position in electrical radians
ω Rotor speed in electrical radians
Tem Electromagnetic torque
p Pole pairs
L Stack length
τ Polar pitch
NS Number of series-connected conductors per pole and per phase
KBSρ Distribution factor of the stator winding for the ρ-th harmonic
KRSρ Pitch factor of the stator winding for the ρ-th harmonic
β Magnet pole arc in electrical radians
HR,max Amplitude of the rotor magnet magnetic field
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Abstract: This article presents the results of a comparative analysis of two electronically commutated
brushless direct current machines intended for fault-tolerant drives. Two machines designed by
the authors were compared: a 12/14 dual-channel brushless direct current motor (DCBLDCM) with
permanent magnets and a 12/8 dual-channel switched reluctance motor (DCSRM). Information is
provided here on the winding configuration, the parameters, and the power converters of both
machines. We developed mathematical models of the DCBLDCM and DCSRM which accounted
for the nonlinearity of their magnetization characteristics in dual-channel operation (DCO) and
single-channel operation (SCO) modes. The static torque characteristics and flux characteristics of
both machines were compared for operation in DCO and SCO modes. The waveforms of the current
and the electromagnetic torque are presented for DCO and SCO operating conditions. For DCO
mode, an analysis of the behavior of both machines under fault conditions (i.e., asymmetrical control,
shorted coil, and open phase) was performed. The two designs were compared, and their strengths
and weaknesses were indicated.

Keywords: multiphase machines; fault-tolerance; dual-channel; brushless direct current motor with
permanent magnet (BLDCM); switched reluctance motor (SRM)

1. Introduction

In fault-tolerant electrical drives, two solutions are used: multiphase motors (with more than three
phases) as the standard or three-phase motors with dual windings. Multiphase motors, regardless of
the type of machine, usually require a more extensive power supply system and more complex control
algorithms [1–4]. Three-phase motors with independent, three-phase dual windings require two
independent power supply circuits [5–21]. As a result, two channels are obtained which, depending
on the type of machine and the configuration of its windings, may be magnetically independent or
partly independent. Full or significant magnetic independence between the channels makes control of
such a motor much easier. This is particularly important in the case of fault-tolerant operation.

Direct current electronically commutated motors include brushless direct current motors (BLDCMs)
with permanent magnets and switched reluctance motors (SRMs). BLDCMs and SRMs can be designed
as standard three-phase or multiphase machines. In the case of a BLDCM, the use of more than three
phases is not a typical approach [1,22,23]. In the case of switched reluctance motors, a four-phase
solution is a borderline case for potential commercial applications [24]. Consequently, in fault-tolerant
drives, the authors suggest using dual-channel BLDCM (DCBLDCM) or SRM (DCSRM) (i.e., ones
with dual three-phase windings). In such machines, in order to achieve the same operating point,
depending on the control strategy adopted, two channels or only one channel is supplied in normal
operating conditions. Selection of a DCBLDCM or a DCSRM for a given drive is not self-evident.

In this study, a comparative analysis was performed of two designs of dual-channel brushless direct
current electronically commutated motors with or without permanent magnets. The machines were
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designed for use in critical drive systems. The first machine, with permanent magnets, was designated
DCBLDCM and the other, without permanent magnets, was designated DCSRM. Both machines, at
the stages of their design and construction, were adapted for independent dual-channel supply, that is,
for dual-channel operation (DCO) and single-channel operation (SCO).

The aim of this study was to compare the features of the DCBLDCM and the DCSRM designs in
DCO and SCO, especially in the context of guaranteeing the continuation of motor operation after the
occurrence of a fault condition. The rated power, rated torque and base speed of both machines are
different. Therefore, the comparison of performance of both machines is difficult. For this reason, the
results are presented as a ratio of value to the base values (presented in Table 1). Nevertheless, the aim
of the paper is to compare the possibilities of dual-channel operation rather than the performance.

In Section 2, the DCBLDC and DCSR machine designs studied are presented and the configurations
of their power supply systems, the distributions of their stator windings, and their parameters and
characteristics are shown. Section 3 contains the authors’ nonlinear mathematical models of DCBLDC
and DCSR machines for DCO and SCO. These mathematical models take into account the nonlinearity
of the magnetic circuit and the magnetic coupling between particular phases of channels A and B. The
models include novel electromagnetic torque formulas of the DCBLDCM and the DCSRM for DCO
and SCO proposed by the authors. It was proven that the structure of the formulas of the mathematical
model of SRM was the particular simplification of the formulas of the model of the BLDC machine
assuming that PM magnetization equivalent current was zero (PM flux was neglected). Section 4
presents the static characteristics of the motors studied (the electromagnetic torque and the linkage
fluxes) for DCO and SCO modes. The results of the analysis of current and electromagnetic torque
waveforms presented in Section 5 are divided into two parts. The first part contains the results of an
analysis of DCO and SCO, assuming the electric and magnetic symmetry of both channels. The second
part describes the analysis that was performed of nonstandard operating conditions in DCO mode,
such as:

• asymmetry control of both channels,
• short circuits of part of the winding of one of the channels, and
• open-phase of the winding of one of the channels.

The results of the comparative analysis of the two studied machines and the conclusions are
presented in Section 6.

2. Analysis of the DCBLDC and DCSR Motors

An analysis was performed of two three-phase designs of brushless direct current machines. In the
case of the DCBLDC motor, this was a solution with 12 stator poles and 14 rotor poles (magnets) with
an external rotor (Figure 1a). The machine was designed for a small unmanned aerial vehicle (UAV).
In the case of the DCSRM, a solution with 12 stator poles and 8 rotor poles was selected (Figure 1b).
The DCSRM was designed for a fan drive. Both motors have the same number of stator poles. At the
design stage of both motors, provisions were made for the possibility of a dual-channel power supply.
There were six stator poles per channel. The use of two independent power supply channels made it
possible to achieve a dual three-phase power supply in both cases. The dual-channel power supply
diagram is shown in Figure 1c for the BLDCM and in Figure 1d for the SRM.

In the case of the configuration of the windings of the DCBLDC motor, the layout shown in
Figure 1a (ABABAB) was used. As demonstrated in [6,24], this is the most advantageous configuration,
and not only with regard to the distribution of the magnetic pull forces. In the case of the SRM,
a similar principle was adopted with regard to the positions of the windings of the different channels.
The configuration used (ABABABABABAB) is shown in Figure 1b. In the case of an SRM with four
poles per phase, the short-flux path solution (NSNS) is usually selected [8,9]. This configuration of
the poles of a single phase may also be used in the case of a dual-channel power supply [8,9,11,12].
It ensures the most advantageous motor parameters for a dual-channel power supply. However, in the
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authors’ opinion, in the case of a machine intended for a dual-channel power supply, the configuration
with a long-flux path (NNSS) should be selected [11]. For a classic or dual-channel power supply, this
configuration results in slightly poorer machine performance [11]. At the same time, it is characterized
by greater magnetic independence of the different channels. The NNSS configuration of the poles of an
SRM meets this condition. This is demonstrated later in this article.

Selected geometric parameters of both motors are shown in Table 1, which also contains selected
electric parameters. The electric parameters were specified for the SCO power supply. The base
torque obtained for the DCBLDCM was equal to TbDCBLDCM = 1.0 N·m, while that obtained for the
DCSRM was equal to TbDCSRM = 0.5 N·m. The base torque in the DCBLDC was obtained when the line
current was equal to IrefDCBLDCM = 36.5 A. In the case of the DCSRM, this value was IrefDCSRM = 8.5 A.
The above values were adopted as a reference for presentation of the waveform of the line current
(Section 5) and the electromagnetic torque in the relative values (Sections 4 and 5) as a function of time.

Figure 2c,d show idealized torque–speed characteristics of the DCBLDCM (Figure 2c) and the
DCSRM (Figure 2d). The torque–speed characteristics of the two motors were significantly different.
In the case of the DCBLDCM in DCO and SCO modes, there were small differences in the base speeds.
For DCO mode, the base speed was slightly higher (by several percent). In the case of the DCSRM, the
differences between DCO and SCO modes were much more significant. In DCO operation mode, the
base speed was up to two times higher than in SCO mode. In the case of the DCSRM, there was a
constant power range regardless of the operation mode (DCO or SCO). In the case of the DCBLDCM,
there was practically no constant power region.

  
(a) 

  
(b) 

Figure 1. Cont.
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(c) 

 
(d) 

Figure 1. The geometry and prototypes of dual-channel power supplied brushless electronically
commutated motors. (a) The geometry and prototype of a three-phase DCBLDCM. (b) The geometry
and prototype of a DCSRM. (c) A scheme of a DCBLDC motor supply system in the DCO mode.
(d) A scheme of a DCSRM supply system in the DCO mode.
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(c) 

(d) 

Figure 2. A scheme of winding distributions of channels A and B on a stator of the three-phase
DCBLDCM and DCSRM and theoretical torque vs. speed characteristics: (a) DCBLDCM, (b) DCSRM,
(c) torque vs. speed for DCBLDCM, and (d) torque vs. speed for DCSRM.
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Table 1. Main parameters of the BLDC motor and the SRM for SCO modes.

Parameter DCBLDC DCSRM

Supply voltage 25 V 60 V
Reference current 36.5 A 8.5 A

Maximum speed on idle run 10,000 r/min 15,000 r/min
Base/rated speed 7900/8000 r/min 3000/8000 r/min
Base/rated torque 1.0/0.5 N·m 0.5/0.25 N·m
Number of phases 3 3

Number of stator slots 12 12
Number of rotor poles 14 8
Number of channels 2 2

Diameter of rotor 47 mm (inner) 45 mm (outer)
Core length 28 mm 28 mm

Winding configuration Delta Independent
Electrical steel M230-23 M470-50

Permanent magnet N42SH -
Current density 10 A/mm2 7 A/mm2

Fill factor 45% 40%
Type of winding concentrated concentrated

Angle of stator pole 28◦ 15◦
Angle of rotor pole 20◦ 18◦

Total net mass 0.5 kg 1.5 kg

3. A Mathematical Model of the DCBLDC and DCSR Motors Analyzed

3.1. Main Assumptions and General Equation Structure

The subjects of the mathematical modeling were dual-channel three-phase BLDC and SR machines,
for which the authors’ circuit-based models, known as flux models, were proposed. The presented
mathematical models of the DCBLDC and DCSR machines took into account the nonlinearity of the
magnetic circuit and the magnetic couplings between particular phases within a given channel (A or
B), as well as between channels (A and B). The following simplifying assumptions were made in the
proposed models:

• symmetry of the magnetic circuit structure of both the stator and the rotor;
• decomposition of phase fluxes into a sum of fluxes induced by phase currents (leakage and main

fluxes) and fluxes from permanent magnets in the DCBLDCM;
• omission of phenomena related to eddy currents and magnetic hysteresis;
• omission of the influence of temperature on the parameters of the machines and the fluxes

generated by permanent magnets (in the DCBLDCM).

The general structure of the formulas of the circuit-based mathematical models of the three-phase
dual-channel machines can be written in the following form:[

uA

uB

]
=

[
RA 0

0 RB

] [
iA

iB

]
+

d
dt

[
ψA

ψB

]
, (1)

J
dω
dt

+ Dω+ TL = Te (2)

dθ
dt

= ω (3)

where for channels A and B (k ∈ A, B), the vectors representing voltages uk, currents ik, fluxes ψk, as
well as matrixes of resistances Rk are defined as follows:

uk =
[

uk
1, uk

2, uk
3

] T
, ik =

[
ik1, ik2, ik3

] T
,ψk =

[
ψk

1,ψk
2,ψk

3

] T
, Rk = diag(Rk

1, Rk
2, Rk

3)
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The following symbols are used in Equations (1)–(3): θ—rotor position, ω—angular velocity,
J—rotor moment of inertia, D—coefficient of viscous friction, TL—load torque, and Te—electromagnetic
torque. Electromagnetic torque Te in Equation (2) can be calculated as a derivative of total magnetic
field coenergy in the air gap with respect to rotor position.

3.2. Mathematical Models of DCBLDC Motors

3.2.1. DCBLDCM—DCO Mode

In machines with permanent magnets, the fluxes in Equation (1) depend on the rotor position θ,
the winding current, and the permanent magnets’ magnetization equivalent current, designated as iPM.
The voltage–current Equation (1) and the expression for electromagnetic torque in Equation (2) for
DCO can be written in the following form:[

uA

uB

]
=

[
RA 0

0 RB

] [
iA

iB

]
+

d
dt

[
ψA(θ, iA, iB, iPM)

ψB(θ, iA, iB, iPM)

]
(4)

Te = Te(θ, iA, iB, iPM) (5)

where flux linkages caused by windings’ currents and permanent magnets for both channels A and B
are defined as follows:

ψk(θ, iA, iB, iPM) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ψkPM
1 (θ, iPM) + Lkk

1σ ik1 +
3∑

j=1

(
B∑

l=A
ψkl

1j (θ, ilj , iPM)

)
ψkPM

2 (θ, iPM) + Lkk
2σik2 +

3∑
j=1

(
B∑

l=A
ψkl

2j (θ, ilj , iPM)

)
ψkPM

3 (θ, iPM) + Lkk
3σik3 +

3∑
j=1

(
B∑

l=A
ψkl

3j (θ, ilj , iPM)

)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(6)

In Expression (6), ψkPM
i (θ, iPM) are the fluxes generated by permanent magnets, and Lkk

iσ are the
leakage fluxes (for k ∈ A, B and i = 1,2,3).

The expression for electromagnetic torque (5), with assumptions (6) taken into account, can be
written in the following form:

Te(θ, iA, iB, iPM) =
3∑

i=1

(
iAi
∂ψAPM

i (θ, iPM)

∂θ + iBi
∂ψBPM

i (θ, iPM)

∂θ

)
+

3∑
i=1

⎛⎜⎜⎜⎜⎜⎜⎜⎝
iAi∫
0

∂ψAA
ii (θ,i

A
i , iPM)

∂θ di
A
i +

iBi∫
0

∂ψBB
ii (θ,i

B
i , iPM)

∂θ di
B
i

⎞⎟⎟⎟⎟⎟⎟⎟⎠
+

3∑
i=2

i −1∑
j=1

(
iAi
∂ψAA

ij (θ,iAj , iPM)

∂θ + iBi
∂ψBB

ij (θ,iBj , iPM)

∂θ

)
+

3∑
i=1

3∑
j=1

(
iBi
∂ψBA

ij (θ,iAj , iPM)

∂θ

)
+ Tcog(θ, iPM)

(7)

Electromagnetic torque is the sum of torques from the fluxes of magnets, windings’ currents, and
the cogging torque Tcog. Equations (2) and (4) with Expressions (6) and (7) constitute the nonlinear
mathematical model of the DCBLDC machine in DCO mode.
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3.2.2. DCBLDCM—SCO Mode

In this particular case, when the DCBLDC machine is operating in SCO mode (e.g., only channel
A or B is supplied), Equations (4) and (6), as well as the expression for torque (7), can be simplified (for
k ∈ A, B):

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
uk

1
uk

2
uk

3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Rk
1 0 0

0 Rk
2 0

0 0 Rk
3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

ik1
ik2
ik3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦+ d
dt

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ψkPM
1 (θ, iPM) + Lkk

1σ ik1 +
3∑

j=1

(
ψkk

1j (θ, ikj , iPM)
)

ψkPM
2 (θ, iPM) + Lkk

2σ ik2 +
3∑

j=1

(
ψkk

2j (θ, ikj , iPM)
)

ψkPM
3 (θ, iPM) + Lkk

3σ ik3 +
3∑

j=1

(
ψkk

3j (θ, ikj , iPM)
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(8)

Te(θ, ik1, ik2, ik3, iPM) =
3∑

i=1

(
iki
∂ψkPM

i (θ, iPM)

∂θ

)
+

3∑
i=1

⎛⎜⎜⎜⎜⎜⎜⎜⎝
iki∫
0

∂ψkk
ii (θ,i

k
i, iPM)

∂θ di
k
i

⎞⎟⎟⎟⎟⎟⎟⎟⎠+ 3∑
i=2

i−1∑
j=1

(
iik
∂ψkk

ij (θ,ikj , iPM)

∂θ

)
+ Tcog(θ, iPM)

(9)

Equations (8) and (2) with Expression (9) constitute the nonlinear mathematical model of the
DCBLDC machine in SCO mode.

3.3. Mathematical Models of DCSR Motors

3.3.1. DCSRM—DCO Mode

The equations of the mathematical model of DCSR machines can also be derived from the
equations of DCBLDC machines by eliminating the relevant fluxes produced by permanent magnets.
The voltage–current Equation (1) and the equation of motion of a circuit-based mathematical model of
the DCSRM for DCO mode can be written in the following form:[

uA

uB

]
=

[
RA 0

0 RB

] [
iA

iB

]
+

d
dt

[
ψA(θ, iA, iB)

ψB(θ, iA, iB)

]
(10)

Te = Te(θ, iA, iB) (11)

where for channels k ∈ A, B, flux linkages caused only by winding currentsψk(θ, iA, iB) are defined as
follows:

ψk(θ, iA, iB) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Lkk
1σ ik1 +

3∑
j=1

(
B∑

l=A
ψkl

1j (θ, ilj)
)

Lkk
2σik2 +

3∑
j=1

(
B∑

l=A
ψkl

2j (θ, ilj)
)

Lkk
3σik3 +

3∑
j=1

(
B∑

l=A
ψkl

3j (θ, ilj)
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(12)

For the DCO mode of the DCSRM, the expression for electromagnetic torque, with assumptions
taken into account, can be written in the following form:

Te(θ, iA, iB) =
3∑

i=1

⎛⎜⎜⎜⎜⎜⎜⎜⎝
iAi∫
0

∂ψAA
ii (θ,i

A
i )

∂θ di
A
i +

iBi∫
0

∂ψBB
ii (θ,i

B
i )

∂θ di
B
i

⎞⎟⎟⎟⎟⎟⎟⎟⎠
+

3∑
i=2

i −1∑
j=1

(
iAi
∂ψAA

ij (θ,iAj )

∂θ + iBi
∂ψBB

ij (θ,iBj )

∂θ

)
+

3∑
i=1

3∑
j=1

(
iBi
∂ψBA

ij (θ,iAj )

∂θ

) (13)
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3.3.2. DCSRM—SCO Mode

In the particular case where the DCSRM is operating in SCO mode (e.g., only channel A or B is
supplied), Equation (10) with the expression for torque (13) can be simplified (k ∈ A or B):

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
uk

1
uk

2
uk

3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Rk
1 0 0

0 Rk
2 0

0 0 Rk
3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

ik1
ik2
ik3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦+ d
dt

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Lkk
1σ ik1 +

3∑
j=1

(
ψkk

1j (θ, ikj )
)

Lkk
2σ ik2 +

3∑
j=1

(
ψkk

2j (θ, ikj )
)

Lkk
3σ ik3 +

3∑
j=1

(
ψkk

3j (θ, ikj )
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(14)

Te(θ, ik1, ik2, ik3) =
3∑

i=1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
iki∫

0

∂ψkk
ii (θ, i

k
i )

∂θ
di

k
i

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠+
3∑

i=2

i−1∑
j=1

⎛⎜⎜⎜⎜⎜⎜⎝iki ∂ψ
kk
ij (θ, ikj )

∂θ

⎞⎟⎟⎟⎟⎟⎟⎠ (15)

Equations (14) and (2) with Expression (15) constitute the nonlinear mathematical model of the
DCSRM in SCO mode.

Based on the presented equations for the BLDCM in DCO and SCO modes, it is possible to obtain
models for special simplifying assumptions, for example, by omitting couplings between particular
phases or channels A and B.

3.4. Flux Characteristics for Simulation Models

The relationships of fluxes as a function of rotor position and phase current were determined by
means of 2D field methods (finite element method) and then the obtained set of relationships was used
in the circuit models. For example, Figure 3 shows 3D views of flux linkage ψA

1 of the first phase of
channel A as a function of rotor position θ and current iA1 for a DCBLDCM (Figure 3a) and a DCSRM
(Figure 3b).

(a) 

Figure 3. Cont.
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(b) 

Figure 3. Flux linkage ψA
1 vs. rotor position θ and current iA1 : (a) DCBLDCM; (b) DCSRM.

4. Static Analysis

Static calculations were performed for the reference values of currents given in Table 1 that were
required for SCO mode. For DCO mode, the reference values of currents were reduced in order to
obtain a comparable shape of the static torque characteristic.

4.1. Characteristics of the DCBLDCM

Figure 4a shows the determined static characteristics of electromagnetic torque as a function of
rotor position for DCO and SCO modes. In the case of DCO mode, the reference value of the current
was reduced to 50% of the value specified in Table 1. The results of laboratory tests are shown in
Figure 4b. Laboratory tests were performed for I = 0.5 Iref (i.e., iA = iB = 0.25 Iref for DCO mode and
iA = 0.5 Iref, iB = 0 for SCO mode (channel A) and iA = 0 Iref, iB = 0.5 Iref for SCO mode (channel B)).
The fluxes linked with the different windings for DCO mode are shown in Figure 4c. The linkage
fluxes for SCO mode are shown in Figure 4d.

In dual-channel mode, the brushless motor with a permanent magnet required half of the value of
the reference current of SCO mode in order to obtain the required value of the base torque. This was
quite beneficial from the point of view of the control algorithm of the operation of a motor supplied
from two channels. The configuration used was characterized by very high magnetic independence
between the two channels. The magnetic couplings between the two channels in normal operating
conditions were minimal. The linkage fluxes of the windings of the channel that was not being supplied
(Figure 4d) came mainly from permanent magnets. The assumption made in the mathematical model
that the two channels of the presented design are magnetically independent significantly simplified
the equations of the mathematical model of the DCBLDCM.
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(a) 

(b) 

(c) 

Figure 4. Cont.
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(d) 

Figure 4. Static torque and flux linkage characteristics of the DCBLDCM. (a) Electromagnetic torque Te

vs. rotor position θ in the DCO mode (iA = iB = 0.5 Iref) and SCO mode (iA = Iref, iB = 0)—simulation.
(b) Electromagnetic torque Te vs. rotor position θ in DCO mode (iA = iB = 0.25 Iref), channel A SCO
mode (iA = 0.5 Iref, iB = 0), and channel B SCO mode (iA = 0, iB = 0.5 Iref)—laboratory test. (c) Flux
linkage vs. rotor position θ in DCO mode (iA = iB = 0.5 Iref)—simulation. (d) Flux linkage vs. rotor
position θ in SCO mode (iA = Iref, iB = 0)—simulation.

4.2. Characteristics of the DCSRM

In the case of a switched reluctance motor, the relationship between DCO and SCO modes is more
complex. This is largely due to this machine’s principle of operation. Unfortunately, the principle
that, in DCO mode, the reference value of the current should be equal to 50% of the value in SCO
mode, which applies to the DCBLDCM, could not be adopted here. Due to the nonlinear relationship
between the value of the generated electromagnetic torque and the current, achieving the same value of
electromagnetic torque in DCO mode requires a current greater than 50% of the reference value of SCO
mode. In the analyzed case, the required level was 70%. Figure 5a shows the relationship between the
electromagnetic torque as a function of rotor position for DCO and SCO modes of the SRM. Examples
of characteristics determined in laboratory conditions are shown in Figure 5b. Laboratory tests were
performed for I = 0.5 Iref (i.e., iA = 0.5 Iref, iB = 0 for SCO mode (channel A); iA = 0, iB = 0.5 Iref for SCO
mode (channel B); and iA = iB = 0.35 Iref for DCO mode). The characteristics of the linkage flux for
DCO mode are shown in Figure 5c, and those for SCO mode in Figure 5d.

In the case of the SRM, the saturation of a magnetic circuit affected the relationship between DCO
and SCO modes. This can be seen in the torque characteristics (Figure 5a) and the flux characteristics
(Figure 5c,d). However, the impact of magnetic couplings between the two channels was small
(Figure 5d). For this configuration, it can also be assumed that both channels were characterized by a
very big magnetic separation. This is why this specific configuration of pole windings was selected for
the dual-channel power supply (Figure 1b).
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(b) 

(c) 

Figure 5. Cont.
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(d) 

Figure 5. Static torque and flux linkage characteristics of the DCSRM. (a) Electromagnetic torque Te

vs. rotor position θ in DCO mode (iA = iB = 0.7 Iref) and SCO mode (iA = Iref, iB = 0)—simulation. (b)
Electromagnetic torque Te vs. rotor position θ in DCO mode (iA = iB = 0.35 Iref), channel A SCO mode
(iA = 0.5 Iref, iB = 0), and channel B SCO mode (iA = 0, iB = 0.5 Iref)—laboratory test. (c) Flux linkage vs.
rotor position θ in DCO mode (iA = iB = 0.7 Iref)—simulation. (d) Flux linkage vs. rotor position θ in
SCO mode (iA = Iref, iB = 0)—simulation.

5. Transient Analysis

5.1. DCO and SCO

An analysis of DCO and SCO of both motors was performed for two cases: operation at low
rotational speed and operation at high rotational speed. In the first operating point, both motors
worked with constant torque, which required use of a current controller. The second operating point
was located on the natural characteristic. Like in the previous section, the obtained waveforms of the
electromagnetic torque and the line currents were compared with the base values specified in Table 1.
In SCO mode, it was assumed that only channel A of the machine would be supplied.

5.1.1. Constant Torque Operation

For this operating point, the numerical calculations were performed for the speed of n = 2000 r/min.
It was assumed that the electromagnetic torque Te was equal to the base value given in Table 1.
The obtained results are shown in Figure 6.

The comparison of the waveforms of the electromagnetic torque and the currents led to the
conclusion that, in this range of operation, there were no significant differences between DCO and
SCO modes for the DCBLDCM (Figure 6a,b). In DCO mode, half of the value of the reference current
for SCO mode was required. The torque ripple in the case of DCBLDCM was 32% in DCO mode and
31% in SCO mode. Slightly greater differences were observed for DCO and SCO modes of the DCSRM
(Figure 6d) in the waveforms of both the electromagnetic torque and the currents. In the case of SCO
mode, a greater electromagnetic torque ripple (34%) was observed in comparison with DCO mode
(27%). The main cause of the increase in electromagnetic torque ripple was the changed shape of the
static torque characteristic (Figure 5a). In order to obtain the same value of electromagnetic torque in
DCO mode, the DCSRM required a reduction of the value of the reference current (to 70%). In the case
of DCO mode, the impact of magnetic couplings between the channels was unnoticeable.
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Figure 6. Cont.
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Figure 6. Relative electromagnetic torque and line currents in DCO and SCO for the DCBLDCM and
the DCSRM at low speed. (a) Electromagnetic torque Te for a DCBLDCM. (b) Line currents for the
DCBLDCM. (c) Electromagnetic torque Te for the DCSRM. (d) Line currents for the DCSRM.

5.1.2. Operation without Current Control

In the case of operation at the rated speed (n = 8000 r/min), there was no control of the line
current. In the calculations, it was assumed that at this operating point, both motors would generate
the rated torque equal to half of the value of the base torque. However, achieving the same value of
electromagnetic torque in SCO mode is more complex. In the case of the DCSRM, a change of the
turn-on and dwell angle provides great possibilities. In the case of the DCBLDCM, one can also change
the turn-on angle in order to increase the value of the generated electromagnetic torque [25]. Another
way to achieve the same value of electromagnetic torque in SCO and DCO modes in this part of the
characteristic is to use PWM control. This applies to both motors. In the numerical calculations, the
turn-on angle was changed in both motors. In the case of the DCBLDCM, in DCO mode, the turn-on
angle was not changed. Figure 7 shows the results of the numerical calculations in the analyzed
operating point.

In the case of operation at high rotational speed (without current control), the differences between
DCO and SCO modes were more noticeable. This applied to both motors. In SCO mode, the
electromagnetic torque ripple increased (42% (Figure 7a) and 65% (Figure 7c)). In DCO mode, the
torque ripple was reduced (DCBLDCM—13% and DCSRM—39%). In the case of the DCSRM, torque
ripple was always greater, regardless of the mode of operation. In the case of the DCSRM, in DCO
mode, there was a noticeable small impact of magnetic couplings between the channels (Figure 7d).

Figure 8 shows examples of waveforms of line currents in DCO and SCO modes for both motors,
measured in laboratory conditions. The laboratory system used in the tests is discussed in [25].
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Figure 7. Cont.
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Figure 7. Relative electromagnetic torque and line currents in DCO and SCO modes of the DCBLDCM
and the DCSRM at high speed. (a) Electromagnetic torque Te for the DCBLDCM. (b) Line currents for
the DCBLDCM. (c) Electromagnetic torque Te for the DCSRM. (d) Line currents for the DCSRM.

In the real system, the differences between DCO and SCO modes were greater. This was due to the
differences in the electric and magnetic parameters of the different phases of both channels. However,
the waveforms of the current confirmed the results of the numerical calculations shown in Figure 7b,d.

Figure 8. Cont.
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Figure 8. Relative line currents in DCO and SCO modes for the DCBLDCM and the DCSRM in a
high-speed laboratory test. (a) Line currents for the DCBLDCM in DCO mode. (b) Line currents for the
DCBLDCM in SCO mode. (c) Line currents for the DCSRM in DCO mode. (d) Line currents for the
DCSRM in SCO mode.

221



Energies 2019, 12, 2489

5.2. Influence of Asymmetrical Control in DCO Operation

In the analysis of DCO mode described in Section 5.1, both channels were controlled symmetrically.
The test of magnetic independence for both machines was an analysis of a case where they are controlled
asymmetrically. Use of two independent power supply channels (Figure 1c,d) allowed independent
control of each channel. An analysis of the impact of asymmetric control was performed for a high
rotational speed (n = 8000 r/min). In the calculations, it was assumed that the control parameters of
channel A were the same as those specified in Section 5.1. In the case of channel B, the value of the
turn-on angle was changed, and in the case of the DCSRM, the dwell angle was additionally changed.
The results of the calculations are shown in Figure 9. Examples of results of laboratory tests are shown
in Figure 10.

(a) 

(b) 

Figure 9. Cont.
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(c) 

(d) 

Figure 9. Relative electromagnetic torque and line currents in DCO mode for the DCBLDCM and the
DCSRM at asymmetrical control. (a) Electromagnetic torque Te for the DCBLDCM. (b) Line currents
for the DCBLDCM. (c) Electromagnetic torque Te for the DCSRM. (d) Line currents for the DCSRM.

Application of the asymmetrical control for the DCBLDCM caused an increase of the average
value of electromagnetic torque and the torque ripple (23%). For the DCSRM at asymmetrical control,
the trend of the average value of electromagnetic torque depends on the control angles. At the same
time, it is feasible to suppress the torque ripple. In the case presented in Figure 9c, the torque ripple
was 29%.

The results of the laboratory test showed that both designs were characterized by very high
magnetic independence between the channels. This was confirmed by the results of laboratory tests
shown in Figure 10. In the case of the DCSRM, this justified the adoption of the “NNSS” configuration.
Such high magnetic independence between the channels in both solutions provides great possibilities,
also in the case of generator operation.
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(a) 

(b) 

Figure 10. Relative line currents in DCO mode for the DCBLDCM and the DCSRM at asymmetrical
control—a laboratory test. (a) Line currents for the DCBLDCM. (b) Line currents for the DCSRM.

5.3. Influence of Shorted Coil in DCO Mode

Defects inside the machine are one of the typical fault conditions. Usually, these are various short
circuits inside the windings of the machine. This article includes an analysis of a short circuit in part
of the winding of channel B of phase 1B

2 (the entire coil is shown in Figure 1c,d). The analysis was
performed during operation at a high rotational speed (n = 8000 r/min). The shorted coil was simulated
using an additional switch S2 (Figure 1c,d). At the selected time, a short circuit in the coil occurred.
In the case of the DCBLDCM, the short circuit occurred at t = 0.66 s. In the case of the DCSRM, the
short circuit occurred at t = 1.0 s. Figure 11 shows the results of the numerical calculations.

Occurrence of a fault operating condition in the form of a short circuit in a part of the winding has
a negative impact on the service life of machines. This applies in particular to DCBLDCM machines.
In the shorted part of the winding, a very high current is present (Figure 11b), which causes thermal
damage to the winding. However, this is not the only negative impact of this defect. Disconnecting the
defective channel has practically no influence on the value of the short-circuit current. Consequently,
further operation of a DCBLDCM machine with this defect is practically impossible. Moreover, the
fault operating condition causes substantial torque ripple (497% in the presented case). Under certain
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conditions, it is possible to suppress it by application of appropriate drive system topology [21].
Nevertheless, it has no influence on the value of the short-circuit current.

(a) 

(b) 

(c) 

Figure 11. Cont.
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(d) 

Figure 11. Relative electromagnetic torque and line currents in DCO mode for the DCBLDCM and the
DCSRM at a shorted coil in channel B. (a) Electromagnetic torque Te for the DCBLDCM. (b) Line currents
for the DCBLDCM. (c) Electromagnetic torque Te for the DCSRM. (d) Line currents for the DCSRM.

Unlike a DCBLDCM, in the case of a DCSRM, occurrence of a partial short circuit in the winding is
not a critical condition. After an electromagnetic balance is reached, a small short-circuit current flows
in the shorted part of the winding (Figure 11d). Much more problematic are the consequences of an
unbalanced magnetic pull and the torque ripple (92%). However, the machine can continue to operate
with a defective channel. Here, the experimental results of operation under the pole 1B

2 short-circuit
condition are presented (Figure 12). The used motor controller could not operate in current-control
mode. A small current flowed in the shorted part of the winding. In the rest of the winding, the current
became two times greater. However, it had a noticeable influence on the other current waveforms.
In comparison with the simulation results, this influence was more significant. The impact of the
control parameters and the second channel on the short-circuit current was minor.

Figure 12. Line currents in DCO mode for the DCSRM at a shorted coil in channel B—laboratory test.

5.4. Influence of an Open Phase in DCO Mode

Another analyzed case of failure operation was an open winding in phase 1B of channel B. Like the
short-circuit condition described in Section 5.2, the defect of phase 1B was simulated. At a certain point
in time, the switch S1 was opened (Figure 1c,d). The defect of phase 1B in the DCBLDM occurred at
t = 0.7 s, and in the DCSRM, at t = 1 s. The results of the numerical calculations are shown in Figure 13.
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The failure condition caused by an open winding in one of the phases of channel B prevents
further operation of machines in SCO mode. In DCO mode, after this defect occurs, a DCSR machine
can continue to operate. In the case of a DCBLDC machine with delta-connected windings, this is also
possible. Here, in both cases, the torque ripple increased (DCBLDCM—64% and DCSRM—165%).
In the case of the DCSRM, the analyzed fault condition was identical to a defect of one or even both
transistors in the power supply system. In laboratory conditions, in the case of the DCBLDCM,
the detection of rotor position was based on a sensorless control algorithm. Failure to supply one
of the phases of channel B resulted in errors in detection of rotor position in the defective channel
(Figure 14a). Start-up of the DCBLDCM was possible with defective channel B (and with channel A
not being supplied).

(a) 

(b) 

Figure 13. Cont.
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(c) 

(d) 

Figure 13. Relative electromagnetic torque and line currents in DCO mode for the DCBLDCM and the
DCSRM at open phase in channel B. (a) Electromagnetic torque Te for the DCBLDCM. (b) Line currents
for the DCBLDCM. (c) Electromagnetic torque Te for the DCSRM. (d) Line currents for the DCSRM.

(a) 

Figure 14. Cont.
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(b) 

Figure 14. Relative line currents in DCO mode at open phase in channel B—laboratory test: (a) DCBLDCM;
(b) DCSRM.

6. Conclusions

This study compared two dual-channel electronically commutated motors: a DCBLDCM and
a DCSRM. However, it was not a full comparison and it was focused on selected operation modes.
The analysis excluding thermal, vibroacoustic and efficiency aspects was performed. We proposed
a mathematical model for a three-phase DCBLDC machine that considered the nonlinearity of the
magnetization characteristics and all couplings between the channels. We presented a model of
a DCSRM machine and demonstrated that the structure of its equations can be derived from the
DCBLDCM model by omitting all components related to fluxes generated by permanent magnets.
In the case of both designs, it is possible to omit the couplings between the channels in symmetrical
control conditions. As demonstrated, nontypical operating conditions result in a much greater impact
of couplings between the channels in the analyzed DCBLDCM design. The DCBLDCM solution is
better in symmetrical control conditions due to higher torque-to-mass ratio (Table 1). However, the
DCSRM solution is characterized by much greater tolerance and reliability. In the case of a DCSRM, a
short-circuit condition in a part of the winding of one of the phases does not prevent further operation
of the drive system. In the case of a DCBLDCM, on the other hand, occurrence of such a failure
condition is a critical failure that can bring the drive system to a stop. Switching a DCBLDCM into SCO
mode does not reduce the value of the short-circuit current. This problem is not present in the case of a
DCSRM. A DCSRM switches into SCO mode without any problems and the current in the shorted
winding of one channel does not influence the operation of the remaining channels of the drive system.
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Abstract: In this study, a permanent magnet brushless direct current machine with multi-phase
windings is proposed for critical drive systems. We have named the solution, which has four-stator
winding, a quad-channel permanent magnet brushless direct current (QCBLDC) motor. The stator
windings are supplied by four independent power converters under quad-channel operation (QCO)
mode. After a fault in either one, two, or three channels, further operation of the machine can
be continued in triple-channel operation (TCO) mode, dual-channel operation (DCO) mode, or
single-channel operation (SCO) mode. In this paper, a novel mathematical model is proposed for a
QCBLDC machine. This model takes into account the nonlinearity of a magnetic circuit and all of
the couplings between the phases within a given channel, as well as between channels. Based on
numerical calculations, the static electromagnetic moment and the coupled fluxes were determined for
the individual windings of the variants and work modes being analyzed. A normal work condition
can be achieved in the QCO or DCO modes. For the DCO mode, an acceptable case uses a balanced
magnetic pull (A and C channels supplied). The DCO A and B type work mode is comparable to the
DCO A and C mode with regard to its efficiency in processing electrical energy. The vibroacoustic
parameters of this mode, however, are much worse. In fault states, TCO, DCO, and SCO work modes
are possible. As the number of active channels decreases, the efficiency of energy processing also
decreases. In a critical situation, the motor works in overload mode (SCO mode). Laboratory tests
conducted for one of the variants demonstrated that the TCO work mode is characterized by worse
vibroacoustic parameters than the DCO A and C mode.

Keywords: multi-channel; quad-channel operation (QCO); triple-channel operation (TCO);
dual-channel operation (DCO); single-channel operation (SCO); permanent magnet brushless direct
current motor; BLDCM

1. Introduction

Critical drives are characterized by improved reliability and are usually intended for special
applications, such as airplanes, submarines, and electric cars [1–3]. The main property of critical
drives is their ability to continue operation after the occurrence of a fault state or emergency state.
There are several ways to improve the reliability of these drives. The first is to use, for example,
two independent drive systems [4]. In this case, full independence and separation of the drives is
achieved. This is a safe solution because when one drive becomes defective, the other remains in
operation. However, this solution requires more space and is heavier. Another group of solutions
that has recently been developed consists of using only a one drive system using multi-channel [5–8]
or multi-phase [9,10] machines. Such systems make it possible to reduce the mass of the motor
and the space occupied by the drives while maintaining high reliability. Electric machines used
in high-reliability critical drives include induction machines [11–13], switched reluctance machines
(SRM) [8,14], permanent magnet synchronous machines (PMSM) [15–17], and brushless direct current
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machines with a permanent magnet (BLDCM) [7,18]. Unlike multi-phase solutions, multi-channels
have clearly separated channels that are usually supplied by separate power supply sources [7,8].
In the case of multi-channel three-phase machines, each channel consists of three windings that are
electrically separated from the windings of the other channels [15]. In the case of multi-phase solutions,
the occurrence of an emergency state caused by a break (e.g., in one of the phases) must lead to the
occurrence of an asymmetric magnetic pull. In the case of a multi-channel solution, depending on the
configuration adopted, operation of the drive can continue with a balanced magnetic pull.

This article analyzes the problem of operating a quad-channel brushless direct current machine
with a permanent magnet (QCBLDC) in quad-channel operation (QCO) mode. The four channels of
the machine can be supplied from one, two, or four supply sources. An example of supply from two
sources (DC1 and DC2) in the QCO mode is shown in Figure 1.

Figure 1. A scheme of a quad-channel brushless permanent magnet direct current (QCBLDC) supply
system under quad-channel operation (QCO) mode with two supply sources.

In the case of an emergency state in one of the channels, the system can switch to operating in the
triple-channel operation (TCO) mode, the dual-channel operation (DCO) mode, or the single-channel
operation (SCO) mode. This article assumes that a QCBLDC working in the QCO mode, after the
occurrence of an emergency state in one of its channels, goes into the DCO mode. The third working
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channel in this case works as an emergency channel for the DCO mode. In the event of operation in
the TCO mode, a balanced magnetic pull can be achieved only for the selected configurations of the
channel location. Consequently, this operation status will not be analyzed at this stage of the research.
The research problem formulated in this article is an answer to the question: which two channels,
out of the three that are not defective, work in the DCO mode? So far, the literature on this topic has not
presented an analysis of the properties of a four-channel permanent magnet brushless direct current
(QCBLDC) machine, and there is no solution for the aforementioned research problem.

The objective of this article is to present the results of the research conducted by the authors on
the properties of a QCBLDC motor working in two modes: QCO and DCO. Knowledge of the results
of such an analysis is necessary to prepare a control algorithm that, in the event of the occurrence of
an emergency state in one channel, would switch the motor from the QCO mode to the DCO mode.
The analysis of the properties of a QCBLDC motor is conducted based on simulations and laboratory
tests. Proprietary nonlinear circuit mathematical models for the QCBLDC motor are presented for the
QCO and DCO modes. As part of the simulation tests, the results of a finite element method (FEM)
two-dimensional analysis of the distribution of the magnetic fluxes and the distribution of stresses
on the circumference of the stator are presented. The static characteristics, the current waveforms,
and the electromagnetic torque are compared for the operating modes being analyzed. The results of
the simulation tests were verified by conducting laboratory tests. The conclusions drawn from the
results of the tests are presented in the summary.

2. Model and Winding Configurations of a Quad-Channel BLDC Motor

Figure 2a shows a proprietary prototype of the hybrid drive from a small unmanned aerial vehicle
(UAV). The electric motor of this object is a three-phase brushless motor with permanent magnets
(BLDCM). The stator of the motor with its windings is shown in Figure 2b. When designing the motor,
the possibility to improve the reliability of the drive’s operation is taken into account. The possibility
of an independent multi-channel supply for the motor is provided. The tested motor has the possibility
to use a quad-channel supply or, as shown in the literature [5], a dual-channel supply. In the case of a
quad-channel supply, there are two possible configurations of the stator windings. These possibilities
are shown in Figure 3a (variant I) and Figure 3b (variant II). What makes these configurations different
is the location of the windings of the different channels on the circumference of the stator. In variant
I, the phases of each channel are staggered by 120 mechanical degrees (Figure 3a). In variant II,
the windings of each channel are staggered by 30 mechanical degrees (Figure 3b). The channels in both
variants are distributed as follows:

• variant I: ADCBADCBADCB,
• variant II: AAABBBCCCDDD.

Moreover, it was assumed that continuous operation was also possible using only two channels,
i.e., in the DCO mode. In this case, the two remaining channels are redundant.

Regardless of the variant, there are six possible configurations of DCO: A and B, A and C, A
and D, B and C, B and D, and C and D. In this paper, only two are analyzed; A and B and A and
C. This analysis is shown in Table 1 and Figure 3c–f. Figure 3g,h show a phasor diagram of the
induced voltages (BEMF) in the windings (1,2,3) of individual channels (A,B,C,D) for variants I and II.
At the same time, under the conditions of a fully operational drive, it is possible to use all channels.
This operating condition is identified as the QCO (quad-channel operation) mode. In this operating
condition, each channel works with half of the required power. When analyzing the multi-channel
supply, the impact of the location of the channels and the way they are supplied on the magnetic pull
force was not considered. These aspects will be analyzed in subsequent stages of the research based on
a coupled electromagnetic-mechanical analysis. Further, operations in odd channel number conditions
(i.e., TCO and SCO) are not considered. The TCO mode may occur when one of the channels becomes
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defective. SCO is a condition of the critical operation of the system. This means that the remaining
three channels have already become defective.

 
(a) 

 
(b) 

Figure 2. The prototype of a three-phase quad-channel brushless machine with a permanent magnet
(QCBLDC) machine; (a) the hybrid drive of a small unmanned aerial vehicle; (b) the stator with windings.

Table 1. The selected typical operation conductions of a QCBLDC motor.

Channel

Variant I Variant II

QCO TCO
DCO

SCO QCO TCO
DCO

SCO
A and B A and C A and B A and C

A X X X X X X X X X X
B X X X - - X X X - -
C X X - X - X X - X -
D X - - - - X - - - -

Table legend: QCO — quad-channel operation, TCO — triple-channel operation, DCO — dual- channel operation,
SCO — single-channel operation.
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Figure 3. Scheme of the winding distribution of channels on the stator of a three-phase QCBLDC motor:
variant I—quad-channel operation (QCO) (a), variant II—QCO (b), variant I—dual-channel operation
(DCO) (channel A and C) (c), variant II—DCO (channel A and C) (d), variant I—DCO (channel A and
B) (e), variant II—DCO (channel A and B) (f), variant I—phasor diagram (g), and variant II—phasor
diagram (h).

3. Mathematical Model of the QCBLDC Motors

The subject of the mathematical modelling is the QCBLDC motor, for which the authors’
circuit-based models, known as flux models, were proposed. The mathematical models are presented
while taking into account the non-linearity of the magnetic circuit and the magnetic couplings between
the particular phases within the given channel, as well as between the channels (A, B, C, D). Models
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are included for a machine that works in two modes: the quad-channel operation (QCO) mode and the
dual-channel operation (DCO) mode.

The following simplifying assumptions have been adopted in the proposed mathematical model
of the QCBLDC machine:

1. Symmetry of the magnetic and electric circuit structure of both the stator and rotor;
2. Decomposition of the phase fluxes into a sum of fluxes induced by phase currents (leakage and

main fluxes) and fluxes from permanent magnets;
3. Simplified leakage fluxes from currents in the end-turns of windings;
4. Omitting the influence of temperature on the fluxes generated by permanent magnets and

stator resistance.

3.1. Model for QCO Mode

The general structure of the mathematical model of the three-phase QCBLDC motor in QCO mode
can be written in the following form:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

uA

uB

uC

uD

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

RA 0 0 0
0 RB 0 0
0 0 RC 0
0 0 0 RD

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

iA

iB

iC

iD

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦+
d
dt

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ψA

ψB

ψC

ψD

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

eA

eB

eC

eD

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (1)

J
dω
dt

+ Dω+ TL = Te (2)

dθ
dt

= ω (3)

where for channels k ∈ (A, B, C, D), the vectors representing the phase voltages, uk, phase currents,
ik, phase back-EMF voltages, ek = ek(θ, iPM), the flux linkages caused by the phase winding currents,
ψk = ψk(θ, iA, iB, iC, iD, iPM), as well as the matrixes of the stator resistances, Rk, are defined as follows:

uk =
[

uk
1, uk

2, uk
3

]T
, ik =

[
ik1, ik2, ik3

]T
, ek =

[
ek

1, ek
2, ek

3

]T
, ψk =

[
ψk

1,ψk
2,ψk

3

]T
,

Rk = diag(Rk
1, Rk

2, Rk
3).

The following symbols are used in Equations (1) to (3): θ—rotor angle position, ω—the rotor
angular speed, iPM—the permanent magnet magnetization equivalent current, J—the rotor’s (and
load’s) moments of inertia, D—the rotor damping of the viscous friction coefficient, TL—the load
torque, Te—the total electromagnetic torque.

The phase back-EMF vectors in Equation (1) for channels k ∈ (A, B, C, D) are defined as follows:

ek =
d
dt

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ψkPM

1 (θ, iPM)

ψkPM
2 (θ, iPM)

ψkPM
3 (θ, iPM)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ = ω
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂ψkPM

1 (θ,iPM)

∂θ

∂ψkPM
2 (θ,iPM)

∂θ

∂ψkPM
3 (θ,iPM)

∂θ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (4)

where ψkPM
i (θ, iPM) for i ∈ (1, 2, 3) are the permanent magnet fluxes linking the stator windings.

The permanent magnet flux linking each stator winding of the QCBLDC motor follows the trapezoidal
profile back-EMF. The real back-EMF is not a flat and ideal trapezoidal waveform. Other real back-EMF
profiles can be defined in Equation (1). For example, the back-EMF waveform in the Fourier series for
k ∈ (A, B, C, D) and i ∈ (1, 2, 3) is represented as

ek
i = ω

⎡⎢⎢⎢⎢⎢⎣ak
i0 +

∞∑
ν=1

(
ak

iν sin(νθ) + bk
iν cos(νθ)

)⎤⎥⎥⎥⎥⎥⎦ (5)

238



Energies 2019, 12, 3667

The flux linkages caused by the phase winding currents in Equation (1) for k ∈ (A, B, C, D) can be
written in the following form:

ψk =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Lkk
1σ ik1 +

D∑
l=A

⎛⎜⎜⎜⎜⎝ 3∑
j=1

ψkl
1j (θ, ilj , iPM)

⎞⎟⎟⎟⎟⎠
Lkk

2σik2 +
D∑

l=A

⎛⎜⎜⎜⎜⎝∑
j=1

3ψkl
2j (θ, ilj , iPM)

⎞⎟⎟⎟⎟⎠
Lkk

3σik3 +
D∑

l=A

⎛⎜⎜⎜⎜⎝ 3∑
j=1

ψkl
3j (θ, ilj , iPM)

⎞⎟⎟⎟⎟⎠

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(6)

where k, l ∈ (A, B, C, D) is the stator channel index, i, j ∈ (1, 2, 3) is the stator phase number, and Lkk
1σ

are the coefficients of the end-turn self-inductances. The stator flux linking (the so-called self-flux) ψkk
ii

i-th i ∈ (1, 2, 3) phase for the k-th channel k ∈ (A, B, C, D) in Equation (6) is calculated based on the
following dependencies:

ψkk
ii (θ, iki , iPM) = ψk

i − Lkk
iσ iki −

D∑
l = A
l � k

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
3∑

j = 1
j � i

ψkl
ij (θ, ilj , iPM)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(7)

From non-linear dependence (Equation (7)), the phase current, iki , is calculated:

ψkk
ii = ψkk

ii (θ, iki , iPM) ⇒ iki = iki (θ,ψkk
ii , iPM) (8)

The electromagnetic torque in Equation (2) can be calculated as a derivative of the total magnetic
field co-energy in the air gap with respect to the rotor angle’s position, θ. The expression Te =

Te(θ, iA, iB, iC, iD, iPM) for electromagnetic torque for the QCO mode can be written in the following form:

Te =
D∑

k=A

3∑
i=1

(
∂ψkPM

i (θ,iPM)

∂θ iki

)
+

D∑
k=A

3∑
i=1

⎛⎜⎜⎜⎜⎜⎜⎜⎝
iki∫
0

∂ψkk
ii (θ,̃i

k
i , iPM)

∂θ d̃i
k
i

⎞⎟⎟⎟⎟⎟⎟⎟⎠+ D∑
k=A

3∑
i=2

i−1∑
j=1

(
∂ψkk

ij (θ,ikj , iPM)

∂θ iki

)

+
D∑

k=B

3∑
i=1

3∑
j=1

(
∂ψkA

ij (θ,iAj , iPM)

∂θ iki

)
+

D∑
k=C

3∑
i=1

3∑
j=1

(
∂ψkB

ij (θ,iBj , iPM)

∂θ iki

)
+

3∑
i=1

3∑
j=1

(
∂ψDC

ij (θ,iCj , iPM)

∂θ iDi

)
+Tcog(θ, iPM)

(9)

Electromagnetic torque (Equation (9)) is the sum of the so-called cogging torque, Tcog(θ, iPM),
torques from fluxes linking permanent magnets and windings currents. The cogging torque of the
permanent magnet (PM) machines, produced by magnets, can be expanded into a Fourier series:

Tcog = Tcog(θ, iPM) =
∞∑
ν=1

Tν(iPM) sin(νqθ+ θ0) (10)

where Tν(iPM) is the amplitude of the ν-th harmonic, q is the number of slots, and θ0 is the initial angle.
The component’s electromagnetic torque produced by the permanent magnets and currents can

be acquired in the form:

TPM
e =

D∑
k=A

3∑
i=1

⎛⎜⎜⎜⎜⎝∂ψkPM
i (θ, iPM)

∂θ
iki

⎞⎟⎟⎟⎟⎠ = 1
ω

D∑
k=A

3∑
i=1

(
ek

i iki
)

(11)

239



Energies 2019, 12, 3667

Equations (1) and (2) with Equations (4), (6), and (9) constitute the nonlinear mathematical model
of the QCBLDC motors in the QCO mode.

3.2. Model for DCO Mode

The voltage Equation (1) for the DCO mode, i.e., where only channels A and B are supplied, can be
written in the following form:[

uA

uB

]
=

[
RA 0
0 RB

][
iA

iB

]
+

d
dt

[
ψA

ψB

]
+

[
eA

eB

]
(12)

where, for channels k ∈ (A, B), the phase back-EMFs voltages, ek = ek(θ, iPM), and vectors representing
the flux linkages caused by phase winding currents, ψk = ψk(θ, iA, iB, iPM), are defined as follows:

eA = ω

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂ψAPM

1 (θ,iPM)

∂θ

∂ψAPM
2 (θ,iPM)

∂θ

∂ψAPM
3 (θ,iPM)

∂θ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, eB = ω

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂ψBPM

1 (θ,iPM)

∂θ

∂ψBPM
2 (θ,iPM)

∂θ

∂ψBPM
3 (θ,iPM)

∂θ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (13)

ψA =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

LAA
1σ iA1 +

3∑
j=1

(
ψAA

1j (θ, iAj , iPM) +ψAB
1j (θ, iBj , iPM)

)
vspace3pt LAA

2σ iA2 +
3∑

j=1

(
ψAA

2j (θ, iAj , iPM) +ψAB
2j (θ, iBj , iPM)

)
LAA

3σ iA3 +
3∑

j=1

(
ψAA

3j (θ, iAj , iPM) +ψAB
3j (θ, iBj , iPM)

)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

ψB =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

LBB
1σ iB1 +

3∑
j=1

(
ψBA

1j (θ, iAj , iPM) +ψBB
1j (θ, iBj , iPM)

)
LBB

2σ iB2 +
3∑

j=1

(
ψBA

2j (θ, iAj , iPM) +ψBB
2j (θ, iBj , iPM)

)
LBB

3σ iB3 +
3∑

j=1

(
ψBA

3j (θ, iAj , iPM) +ψBB
3j (θ, iBj , iPM)

)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(14)

The expression for the electromagnetic torque, Te = Te(θ, iA, iB, iPM), with Equation (14) taken
into account, can be written in the following form:

Te =
3∑

i=1

(
∂ψAPM

i (θ,iPM)

∂θ iAi +
∂ψBPM

i (θ,iPM)

∂θ iBi

)
+

3∑
i=1

⎛⎜⎜⎜⎜⎜⎜⎜⎝
iAi∫
0

∂ψAA
ii (θ,̃i

A
i , iPM)

∂θ d̃i
A
i +

iBi∫
0

∂ψBB
ii (θ,̃i

B
i , iPM)

∂θ d̃i
B
i

⎞⎟⎟⎟⎟⎟⎟⎟⎠
+

3∑
i=2

i −1∑
j=1

(
∂ψAA

ij (θ,iAj , iPM)

∂θ iAi +
∂ψBB

ij (θ,iBj , iPM)

∂θ iBi

)
+

3∑
i=1

3∑
j=1

(
∂ψBA

ij (θ,iAj , iPM)

∂θ iBi

)
+ Tcog(θ, iPM)

(15)

The components of the electromagnetic torque produced by permanent magnets and currents (the
first component of the right side of Equation (15)) can be determined in the form:

TPM
e =

1
ω

3∑
i=1

(
eA

i iAi + eB
i iBi

)
(16)

Equation (12) with Equations (13) and (14), and Equation (2) with Equation (15) constitute the
mathematical model of a QCBLDC machine in the DCO mode.
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4. Static Characteristics

The following assumptions were made in the FEM two-dimensional numerical calculations:
1. Symmetry of the magnetic and electric circuit structure of both the stator and the rotor;
2. Omitting the influence of temperature on fluxes generated by permanent magnets;
3. Omitting the influence of temperature on phase resistance;
4. Maintaining a constant speed in the transient analysis.

4.1. Electromagnetic Torque

The characteristics of static electromagnetic torque were determined for the QCO operation,
and for both the analyzed variants (variant I and variant II) of the DCO operation, using FEM two
dimensional commercial software [19].

The calculations were performed for one electrical period (36 mechanical degrees) at I = constant,
supplying the phases, Ph1 and Ph2, and speed, n = 0.167 r/min. The current was changed in the range of 0
to 25 A for QCO and 0 to 50 A for DCO. The average value of the electromagnetic torque, Teav, as a function
of the current, I, flowing in the channel is shown in Figure 4a. Examples of the relationship between the
electromagnetic torque, Te, and the rotor position are shown in Figure 4b. The numerical calculations were
verified under laboratory conditions. A laboratory stand used to determine static characteristics is shown
in Figure 4c. Examples of laboratory static torque characteristics are shown in Figure 4d.

In QCO operation, the configuration type (variant I, variant II) is completely unimportant. In DCO
operation, the electromagnetic torque decreases (as a result of saturation). In the operating range (to
the value of the rated torque), this influence is practically negligible. In overload operation (or in
emergency operation), the constant torque in the DCO mode decreases. The difference between variant
I and variant II is insignificant. A slightly smaller value of torque was generated in variant II. In both
variants, no difference between the A and B configuration and the A and C configuration was identified
in the DCO operation. This means that the type of variant and the configuration does not influence
the value of the electromagnetic torque produced. There are differences between the QCO mode and
the DCO mode in the stress within the magnetic circuit of the stator. Figure 5 shows examples of the
surface force density of the magnetic circuit of the stator (of magnetic origin) for the selected positions
of the rotor and for variant I of the stator winding. The results obtained for variant II are similar.

In the DCO mode, there is a significant increase in the stress compared to the QCO mode. In the
case of the DCO A and B supply, the distribution of the stresses is non-symmetric, which is conducive
to the occurrence of vibrations in the structure. In this regard, this configuration is not recommended.
However, if operation needs to continue, e.g., after the C and D channels have become defective,
the motor can continue to operate with increased asymmetry of the magnetic pull.
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(a) 

(b) 

 
(c) 

(d) 

Figure 4. The static characteristics of electromagnetic torque: The average value of electromagnetic torque
vs. current (a); electromagnetic torque vs. rotor positions—simulation tests (b); the stand to determine
static characteristics (c); electromagnetic torque vs. rotor positions (laboratory test—variant II) (d).
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(a) 

(b) 

(c) 

Figure 5. Surface force density: QCO (a); DCO A and C (b); DCO A and B (c)—variant I.

4.2. Flux Characteristics-Variant I

Due to the division of the windings into four channels, there are twelve flux linkages with
individual phases. Figures 6–8 show the flux linkages as a function of the rotor position for variant I in
all analyzed configurations.
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Figure 6. Flux linkages vs. rotor positions for QCO—variant I.

Figure 7. Flux linkages vs. rotor positions for DCO A and C—variant I.

Figure 8. Flux linkages vs. rotor positions for DCO A and B—variant I.

In the case of the dual-channel supply in variant I, the A and C supply configuration (Figure 7) is
more beneficial because of its minimal multi-channel magnetic coupling. The A and B configuration has
a slightly greater magnetic coupling between the channels. However, the difference is not significant.

4.3. Flux Characteristics-Variant II

Figures 9 and 10 show the flux linkages for the analyzed configurations for variant II of the
dual-channel supply.

Figure 9. Flux linkages vs. rotor positions for DCO A and C—variant II.
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Figure 10. Flux linkages vs. rotor positions for DCO A and B—variant II.

In the case of variant II, it is not possible to indicate a more advantageous configuration due to the
impact of the linkages or the impact of saturation of the magnetic circuit.

All determined characteristics were implemented in the simulation model as per the two-dimensional
lookup table in the Matlab SISOTOOL system (R2019a, MathWorks, Natick, MA, USA) [20]. This has
been explained in a previous paper [21].

5. Waveforms, Current, Voltage, and Electromagnetic Torque

5.1. Numerical Calculations

For the purpose of transient analysis, numerical calculations were performed for a constant rotor
speed of n = 1000 r/min. In the calculations, it was assumed that, in the QCO mode, the value of the
reference current set on the current control devices in all channels was equal to 10 A. In the dual-channel
operation mode, the reference current was equal to 20 A for each of the analyzed configurations of
both variants. Figures 11 and 12 show the electromagnetic torque of the motor for variant I (Figure 11)
and variant II (Figure 12). Figure 13 shows the relationship between the flux linkage of the phase, Ph1,
and the current for all cases analyzed.

Figure 11. Waveforms of electromagnetic torque—variant I.

Figure 12. Waveforms of electromagnetic torque—variant II.
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Figure 13. Flux linkages vs. rotor positions for all configurations.

Selected results of the examinations are presented in Table 2.

Table 2. The selected results of the calculations for the analyzed operating conditions.

Parameter
Variant I Variant II

QCO DCO A and C DCO A and B QCO DCO A and C DCO A and B

Teav [ N·m] 3.35 3.21 3.21 3.35 3.21 3.21
Torque ripple [%] 14.5 17.7 15.6 15.2 17.7 17.3

IA
rms_av [A] 7.6 14.9 14.9 7.6 15 15

IB
rms_av [A] 7.6 - 15.1 7.6 - 15

IC
rms_av [A] 7.6 14.9 - 7.6 15 -

ID
rms_av [A] 7.6 - - 7.6 - -
PFe [W] 10.6 7.6 7.3 10.5 7.2 7.5
Pcu [W] 48.5 93.2 94.7 48.5 94.5 94.5
η [%] 84.5 76.0 75.9 84.5 75.9 75.6

The variant types and configurations of the channels have little impact on the average value of the
electromagnetic moment, Teav. Switching to the DCO mode results in an increase in copper losses (Pcu),
with a small reduction of iron losses (PFe). In the case of dual-channel operation, the electromagnetic
torque’s ripple increases slightly. The efficiency of energy processing in the DCO mode is significantly
deteriorated due to increased winding losses. The highest efficiency in the DCO mode was achieved
for variant I of A and C. However, in general, the differences in the energy processing efficiency for
each of the two variants of the DCO mode are small.

5.2. Laboratory Test

In laboratory conditions, a quad-channel supply for a QCBLDC motor was developed. Figure 14
shows the test stand. Laboratory tests were performed only for variant II.

 

Figure 14. Stand for transient test of a QCBLDC motor.
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In laboratory conditions, the current waveforms were recorded during quad-channel,
triple-channel, dual-channel, and single-channel operations (Figure 16): A switch from the QCO mode
was connected to the TCO mode (Figure 16a), the DCO A and B mode (Figure 16b), the DCO A and C
mode (Figure 16c), and to the SCO mode (Figure 16d) of variant II (Udc = 24 V, TL = 1.2 N·m).

(a) 

(b) 

(c) 

Figure 15. Cont.
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(d) 

(e) 

Figure 15. Waveforms of currents for QCO (a); TCO (b); DCO A and C (c); DCO A and B (d); and SCO (e).

 
(a) 

Figure 16. Cont.
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(b) 

 
(c) 

 
(d) 

Figure 16. Waveforms of the currents, load torque, and speed for QCO in the TCO mode (a), the DCO
A and B mode (b), the DCO A and C mode (c), and the SCO mode (d).
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During the transition from the QCO mode to the TCO, DCO, and SCO modes, channel D (Figure 16a),
C and D (Figure 16b), B and D (Figure 16c), and A and B and C (Figure 16d) were disconnected, and
channel A and B and C (Figure 16a), A and B (Figure 16b), A and C (Figure 16c), and D (Figure 16d)
started to operate with a shaft load. To achieve the same moment, the currents in the active channels
must increase by 133% in the TCO mode, by 200% in the DCO mode, and by 400% in the SCO mode.
This increase leads to a decrease in speed in an open-loop control system and results in an output power
decrease of a few percent.

The mechanical characteristics and the general efficiency were determined for the selected work
mode in a stable state (without current regulation). The load torque was changed to 4 N·m (or 2 N·m
for the SCO mode). The rotational speed as a function of the load torque is shown in Figure 17a.
The general efficiency as a function of the load torque is shown in Figure 17b. This was determined
using the direct method (η = Pout/Pin). For a load torque of TL = 2 N·m, the acceleration of vibration
and the noise level were recorded. The results are given in Table 3.

(a) 

(b) 

Figure 17. Speed vs. torque load (a), overall efficiency vs. torque load (b)—variant II.

Table 3. Selected results of the acceleration and the noise level.

Mode Noise [dB] Acceleration [m/s2]

QCO 61.1 1.7
TCO 65.8 5.0

DCO A and B 75.1 7.5
DCO A and C 61.5 2.4

SCO 76.2 12.5
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The QCO, TCO, and DCO work modes enable continuous operation of the machine. In the case
of the SCO mode, the motor is usually already working in the overload range. This is a critical work
condition that should enable operation of the device for a specific period of time. The QCO mode
ensures the highest efficiency. In the TCO mode, the efficiency of energy processing is slightly reduced.
In the DCO mode, a slightly higher efficiency is achieved in the A and C mode. This efficiency is
smaller than that in the TCO mode.

The vibration and noise results presented in Table 3 indicate that the most advantageous work
mode is QCO. The DCO A and C work condition was only slightly worse than QCO. The TCO work
mode (regardless of the variant) was noticeably noisier than the DCO A and C mode. The DCO A and
B work mode was significantly noisier than The DCO A and C mode and TCO mode. The SCO mode
was comparable to the DCO A and B mode.

It is possible to maintain a constant speed after turning off one, two, or three channels under
operation in a constant torque region.

In a practical layout, some differences between the channels were visible (Figure 16a–c).
These differences are due to the differences between the voltages induced in the windings of the
different channels. The induced voltages (BEMF) of the shut-down channels in the DCO of one phase
are shown in Figure 18. These differences do not affect the reliability of the machine but, unfortunately,
result in uneven loads on different channels.

(a) 

(b) 

Figure 18. The induced voltages: DCO A and B mode (a), DCO A and C mode (b).

The problem of operating in TCO, DCO, and SCO modes after the occurrence of a fault state
(e.g., short-circuit in the winding) was initially analyzed. Under certain conditions, further motor
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operation is possible. This was confirmed by preliminary laboratory tests. This will be discussed in
future publications.

6. Conclusions

Reliable operation is vitally important for critical drives. This article proposes a quad-channel
design for a BLDC machine (QCBLDC) that allows operation with an independent supply from four
inverter systems. During fault-free operation, this machine can work in one of the following two
operating modes: quad-channel operation (QCO) or dual-channel operation (DCO). In the DCO mode,
there are two possible configurations, which are not significantly different from each other with regards
to their electrical parameters. The two variants analyzed in this article have very similar parameters.
For mechanical reasons, it is more beneficial to supply channel windings staggered by 120 mechanical
degrees (variant I). For technological reasons, it is easier to manufacture variant II (shorter winding
connections). Compared to the QCO mode, the DCO mode for the same duty point is characterized by
a slightly lower efficiency (greater copper losses) and only a slightly higher but balanced magnetic
pull (A and C mode). In the case of the DCO A and C mode, the type of variant is not important. In
the case of the DCO A and B variant II, a significant increase in vibrations and noise was observed.
In the case of variant II of the TCO mode, there was also an insignificant (but noticeable) increase in
the vibration and noise level compared to DCO A and C. The results of both the simulation tests and
the laboratory tests confirm that the suggested design for the QCBLDC motor effectively works in
both the QCO and DCO modes. The problem of operating in TCO, DCO, and SCO modes after the
occurrence of a fault state, and the preparation of control algorithms that will facilitate the continued
operation of a QCBLDC machine in such a situation, will be discussed in future publications.
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Abstract: This paper proposes a speed-loop periodic controller design for fault-tolerant surface
permanent magnet synchronous motor (SPMSM) drive systems. Faulty conditions, including an
open insulated-gate bipolar transistor (IGBT), a short-circuited IGBT, or a Hall-effect current sensor
fault are investigated. The fault-tolerant SPMSM drive system using a speed-loop periodic controller
has better performance than when using a speed-loop PI controller under normal or faulty conditions.
The superiority of the proposed speed-loop-periodic-controller-based SPMSM drive system includes
faster transient responses and better load disturbance responses. A detailed design of the speed-loop
periodic controller and its related fault-tolerant method, including fault detection, diagnosis, isolation,
and control are included. In addition, a current estimator is also proposed to estimate the stator
current. When the Hall-effect current sensor is faulty, the estimated current is used to replace the
current of the faulty sensor. A 32-bit digital signal processor, type TMS-320F-2808, is used to execute
the fault-tolerant method and speed-loop periodic control. Measured experimental results validate
the theoretical analysis. The proposed implementation of a fault-tolerant SPMSM drive system and
speed-loop periodic controller design can be easily applied in industry due to its simplicity.

Keywords: periodic controller; surface permanent magnet synchronous motor; fault-tolerant system

1. Introduction

Electrical motors, including DC motors, induction motors, and permanent magnet synchronous
motors, were used to for decades, enabling modern life. Electric motors and their related inverters are
used to transform electric power into mechanical power. Electric motors are used in pumps, cranes,
conveyors, mills, elevators, and transportation. The surface permanent magnet synchronous motor
(SPMSM) became more popular due to its excellent characteristics: high-power density, high efficiency,
and a simple control method [1]. The SPMSM is widely used in traction applications, including land
and marine vehicles because the SPMSM does not require any brushes, and there is no slip frequency
between its stator and rotor [1]. In addition, increased awareness of global warming and motivation to
decrease carbon emissions further increased the attraction of electric vehicles, most of which are driven
by SPMSMs, which have the benefits of high-power density, good dynamic responses, and simple
control methods [2].

Failure of an SPMSM drive system can put drivers, operators, passengers, and people in the
vicinity at risk of injury or even death. Failures can be divided into two main categories: motor faults
and inverter faults. An inverter is far more fragile and more likely to suffer a fault than a motor due
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to its high PWM switching frequency, vulnerable power devices, and complicated control algorithm.
Development of advanced fault-tolerant control methods is important to reduce the potential for
accidents and huge financial losses incurred by them [3]. Research on advanced fault-tolerant control
technology was successfully applied in motor drives, power supplies, transportation, and other
industrial applications [4,5]. For example, Naidu et al. proposed fault-tolerant SPMSM drive
topologies for automotive vehicles, which used X-by-wire systems to improve their safety, reliability,
and performance [6]. Kontarcek et al. investigated a low-cost fault-tolerant SPMSM drive system for an
open-phase fault in an SPMSM drive system, which was based on field orientation control. In addition,
a prediction stator current for the next sampling interval and a new post-fault operation method of
the SPMSM was investigated [7]. Jung et al. proposed a model reference adaptive technique-based
diagnosis of an open-circuit fault. An observer was implemented to determine the faulty condition.
Two major post-fault actions were discussed as well [8]. Cai et al. proposed a Bayesian network-based
data-driven fault diagnosis methodology for three-phase inverters. Two output line-to-line voltages
were measured to detect and diagnose faults, which could be used for multilevel inverter SPMSM
drive systems [9]. Meinguet et al. used multiple fault indices to retrieve the most likely state of the
AC drive systems. Based on the unbalance of the three-phase currents and instantaneous frequency,
a fault-tolerant topology was derived [10]. Wang et al. proposed a fault-tolerant control for dual
three-phase SPMSM drive systems under open-phase faults. The object of the research included two
parts. The first part was to maximize the torque capability while protection was considered, and the
second part was to minimize copper loss [11]. Tseng et al. proposed a fault-tolerant control for a
dual-SPMSM drive system. Two simple methods, including a short-circuit fault-tolerant method
and an open-circuit fault-tolerant method, were investigated. Experimental results showed that this
dual-SPMSM drive system could maintain speed although one power device was open-circuited
or short-circuited [12]. Wang et al. proposed a fault-tolerant control system of a parallel-voltage
inverter-fed SPMSM drive system. Three fault-tolerant control strategies were proposed and compared.
The proposed method not only provided smooth torque but also had less copper loss under open-circuit
faults [13].

Recently, Nasiri et al. proposed a full digital current control of an SPMSM for vehicular applications.
The objective of the control is to achieve a deadbeat dynamic response for the speed control of an
SPMSM. The proposed method discussed a robust sensorless method; as a result, an encoder fault was
allowed [14]. Bennett et al. investigated a fault-tolerant electric drive for an aircraft nose wheel steering
actuator. The wheel steering actuator included two independent controllers. Each controller operated
one-half of a dual three-phase SPMSM drive system. As a result, the other controller could control the
aircraft nose when one controller failed [15]. Jeong proposed a fault detection and fault-tolerant control
of the IPMSM drive system for electric vehicles. Once the fault was detected, the control scheme
automatically reconfigured to provide post-fault operational capability [16]. Wang et al. implemented
a fault-tolerant control with an active fault diagnosis for four-wheel independently driven electric
ground vehicles. An adaptive control-based passive fault-tolerant controller was designed to ensure
that the vehicle system was stable and tracked a desired vehicle motion when the in-wheel motor
drive system failed [17]. Zhang et al. proposed an active fault-tolerant control for electric vehicles
with independently driven rear in-wheel motors against actuator faults. After the fault was detected,
a proper reconfigurable controller was switched on to achieve optimal post-fault performance [18].
Bolognan proposed remedial strategies against failures occurring in an inverter power device for
an SPMSM drive system. Minimal redundant hardware was implemented [19]. Bai proposed a
fault-tolerant control for a dual-winding SPMSM drive system based on the space vector pulse width
modulation technique. The distribution of the space vector voltages was analyzed, and the vector
control strategies under healthy and one-phase open-circuit faulty conditions were investigated to
maintain the magnetomotive force of the SPMSM as a constant [20]. The papers mentioned above,
however, only focused on the fault detection, diagnosis, and isolation [6–20]. None or only a few
researchers focused on the controller design of fault-tolerant drive systems. When the SPMSM drive
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system is operated in normal conditions, the three-phase currents are balanced. Thus, the torque
pulsations are small. However, when the SPMSM drive system is operated in faulty conditions,
the three-phase currents are seriously imbalanced, causing obvious torque pulsations. As a result,
the drive system in a faulty condition is very difficult to control. To solve this challenge, this paper
proposes a speed-loop periodic controller to improve the dynamic responses of the drive system under
an open-circuit fault or short-circuit fault. To the authors’ best knowledge, the ideas of this paper are
original. No previously published papers covered this issue.

This paper proposes a speed-loop periodic controller to improve the transient responses and
load disturbance responses for SPMSMs under normal and faulty conditions. This paper is divided
into the following sections: firstly, a fault-tolerant inverter is presented. Secondly, the fault detection,
diagnosis, isolation, and control methods are discussed. The methods use a back-up leg to replace the
faulty leg in the inverter. After that, a speed-loop periodic controller and a current-loop PI controller
are designed to improve the dynamic responses of the SPMSM drive system, including fast transient
responses and good load disturbance responses. Next, the implementation of the drive system is
discussed. Finally, several experimental results and conclusions are included.

2. Fault-Tolerant SPMSM Drive System

Failure of the SPMSM drive system can be categorized into two major types: motor failures and
circuit failures. Motor failures includes bearing damage, open winding, and partially short-circuited
winding. Circuit failures include inverter failure, current sensor failure, and encoder failure.
The inverter is the most likely location of a fault and not the motor because, compared to the
SPMSM, the inverter is more fragile and more likely to be open- or short-circuited. In addition, the
current sensor and its circuit malfunction easily due to the offset voltage and aging of the circuit.
As a result, a fault-tolerant control method is proposed here to use the estimated current to replace the
measured current. This paper only focuses on the fault-tolerant method of the inverter and sensor
and not the SPMSM. In this section, fault detection, diagnosis, isolation, and control of a fault-tolerant
inverter are discussed first, and then fault detection, isolation, estimation, and control of a Hall-effect
sensor are investigated.

2.1. Fault Detection and Diagnosis of a Fault-Tolerant Inverter

This research covers the situation when one power switch of the inverter is open- or short-circuited.
The fault-tolerant inverter drive system is shown in Figure 1, which contains six IGBTs, Sa, S′a, Sb, S′b, Sc,
and S′c, and two back-up IGBTs, St and S′t . At the output of the inverter, six TRIACs, including Tat, Tbt,
Tct, Ta f , Tb f , and Tc f are added. In addition, three high-speed fuses Fa, Fb, and Fc are inserted into the
inverter and a back-up leg, including St and S′t , is added as well. This paper discusses an open-circuit
fault and a short-circuit fault of one leg in the inverter.

tS

'
tS

atT btT ctT

Motor

a
b
c

bF cF

afT

bfT

cfT

'
aS

bS

'
bS

cS

'
cS

aS

aF

dcV

 

Figure 1. Fault-tolerant inverter.
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A performance index is established to identify if the SPMSM drive system failed [7]. During normal
operation, the square magnitude error is calculated as follows:

εn(k) � (
vd(k)

Ls
Δt)

2

+ (
vq(k) − eq(k)

Ls
Δt)

2

, (1)

where εn(k) is the performance index under normal conditions. vd(k) is the d-axis voltage, Ls is the
self-inductance, vq(k) is the q-axis voltage, eq(k) is the back-EMF, and Δt is the time of each time interval.
To avoid false detection, according to the authors’ experiences, 10 times the normal error vector is an
adequate threshold to determine the faulty condition. The performance index in the faulty condition,
ε(k) can be expressed as

ε(k) > 10 εn(k). (2)

In Equation (2), the performance index of the SPMSM in a faulty condition, ε(k), can be defined as

ε(k) = Δi2d(k) + Δi2q(k), (3)

where ε(k) is the performance index in a faulty condition. Δid(k) and Δiq(k) are the current deviations
in the d-axis and q-axis in a faulty condition. The DSP diagnoses the faulty condition by measuring
the deviations of the d-axis and q-axis currents and then identifying whether the faulty condition
occurred in either the a-phase, b-phase, or c-phase. The DSP transforms the a, b, c axis currents in
the α–β axis currents, and then computes the current angle δ [21,22]. Taking the a-phase fault as an
example, Figure 2a shows the b-phase and c-phase currents when the a-phase winding is open-circuited.
The current can flow in either direction as shown in Figure 2b. The current may flow from the b-phase
to the c-phase, which results in the current vector having a 270◦ angle, or the current may flow from
the c-phase to the b-phase, which results in a 90◦ angle. The summarized results of the current angle
δ when one phase is faulty are shown in Table 1. By computing the current angle δ, one can easily
diagnose which phase is open. After that, an isolation and control method is executed to isolate the
faulty part, and uses the back-up leg to replace the faulty leg. A fault-tolerant SPMSM drive system,
thus, can be achieved.

ai
bi

ci

 

(a) (b) 

Figure 2. Output current vector of a-phase fault: (a) three-phase winding; (b) current vector.

Table 1. Current angle at different faulty phases.

Current Angle δ
Faulty Phase

Upper Quadrant Lower Quadrant

90◦ 270◦ a-phase
30◦ 210◦ b-phase
150◦ 330◦ c-phase
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2.2. Fault Detection and Control of a Current Sensor

This paper also investigates the detection and control of a fault in a one-phase current sensor.
Previous research used a current estimator to evaluate the current sensor error, and an adaptive threshold
was used to detect and diagnose the faulty condition [23,24]. In a faulty condition, the estimated
current replaces the faulty current. The α–β axis voltages and currents were obtained using a coordinate
transformation, and the estimated α–β currents in the discrete time domain can be expressed as

îα(k) = îα(k− 1) +
Ts

Ls
[vα(k) − rsiα(k) −ωe(k)λm sinθe(k)], (4)

and
îβ(k) = îβ(k− 1) +

Ts

Ls

[
vβ(k) − rsiβ(k) +ωe(k)λm cosθe(k)

]
, (5)

where îα(k) and îβ(k) are the estimated current, vα(k) and vβ(k) are the α–β axis voltages, and iα(k) and
iβ(k) are α–β axis currents. ωe(k) and θe(k) are the electrical speed and angle. The current waveform
factor Fx(k) and F̂x(k) can be calculated as

Fx(k) =
|ix|RMS(k)
|ix|AVG(k) + e

, (6a)

and

F̂x(k) =
|ix + εx|RMS(k)
|ix + εx|AVG(k) + e

, (6b)

where e is a constant to prevent the denominator in the Equations (6a) and (6b) from reaching zero.∣∣∣ix∣∣∣RMS(k) is the absolute value of the measured RMS current,
∣∣∣ix∣∣∣AVG(k) is the absolute value of the

measured average current, and εx(k) is the estimated error. The residual function Rx(k) is obtained by
computing the difference between the estimated waveform factor F̂x(k) and the measured waveform
factor Fx(k). It can be expressed as

Rx(k) = F̂x(k) − Fx(k). (7)

By substituting Equations (6a) and (6b) into Equation (7), the residual function Rx(k) in the
equation can be transformed into

Rx(k) =
|ix + εx|RMS(k)
|ix + εx|AVG(k) + e

− |ix|RMS(k)
|ix|AVG(k) + e

= − |ix + εx|RMS(k)
|ix + εx|AVG(k) + e

− |ix|RMS(k)
|ix|AVG(k) + e

, (8)

where εx(k) is the estimated current error of the a, b, c phases. The numerator of the estimated
absolute value of the RMS current

∣∣∣ix + εx
∣∣∣RMS(k) is always lower than or equal to the total of∣∣∣ix∣∣∣RMS(k)+

∣∣∣εx
∣∣∣RMS(k) due to the triangular inequality rule. By using this relationship, the residual

function Rx(k) can be rewritten as

Rx(k) ≤ |ix|RMS(k)
|ix + εx|AVG(k) + e

+
|εx|RMS(k)

|ix + εx|AVG(k) + e
− |ix|RMS(k)
|ix|AVG(k) + e

. (9)

The difference between the threshold value and the residual value is used to determine if a faulty
condition occurred. When the system is in a steady-state condition and the current sensor is in a
normal condition, the measured and estimated waveform factors are constants and the residual value
is near zero. On the other hand, when the current sensor is in a faulty condition, the residual value
abruptly increases due to its large error. Finally, the estimated current îx(k) replaces the measured
faulty current ix(k). However, in this paper, the estimated currents are near the measured currents only
in steady-state conditions. The transient responses of the estimated currents are ignored to simplify
the current estimating method.
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3. Speed-Loop Periodic Controller

The speed-loop periodic controller for a fault-tolerant SPMSM in this paper is an original idea.
The internal model principle states that perfect asymptotic tracking of persistent inputs can be attained
by replicating the signal generator in a stable feedback loop [25]. The internal model of the inputs
is a signal generator. Figure 3a shows the basic continuous s-domain structure of a periodic signal
generator, which includes a delay device e−sTO and a positive feedback. According to Figure 3a and
assuming Q(s) = 1, the transfer function of the periodic signal generator can be expressed as

Grs(s) =
urc(s)
e(s)

=
e−sTO

1− e−sTO
, (10)

where Grs(s) is the transfer function of the periodic signal generator, and e−sTO is a time-delay unit.
From Equation (10), the periodic signal generator Grs(s) can be expanded as follows [26]:

Grs(s) =
e−sTO

1− e−sTO
= −1

2
+

1
sTO

+
1

TO

∞∑
n=1

2s

s2 + (nωo)
2 . (11)

In Equation (11), the first item is a transfer function of an impulse, the second item is a transfer
function of a step input, and the third item is the transfer function of the harmonics. In the real world,
a low-pass filter Q(s) is required to compensate for the related harmonics, and a phase-lead compensator
G f (s) is used for the entire system delay compensation. To simplify the problem, assuming Q(s) is
1, the classic periodic controller makes Grs(s) approach∞ at poles s = ± jnωo. In this research, a DSP
is used to execute the control algorithm; as a result, the s-domain periodic signal generator needs to
convert into the z-domain periodic signal generator shown in Figure 3b. The z-domain periodic signal
generator is expressed in a discrete form as follows:

Grs(z) = krc
Q(z)z−N

1−Q(z)z−N G f (z), (12)

where krc is a constant control gain, Q(z) is a low-pass filter (LPF), G f (z) is a phase-lead compensator
that compensates for the time delay, and N is the number of delay steps.

In the discrete time domain, the z−N is added as shown in Figure 3b. N can be expressed as

N =
T0

Ts
, (13)

where T0 is the fundamental period and Ts is the sampling interval of the speed-loop control system.
The fundamental period T0 determines the delay of the periodic controller in N steps. The delay steps
determine the settling time of the SPMSM drive system. If the delay time is set too short, the output
generates obvious overshoot but has quick responses; however, if the delay time is too long, the periodic
controller has slow responses. The choice of the parameter N depends on the designer’s experience. In
addition, the periodic controller is added into the speed-loop PI controller in the forward loop [26],
which is shown in Figure 3c. The speed-loop PI controller is used to improve the transient responses
and load disturbance responses for the normal operation speed dynamics; however, the speed-loop
periodical controller is used when the SPMSM drive system is faulty, which causes three-phase current
imbalance. In Figure 3c, Gp(z) is the transfer function of the SPMSM drive system, Gc(z) is the
speed-loop PI controller, and Grs(z) is the periodic signal generator, which is used to reduce the current
harmonics. After that, the speed command ωr

∗ is input into the closed-loop system. In this closed-loop
system, a periodic signal output urs(z) is added to the speed error Δωr(z) to generate the total input of
the PI controller to control the system.
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Figure 3. Periodic controller in speed-loop: (a) s-domain periodic controller Grs(s); (b) z-domain
periodic controller Grs(z); (c) closed-loop control system.

Compared to the traditional speed-loop PI controller, the proposed method uses a periodic
controller to cascade to the traditional speed-loop PI controller, which increases the gain at certain
frequencies. As a result, the transient responses and load disturbance responses of the SPMSM can be
effectively improved. The computation of the periodic controller is very simple, which only includes a
delay operation, a low-pass filter, a positive feedback operation, and phase-lead compensation. As a
result, it is easy to implement the proposed control method by using a DSP.

The parameters of the periodic controller, including a control gain krc and a phase-lead
compensation G f (z), are determined by using stability analysis in the closed-loop control system.
The detailed analysis and the stable condition of a closed-loop control system were previously discussed
and can be expressed as follows [13]:

krc <
2 cos(θH + pω)∣∣∣H(ejω)

∣∣∣ and krc ≥ 0, (14a)

and

H(z) =
Gc(z)Gp(z)

1 + Gc(z)Gp(z)
, (14b)

where θH is the phase angle of H(z), ω is the frequency, p is the order of the phase-lead compensation,
and H(z) is the transfer function of the closed-loop control system. The control gain krc and the
order p of the phase-lead compensation are determined as shown below. In the z-domain analysis,
the phase-lead compensation G f (z) is commonly expressed as follows [13]:

G f (z) = zp (15)

The characteristics of the closed-loop speed-control SPMSM drive system are discussed here.
Figure 4 shows the relationship between the boundary of the phase angle and operating frequency of
the closed-loop drive system. The phase lead step p includes steps 0, 1, 2, and 3, which are shown
as p = 0, p = 1, p = 2, and p = 3 in Figure 4, respectively. In the physical system, the available
range of the compensated phase is between −90o and 90o, which is shown as the dashed line in
Figure 4. From Figure 4, to operate in the phase boundary between −90o and 90o, the maximum
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operating frequency is 0.4 kHz for zero-step phase-lead compensation, 5 kHz for one-step phase-lead
compensation, 3.3 kHz for two-step phase-lead compensation, and 1.9 kHz for three-step phase-lead
compensation. In order to obtain the widest operating frequency of the closed-loop SPMSM drive
system, the one-step phase lead (p = 1) is selected in this research. After that, the gain krc is chosen
according to the stability analysis. The stability condition is shown in Equation (14a), which shows
that the gain krc needs to satisfy the inequality equation. Figure 5 shows the relationship between the

maximum boundary 2 cos(θH+pω)
|H(ejω)| and the operation frequency. In order to both satisfy Equation (14a)

and obtain the widest operating frequency range, the one-step phase-lead compensation that provides
a very smooth curve was chosen for this paper. By using the one-step phase-lead compensation and

satisfying Equation (14a), krc was selected as 1.5 because 2 cos(θH+pω)
|H(ejω)| was varied between 1.5 and 150

when the operating frequency varied from 0 kHz to 5 kHz.

Figure 4. Compensated phase responses using a periodic controller.

2cos ( )
| ( ) |

H
j

p
H e

Figure 5. Boundary of control gain under different compensated phases.

The low-pass filter, LPF Q(z), was designed by using finite impulse response (FIR). FIR was
chosen here because it is commonly used in digital filter applications. The transfer function of an FIR
LPF Q(z) can be expressed as

Q(z) =
m∑

i=0

aiz−i. (16)
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The components of the periodic controller are shown in Figure 6. The speed error Δωe(z) is
multiplied with a control gain krc, and then added to the z−purs(z) to generate es(z). A low-pass filter,
a0 + a1z−1 + a2z−2, is used to reduce the high-frequency noise. After that, the output of the low-pass
filter, which is z−purs(z), is added to the krcΔωr(k) to obtain es(z). Finally, urs(z− p) passes through the
phase-lead compensator zp to obtain the urs(z). By using k as the interval step number, the output
before delay is expressed as urs(z)z−p, and then the system error es(z) can be transformed into

es(k) = krcΔωr(k) + urs(k− p). (17)

By using the LPF Q(z) with ai as the coefficient, the urc(k) can be expressed as

urs(k) =
m∑

i=0

aies(k−N − i + p), i = 0, 1, 2. (18)

The total of urs(k) and Δωr(z) becomes the control input of the PI controller.

r z
rck

se z
Nz 1 2

0 1 2a a z a z pz
rsu zu z prs

 

Figure 6. The proposed periodic controller.

4. Current-Loop Controller

In general, the current-loop PI controller, which is a minor-loop of the SPMSM drive system,
is cascaded with the speed-loop controller. Figure 7 shows the detailed block diagram of the speed-loop
controller and current-loop controller in an SPMSM drive system. First, the speed ωr is subtracted from
the speed command ω∗r to obtain the speed error Δωm. Then, the speed-loop controller is executed to
generate the q-axis current command i∗q. The d-axis current command is set at zero in this research.
Next, two PI controllers are designed to compute the d-axis voltage command v∗d from the d-axis current
error, and also the q-axis voltage command v∗q from the q-axis current error. After that, the SVPWM
inverter generates a-, b-, c-axis voltages va, vb, and vc from the information of the v∗d, v∗q, and electrical
rotor position θe. The a, b, c voltages are injected into the SPMSM to generate the a, b, c currents ia, ib,
and ic. Finally, the SPMSM rotates and reports its mechanical angle θm to the DSP.
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Figure 7. Detailed block diagram of speed-loop and current-loop PI controllers in an SPMSM
drive system.

The SPMSM drive system returns the signals from the encoder and two Hall-effect current sensors
to the DSP. The encoder detects the rotor angle θm, and then computes the electrical angle θe by
multiplying pole pairs. The rotor speed ωr is obtained by taking the difference operation from the θr.
Two Hall-effect current sensors are used to measure the a-phase and b-phase currents ia and ib, and then
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the c-phase current ic can be calculated because it is a three-phase balanced system. The relationship
between the a, b, c currents and the d-, q-axis currents is shown below.

[
id
iq

]
=

2
3

[
cos(θe) cos(θe − 2π

3 ) cos(θe +
2π
3 )

sin(θe) sin(θe − 2π
3 ) sin(θe +

2π
3 )

]⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
ia
ib
ic

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦. (19)

In the d-, q-axis synchronous frame, the dynamic equation of currents for an SPMSM is expressed as

did(t)
dt

=
1
Ls

(
vd(t) − rs id(t) +ωe(t)Lsiq(t)

)
, (20)

diq(t)
dt

=
1
Ls

(
vq(t) − rs iq(t) −ωe(t)Lsid(t) −ωe(t)λm

)
. (21)

The dynamic equation of the speed is

dωe(t)
dt

=
1
Jm

(Te − Bmωe(t) − TL), (22)

and the electromagnetic torque is

Te =
3
2

P
2

(
λmiq(t)

)
, (23)

where d
dt is the differential operator, Ls is the stator inductance, rs is the stator resistance, λm is the

flux linkage, Jm is the inertia, Bm is the friction coefficient, and TL is the external load. Assuming the
resistance voltage is neglected and the decoupling forward method is used, then the d-, q-axis voltage
v∗d and v∗q can be expressed as

1
Ls

v∗d =
1
Ls

(
vd +ωeLsiq

)
, (24)

and
1
Ls

v∗q =
1
Ls

(
vq −ωeLsid −ωeλm

)
. (25)

Substituting Equations (24) and (25) into Equations (20) and (21), the dynamics of the SPMSM can
be rewritten as

did
dt

= − rs

Ls
id +

1
Ls

v∗d, (26)

and
diq
dt

= − rs

Ls
iq +

1
Ls

v∗q. (27)

After using the current-loop PI controllers, the d-, q-axis voltage commands, v∗d and v∗q, are
expressed as

v∗d(t) = KP
(
i∗d(t) − id(t)

)
+ KI

∫ t

0

(
i∗d(τ) − id(τ)

)
dτ, (28)

and

v∗q(t) = KP
(
i∗q(t) − iq(t)

)
+ KI

∫ t

0

(
i∗q(τ) − iq(τ)

)
dτ. (29)

The d-axis voltage is obtained by substituting Equation (28) into Equation (24), and the q-axis
voltage is obtained by substituting Equation (29) into Equation (25). Finally, the output voltages can be
expressed as

vd(t) = KP
(
i∗d(t) − id(t)

)
+ KI

∫ t

0

(
i∗d(τ) − id(τ)

)
dτ−ωe(t)Lsiq(t), (30)
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and

vq(t) = KP
(
i∗q(t) − iq(t)

)
+ KI

∫ t

0

(
i∗q(τ) − iq(τ)

)
dτ+ωe(t)Lsid +ωe(t)λm. (31)

After transferring the continuous time domain into discrete time domain, one can obtain the d-,
q-axis voltage commands as

vd(k) = KP
(
i∗d(k) − id(k)

)
+ KITc

k∑
n=1

(
i∗d(k) − id(k)

)
−ωe(k)Lsiq(k), (32)

and

vq(k) = KP
(
i∗q(k) − iq(k)

)
+ KI Tc

k∑
n=1

(
i∗q(k) − iq(k)

)
+ωe(k)Lsid(k) +ωe(k)λm, (33)

where Tc is the sampling interval of the current loop. From Equations (32) and (33), a block diagram of
the PI current-loop controller can be constructed as shown in Figure 8. In this research, the parameters
of the PI controller were obtained by using the pole assignment technique.
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Figure 8. Current-loop PI controller.

5. Implementation

A block diagram of the implemented SPMSM drive system is shown in Figure 9a. A DSP type
TMS320F2808 was used as the control center. The SPMSM drive system includes a fault-tolerant
inverter, a DSP, gate drivers, current-sensing circuits, an encoder circuit, and an overcurrent protection
circuit. The speed-loop PI controller includes Kp = 0.5 and KI = 0.2, which are obtained by pole
assignment with two poles, p1 = 0.79 and p2 = 0.93. The speed-loop periodic controller includes
krc = 1.5, Q(z) = 0.2 + 0.45z−1 + 0.2z−2, N = 50, and G f (z) = z. The sampling interval of the speed
loop is 1 ms. The current-loop PI controllers include Kp = 12.17 and KI = 0.0006, which determine the
inner-loop current dynamics. The sampling interval of the current loop is 100 μs.

The SPMSM has the following parameters: rs = 0.73 Ω, Ls = 1.37 mH, λm = 0.167 Wb,
Bm = 0.003 N·m·s/rad, and KT = 1.0 N·m/A. Figure 9b shows a photograph of the implemented drive
system, which includes an SPMSM and a dynamometer, which provides the external load for the
SPMSM drive system.
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aibi

SPMSM

(a) 
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Figure 9. The implemented system (a) block diagram, and (b) photograph.

6. Simulated and Experimental Results

The simulated and experimental results were measured under the following five conditions:
a normal condition, an open-circuit condition, a short-circuit condition, a faulty current sensor condition,
and a multiple faulty condition. The details are given below.

6.1. Normal Condition Experimental Results

Figure 10a shows the measured speed responses at 100 r/min, 300 r/min, and 500 r/min. The periodic
controller has quicker transient responses than the PI controller. Figure 10b shows the measured q-axis
currents. The periodic controller provides greater input power when compared to the PI controller.
Figure 11a shows the speed responses at 500 r/min when an external load of 3.5 N·m was added.
The periodic controller provides a lower speed drop and quicker recovery time than the PI controller.
Figure 11b shows the q-axis current responses in the same case. The periodic controller shows better
performance than the PI controller, including a lower overshoot and quicker recovery time when an
external load is added.
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(a) 

(b) 
Figure 10. Measured speeds at 100 r/min, 300 r/min, and 500 r/min: (a) speed responses; (b) q-axis currents.
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(a) 

(b) 

Figure 11. Measured results at 500 rpm and 3.5 N·m load: (a) speed responses; (b) q-axis currents.

6.2. Inverter Open-Circuit Faulty Condition Experimental Results

Figure 12a–c show the simulated results of the a-phase open circuit at 300 r/min without using the
fault-tolerant method. The simulated results include the three-phase currents, q-axis current, and speed.
Figure 13a shows the measured three-phase currents without using the proposed fault-tolerant method
of the SPMSM drive system when its a-phase upper leg was open-circuited at 300 r/min. The faulty
condition occurs at 0.15 s. A manual switch was in series with the power device. When the switch
was opened, the power device was instantaneously opened. Thus, the PMSM drive system became a
three-phase unbalanced drive system. Figure 13b shows the q-axis current response when the a-phase
upper leg is open. The q-axis current oscillated due to the unbalanced three-phase currents. Figure 13c
shows the measured speed response. As we can observe, in this figure, the speed varied between
485 r/min to 510 r/min when the a-phase upper leg was open. Figure 14a–c show the simulated
results using the fault-tolerant control when the a-phase leg was open-circuited. The d-axis inductance
remained the same as its nominal value, but the q-axis inductance was reduced to 50% of its nominal
value due to the influence of saturation. The simulated results include the currents of the speed-loop
PI controller, the currents of the speed-loop periodic controller, and the speed responses of speed-loop
PI and periodic controllers. Figure 15a–c show the measured results of fault-tolerant control at
300 r/min when the a-phase was open-circuited. The periodic controller had better performance than
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the PI controller, including lower peak current and smaller speed variations during faulty intervals.
Figure 15a shows the three-phase currents using the fault-tolerant method. Figure 15b shows the
measured currents of the speed-loop periodic controller. The measured speed responses of both the PI
controller and periodic controller are shown in Figure 15c. Figure 16a–c show the measured results of
the fault-tolerant control when one switch of the a-phase leg was open-circuit at 1500 r/min.
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Figure 12. Simulated results of the a-phase open-circuited without using the fault-tolerant method:
(a) three-phase currents; (b) q-axis current; (c) speed.
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(a) 

(b) 

(c) 

Figure 13. Measured results of the a-phase open-circuited without using the fault-tolerant method:
(a) three-phase currents; (b) q-axis current; (c) speed.
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Figure 14. Simulated results of the fault-tolerant control when the a-phase was open-circuited in d–q
inductance asymmetry conditions: (a) currents of the speed-loop PI controller; (b) currents of the
speed-loop periodic controller; (c) speed responses.
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(a) 

(b) 

(c) 

Figure 15. Measured results of the fault-tolerant control when the a-phase was open-circuited:
(a) currents of the speed-loop PI controller; (b) currents of the speed-loop periodic controller;
(c) speed responses.
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(a) 

(b) 

 
(c) 

Figure 16. Measured results at 1500 r/min of the fault-tolerant control when the a-phase
was open-circuited: (a) currents of the PI controller; (b) currents of the periodic controller;
(c) speed-responses.
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6.3. Inverter Short-Circuit Faulty Condition Experimental Results

Figure 17a–c show the simulated results of the a-phase short-circuited at 300 r/min without using
the fault-tolerant method, including the three-phase currents, q-axis current, and speed response.
Figure 18a–c show the measured results of the same case. Figure 18a shows the measured three-phase
currents without using the fault-tolerant method. Figure 18b shows the measured q-axis current.
Figure 18c shows the measured speed response that dropped quickly due to the trip of the inverter.
Figure 19a–c show the simulated results of the a-phase short-circuited at 300 r/min using the fault-tolerant
method. The simulated results include the current responses, speed responses, and performance index.
Figure 20a–c show the measured results of the fault-tolerant control when the a-phase inverter was
short-circuited at 300 r/min. The two power devices in the upper leg and lower leg were both turned
on to have this leg short-circuited. Figure 20a shows the measured current responses when using a
PI controller. Figure 20b shows that the measured speed variation was 80 r/min when using a speed
PI controller, but it was 50 r/min when using the speed-loop periodic controller. These results show
that the periodic controller has better transient response than the PI controller. Figure 20c shows the
performance index before and after the fault. Yan et al. proposed a PWM voltage source inverter
diagnosis method for a PMSM drive system based on a fuzzy logic approach [27]. By using the fuzzy
logic diagnosis method, the DSP could identify the faulty condition in 0.09 s after the fault occurrence.
Compared to Yan’s method, in this paper, from Figure 20b, the short-circuit fault-tolerant control was
finished in 0.01 s. As a result, this work reduced the time by approximately 89% when compared to
Yan’s method. The reason is that fuzzy logic is more complicated than the method proposed in this
paper. Hang et al. proposed the detection and discrimination of an open-phase fault in an SPMSM drive
system based on the zero-sequence voltage components [28]. For one switch open, Hang’s proposed
detection and discrimination method required 0.04 s. Compared to Hang’s method, in this paper,
from Figure 15c, the open-circuit fault-tolerant control was finished in 0.006 s. As a result, this work
reduced the time by approximately 85% when compared to Hang’s method. However, this paper
may cause more conduction loss because six TRIACs were used to change the structure of the inverter.
Figure 21a–c show the measured results of the short-circuit fault-tolerant control at one switch of the
a-phase leg at 1500 r/min.
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Figure 17. Simulated results when the a-phase was short-circuited without using the fault-tolerant
method: (a) three-phase currents; (b) q-axis current; (c) speed response.
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(b) 

(c) 

Figure 18. Measured results when the a-phase was short-circuited without using the fault-tolerant
method: (a) three-phase currents; (b) q-axis current; (c) speed response.
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Figure 19. Simulated results of the fault-tolerant control when the a-phase was short-circuited:
(a) currents of PI controller; (b) speed responses; (c) performance index.
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(b) 

(c) 

Figure 20. Measured results of the fault-tolerant control when the a-phase was short-circuited:
(a) currents of the PI controller; (b) speed responses; (c) performance indexes.
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(b) 

 
(c) 

Figure 21. Measured results at 1500 r/min of the fault-tolerant control when the a-phase was
short-circuited: (a) currents of the PI controller; (b) currents of the periodic controller; (c) speed responses.

6.4. Current Sensor Faulty Condition Experimental Results

In addition, when the a-phase Hall-effect current sensor is open, the a-phase measured current
suddenly becomes zero. Then, the estimated current is used to replace the measured current. In the
experiment, a manual switch was connected with the current-sensing circuit. When the switch was
opened, the phase current became zero, resulting in a one-phase current fault. Figure 22a shows the
measured a-phase current and its estimated current in normal operating conditions. As we can see in
this figure, they were very close. Figure 22b shows the residual and adaptive threshold. The residual
was always below its adaptive threshold because the system was operated in normal conditions.
Figure 23a,b show the b-phase measured current and its estimated current when the b-phase current
sensor was faulty at 0.15 s. The estimated b-phase current replaced the measured b-phase current
at 0.154 s. Figure 24a–c show the measured three-phase currents when the a-phase current sensor
was faulty. Figure 24a shows the measured three-phase currents using the PI controller. Figure 24b
shows the measured three-phase current using the speed-loop periodic controller. Again, the periodic
controller performed better than the PI controller. Figure 24c shows the measured speed responses
using the speed-loop periodic controller and the speed-loop PI controller. The speed-loop periodic
controller once again performed better than the speed-loop PI controller.
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Figure 22. Measured results of the a-phase in normal operating conditions: (a) measured and estimated
currents; (b) residual and adaptive threshold.
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(b) 

Figure 23. Measured results of the b-phase when the b-phase current sensor was faulty: (a) measured
and estimated current; (b) residual and adaptive threshold.
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(c) 

Figure 24. Measured three-phase currents of the fault-tolerant control when the a-phase current sensor
was faulty: (a) current using PI controller; (b) current using periodic controller; (c) speed.

6.5. Multiple Faulty Conditions Experimental Results

Figure 25a,b show the simulated multiple faults when the a-phase leg was open-circuited and
the a-phase current sensor was faulty using the periodic speed-loop controller. Figure 25a shows the
simulated currents, and Figure 25b shows the simulated speed.
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Figure 25. Simulated multiple faults when the a-phase leg was open-circuited and the a-phase current
sensor was faulty using the periodic speed-loop controller: (a) current; (b) speed.

The proposed method required more computation time for a DSP. In addition, the proposed
method also added two IGBTs for the back-up leg, and six TRIACs for changing the structure of the
inverter. As a result, the proposed drive system required a higher cost, and generated more conduction
losses. In addition, the proposed method required more CPU computation time. These were considered
the overheads of the process. According to the experimental results, there were no faulty cases that the
proposed design failed to detect. All faulty cases were successfully detected and controlled.

7. Conclusions

In this paper, the design of a speed-loop periodic controller for a fault-tolerant SPMSM drive system
was investigated and discussed. A 32-bit DSP, TMS-320F-2808, was used to execute the speed-loop
periodic controller and fault-tolerant algorithm. The detailed design procedures of the speed-loop
periodic controller design were presented. The experimental results showed that the proposed periodic
speed-loop controller provided better performance, including faster transient responses and better
load disturbance responses, than the speed-loop PI controller under normal operating conditions and
faulty conditions. The experimental results validated the theoretical analysis. The proposed method
can be applied in industry due to its simplicity. This paper only focused on the faulty conditions
that were clearly open- or short-circuited. Unclear faulty conditions, including resistance changing,
noise interruption, overheating, and current or voltage derating of the IGBT, will be discussed in
future research.

Author Contributions: Conceptualization, T.-H.L.; methodology, T.-H.L., M.S.M. and M.R.; software, M.S.M.
and M.R.; hardware, M.R.; data curation, M.S.M. and M.R.; writing—review and editing, T.-H.L., M.S.M.;
funding acquisition, T.-H.L.; supervision, T.-H.L. and S.

Funding: This research was funded by the Ministry of Science and Technology, Taiwan, under
Grant MOST-105-2221-E-011-095-MY2.

Conflicts of Interest: The authors declare no conflict of interest.

283



Energies 2019, 12, 3593

References

1. Sul, S.K. Control of Electric Machine Drive Systems; John Wiley & Sons: Hoboken, NJ, USA, 2011.
2. Krause, P.; Wasynczuk, O.; Sudhoff, S.; Pekarek, S. Analysis of Electric Machinery and Drive Systems, 3rd ed.;

John Wiley & Sons: Hoboken, NJ, USA, 2013.
3. Isermann, R. Fault-Diagnosis Applications-Model Based Condition Monitoring: Actuators, Drives, Machinery,

Plants, Sensors, and Fault-Tolerant Systems; Springer: Berlin/Heidelberg, Germany, 2011.
4. Cardoso, A.J.M. Diagnosis and Fault Tolerance of Electrical Machines, Power Electronics and Drives; The Institution

of Engineering and Technology: London, UK, 2018.
5. Ginart, A. Fault Diagnosis for Robust Inverter Power Drives; The Institution of Engineering and Technology:

London, UK, 2019.
6. Naidu, M.; Gopalakrishnan, S.; Nehl, T.W. Fault-tolerant permanent motor drive topologies for automotive

X-by-wire systems. IEEE Trans. Ind. Appl. 2010, 46, 1–8. [CrossRef]
7. Kontarcek, A.; Bajec, P.; Nemec, M.; Ambrozic, V.; Nedeljkovic, D. Cost-effective three-phase PMSM drive

tolerant to open-phase fault. IEEE Trans. Ind. Electron. 2015, 62, 6708–6718. [CrossRef]
8. Jung, S.M.; Park, J.S.; Kim, H.W.; Cho, K.Y.; Youn, M.J. An MRAS-based diagnosis of open-circuit fault in

PWM voltage-source inverters for PM synchronous motor drive systems. IEEE Trans. Power Electron. 2013,
28, 2514–2526. [CrossRef]

9. Cai, B.; Zhao, Y.; Liu, H.; Xie, M. A data-driven fault diagnosis methodology in three-phase inverters for
PMSM drive systems. IEEE Trans. Power Electron. 2017, 32, 5590–5600. [CrossRef]

10. Meinquet, F.; Sandulescu, P.; Kestlyn, X.; Semail, E. A method for fault detection and isolation based on
the processing of multiple diagnostic indices: Application to inverter faults in AC drives. IEEE Trans. Veh.
Technol. 2013, 62, 995–1009. [CrossRef]

11. Wang, W.; Zhang, J.; Cheng, M.; Li, S. Fault-tolerant control of dual three-phase permanent-magnet
synchronous machine drives under open-phase faults. IEEE Trans. Power Electron. 2017, 32, 2052–2063.
[CrossRef]

12. Tseng, S.K.; Liu, T.H.; Hsu, J.W.; Ramelan, L.R.; Firmansyah, E. Fault-tolerant control for a dual-PMSM drive
system. IET J. Eng. 2016. [CrossRef]

13. Wang, Z.; Chen, J.; Cheng, M.; Zheng, Y. Fault-tolerant control of paralleled-voltage-source-inverter-fed
PMSM drives. IEEE Trans. Ind. Electron. 2015, 62, 4749–4760. [CrossRef]

14. Nasiri, A. Full digital current control of permanent magnet synchronous motors for vehicular applications.
IEEE Trans. Veh. Technol. 2007, 56, 1531–1537. [CrossRef]

15. Bennett, J.W.; Mecrow, B.C.; Atkinson, O.J.; Maxwell, C.; Benarous, M. Fault-tolerant electric drive for an
aircraft nose wheel steering actuator. IET Electr. Syst. Transp. 2011, 1, 117–125. [CrossRef]

16. Jeong, Y.S.; Sul, S.K.; Schulz, S.E.; Patel, N.R. Fault detection and fault-tolerant control of interior
permanent-magnet motor drive system for electric vehicle. IEEE Trans. Ind. Appl. 2015, 41, 46–51.
[CrossRef]

17. Wang, R.; Wang, J. Fault-tolerant control with active fault diagnosis for four-wheel independently driven
electric ground vehicles. IEEE Trans. Veh. Technol. 2011, 60, 4276–4287. [CrossRef]

18. Zhang, G.; Zhang, H.; Huang, X.; Wang, J.; Yu, H.; Graaf, R. Active fault-tolerant control for electric vehicles
with independently driven rear in-wheel motors against certain actuator faults. IEEE Trans. Control Syst.
Technol. 2016, 34, 1557–1571. [CrossRef]

19. Bolognani, S.; Zordan, M.; Zigliotto, M. Experimental fault-tolerant control of a PMSM drive. IEEE Trans.
Ind. Electron. 2000, 47, 1134–1141. [CrossRef]

20. Bai, H.; Zhu, J.; Qin, J.; Sun, J. Fault-tolerant control for a dual-winding fault-tolerant permanent magnet
motor drive based on SVPWM. IET Power Electron. 2016, 10, 509–516. [CrossRef]

21. Kontarcek, A.; Nemec, M.; Bajec, P.; Ambrozic, V. Single open-phase fault detection with fault-tolerant control
of an inverter-fed permanent magnet synchronous machine. Automatika 2014, 55, 474–486. [CrossRef]

22. An, Q.T.; Sun, L.; Sun, L.Z. Current residual vector-based open-switch fault diagnosis of inverters in PMSM
drive systems. IEEE Trans. Power Electron. 2015, 30, 2814–2827. [CrossRef]

23. Beng, G.F.H.; Zhang, X.; Vilathgamuwa, D.M. Sensor fault-resilient control of interior permanent-magnet
synchronous motor drives. IEEE/ASME Trans. Mechatron. 2015, 20, 855–864. [CrossRef]

284



Energies 2019, 12, 3593

24. Jlassi, I.; Estima, J.O.; El Khil, S.K.; Bellaaj, N.M.; Cardoso, A.J.M. A Robust Observer-Based Method for
IGBTs and Current Sensors Fault Diagnosis in Voltage-Source Inverters of PMSM Drives. IEEE Trans. Ind.
Appl. 2017, 53, 2894–2905. [CrossRef]

25. Francis, B.A.; Wonham, W.M. The internal model principle of control theory. Automatica 1976, 12, 457–465.
[CrossRef]

26. Wang, D. Periodic Control of Power Electronic Converters Periodic Control of Power; CPI Group
Ltd.: Croydon, UK, 2016.

27. Yan, H.; Xu, Y.; Cai, F. PWM-VSI fault diagnosis for a PMSM drive based on the fuzzy logic approach.
IEEE Trans. Power Electron. 2019, 31, 759–768. [CrossRef]

28. Hang, J.; Zhang, J.; Cheng, M.; Ding, S. Detection and discrimination of open-phase fault in permanent
magnet synchronous motor drive system. IEEE Trans. Power Electron. 2016, 31, 4697–4708. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

285





energies

Article

Performance Analysis of Synchronous Reluctance
Motor with Limited Amount of Permanent Magnet

Duc-Kien Ngo 1 and Min-Fu Hsieh 2,*

1 Department of Systems and Naval Mechatronic Engineering, National Cheng Kung University, Tainan 70101,
Taiwan; eng.duckien.ngo@gmail.com

2 Department of Electrical Engineering, National Cheng Kung University, Tainan 70101, Taiwan
* Correspondence: mfhsieh@mail.ncku.edu.tw; Tel.: +866-06-275-7575 (ext. 62366)

Received: 11 August 2019; Accepted: 9 September 2019; Published: 11 September 2019

Abstract: This paper analyzes the performance of a synchronous reluctance motor (SynRM) equipped
with a limited amount of a permanent magnet (PM). This is conventionally implemented by inserting
PMs in rotor flux barriers, and this is often called the PM-assisted SynRM (PMa-SynRM). However,
common PMa-SynRMs could be vulnerable to irreversible demagnetization. Therefore, motor
performance and PM demagnetization should be simultaneously considered, and this would require
the PM to be properly arranged. In this paper, various rotor configurations are carefully studied
and compared in order to maximize the motor performance, avoid irreversible demagnetization and
achieve higher PM utilization. Moreover, the field weakening capability is investigated and improved
by regulating armature excitation. A particular rotor type with flux intensification was found to
possess higher PM utilization, lower demagnetization possibility with fairly high performance. Thus,
suitable rotor configurations are recommended for certain applications.

Keywords: SynRM; irreversible demagnetization; PMa-SynRM; flux intensifying

1. Introduction

The synchronous reluctance motor (SynRM), with its robustness, high overload capability and
low cost, has become a popular research target for many years [1–4]. However, the relatively lower
torque/power density and power factor are the inherent disadvantages of SynRMs [5–7] compared
to a permanent magnet synchronous machine (PMSM). To overcome such weaknesses, a permanent
magnet (PM) can be inserted into the rotor of the SynRMs with a modest volume, which leads to
the birth of a type of motor called the permanent magnet assisted synchronous reluctance motor
(PMa-SynRM) [8–11]. With the increasing number of related research works, the PMa-SynRM has
become a popular choice in some applications and can be an alternative to a SynRM or PMSM [12–15].

Generally, the PMs inserted inside the rotor flux barriers produce a negative flux linkage along
the q-axis. The q-axis inductance Lq is usually low due to the multiple flux barriers. The permanent
magnet (PM) flux linkage (the flux linkage due to PM solely) promotes the rotation of the flux
linkage vector, and therefore the voltage vector goes close to the current vector to increase the power
factor [9]. The PM flux linkage also contributes to torque production so that the total torque increases.
However, the volume/size of the added PM needs to be limited to avoid the motor becoming an interior
permanent magnet synchronous motor (IPMSM) [16], which could also increase the cost. Nevertheless,
the volume/size of the PM should not be too small to achieve the desired torque and power density,
or to be vulnerable to irreversible demagnetization [10].

For SynRMs or PMa-SynRMs, various design possibilities can be considered, e.g., the number
of flux barriers, with or without PMs, rare earth or other types of PM materials or the amount
of PM employed. In an effort to standardize the design process of SynRMs and PMa-SynRMs,
Bianchi et al. [11] proposed a series of steps that are synthesized from some example studies [11,17–20],

Energies 2019, 12, 3504; doi:10.3390/en12183504 www.mdpi.com/journal/energies287



Energies 2019, 12, 3504

where the inward PMs (near the rotor shaft) are larger than the outward ones to improve flux flows and
avoid demagnetization. This PM arrangement is considered as a common trend for the PMa-SynRM
rotor design.

Some motor designs presented in previous research [10,11,21–23] using either rare-earth or ferrite
PMs are summarized in Table 1, including their ratio of PM-to-motor volume and torque density. It can
be observed that the variety of rotor designs and PM arrangements is rich in these motors. However,
the first four motors listed in Table 1 [10,11,21,22] employ a relatively large PM volume compared to the
motor studied in Reference [23]. Furthermore, the PM size in the motor in Reference [23] is purposefully
made identical for all the PM layers to reduce the manufacturing cost, which is different from common
designs. The multiple flux barrier design allows the torque density of this motor to reach 28.1 Nm/L
with PM taking only 0.95% of the motor volume by assuming sufficient cooling is applied, as shown in
Table 1. However, as mentioned in Reference [16], the low PM volume and high excitation current
could lead to its negligible contribution in torque production due to the low PM-torque-to-total-torque
ratio and high probability of irreversible demagnetization with field-weakening applied. In addition,
since the armature current Is is far from the characteristic current Ich on d-axis [24], the constant power
speed range (CPSR) could become relatively low for PMa-SynRM with a little amount of PM. From the
above discussions, it is necessary to propose a solution to improve the performance of this type of
motor in terms of PM utilization, demagnetization resistivity and field weakening capability.

Table 1. The reference motor parameters and torque production.

Reference Motor Source [10] [11] [21] [22] [23]

Stator diameter (mm) 150 200 125 112 160

Stack length (mm) 105 40 27 40 120

Motor volume (L) 1.856 1.257 0.331 0.394 2.413

PM volume (L) 0.066 0.077 0.013 0.009 0.023

PM-to-Motor volume ratio (%) 3.58 6.13 3.93 2.28 0.95

PM material type Rare earth Ferrite Ferrite Rare earth Rare earth

Number of poles 4 4 4 4 4

Number of flux barriers for each pole 4 3 2 1 5

Number of PM layers 4 3 2 1 4

PM size between layers Unequal Unequal Unequal - Equal

Torque (Nm) 17.9 12.47 1.27 4.54 67.8

Torque density (Nm/L) 9.7 9.9 3.8 11.5 28.1

Therefore, in this paper, several motor models based on a prototyped PMa-SynRM [23] with
various PM arrangements using limited amount of PM are analyzed in detail. The analysis concentrates
on the effect of the PM position on the magnetic distribution, inductances, torque production,
torque/power-speed curves and magnetization characteristics. The armature current is also adjusted
for observation on the correlation between the electrical and magnetic parameters affecting the motor
performance. From the above analysis, this paper aims to achieve a high PM utilization rate to produce
torque though a limited amount of PMs in a more efficient way. Demagnetization can also be avoided
under high performance operations. The analysis was conducted using finite element analysis (FEA),
which has been partially validated using previous experimental studies [23]. Note that differing
from Reference [23], where the evaluation was only conducted for a fixed rotor structure, this paper
makes a complete analysis with a sufficient number of models in order to make proper suggestions
for the improvement of SynRM performance. In Reference [25], the PM volume was optimized for
predetermined field-intensified PM machines. Here, in the present study, the models investigated
cover not only conventional PMa-SynRMs, but also the novel flux-intensifying PMa-SynRMs [26].
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In what follows, the terms flux-intensification, flux-intensifying and flied-intensified are all abbreviated
as FI. In addition, by investigating over an existing prototype, the analysis can be better convincing.
The comparisons can also be made to highlight the novelty of the current analysis.

This paper is organized as follows. The mathematical model and the configuration of the motor
models are presented first in Section 2. Then, the investigation for the influence of PM positions on
motor characteristics is carried out in Section 3, followed by the comparison of some motor models
in Section 4. Section 5 presents the discussions over these investigated models. Finally, the paper is
concluded by making suggestions for the design of such motors in Section 6.

2. Mathematical Model and Configuration of Investigated Motors

2.1. Mathematical Modeling of Investigated Motors

A conventional SynRM with a limited amount of PM embedded along the flux barriers, i.e., facing
the physical q-axis, is called the first PM arrangement (hereafter denoted Type 1), as shown in Figure 1a.
In contrast, when PM is added crossing the flux barriers, i.e., facing the d-axis, it is called the second
PM arrangement (hereafter denoted Type 2), as the example illustrated in Figure 1b. For the Type 1
rotor, the flux linkage produced by the PM is arranged against the q-axis armature flux linkage, while
for the Type 2 rotor, the PM flux linkage complements the d-axis armature flux linkage. The Type 2
motor can thus be called the flux-intensifying PMa-SynRM (FI-PMa-SynRM) [26].

(a) 
 

(b) 

Wpm

TpmPpm

q

d

Tpm

Ppm

Wpm

q

d

Figure 1. Rotor configurations: (a) The first permanent magnet (PM) arrangement (Type 1); (b) The
second PM arrangement (Type 2).

Assuming that the iron saturation and the cross-coupling effect are neglected, the stator dynamic
voltage equations for synchronous machines in the d-q frame [27,28] can be expressed as:

vd = Rsid +
dλd
dt
−ωλq (1)

vq = Rsiq +
dλq

dt
+ωλd (2)

where the subscripts d and q represent the d- and q-axis, respectively, id and iq are the currents, λd and
λd are the flux linkages, Rs is the phase resistance, and ω is the electrical angular speed.
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Equations (1) and (2) are general voltage equations for synchronous machines. To be applied to
the two types of motors mentioned above, the flux linkages λd and λq in (1) and (2) need to be further
discussed since the PMs are arranged differently in these two types of motors. For the Type 1 motors,
as previously mentioned, the PMs are arranged in q-axis against the stator flux due to the q-axis current
(id), and therefore the flux linkages in the d-q frame can be expressed as:

λd = Ldid,λq = Lqiq − λm (3)

where Ld and Lq are the stator inductances in the d-q frame, and λm is the PM flux linkage. Note that Ld
and Lq do not take into account the PM flux linkage but only the flux linkage produced by id and iq.
For the Type 2 motors, the PMs are placed in the d-axis to complement the stator flux and thus the flux
linkages are given as:

λd = Ldid + λm,λq = Lqiq (4)

From (3) and (4), the flux-weakening nature for the Type 1 motors and the flux-intensifying
characteristics for the Type 2 can be clearly observed.

Figure 2 presents the equivalent circuits for the Type 1 [27] and Type 2 motors. As can be seen,
the two types of motors have a difference in PM flux linkages. The phasor diagrams for Type 1 [9] and
Type 2 are illustrated in Figure 3a,b, respectively, with the winding resistance being neglected [9,29].
Therefore, the voltage equations can be further expressed as:

Lqiq 
vd

Rs Ldid

m

Ldid 
vq

Lqiq Rs

 
(a) 

Lqiq 
vd

Ldid Rs

Ldid 
vq

Lqiq

m

Rs

 
(b) 

Figure 2. Equivalent circuits: (a) Type 1; (b) Type 2.

(a) (b) 

Figure 3. Phasor diagrams: (a) Type 1; (b) Type 2.
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V = ω

√
(LdId)

2 +
(
LqIq − λm

)2
(5)

for Type 1 [30], and:

V = ω

√
(LdId + λm)

2 +
(
LqIq

)2
(6)

for Type 2.
Note that the “-“ sign in front of λm in (3) and (5) indicates that the direction of this quantity is

opposing LqIq, differing from the definition in [30].
The torque equations for Type 1 and Type 2 are respectively expressed as:

T =
3Nm

4

[
λmId + (Ld − Lq)IdIq

]
(7)

for Type 1 [29], and

T =
3Nm

4

[
λmIq + (Ld − Lq)IdIq

]
(8)

for Type 2 [26].
Figure 4 illustrates the circle diagrams of these two types of motors. For the Type 1 motor with

the first PM arrangement shown in Figures 1a, 3a and 4a indicate that the flux linkage generated by the
q-axis current could cause the PM to be irreversibly demagnetized, especially for the thin PM. In contrast,
for the Type 2 motor with the second PM arrangement shown in Figure 1b, the demagnetization on the
PM can be avoided during maximum torque per ampere (MTPA) operation but may be possibly locally
demagnetized during field weakening operation (this can be avoided by careful design), as shown in
Figures 3b and 4b. This configuration may be subject to a lower power factor at low speed, but for
medium and high-speed operations, the current phase advance would improve the power factor. On
the other hand, inserting PM in the d-axis (flux paths) can decrease Ld and then decrease the reluctance
torque so that the Type 2 motors would become closer to surface PM synchronous motors (SPMSMs).
However, this requires a further investigation [31] and is not discussed here.

(a) (b) 

Figure 4. Circle diagrams: (a) Type 1; (b) Type 2.

The field weakening theory has been discussed in References [32,33] where ideally, the infinite
speed could be achieved when the value of the armature current Is is equal to the characteristic current
Ich. Practically, to increase the CPSR, Is should be selected as close to Ich as possible [32,34]. The motors
in this paper have Is greater than Ich due to low the PM flux linkage by the limited PM quantity,
as shown in Figure 4, where Ich = λm / Lq for Type 1 and Ich = λm / Ld for Type 2. There are two
potential methods for improving the CPSR. The first method is to increase Ich by using stronger or more
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magnet (higher λm) or changing the rotor configuration to reduce the q-axis or d-axis inductance for
Type 1 or Type 2, respectively. However, this would lead to a redesign of the motors [35]. The second
method is to reduce Is (active reduction), as indicated in Figure 4, which however, should face a direct
reduction of motor torque and power [24]. On the other hand, these motors can be operated in the
maximum torque per voltage (MTPV) mode in which the current is reduced (passive reduction) when
the speed increases. This would result in a partial overlap in the power-speed curves between the
active and passive reductions of the excitation current in the field weakening region at high speed.
This is explained in Section 4.3.

2.2. Configuration of Investigated Motors

As previously illustrated in Figure 1, for the rotor configuration of Type 1, the PMs are embedded
along the flux barriers and located in the central part of each rotor pole. As indicated in Figure 1, Ppm is
the magnet position from 1 to 4, Wpm is the magnet width and Tpm is the magnet thickness. For the Type
2 configuration, the PMs are arranged along the d-axis. Both types have the same PM positions viewed
from the motor shaft (e.g., the PMs at Position 1 of Types 1 and 2 keep the same distance to the shaft).
These arrangements of PM positions help to evaluate the effect of the PM directions (i.e., facing d- or
q-axis). Note that, the magnetization of the PMs is all in the parallel pattern. The motor specifications
and parameters are listed in Table 2, where the analysis at the peak current condition is for the purpose
of exploring the capacity of the motors.

Table 2. Main specifications/parameters of models.

Parameter/
Specification

Unit Value
Parameter/

Specification
Unit Value

Desired peak power kW 10 Stator diameter mm 160
Number of phases - 3 Rotor diameter mm 94
Number of poles - 4 Air-gap mm 0.5
Number of slots - 36 Stack length mm 120

DC voltage V 220 PM meterial - N35H
Maximum current A 80 PM volume mm3 23040
Number of turns turns 6 PM/Motor volume ratio % 0.95

The performance of the prototype motor with Type 1 arrangement has been investigated with
both the experiments and FEA simulations in Reference [23], where the results show that although the
torque is high, this motor could not maintain the power and presented a low CPSR. This reduces its
practical usefulness.

According to the previous discussion and the mathematical models described in the first part of
this section, it is worthwhile to study the Type 2 motor as a potential alternative. Note that Section 2
mainly provides the mathematical background and briefly introduces the basic topologies of the two
types of motor.

3. Comparative Analysis of Influence of PM Position

In this Section, the analyses on the effect of individual PM position on Type 1 and Type 2 motors
using finite element analysis (FEA) were conducted. In these analyses, the no-load analysis aims to
investigate the contribution of PM at different positions in the rotor to motor flux, and the on-load
analysis is used to study the correlation between the PM position and armature excitation. No complete
motor models are involved in this Section.

3.1. No-Load Operation Comparison

Base on the prototype motor in Reference [23], the PM pieces with a cross-sectional dimension of
1.5 × 8 mm were chosen and inserted into the PM positions from 1 to 4 (from inmost to outmost) in this
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study. Note that, all the PMs were fixed inside the flux barriers embracing them. In the beginning, to
investigate the influence of the PM position, each time only one PM piece was placed at one of the
above positions and the armature current was removed (no-load operation). The PM flux linkage
and air-gap flux density Bg for each PM position of both types of motors are illustrated in Figure 5.
As can be seen in Figure 5a,c, although the waveforms of the PM flux linkage for Type 1 seem to be
different at different PM positions and the trend is unclear, the amplitudes are similar. On the other
hand, the waveforms of Bg tend to spread out and the peak value deceases as the PM moves towards
the inmost position. As shown in Figure 5b,d, all the PM flux linkage waveforms for Type 2 are
basically trapezoidal and the amplitudes increase when the PM moves towards the outmost position.
In addition, the waveforms of Bg are the same but the peak Bg increases when the PM moves towards
the outmost position. The differences between the two types are significant. The PM position can be
used on Type 1 to adjust the waveform of the PM flux linkage and both the waveform and amplitude
of the air-gap flux density. For Type 2, this can adjust the amplitude of both the PM flux linkage and
air-gap flux density.

(a) 

(c) 

(b) 

(d) 

Figure 5. The PM flux linkage and air-gap flux density at no-load: (a) The PM flux linkage for Type 1;
(b) the PM flux linkage for Type 2; (c) the air-gap flux density for Type 1; (d) the air-gap flux density for
Type 2.

Table 3. Air-gap flux density for each PM position.

PM Position 1st 2nd 3rd 4th

Air-gap flux density for Type 1 (T) 0.056 0.060 0.067 0.075
Air-gap flux density for Type 2 (T) 0.025 0.059 0.074 0.083

The no-load peak flux density in the air gap for each PM position of both types is summarized in
Table 3. For Type 1, the flux density at position 1 is the lowest (0.056 T) and that at position 4, is the
highest (0.075 T). Similarly, for Type 2, the flux density at position 1 is the lowest (0.025 T) and that at
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position 4, is the highest (0.083 T). However, the lowest flux density for Type 2 is lower than Type 1,
while the highest flux density for Type 2 is higher than Type 1. Thus, the no-load air-gap flux density
for the Type 2 rotor seems to be more sensitive to positions. This is possibly because for Type 2, the
PM flux is not blocked by the outer flux barriers while the blockage appears for Type 1. The revious
analyses imply that for Type 1, the room for the PM flux can be more at the inward positions, i.e., larger
or stronger PM [23], while for Type 2, more PM for the outward position could be used. In addition,
the improvement of the PM flux linkage and air-gap flux density can be anticipated when the number
of PM layers or the PM width increases, which is analyzed later.

3.2. On-Load Operation Comparison and Flux Balance Index

To fully investigate the influence of PM positions, the on-load operation is considered. Figure 6
shows the flux density distribution in the rotor with an 80 A peak current and maximum torque for
each PM position (single PM each case). For Type 1, the most unbalanced flux density distribution
occurs at the flux segments near the PMs (red circle) since the PM flux is obstructed by the surrounding
flux barriers. The heavily unbalanced flux distribution may cause the PMs not to be utilized efficiently
and lead to problems, such as local saturation, torque ripple or risk of demagnetization in motors [36].
For Type 2, the unbalance also occurs but appears to be lighter (dark blue circle) and the condition is
almost the same for every PM position. This paper develops an index called the flux balance index to
rate the degree of balance of flux distribution, which is given as:

Ku =
Bu

Brotor
·100% (9)

 
(a) 

(b) 

Figure 6. Comparison of the flux density distribution in rotors: (a) Type 1; (b) Type 2.
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where Bu is the lowest flux density at the central point (CP) of the main unbalanced magnetic distribution
zones as highlighted in Figure 6, and Brotor is the average flux density in the rotor core obtained from a
number of selected points (40 points in this paper) evenly spread out on the rotor core, as illustrated
in Figure 7. The selection of these points only aims to represent the average flux density in the rotor
without a particular criterion. Note that the determination of Bu and Brotor does not take into account the
singularities of the magnetic field, which do not represent the general magnetic distribution although
these points are significant for saliency and the torque of motors [18,37]. The higher the flux balance
index is, the better and more balanced magnetic distribution is in the rotor. The flux balance indices for
various the PM positions of both types of motors are shown in Table 4. As can be seen, for Type 1, the
flux balance index increases in the order of PM positions from 1 to 4 [Cases 1.1 to 1.4 in Figure 6a],
indicating that the magnetic distribution would be better when the PM moves outward. In contrast,
for Type 2, the unbalanced zones and the unbalanced condition do not seem to change as the PM
position changes [Case 2.1 to 2.4 in Figure 6b]. This may be due to the fact that for such a configuration,
the PM flux is not obstructed by the flux barriers. Furthermore, this unbalance is only caused by the
armature reaction at load condition. As a result, Type 2 has a greater flux balance index than Type
1 does, meaning that the arrangement of PMs in Type 2 can be a decent choice to help improve the
balance of the magnetic field.

(a) (b) 

Figure 7. The selected points for the rotor average flux density calculation: (a) Type 1; (b) Type 2, where
the PM at position 4 is used as representative.

Table 4. The flux balance index of magnetic distribution in rotors.

PM Position 1st 2nd 3rd 4th

Lowest flux density for Type 1 (T) 0.262 0.302 0.355 0.372
Average flux density in rotor core for Type 1 (T) 1.104 1.111 1.103 1.120

Flux balance index, Ku for Type 1 (%) 23.74 27.19 32.18 33.23
Lowest flux density for Type 2 (T) 0.663 0.640 0.645 0.641

Average flux density in rotor core for Type 2 (T) 1.190 1.171 1.172 1.169
Flux balance index, Ku for Type 2 (%) 55.73 54.67 55.05 54.82

A brief comparison of the torque and torque ripple between the various PM positions of both
types is shown in Figure 8. It can be seen that the torque ripple for Type 1 significantly changes
with the PM positions, but this does not happen in Type 2. As previously mentioned, for Type 1,
both the flux balance index and the locations of unbalance zones vary with the PM position, and
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the most unbalanced area occurs on the segment near the PM wherever it is placed (Figure 6a and
Table 4). For Type 2, in contrast, both the flux balance index and the unbalanced zones seem to be
independent of PM position (Figure 6b and Table 4). This indicates that the magnetic distribution in a
Type 2 rotor is insensitive to the PM position, and this accounts for the invariant torque ripple with
PM positions. In other words, for Type 1, the selection of PM position in a rotor should consider its
effect on the magnetic distribution and thus torque ripple. For Type 2 motors, the torque ripple should
not be a major concern for the placement of the PM. Note that, the torque output level is not affected
significantly by the PM positions and motor types.

Figure 8. Torque production for each PM position.

(a) (b) 

Figure 9. Torque production with Id for each PM position. (a) Type 1, (b) Type 2.

To fully compare the contribution of each PM position on torque production, the current is
regulated in terms of the magnitude and phase advances with respect to the q-axis. The current Iq is
kept at 70A and Id is changed from 10 to 40 A, which considers the cross influence between the d- and
q-axes and limits the armature within the peak value, i.e., 80 A. As the result shown in Figure 9, for
Type 1, the torque decreases when the PM advances to position 4. In Type 2, although the highest
air-gap flux density at position 4 is much higher than position 1, the torque is not much different at
any positions. Besides, the highest torque can be generated by the PM at position 1 where the PM is
separated from the flux barriers (no intersections), as shown in Figure 1b. However, the width of the
PM is limited in this case. In Type 1, the most effective PM position in the torque production is the
inward one [23] but it is limited by the possible room given in the rotor, and therefore the configuration
with multiple PM layers is suitable for Type 1 to enhance the torque output. In Type 2, with the torque
production at each PM position being similar and with the highest air-gap flux density occurring at
position 4, this implies that the effective PM configuration is outwards, and the multiple PM layers
construction may not be necessary.
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In this section, small PM pieces have been used in both Type 1 and 2 motors for the comparison of
the influence of PM position. Generally, the placement of these small PM pieces does not significantly
change the rotor structure, especially for Type 1. However, the larger PM dimension (e.g., wider)
or more pieces (e.g., multiple layers) would be more practical, and thus more variation in rotor
configuration may require further assessment.

4. Comparative Analysis of Motor Characteristics

From the previous discussions, the comparison for various numbers of the PM layers as well
as various the PM positions is presented. In this section, to fully investigate the performance and
characteristics, six models broken down into the two types of motors discussed in Section 2 are created
and shown in Figure 10, where Models 1, 2, and 3 are categorized in Type 1 and Models 4, 5, and 6
belong to Type 2. In these models, Models 1 and 4 have the PMs installed at position 1, Models 2
and 5 at position 4, and Models 3 and 6 at all the positions. As the previous analysis, the PMs are all
magnetized in the parallel pattern. Note that these models can be treated as proper motors and the
effect of various PM layouts (inmost, outmost and multiple layers) on motor inductances and torque
production can be investigated through these rotor arrangements. All the models have the same main
specifications and the PM thickness/volume. Their PM positions and dimensions are given in Table 5.
Note that, the PM thickness is 1.5 mm, which is considered to be manufacturable [23,26].

 (a) (b)  (c) 
 

(d) (e) (f) 

Figure 10. Configurations of motor models: (a) Model 1; (b) Model 2; (c) Model 3; (d) Model 4;
(e) Model 5; (f) Model 6.

Table 5. Position and dimension of PMs.

Items Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

PM position 1 4 1, 2, 3,4 1 4 1, 2, 3, 4
PM dimenssion 1.5 × 32 mm 1.5 × 32 mm 1.5 × 8 mm 1.5 × 32 mm 1.5 × 32 mm 1.5 × 8 mm

4.1. Motor Inductances

The inductance variation with the phase angle and magnitude of the current are shown in Figure 11,
where the current angle was set to be zero for Figure 11c,d. Note that, these are the motor d- and q-axis
inductances (Ldm and Lqm) with the presence of PMs rather than the ones without considering the PM
flux, i.e., Ld and Lq (stator inductances) in Equations (3)–(8).

First, as shown in Figure 11a,c, for the Type 1 models (Models 1, 2 and 3), the inductance Ldm is
the highest for Model 3 but not much higher than the others. The q-axis inductance Lqm is similar for
Models 1, 2 and 3, which indicates that PM position does not significantly influence the electromagnetic
characteristics of the motors. Conversely, as shown in Figure 11b,d, for the Type 2 models (Models
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4, 5 and 6), the PM position has a great impact on Ldm, with the lowest for Model 5 because of the
stronger flux created by the PM that limits the armature flux linkage. The inductance Lqm is similar for
Models 4, 5 and 6. The above analysis shows that the PM position would be the most important design
key for Type 2 motors.

 (a) 
 

(c) 

(b) 

(d) 

Figure 11. Inductance comparison: (a) Inductance versus current angle for Type 1; (b) Inductance
versus current angle for Type 2; (c) Inductance versus current magnitude for Type 1; (d) Inductance
versus current magnitude for Type 2.

Second, as the current magnitude increases, the inductance Ldm for the Type 1 models decreases
rapidly while Lqm decreases gently, as shown in Figure 11c. However, as shown in Figure 11d, both
Ldm and Lqm for Type 2 declines slightly with the current magnitude. This results in a small inductance
difference (Ldm – Lqm) variation, especially for Model 5 whose Ldm and Lqm almost do not change.
This may be attributed to the flux barriers that slightly brings down Lqm. Meanwhile, Ldm decreases
mildly because of the alleviated q-axis magnetic saturation effects [38]. The insignificant inductance
variation that may benefit sensorless control shows that fewer PM layers and placing the PM outwards
would be more beneficial to the Type 2 motor design.

4.2. Torque Production

The torque production and torque components (i.e., PM/reluctance torques) are illustrated in
Figure 12 and Table 6. To obtain the curves of torque versus the current angle using FEA, the initial
rotor position can first be set up and based on that which the current is applied. Then, the current
angle is regulated and swept through the prescribed range so that the output torque can be calculated
for each current angle. As shown in Figure 12a, the torque production and torque components for all
the models of Type 1 are almost similar. Of these cases, the multiple PM layers one, i.e., Model 3 is

298



Energies 2019, 12, 3504

the best choice for the sake of its highest achieved total torque and PM torque ratio, as presented in
Table 6. However, Model 1 should also be further considered since its torque is only slightly lower,
taking the advantage of inmost PM arrangement, as discussed in the previous analysis. As shown in
Figure 12b, the torque production and components are diverse for the models of Type 2, which agrees
with the previous discussion. The case with the most outward PM and fewer PM layers, i.e. Model 5
would the best choice for its highest achieved total torque by making the most utilization of the PM
compared to Models 4 and 6, as presented in Table 6. Furthermore, as presented in Table 6, the torque
production of all the models of Type 1 is higher than every model of Type 2. This seems to indicate
that the models of Type 1 have better torque production than Type 2. However, the high PM torque
and its easy regulation by applying the various PM configurations (i.e., large PM torque difference
between these investigated models) is a significant advantage of Type 2. On the other hand, for the
Type 1 models, the torque is brought down to zero when the current angle is zero (i.e., Id is zero) while
for Type 2, the torque can only reduce to zero at the high current angle since the PM torque and the
reluctance torque offset each other. Therefore, for the Type 2 motors, the armature excitation, i.e., the
stator current Is can be easily used to regulate the torque characteristics.

(a) 
 

(b) 

Figure 12. Torque production and components: (a) Type 1; (b) Type 2.

Table 6. Torque production and components.

Items Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

Maximum torque (Nm) 66.3 63.7 67.8 60.9 62.4 57.3
PM torque at maximum torque (Nm) 8.6 7.4 11.9 11.6 28.5 5.5

PM torque ratio (%) 13.0 11.6 17.6 19.0 45.7 9.6
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4.3. Torque and Power-Speed Curves

As previously mentioned, the armature current Is can be reduced to be close to Ich to improve the
speed range. The relationship between Is and Ich as Is of Models 1, 3 and 5 varies and is presented in Table 7,
where as expected, the Is/Ich ratio generally decreases as Is decreases. Furthermore, Figures 13 and 14
show the comparison of torque-speed and power-speed curves between Models 1, 3 and 5, where a
220 V DC voltage is applied. In these curves, the rhombuses and circles denote the start- and end-points
of the constant power region. The pink ones are for Model 3 and the blue ones are for Models 1 or 5.
As can be seen in Figures 13 and 14, for the three models, the power-speed curves tend to converge at
high speed and are partially overlapping. When Is reduces to be close to Ich, the CPSR of the motors
improves but the torque and the power suffer some reduction. In Figure 13, the torque and power-speed
curves of Model 1 are constantly slightly lower than Model 3 for the same Is although the highest torque
production is obtained when the PM is at the inmost position in the rotor. In contrast, although at a low
speed operation, the torque production of Model 5 is lower than Model 3, but the difference decreases as
Is decreases. This results in an enhancement of the power-speed curves and CPSR for Model 5, which
then surpasses Model 3, as seen in Figure 14. However, if Is continues to reduce, e.g., Is = 20 A, the CPSR
of Model 5 cannot maintain the superiority to that of Model 3. This can be observed via the power-speed
curves where there is an intersection point between these curves. The power corresponding to this point
is denoted the intersection power, Pi. For such an intersection, if the required output power is greater
than Pi, the CPSR of Model 5 is better than Model 3 and vice versa. Note that, as can be seen in Figure 14,
this intersection point locates at the overlap of the MTPV control [33] regions of the target models so that
this point no longer depends on the required current, but on the electromagnetic properties or the motor
construction, i.e., PM flux linkage, inductance and Ich.

(a)  (b) 

Figure 13. FieldweakeningcomparisonbetweenModels1and3: (a)Torque-speedcurves; (b)Power-speedcurves.

(a)  (b) 

Figure 14. FieldweakeningcomparisonbetweenModels3and5: (a)Torque-speedcurves; (b)Power-speedcurves.
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From the above discussions, with limited PM volume (less than common IPM motors), the selection
of torque and power is closely related to desired motor speed range and needs to be chosen carefully
by simultaneously considering the mechanical and electromagnetic characteristics of the motors and
their applications. Although these motors are ideally infinite speed [16], the actual operating speed is
limited. In addition, the selection of the PM positions and directions, e.g., moving PM from q-axis to
d-axis in this paper, is the key to improve the performance of SynRMs with limited PM used.

Table 7. The constant power speed range (CPSR) analysis.

Is (A) 80 60 40 30 20

Ich (A) (Model 1) 18.9 17.1 13.7 10.2 9.4
Is/Ich (Model 1) 4.23 3.52 2.93 2.95 2.13

Ich (A) (Model 3) 12.0 10.7 9.3 8.6 7.5
Is/Ich (Model 3) 6.67 5.59 4.28 3.50 2.68

Ich (A) (Model 5) 19.7 17.2 15.1 14.2 13.7
Is/Ich (Model 5) 4.06 3.49 2.65 2.12 1.46

4.4. Demagnetization Analysis

The no-load PM flux linkage and air-gap flux density of Models 1, 3 and 5 are shown in Figure 15.
It can be seen that when the PM width increases, the PM flux linkage and air-gap flux density of Type 2
(Model 5) increases significantly. This demonstrates the intensification of the magnetic field that is
enabled by placing the PM along the d-axis instead of the q-axis. This can also explain the high PM
torque ratio of Model 5 as presented in Table 6.

(a) (b) 

Figure 15. No-load magnetic characteristic. (a) PM flux linkage, (b) Air-gap flux density.

The distribution of flux density in the PMs of Models 1, 3 and 5 under the peak current at
120 ◦C are shown in Figure 16. The average flux density in the PMs at various temperatures are
presented in Table 8. Note that, the demagnetization curves of N35H (PM material) are illustrated
in Figure 17 [16,39]. It can be seen that the flux density in the PMs of Model 1 is very low, meaning
that the PMs can be easily demagnetized. Moreover, the flux density in the PM of Model 1 is lower
than Model 3 where the PMs are inserted at all positions. This implies that if only the inward PM
position is used, an appropriate thickness of the PM should be carefully chosen to avoid irreversible
demagnetization. The PMs in Models 3 and 5 have better demagnetization resistance compared to
Model 1 since they possess better operating points, as the flux density presented in Table 8. Particularly,
Model 5 possesses an advantage with an average PM flux density over 0.8 T. In contrast, the PMs in
Model 3 can be locally demagnetized since their flux density are low, as shown in Figure 16. The key is
the direction of the flux. In Type 1, the q-axis armature flux is opposing the PM flux and then reducing
the flux at the q-axis. Instead, in Type 2, the d-axis armature flux and PM flux are in the same direction
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and then the d-axis flux is intensified. The motors that employ flux intensifying such as the Type 2
ones have been called the flux intensifying IPMSM [38,40,41]. However, in this paper, less PM is used
for the rotor with a dominant reluctance torque, and therefore they should still be considered as a kind
of SynRMs. They are named the FI-PMa-SynRM in this paper [26].

Overall, as investigated in this section, the layout with the PMs crossing the flux barriers have a
decreased possibility to be demagnetized.

 

(a) 
 

(b) 
 

(c) 

Magnetic Flux Density

1.2

0.6

Maximum: 1.3127

Maximum: 1.0174

Magnetic Flux Density

1.2

0.6

Magnetic Flux Density

Maximum: 1.1185

1.2

0.6

Figure 16. Flux density in PM at the 120 ◦C of temperature: (a) Model 1; (b) Model 3; (c) Model 5.
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Table 8. Average flux density in PM.

Temperature 20 ◦C 90 ◦C 105 ◦C 120 ◦C 130 ◦C 155 ◦C
Model 1 0.403 T 0.354 T 0.342 T 0.327 T 0.273 T 0.133 T
Model 3 0.711 T 0.614 T 0.595 T 0.577 T 0.563 T 0.508 T
Model 5 0.912 T 0.869 T 0.860 T 0.852 T 0.845 T 0.828 T

 
Figure 17. Demagnetization curves of N35H.

5. Discussion

Based on the previous analyses, some brief summaries are listed as follows.

• For the effect of the PM position, the outward PMs generally produce greater air-gap flux density
but torque production does not exactly have the same trend.

• The PM position and its arrangement in the d- or q-axis have a great impact on flux distribution in
the rotor where the d-axis PM arrangement possesses a higher flux balance index.

• The PM position has a greater impact on motor inductance of the Type 2 motor than the Type 1
one and the effect is approximately linear.

• Model 3 (conventional multiple-layer PMa-SynRM) has the highest torque production while
Model 5 (FI-PMa-SynRM) has the most utilization of PM.

• Model 5 (FI-PMa-SynRM) is the best choice for demagnetization resistance while Model 1 is the
worst one.

• For SynRM with a limited PM amount, the reduction of armature current Is leads to an increase of
CPSR but a trade-offwith torque reduction should be considered.

The experimental studies were reported in [23], where the simulations were conducted using the
same software package (JMAG). Since the focus of this paper is on the analysis and comparison of
several types of SynRM rotors, therefore the experiments are not provided here.

6. Conclusions

In this paper, the analyses for six models of SynRMs with two different categories of PM
layouts have been conducted, and their performance and electromagnetic characteristics have been
comprehensively compared. From these analyses, it can be observed that the layout with PMs being
arranged along the q-axis or embedded into the flux barriers has better torque production capability.
For the other layout with the PM facing the d-axis or across the flux barriers, the advantages of SynRMs
using a limited PM amount can be maintained and the inherent drawbacks, such as irreversible
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demagnetization, can be overcome. These indicate that, for SynRMs with a limited amount of PM
added and placed along the d-axis would better make use of the PM. In addition, the PM arrangement
at the inward position is a decent choice for SynRM with the q-axis PM, but the PM dimension should
be calculated carefully to avoid irreversible demagnetization.
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Abstract: Typically, permanent magnet synchronous machines (PMSMs) with small inductance can
achieve a higher power density and higher power factor. Thus, in many industrial applications, more
and more PMSMs are being designed with small inductance. Compared with traditional PMSMs,
current harmonics in small inductance PMSMs are much more abundant, and the amplitudes are
usually high. These current harmonics will cause large eddy current losses (ECLs) on the rotor,
making the estimation of ECLs necessary in the design stage. Currently, ECL estimation methods
are usually based on frequency order information, which cannot tell the travelling direction of the
harmonic magneto-wave, resulting in the inaccuracy of the estimation. This article proposes a novel
estimation method based on the mechanism of the formation of space-vector pulse width modulation
(PWM), which considers both the frequency order and travelling direction of the harmonic wave,
resulting in the improvement of the accuracy. Besides this, by using double Fourier analysis (DFA)
instead of traditional fast Fourier analysis (FFA), the predicted frequencies of the current harmonics
are more accurate and free of the troubles caused by traditional FFA-based methods. Simulation
study and experiments are conducted to show the effectiveness of the proposed method.

Keywords: double Fourier analysis; current spectrum decomposition; eddy current loss; permanent
magnet machine design

1. Introduction

Permanent magnet synchronous machines (PMSMs) with small inductance usually have good
performance in terms of their power density, dynamic performance and overload capability; thus,
they have been a trend in academia and industry. However, small inductance also introduces many
disadvantages, such as large current harmonics, high rotor temperature rises, or noise and vibration
problems. One key problem of the rotor eddy current loss attenuation, which relates to the rotor
temperature rise, is unique to these types of machine because of the poor heat dissipation environment
of the rotor and large current harmonics under voltage-source inverter (VSI) supply. Researchers
found that a conductive sleeve over the rotor can reduce the eddy current losses (ECLs) significantly,
and a great deal of research has been conducted into the performance of different configurations
and structure parameters [1–4]. Meanwhile, continuous efforts have been devoted to the harmonic
suppression algorithm of the currents produced by VSI [5–9]. Moreover, the rotor ECL estimation
under different control strategies has become an important step for the lifetime guarantee and safety of
the PMSMs when designing small inductance PMSMs.

Regarding the estimation method of rotor ECLs, there are mainly two categories: the finite-element
method (FEM) and analytical model method. The first one is highly developed and accurate but
is time-consuming and needs extensive computation resources. The latter one is fast and provides
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much information on the improvement of the inverter-motor system; however, it is less accurate than
FEM. Thus, analytical methods are usually used in the design process, and FEMs are used to verify
the results.

A large number of researchers have devoted themselves to the improvement of analytical
methods, mainly concentrating on analytical motor models. Analytical motor models can be roughly
divided into two categories: methods considering the reaction field, and methods without considering
the reaction field. The first ones have the ability to take the saturation effect, slot opening effect,
etc. into consideration, under the assumption that the eddy current field is of the resistance type.
Two-dimensional models were developed with polar coordinates [10–13] or Cartesian coordinates [14],
and the permeability of the stator and rotor cores is supposed to be infinite [15,16]. In [17], the time
harmonics are discussed, and an extended model was developed. The slotting effect on the eddy
current can be modeled using conformal mapping [18] or subdomain models [19,20], and the saturation
effect is usually handled using modulation functions [21–23] or magnet equivalent circuits (MEC) [24].
Finite magnet dimensions were solved by adding a coefficient to infinite magnet dimensions in [25,26].
In [27], the authors used Carter’s theory and surface impedance to calculate the ECLs, which is simple
and has a low computational burden. When the eddy current field cannot be considered to be of
the resistance type, which is the case when the thickness of conductor is thicker than the skin depth,
the reaction field has to be considered. In [28], the eddy current reaction field was considered in
a slotless PMSM. In [29], a 2D model based on Cartesian coordinate was proposed to calculate the
losses in the magnet, while in [30], a 2D model based on polar coordinates was proposed. Generally,
methods without consideration of the reaction field are more capable of handling complex structures
with low-frequency harmonics, while methods which consider the reaction field are more suitable for
simple structures with high-frequency harmonics.

The accuracy achieved by the analytical method depends on two aspects: the degree of conformity
of the predicted stator current with the actual stator current, and the degree of conformity of the
simplified model with the actual motor structure. This article aims to improve the method by reducing
the disconformity induced by mismatched currents. For this aspect, traditional methods use the
fast Fourier transform (FFT) to decompose the voltage pulses generated by the inverter and then
calculate current harmonics based on the frequency spectrum of voltage pulses. These methods are
fast, but under non-integer carrier wave ratios, the spectrum leakage problem deteriorates the accuracy
of predicted stator current. With the development of simulation technology, many researchers use
simulation software such as Simulink from Mathworks to obtain simulated current waveforms, then
decompose current waveforms to obtain the frequency spectrum of the stator current. The usage of
simulation software greatly improves the accuracy of the prediction of stator current; however, the
process is complex, time-consuming, and reveals fewer insights into the difference between various
working conditions.

This article proposes a novel ECL estimation method with improved accuracy for PWM inverters.
Based on the mechanism of the formation of PWM waveforms, a new decomposition method of PWM
voltage pulses is proposed to avoid the problem of spectrum leakage. With the new decomposition
method, the phase sequence of different harmonics can be retrieved, which cannot be done with simple
FFT or simulation. Regarding the conversion of voltage spectrum into current spectrum, the effect of
different voltage components on the motor is discussed. Finally, based on the information provided
by the new decomposition method, the direction of the travelling wave caused by subharmonics is
carefully studied, and a new algorithm for the calculation of ECLs with different travelling wave
direction judgement methods is given.

As the most widely used PWM strategy, space-vector PWM (SVPWM) is adopted as the study
object. An analytical orthogonal model of the air-gap is used to ensure accuracy while keeping the
model simple, and phase inductance is assumed to be constant.
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2. Problem Statement

A typical structure of a small inductance permanent magnet synchronous machine is shown in
Figure 1a. The stator is composed of a stator iron core and stator windings, and the rotor is composed
of a retaining sleeve, permanent magnet and rotor yoke.

 
(a) 

 

(b) 

Figure 1. Structure of small inductance permanent magnet synchronous machine (PMSM) (a) and
simplified model for the calculation of eddy current losses (b).

Due to the relatively high permeability in the stator iron core, the windings can be expressed
as current sheets at the slot openings. The retaining sleeve is used to enhance the rotor mechanical
strength and made of glass fiber. When considering eddy current losses, the retaining sleeve is often
considered as part of the air gap because of its low conductivity. The copper shield, which has a
high conductivity, is used to reduce the eddy current losses in permanent magnets. Additionally, the
simplified model used for eddy current losses estimation is shown in Figure 1b.

Further, the model can be expanded into Cartesian coordinates for convenience in calculation.
Typically, a small inductance PMSM Cartesian coordinate model for the calculation of ECLs consists
of six layers: the outermost layer is the stator, whose magnet permeability is considered as infinity;
next is the current sheet layer, representing the current of the stator, whose thickness is zero; the third
layer is the air-gap, whose thickness is d0; then, the copper sleeve used to resist eddy currents, whose
thickness is dr; inside the copper sleeve is the permanent magnet layer, whose thickness is dp; and the
innermost layer is the rotor yoke, whose thickness is dz. These layers are depicted in Figure 2.

magnet

current 
sheet

Stator

Figure 2. Model structure of a high-speed PMSM for eddy current loss (ECL) calculation.

To calculate the rotor ECLs, the spectrum of phase voltage of the small inductance PMSM is first
calculated using time-FFT, with its base frequency being the fundamental current frequency, and the
current harmonics are derived using the amplitudes of voltage harmonics divided by the reactance of
each phase; then, the space harmonics caused by the winding structure in the motor are calculated
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using space-FFT, with its base period being a pole pitch of the motor. This process can be expressed as
in Equation (1):

Un = 1
T

T∫
0

u(t) · ejnωbtdt

In = Un
jnωbLs

(1)

where u(t) is the phase voltage, ωb is the base frequency, n is the order of the current harmonics, Ls is
the phase inductance, and In is the amplitude of current harmonics.

Once current harmonics and space harmonics are obtained, their impacts on the motor can be
represented by a sum of travelling current sheets. If the order of the current harmonics is n, and the
order of space harmonics is v, there would be a travelling current sheet cs(i,x) close to the inner surface
of the stator, and that can be expressed as in Equation (2) [19,20]:

If the current sheet travels forwards :

cs(i, x) =
∑

v
KsovKdpv

2
τ

sin(−vπ
2
)N·

∑
n

In sin(nωbt− v
π
τ

x)

If the current sheet travels back :

cs(i, x) =
∑

v
KsovKdpv

2
τ

sin(−vπ
2
)N·

∑
n

In sin(nωbt + v
π
τ

x)

(2)

where Ksov and Kdpv are coefficients accounting for the slot opening effect and winding distribution
effect, respectively. The direction of the travelling current sheet depends on the space harmonic order
as well as the current harmonic order. Then, the ECL caused by each current sheet is calculated
individually, then summed together to form the overall eddy current loss JLoss. To do so, the vector
potential of the motor Az should be calculated. The governing law in the object small inductance
PMSM is listed in Equation (3):

∂2Az

∂x2 +
∂2Az

∂y2 = jnωbμiσiAz (3)

where i denotes different layers; e.g., i = 1 denotes the airgap, i = 2 denotes the copper shield, etc.
In different layers, σi and μi have different values, depending on the material. For example, in the airgap,
σ1 is 0, and μ1 is the permeability of the vacuum. Boundary conditions are given in Equations (4)~(6):

1
μ1

∂
∂y

Az = cs(i, x)
∣∣∣∣∣
y=dz+dp+dr+d0

(4)

μi
∂Az
∂y = μi+1

∂Az
∂y

Azi = Az(i+1)

∣∣∣∣∣∣∣
1<i<6

, y on the border line o f layer i and i + 1 (5)

Az = 0|y=0 (6)

Finally, once the vector potential Az is obtained, Poynting’s Theorem is used to calculate the loss:

E = −∂Az
∂t = jnωb · [C0sinh(dr + dp + dz) + D0 cosh(dr + dp + dz)]

H = 1
μ1
· ∂Az
∂y = vπ

μ1τ
[C0sinh(dr + dp + dz) + D0 cosh(dr + dp + dz)]

JLoss = 2τLe f · 1
2 E ·H∗

(7)

where C0 and D0 are related to the specific vector potential of the motor. Detailed calculations are
shown in Appendix A.

The problem relates to the way PWM voltage waves are formed: according the results in [30],
the PWM modulation process can be seen as a two-variable controlled process. Taking space-vector
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PWM as an example, the modulation process can be viewed as a line crossing the area formed by a
modulating wave, as shown in Figure 3.

 
Figure 3. Graphical representation of space-vector PWM modulation process.

In Figure 3, when the line is in the shaded area, the SVPWM modulator outputs a positive voltage;
otherwise, it outputs a negative voltage. The borderline of the shaded area and unshaded area is the
shape of the modulation waveform. According to [31], the main frequency components of this process
result in multiples of carrier wave frequency and sums of the multiples-of-carrier-wave-frequency and
multiples-of-modulation-wave-frequency. The decomposition can be expressed as in Equation (8):

f (t) = A00
2 +

∞∑
n=1

[A0n cos(ω0t + θ0) + B0n sin(ω0t + θ0)]+

∞∑
m=1

[Am0 cos(ωct + θc) + Bm0 sin(ωct + θc)]+

∞∑
m=1

∞∑
n = −∞
(n � 0)

{
Amn cos[m(ωct + θc) + n(ωot + θo)]

+Bmn sin[m(ωct + θc) + n(ωot + θo)]

} (8)

where ω0 is the modulation wave frequency, and ωc is the carrier wave frequency. However, ωc is
chosen so that the switching losses of power devices are within a reasonable range and need not be
exact multiples of ω0. This made it difficult for all harmonic components to find a common base.
If the fundamental current frequency continues to act as the base for time-FFT analysis, spectrum
leakage is unavoidable, making the eddy current loss calculation inaccurate. Furthermore, while
traditional methods only consider the frequencies of harmonic currents, it will be seen in Section 5
that only one part of the harmonic order pair determines the travelling direction of magneto waves.
This error is especially serious in high-speed applications because the modulation wave frequency is
relatively high compared to conventional machines. To solve these problems, improved methods for
the decomposition of PWM voltage and a novel estimation algorithm to improve the ECL estimation
accuracy with different travelling wave direction judgement methods are proposed in this article.

3. SVPWM Working Principle and Expression Deduction of Modulation Wave Per Phase

SVPWM works based on the volt–second balance principle. As depicted in Figure 4, there are six
effective vectors and two zero vectors in the stationary plane, and we divide the plane into six sectors.
Under SVPWM, the target space vector is synthesized using two neighboring effective vectors and
zero vectors.
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-axis

-axis

 

Figure 4. Synthesis of target space vector under SVPWM modulation.

Suppose the target space vector lies in sector I in Figure 4; the synthesis principle can then be
expressed as in Equation (9).

SVO =
TSV1

ΔT/2
SV1 +

TSV2

ΔT/2
SV2 (9)

If target space vector is expressed in complex form, as in Equation (10),

SV∗O = Uoejθo , (10)

then the length of the two effective space vectors of which the target space vector is composed can be
derived as in Equation (11): ∣∣∣SVa

∣∣∣ = TSV1
ΔT/2

∣∣∣SV1
∣∣∣ = UO√

3/2
sin(60◦ − θo)∣∣∣SVb

∣∣∣ = TSV2
ΔT/2

∣∣∣SV2
∣∣∣ = UO√

3/2
sinθo

(11)

The action time of two effective vectors can be derived by solving Equation (11), and the result is
Equation (12):

TSV1 =
√

3
2

Uo·ΔT
VDC

sin(60◦ − θo)

=
√

3
2

Uo·ΔT
VDC

cos(θo +
π
6 )

TSV2 =
√

3
2

Uo·ΔT
VDC

sinθo

=
√

3
2

Uo·ΔT
VDC

cos(θo − π2 )

(12)

Finally, the action times of the effective space vectors in other sectors are derived in a similar way,
as listed in Table 1.

Table 1. Action time of effective space vectors under SVPWM.

θo = ωot Active Space Vectors Effect Time Span

0 < θo ≤ π/3 SV1 = ABC
SV2 = ABC

√
3

2
Uo·ΔT
VDC

cos(θo +
π
6 )√

3
2

Uo·ΔT
VDC

cos(θo − π2 )

π/3 < θo ≤ 2π/3 SV2 = ABC
SV3 = ABC

√
3

2
Uo·ΔT
VDC

cos(θo − π6 )√
3

2
Uo·ΔT
VDC

cos(θo − 5π
6 )

2π/3 < θo ≤ π
SV3 = ABC
SV4 = ABC

√
3

2
Uo·ΔT
VDC

cos(θo − π2 )√
3

2
Uo·ΔT
VDC

cos(θo − 7π
6 )
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Table 1. Cont.

θo = ωot Active Space Vectors Effect Time Span

π < θo ≤ 4π/3 SV4 = ABC
SV5 = ABC

√
3

2
Uo·ΔT
VDC

cos(θo − 5π
6 )√

3
2

Uo·ΔT
VDC

cos(θo − 3π
2 )

4π/3 < θo ≤ 5π/3 SV5 = ABC
SV6 = ABC

√
3

2
Uo·ΔT
VDC

cos(θo − 7π
6 )√

3
2

Uo·ΔT
VDC

cos(θo − 11π
6 )

5π/3 < θo ≤ 2π SV6 = ABC
SV1 = ABC

√
3

2
Uo·ΔT
VDC

cos(θo − 3π
2 )√

3
2

Uo·ΔT
VDC

cos(θo − π6 )

The expression of the modulation wave can then be obtained. Taking phase A as example, the
expression is listed in Table 2.

Table 2. Phase A modulation wave expression under SVPWM.

θo = ωot f A(θo)

0 < θo ≤ π/3
√

3
2

Uo·ΔT
VDC

cos(θo − π6 )
π/3 < θo ≤ 2π/3 3

2
Uo·ΔT
VDC

cos(θo)

2π/3 < θo ≤ π
√

3
2

Uo·ΔT
VDC

cos(θo +
π
6 )

π < θo ≤ 4π/3
√

3
2

Uo·ΔT
VDC

cos(θo − π6 )
4π/3 < θo ≤ 5π/3 3

2
Uo·ΔT
VDC

cos(θo)

5π/3 < θo ≤ 2π
√

3
2

Uo·ΔT
VDC

cos(θo +
π
6 )

4. Refined SVPWM Frequency Spectrum Structure

Once the expression of the modulation wave is derived, the frequency spectrum structure of
the voltage pulses produced by SVPWM can also be derived using double Fourier analysis (DFA).
Generally, the pulses produced by SVPWM can be decomposed into a series of sine wave bands, namely
the base band, carrier wave bands and sideband harmonics. This can be expressed as in Equation (13):

f (t) = A00
2 +

∞∑
n=1

[A0n cos(ω0t + θ0) + B0n sin(ω0t + θ0)]+

∞∑
m=1

[Am0 cos(ωct + θc) + Bm0 sin(ωct + θc)]+

∞∑
m=1

∞∑
n = −∞
(n � 0)

{
Amn cos[m(ωct + θc) + n(ωot + θo)]

+Bmn sin[m(ωct + θc) + n(ωot + θo)]

} (13)

The coefficients can be obtained using Table 2, shown as Equation (14):

Amn + jBmn =
1

2π2

6∑
i=1

ye(i)∫
ys(i)

x f (i)∫
xr(i)

2Vdcej(mx+ny)dxdy (14)

Suppose the modulation ratio M = Uo/VDC; then, the integral limits of the coefficients are listed as
shown in Table 3.
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Table 3. Integral limits for modulation wave per phase under SVPWM.

i ys(i) ye(i) xr(i) xf (i)

1 0 π/3 −π2
[
1 +

√
3

2 M cos(θo − π6 )
]

π
2

[
1 +

√
3

2 M cos(θo − π6 )
]

2 π/3 2π/3 −π2
[
1 + 3

2 M cos(θo)
]

π
2

[
1 + 3

2 M cos(θo)
]

3 2π/3 π −π2
[
1 +

√
3

2 M cos(θo +
π
6 )
]

π
2

[
1 +

√
3

2 M cos(θo +
π
6 )
]

4 π 4π/3 −π2
[
1 +

√
3

2 M cos(θo − π6 )
]

π
2

[
1 +

√
3

2 M cos(θo − π6 )
]

5 4π/3 5π/3 −π2
[
1 + 3

2 M cos(θo)
]

π
2

[
1 + 3

2 M cos(θo)
]

6 5π/3 2π −π2
[
1 +

√
3

2 M cos(θo +
π
6 )
]

π
2

[
1 +

√
3

2 M cos(θo +
π
6 )
]

Through cumbersome simplification, the analytical solution of the voltage harmonics is shown in
Equation (15):

fA(t) =
A00

2 +
∞∑

n=1
[A0n cos(ω0t + θ0) + B0n sin(ω0t + θ0)]+

∞∑
m=1

[Am0 cos(ωct + θc) + Bm0 sin(ωct + θc)]+

∞∑
m=1

∞∑
n = −∞
(n � 0)

{
Amn cos[m(ωct + θc) + n(ωot + θo)]

+Bmn sin[m(ωct + θc) + n(ωot + θo)]

} (15)

where
Amn + jBmn =

8Vdc
mπ2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

π
6 sin

(
[m + n]π2

){
Jn
(
m 3π

4 M
)
+ 2 cos nπ6 · Jn

(
m
√

3π
4 M

)}
+ 1

n sin mπ2 cos nπ2 sin nπ6

{
J0
(
m 3π

4 M
)
− J0

(
m
√

3π
4 M

)}∣∣∣∣∣
n�0

+
∞∑

k = 1
k � −n

⎡⎢⎢⎢⎢⎢⎢⎣
1

n+k sin
(
[m + k]π2

)
cos

(
[n + k]π2

)
sin
(
[n + k]π6

)
·
{

Jk
(
m 3π

4 M
)
+ 2 cos

(
[2n + 3k]π6

)
Jk

(
m
√

3π
4 M

)} ⎤⎥⎥⎥⎥⎥⎥⎦
+

∞∑
k = 1
k � n

⎡⎢⎢⎢⎢⎢⎢⎣
1

n−k sin
(
[m + k]π2

)
cos

(
[n− k]π2

)
sin
(
[n− k]π6

)
·
{

Jk
(
m 3π

4 M
)
+ 2 cos

(
[2n− 3k]π6

)
Jk

(
m
√

3π
4 M

)} ⎤⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(16)

in which Jn denotes the n-th order Bessel function.
It can be noticed that, in Equation (16), Bmn = 0. This implies that the ideal modulation process

does not change the phase of the modulation wave. Furthermore, when m ≥ 1, n � 3k, Amn does not
have to be zero; however, when m = 0, n � 3k, Amn does have to be zero. This implies that an ideal
modulation process does introduce new frequency components into the modulated voltage waveform.

For phase B and C, the expressions are shown as in Equations (17) and (18),

fB(t) =
A00

2 +
∞∑

n=1

[
A0n cos(ω0t + θ0 − 2π

3 ) + B0n sin(ω0t + θ0 − 2π
3 )
]
+

∞∑
m=1

[Am0 cos(ωct + θc) + Bm0 sin(ωct + θc)]+

∞∑
m=1

∞∑
n = −∞
(n � 0)

{
Amn cos[m(ωct + θc) + n(ωot + θo − 2π

3 )]

+Bmn sin[m(ωct + θc) + n(ωot + θo − 2π
3 )]

} (17)
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fC(t) =
A00

2 +
∞∑

n=1

[
A0n cos(ω0t + θ0 +

2π
3 ) + B0n sin(ω0t + θ0 +

2π
3 )
]
+

∞∑
m=1

[Am0 cos(ωct + θc) + Bm0 sin(ωct + θc)]+

∞∑
m=1

∞∑
n = −∞
(n � 0)

{
Amn cos[m(ωct + θc) + n(ωot + θo +

2π
3 )]

+Bmn sin[m(ωct + θc) + n(ωot + θo +
2π
3 )]

} (18)

where the coefficient Amn+jBmn is the same as phase A.
When calculating harmonic currents, the amplitude of current can be calculated using Equation (19):

ix(t) =
∑

m

∑
n

{
Amn cos[m(ωct + θc) + n(ωot + θo)]

+Bmn sin[m(ωct + θc) + n(ωot + θo)]

}
(mωc + nωo)Ls

∣∣∣∣∣∣∣∣∣∣∣∣
x=A,B,C

; (19)

however, the respective phase of voltage harmonics must be considered. From Equations (17) and (18),
the following can be seen:

1. When n = 3k, the coefficients in fa(t), fb(t) and fc(t) are the same. Thus, the harmonic voltage does
not produce a respective resulting harmonic current.

2. Switching harmonics does not exist in phase currents; i.e., the voltage harmonics bearing the form
in Equation (20)

∞∑
m=1

[Am0 cos(ωct + θc) + Bm0 sin(ωct + θc)] (20)

do not produce current harmonics. This is because the coefficients of such voltage harmonics are
the same in all three phases.

3. Voltage harmonics with m ± n being even do not produce current harmonics either. The reasons
for this are as follows. Components bearing the form in Equation (21)

π
6

sin
(
[m + n]

π
2

){
Jn

(
m

3π
4

M
)
+ 2 cos n

π
6
· Jn

(
m
√

3π
4

M
)}

(21)

will not produce current harmonics because sin
(
[m + n]π2

)
=0. Components bearing the form in

Equation (22)
1
n

sin m
π
2

cos n
π
2

sin n
π
6

{
J0

(
m

3π
4

M
)
− J0

(
m
√

3π
4

M
)}∣∣∣∣∣∣

n�0
(22)

will not produce current harmonics because sin mπ2 cos nπ2 = 0 when m and n are both even or
odd, which is a synonym of m ± n being even. Components bearing the form in Equation (23)

∞∑
k = 1

k � −n

⎡⎢⎢⎢⎢⎢⎢⎣
1

n+k sin
(
[m + k]π2

)
cos

(
[n + k]π2

)
sin
(
[n + k]π6

)
·
{

Jk
(
m 3π

4 M
)
+ 2 cos

(
[2n + 3k]π6

)
Jk

(
m
√

3π
4 M

)} ⎤⎥⎥⎥⎥⎥⎥⎦ (23)
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will not produce current harmonics because sin
(
[m + k]π2

)
cos

(
[n + k]π2

)
= 0 when m and n are

both even or odd, which is another synonym of m ± n being even. Components bearing the form
in Equation (24)

∞∑
k = 1
k � n

⎡⎢⎢⎢⎢⎢⎢⎣
1

n−k sin
(
[m + k]π2

)
cos

(
[n− k]π2

)
sin
(
[n− k]π6

)
·
{

Jk
(
m 3π

4 M
)
+ 2 cos

(
[2n− 3k]π6

)
Jk

(
m
√

3π
4 M

)} ⎤⎥⎥⎥⎥⎥⎥⎦ (24)

will not produce current harmonics; the reason for this is similar.

5. ECL Estimation Algorithm with Different Travelling Current Sheet Direction Judgement
Methods

The travelling direction of current sheets partly depends on the space harmonics and partly on
current harmonics. For simplicity, we suppose that space harmonics are only caused by a non-sinusoidal
property of stator winding. Other sources of space harmonics, including non-constant permeability,
are neglected.

We take a two-pole, 12-slot permanent magnet synchronous machine as the study object. The
cross-section of this machine is shown in Figure 5.

 
Figure 5. Structure of target permanent magnet synchronous machine.

The winding structure of phase A can be expressed as in Figure 6.

0 

 

b0

 
Figure 6. Winding structure of phase A.

In Figure 6,
α denotes the electrical angle between adjacent slot opening;
N denotes the winding turns of a single phase;
b0 denotes the width of one slot opening;
τ denotes the pole pitch; and

316



Energies 2019, 12, 3760

Ia denotes the current in a phase winding.
Thus, the current sheet of phase A can be expressed as in Equation (25):

csa(Ia, x) =
∑

v

sin
(
vπb0

2τ

)
vπb0

2τ

· 1
2
[1 + cos(v · α)] · sin(−vπ

2
) · 2
τ

N · Ia · sin(v
π
τ

x) (25)

Similarly, the current sheet expressions of phase B and phase C are listed in Equations (26) and
(27):

csb(Ib, x) =
∑

v

sin
(
vπb0

2τ

)
vπb0

2τ

· 1
2
[1 + cos(v · α)] · sin(−vπ

2
) · 2
τ

N · Ib · sin(v
π
τ

x− 2
3

vπ) (26)

csc(Ic, x) =
∑

v

sin
(
vπb0

2τ

)
vπb0

2τ

· 1
2
[1 + cos(v · α)] · sin(−vπ

2
) · 2
τ

N · Ic · sin(v
π
τ

x +
2
3

vπ) (27)

As mentioned in Section 4, the current waveforms can be expressed as in Equation (19). Then, the
overall travelling current sheet can be derived by adding three current sheets:

cstot(i, x) = csa(i, x) + csb(i, x) + csc(i, x)
=
∑
v

KsovKdpv
2
τ sin(− vπ

2 )N·

∑
m

∑
n

Imn
2 ·

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

sin(mωct + nωot + vπτ x + ϕ)+
sin(mωct + nωot− vπτ x + ϕ)+

sin
(
mωct + nωot + vπτ x− 2

3 (v + n)π+ ϕ
)
+

sin
(
mωct + nωot− vπτ x + 2

3 (v− n)π+ ϕ
)
+

sin
(
mωct + nωot + vπτ x + 2

3 (v + n)π+ ϕ
)
+

sin
(
mωct + nωot− vπτ x− 2

3 (v− n)π+ ϕ
)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(28)

where

Ksov =
sin
(
v
πb0
2τ

)
v
πb0
2τ

Kdpv = 1
2 [1 + cos(vα)]

ϕ = m · θc + n · θo + arctan Amn
Bmn

(29)

It can be seen that only the current harmonic order n has an influence on the direction of the
travelling wave, while current harmonic order m has nothing to do with the travelling wave direction.
Further, this can be divided into two situations:

1. (v+n) can be divided by three, while (v-n) cannot:

cstot(i, x) =
∑

v
KsovKdpv

2
τ

sin(−vπ
2
)N·

∑
m

∑
n

3
2

Imn · sin(mωct + nωot + v
π
τ

x + ϕ) (30)

In this situation, the travelling wave travels backwards with regard to the rotor. Suppose the
velocity of the outer rotor of the permanent magnet synchronous machine is vr; then, the travel
velocity vtr of the travelling current sheet is expressed as in Equation (31):

vtr =
m ·ωc + n ·ωo

v ·π τ+ vr (31)

2. (v-n) can be divided by three, while (v+n) cannot:

cstot(i, x) =
∑

v
KsovKdpv

2
τ

sin(−vπ
2
)N·

∑
m

∑
n

3
2

Imn · sin(mωct + nωot− v
π
τ

x + ϕ) (32)
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In this situation, the travelling wave travels forwards with regard to the rotor. Suppose the
velocity of the outer rotor of the synchronous machine is vr; then, the travel velocity vtr of the travelling
current sheet is expressed as in Equation (33):

vtr =
m ·ωc + n ·ωo

v ·π τ− vr (33)

Finally, a novel ECL estimation algorithm can be developed. The key steps are shown in Figure 7.

 
Figure 7. Novel ECL calculation algorithm.

6. Simulation Study and Experiments

A 2 kW surface-mounted permanent magnet synchronous machine is studied. Its main
characteristics are listed in Table 4:

Table 4. Main parameters for the object PMSM.

Parameter Value

Poles/slots 2/12
Stator inner diameter 36 mm
Rotor outer diameter 30.2 mm
Air gap flux density 0.4 T

Effective length 50 mm
Magnet material N40EH
Phase inductance 48 μH

The winding structure is shown in Figure 8, and relevant parameters are listed in Table 5.
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Figure 8. Winding structure of the object small inductance PMSM.

Table 5. Structure parameters for the object PMSM.

Parameter Value

Width of slot opening 0.8 mm
Winding turns of a single phase 12

Electrical angle between adjacent slot opening 30◦
Pole pitch 56.6 mm

To highlight the performance of the proposed algorithm, the switching frequency of the inverter
is chosen at 10 kHz, which is relatively low compared with the phase inductance and harmonic
currents, which would be large as a consequence. Firstly, the voltage and current spectrum prediction
methods are verified using a current probe and an oscilloscope. Secondly, the conventional method
for calculating the ECLs is conducted against the newly proposed method. Because experimental
verification of ECLs is subject to heat conduction, we are unable to separate the mechanic friction
loss and other interferences, making it very hard to be accurate; thus, both methods are verified by
comparison with FEM results. The FEM software chosen is Flux 2D from Altair, which is widely used
in the motor design industry.

The experimental platform is shown in Figure 9.

 
Figure 9. Experimental platform for the verification of current spectrum prediction.

The electric drive is set to the sensorless vector control work mode. To verify the performance
of the proposed method under integer carrier wave ratios and non-integer carrier wave ratios, the
base current frequency is chosen at 200 Hz and 240 Hz, with a carrier wave ratio of 50 and 46.667,
respectively. Under the SVPWM method, the phase voltage spectrum is shown in Figure 10, and the
predicted current distribution is shown in Figure 11.
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Figure 10. Phase voltage spectrum at a base frequency of 200 Hz (left) and 240 Hz (right) under SVPWM
modulation. The DC bus voltage is 30 V.

Figure 11. Phase harmonic current prediction of 200 Hz (left) and 240 Hz (right) under SVPWM
modulation. The DC bus voltage is 30 V and the phase inductance is 48 μH.

It can be seen in Figure 11 that, when the base current frequency changed from 200 Hz to
240 Hz, the diversity of the current frequency components and their amplitudes increased greatly.
The experimental results are shown in Figure 12.

 
(a) (b) 

Figure 12. Experimental current waveform under sensorless vector control mode. The base current
frequency is 200 Hz in (a) and 240 Hz in (b).

To make a comparison of the predictive performance of the newly proposed method (DFA) and
traditional analysis method (FFT), analyses by both methods are given in Figure 13. Nevertheless,
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a spectrum analysis of the experimental current waveform is also performed and used as the standard
of performance.

 
(a) 

 

(b) 

Figure 13. Performance comparison of current spectrum prediction by newly proposed method (double
Fourier analysis (DFA)) and traditional fast Fourier transform (FFT). The base current frequency is
200 Hz in (a) and 24 0Hz in (b). The experimental current spectrum served as the standard.

From Figure 13, it can be seen that traditional methods using FFT decomposition results cannot
tell the phase differences among different harmonic components. Thus, traditional methods mispredict
some frequency components that do not exist under real conditions. The method proposed in this
article, however, fits the experimental results well, proving the effectiveness of the novel method.

The impact of different travelling directions of travelling current sheets on the prediction accuracy
of ECLs are verified using FEM software. Firstly, the traditional method based on FFT and the
method based on simulation which consider the travelling direction as relative to harmonic frequency
are conducted. Then, the method proposed in this article, which uses different travelling direction
judgement methods, is conducted, and finally all methods are compared to the results of the FEM
software with experimental current waveforms. The results are shown in Figures 14 and 15.

 
(a) 

(b) 
Figure 14. Eddy current losses estimated with different methods. The base current frequency is 200 Hz.
The FEM software calculation is shown in (a), and data are listed in (b).
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(a) 
(b) 

Figure 15. Eddy current losses estimated with different methods. The base current frequency is 240 Hz.
The FEM software calculation is shown in (a), and data are listed in (b).

From Figures 14 and 15, it can be seen that calculation methods based on FFT usually get larger
results than reality, while methods based on simulation and DFA obtain results close to the actual result.
However, with different travelling direction judgement methods, the ECL estimation scheme proposed
in this article showed better accuracy, with improvements up to 1.9%, which proved its effectiveness.

7. Conclusions

In this article, a novel rotor ECL estimation method with improved accuracy for small inductance
permanent magnet synchronous machines under SVPWM supply is proposed. A double Fourier
analysis-based SVPWM harmonics decomposition algorithm is proposed to replace traditional
FFT-based or simulation-based methods, which enables the phase sequence detection of current
harmonics. Based on this extra information, a new method of magneto-wave travelling direction
judgement is proposed. Regarding the transformation of voltage harmonics to current harmonics, an
elimination method by the analysis of the coefficients of different harmonic current components make
the misprediction phenomenon disappear compared to FFT-based methods. Finally, these amendments
are applied to the 2D analytical motor model, and simulations and experiments showed that the
proposed algorithm achieved better accuracy compared with traditional estimation methods after
these modifications.
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Appendix A Details of the Analytical Model for the Eddy Current Loss Estimation

Due to the small slot opening, the magnet field strength can be viewed as parallel to the stator
inner surface. Thus, the windings can be modeled as current sheets at slot openings. The current sheet
of phase A can be expressed as in Equation (A1):

csa(i, x) =
∑

v

sin
(
vπb0

2τ

)
vπb0

2τ

· 1
2
[1 + cos(v · α)] · sin(−vπ

2
) · 2
τ

N · ia(t) · sin(v
π
τ

x) (A1)
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Similarly, the current sheet of phase B and phase C can be expressed as in Equations (A2) and (A3):

csb(i, x) =
∑

v

sin
(
vπb0

2τ

)
vπb0

2τ

· 1
2
[1 + cos(v · α)] · sin(−vπ

2
) · 2
τ

N · ib(t) · sin(v
π
τ

x− 2
3

vπ) (A2)

csc(i, x) =
∑

v

sin
(
vπb0

2τ

)
vπb0

2τ

· 1
2
[1 + cos(v · α)] · sin(−vπ

2
) · 2
τ

N · ic(t) · sin(v
π
τ

x +
2
3

vπ) (A3)

where b0 is the slot opening width, τ is the pole pitch, and α is the winding distribution angle.
Time harmonics in phase currents can be decomposed as in Equation (A4):

ia(t) =
∑
n

In cos(nωbt)

ib(t) =
∑
n

In cos(nωbt− n · 2
3π)

ic(t) =
∑
n

In cos(nωbt + n · 2
3π)

(A4)

We define Ksov =
sin
(
v
πb0
2τ

)
v
πb0
2τ

, Kdpv = 1
2 [1 + cos(vα)], and the total travelling wave current sheet can

be expressed as in Equation (A5):

cstot(i, x) = csa(i, x) + csb(i, x) + csc(i, x)
=
∑
v

KsovKdpv
2
τ sin(− vπ

2 )N·

∑
n

In
2 ·
⎧⎪⎪⎪⎨⎪⎪⎪⎩

sin(nωbt + vπτ x) − sin(nωbt− vπτ x)+
sin[nωbt + vπτ x− (v + n) 2

3π] − sin[nωbt− vπτ x− (n− v) 2
3π]+

sin[nωbt + vπτ x + (v + n) 2
3π] − sin[nωbt− vπτ x + (n− v) 2

3π]

⎫⎪⎪⎪⎬⎪⎪⎪⎭
(A5)

The travelling direction can be determined using the law depicted in Equation (A6):
(v+n) can be divided by three, while (v-n) cannot: current sheet travels forwards:

cstot(i, x) =
∑

v
KsovKdpv

2
τ

sin(−vπ
2
)N·

∑
n

3
2

In sin(nωbt− v
π
τ

x) (A6)

(v-n) can be divided by three, while (v+n) cannot: current sheet travels backwards:

cstot(i, x) =
∑

v
KsovKdpv

2
τ

sin(−vπ
2
)N·

∑
n

3
2

In sin(nωbt + v
π
τ

x) (A7)

Now, consider the domaining physical rules in the motor. Since the rotor yoke is laminated, the
conductivity is relatively small. For convenience, the conductivity of rotor yoke is reduced to zero. By
assuming the vector potential Az = 0 at the rotor shaft, the following can be obtained:

In the air gap : ∇2Az = 0,

in the copper sleeve : ∇2Az = jωσ2μ2,

in the permanent magnets : ∇2Az = jωσ3μ3,

in the rotor yoke : ∇2Az = 0.

(A8)
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After the solution of Az is found, the eddy current loss of the rotor JLoss is expressed as
Equation (A11):

E = jω · [C0sinh(dr + dp + dz) + D0 cosh(dr + dp + dz)]

H = vπ
μ0τ

[C0sinh(dr + dp + dz) + D0 cosh(dr + dp + dz)]

JLoss = 2τLe f · 1
2 E ·H∗

(A11)
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Abstract: This study focuses on the core losses in the stator region of high-speed permanent magnet
synchronous motors, magnetic field characteristics in the load region, and variations in iron losses
caused by changes in these areas. A two-pole 120 kW high-speed permanent magnet synchronous
motor is used as the object of study, and a two-dimensional transient electromagnetic field-variable
load circuit combined calculation model is established. Based on electromagnetic field theory,
the electromagnetic field of the high-speed permanent magnet synchronous motor under multi-load
conditions is calculated using the time-stepping finite element method. The magnetic field distribution
of the high-speed permanent magnet synchronous motor under a multi-load condition is obtained,
and the variations in iron core losses in different parts of the motor under multi-load conditions are
further analyzed. The calculation results show that most of the stator iron core losses are dissipated
in the stator yoke. The stator yoke iron loss under the no-load condition exceeds 70% of the total
stator iron core loss. The stator yoke iron loss under rated operation conditions exceeds 50% of the
total stator iron core loss. The stator loss under rated load operation conditions is higher than that
under no-load operation. These observations are sufficient to demonstrate that the running status of
high-speed motors is closely related to the stator iron losses, which have significance in determining
the reasonable yoke structure of high-speed and high-power motors and the cooling methods of
motor stators.

Keywords: high-speed permanent synchronous motor; magnetic field characteristic; iron loss;
stator structure

1. Introduction

With the increasing market demand for high-efficiency motors for driving high-speed loads,
high-speed permanent magnet synchronous motors (HPMSMs) have attracted considerable attention
owing to their high power density and high efficiency [1–3]. In recent years, with the development
of power electronics technology, inverters have been widely used in motors [4], allowing the motors
to operate over a wide range of frequencies. Hu and Gu proposed an adaptive robust three-step
control method to eliminate the influence of cogging torque and model uncertainty on the tracking
control of a dc motor when its speed varies nonperiodically. This method provides new ideas for
various types of motors [5]. However, when the inverter is in operation, many harmonic currents
are introduced, and these harmonic currents will affect the internal magnetic field of the motor [6].
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The additional losses associated with these harmonics in HPMSMs are greatly increased. This inverter
characteristic will reduce the efficiency of a motor, and this reduction is especially pronounced in
HPMSMs. Another problem inherent in the addition of harmonic currents is that the eddy current loss
generated in the permanent magnets will cause the local temperature of the permanent magnets to rise
along with the required increase in power density for high-speed operation that increases the heat load
per unit volume. These two sources of additional heat generation present greater difficulties for the
heat dissipation of the motor and will even cause local irreversible demagnetization to occur, which
will affect the service life and reliability of the motor [7,8].

The losses caused by harmonics when the inverter is operated are called additional losses, and
they contain four parts: 1� additional losses in the windings. When the higher order harmonic current
passes through the winding, the current density on its cross-section is distributed to the outer surface of
the conductor, thus, the equivalent resistance increases and a skin effect is generated. The resulting loss
increase is called additional winding loss; 2� additional core iron losses. The additional iron loss is the
increase in iron loss caused by the magnetic field generated by the harmonic currents alternating in the
stator and rotor cores; 3� eddy current losses of the permanent magnet. The magnetic fields generated
by the harmonic currents are not synchronized with the rotor rotation speed, so that the harmonic
magnetic field alternates in the permanent magnet, causing eddy current loss to occur; 4� the eddy
current losses of surrounding structures. The magnetic field generated by the harmonic currents will
alternate in the surrounding metal structure, causing eddy current loss. High-speed motors are usually
driven by high-frequency inverters, and the voltage output by the inverters is rich in higher-order
harmonics [9]. The iron loss caused by high-frequency power supplies accounts for a large proportion
of the high-speed motor losses. Accurate analysis of the magnetic field characteristics of high-speed
motors operating under multiple operating conditions of high-frequency inverter power supplies can
provide important support for this study and the analysis of motor iron losses, as well as providing the
basis for the accurate calculation of motor core iron losses.

Many scholars, both foreign and domestic, have performed detailed research on motor iron
loss [10–20]. Much of this research has been concerned with analytical methods and modulation
ratios. Sun Ming’s research [10] established an analytical model of the no-load air-gap magnetic field
of the axial flux permanent magnet motor, carried out the analytical calculations, and compared the
results with finite element calculation results. Some researchers [11,12] analyzed the root cause of
rotor eddy current loss, and calculated this loss using the finite element method. The authors in [13]
studied the influence of the modulation ratio and carrier ratio on stator losses of permanent magnet
synchronous generators by using the two-dimensional field-circuit coupling time-step finite element
method. A study [14] deduced the analytical algorithm of the motor core loss under the power supply
of a Pulse Width Modulation (PWM) inverter and determined the relationship between the modulation
ratio and the iron loss from the perspective of the analytical formula. The results showed that the larger
the modulation ratio, the smaller the iron loss. There are also many studies detailing the relationship
between fundamental waves and harmonics. The authors in [15] studied the distribution characteristics
of the fundamental wave and harmonic iron loss in the stator and rotor core of asynchronous motors,
analyzed the waveforms of the magnetic flux density at different positions of the iron core over time
during no-load operation, and obtained the different areas of the iron core loss distribution of iron
consumption. The authors in [16] performed a harmonic analysis of the magnetomotive force of the
motor and used the two-dimensional finite element method to calculate the eddy current losses of
the stator and the rotor core and the eddy current losses in the permanent magnet. Yamazaki built
a time-step finite element model of a high-speed asynchronous motor and analyzed the iron core
loss caused by higher harmonic magnetic fields [17]. Stators and rotors of different materials have
specified reference values for the study of iron loss. Many scholars are also studying these various
materials and their properties. Denis [18] carried out experiments on a permanent magnet synchronous
motor using a nanocrystalline magnetic material as a stator. The results show that compared with an
equivalent motor using a conventional non-oriented silicon steel stator core, the nanocrystalline stator
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reduced total iron loss to 64% from 75%. Okamoto [19] used a stator core of amorphous magnetic
material instead of a stator core of non-oriented steel. The core loss of the motor in this study was
reduced by about 50%. The numerical calculation and experimental test data were compared, and the
accuracy and reliability of the results was verified. Guo introduced the core loss calculation of the
magnetic flux change in a permanent magnet transverse flux machine with a soft magnetic composite
stator core and a low carbon steel rotor yoke, based on a modified core loss model and finite element
magnetic field analysis. The calculation of the motor core loss is consistent with the measured value
on the prototype [20]. After analyzing these literature sources, it can be found that many scholars
have performed in-depth research on the calculation models and methods of high-speed permanent
magnet motors and high-speed induction motors. However, few studies have detailed calculations of
the losses in various areas of the stator. There is still much work to be done to study the magnetic field
characteristics of the HPMSMs under heavily loaded conditions and the resulting changes in iron loss.

In this study, a 120 kW high-speed permanent magnet synchronous motor is used as the research
object. By establishing a two-dimensional transient electromagnetic field-variable load circuit joint
calculation model and using the time-step finite element method, the magnetic field distribution
characteristics of the motor under rated operating conditions, no-load conditions, and different
transition states from no-load operation to normal conditions can be determined. Additionally, regular
research can be performed and iron loss distribution in each structural area of the stator can be
quantitatively analyzed. Then, the effects of different load conditions on the losses in each structural
area of the stator core can be compared and analyzed, providing a reference for more efficient operation
and structural design of HPMSMs in various fields.

2. Establishment of High-Speed Permanent Magnet Synchronous Motor Model

2.1. Motor Parameters and Physical Model

The prototype parameters of the 120 kW high-speed permanent magnet synchronous motor
studied in this paper are shown in Table 1. This type of motor is mainly used to drive high-speed fans
using a direct drive mechanism to achieve efficient operation of the fan system. The physical model of
the motor is shown in Figure 1.

Table 1. Parameters of prototype motor.

Parameter Value Parameter Value

Rated power/kW 120 Air gap length/mm 4
Rated voltage/V 380 Iron core length/mm 112

Rated frequency/hz 400 Number of poles 2
Stator outer diameter/mm 200 Number of stator slots 24
Rotor outer diameter/mm 94 Connection method Y connection

Figure 1. Solution domain physical model.
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2.2. Solving Equations and Boundary Conditions

The boundary conditions are also marked in Figure 1. The vector magnetic potential A is used to
analyze the magnetic field of the motor. A has only an AZ component. A has no x- or y-axis components
and also satisfies the nonlinear Poisson equation. The boundary value problem is as follows:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

∂
∂x

(
1
μ
∂AZ
∂x

)
+ ∂
∂y

(
1
μ
∂AZ
∂y

)
= −JZ + σ dAZ

dt

AZ
∣∣∣
AC = 0

AZ
∣∣∣
AB = AZ

∣∣∣
CB

(1)

where AZ is the z-axis component of the vector magnetic potential, AC, AB, and CB are the outer
boundary of the stator, JZ is the source current density, μ is the permeability of the material, and σ is
the conductivity of the material.

2.3. Determination of Stator Core Loss Area

Figure 2 is a cloud diagram of the magnetic induction intensity distribution when the motor is
running at no-load. The magnetic density distribution in each area of the motor structure directly
affects the core loss distribution [21]. To thoroughly investigate the core loss distribution in different
areas of the motor, the stator core is divided into a stator yoke, a stator tooth root, a stator tooth body,
and a stator tooth top according to the small diagram marked by the arrow in Figure 2. Then, the iron
consumption in each area can be calculated separately.

Figure 2. Magnetic flux density distribution of motor during no-load working condition.

2.4. Determination of Study Location

In order to systematically study the comprehensive magnetic flux properties of the motor, the
following components mush be considered: the magnetic flux density of the 1/3 position of the stator
teeth of the motor, the magnetic flux density at the center of the air gap, the flux density in the middle
region between the permanent magnet and the rotor edge, the magnetic flux density in the region of
the rotor magnetic bridge, the magnetic flux density of the stator yoke, the magnetic flux density of the
stator tooth position, and the magnetic flux density of various areas of the stator in multi-load states.
Figure 3 shows the seven arcs that correspond to the above areas in order to extract the magnetic density.
The stable moment value is extracted in the vector direction of the magnetic density. The positions A,
B, C, D, E, and F are centered around the rotor axis in the following arrangement: the length from the
position of 1/3 tooth of the stator to the center of the circle, the length from the center of the air gap to
the center of the circle, the length from the center of the area between the permanent magnet and the
rotor edge to the center of the circle, the length from the center of the rotor magnetic isolation bridge
to the center of the circle, and the length from the center of the stator yoke to the center of the circle,
respectively. The length from the center of the stator tooth to the center of the circle is the radius where
an arc can be drawn with an angle of 180◦ in a turn. Position G is a straight line drawn from the inner

330



Energies 2020, 13, 535

center of the stator to the outer center of the stator. The magnetic density of each of the above locations
is derived.

Figure 3. Study position of the model.

2.5. Numerical Calculation of Core Loss

Commonly used iron core loss calculation models include the Steinmetz model and the iron core
loss separation model. This study uses the iron loss separation model to analyze the iron loss of
high-speed motors.

The iron core loss separation model is also called the constant coefficient trinomial model [15],
in which the iron loss is composed of three parts: hysteresis loss, classical eddy current loss, and
abnormal eddy current loss. The model is expressed as follows:

p f e = ph + pc + pe

= kh f Bm
2 + kc

1
T

∫
( dB

dt )
2
dt + ke

1
T

∫
( dB

dt )
1.5

dt(W/kg)
(2)

where p f e is core loss, ph is hysteresis loss, pc is classical eddy current loss, and pe is abnormal eddy
current loss. kh is the hysteresis coefficient, f is the alternating frequency of the magnetic flux density,
Bm is the magnetic density value, kc is the classical eddy current coefficient, ke is the abnormal eddy
current coefficient, and B is the magnetic flux density.

In steady state operation, the hysteresis loss mainly depends on two factors, the area surrounded
by the hysteresis ring and the alternating frequency of the magnetic flux density. The classical eddy
current loss and the abnormal eddy current loss depend on the rate of change of the magnetic flux
density. The material properties given by the material manufacturer are obtained using a numerical
fitting method. The core loss per unit mass obtained using Formula (2) is multiplied by the core mass
to obtain the overall core loss.

3. Magnetic Field Characteristics and Loss Analysis under Multiple Operating Conditions

3.1. Motor Electromagnetic Field Characteristics at No-Load

In this paper, a 120 kW HPMSM is used as a test example and the time-step finite element method
is used to analyze the magnetic density distribution of the no-load state operation. The magnetic flux
density and magnetic field line distribution of the motor at no-load are shown in Figure 4.
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Figure 4. Motor magnetic field distribution during no-load operation.

The magnetic density waveforms extracted according to the positions A, B, C, and D are shown in
Figure 5.

Figure 5. Cont.
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Figure 5. Magnetic flux density in each region of the motor during no-load operation.

Analysis can be obtained for the following:

(1) The part of the stator teeth 1/3 teeth is just in the tooth body area. Due to the cogging effect, under
no-load operating conditions, the magnetic field waveform distortion of 1/3 of the stator teeth
and 1/2 of the magnetic isolation bridge is more serious than in the air gap position, and it is also
more serious than in the area between the permanent magnet and the rotor edge. In comparison,
the magnetic density waveform of the air gap position is closer to a sine wave.

(2) Under no-load operating conditions, the average magnetic flux density of the air gap is about
0.3 T, and the maximum value is close to 0.4 T. The average magnetic density value of 1/3 of
the stator teeth is about 0.8 T, and the maximum value is just over 1 T. The average value of the
magnetic flux density when the maximum magnetic flux density of the rotor magnetic isolation
bridge is approximately 1.5 T and has not yet exceeded 2 T. The average magnetic density of the
central part of the area between the permanent magnet and the rotor edge is approximately 1 T,
and the maximum value is close to 1.8 T.

Fourier decomposition is performed on the separated air gap radial magnetic density, and the
distribution of the harmonic amplitudes with their orders is shown in Figure 6.

Figure 6. Harmonic distribution of air gap tangential flux density.

It can be seen from the analysis of Figure 6 that the harmonic amplitudes of the even harmonics
are very small and may be neglected. The odd harmonics from 1 to 13 are separated from the total
characteristic waveform. The distribution of the fundamental wave, each odd harmonic wave, and the
air gap radial magnetic density in a period is shown in Figure 7.
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Figure 7. Distribution of each odd harmonic in a period.

The harmonic amplitudes of the 1st to 13th odd waves are extracted and the magnitude of the
amplitude of each odd wave is compared to the amplitude of the fundamental wave, as shown in
Table 2.

Table 2. Magnitude of each harmonic and its proportion in the fundamental.

Harmonic Order Harmonic Amplitude/T Proportion/%

One 0.4265 100
Three 0.0813 19.06
Fives 0.0204 4.78
Seven 0.0068 1.59
Nine 0.0109 2.56

Eleven 0.0246 5.76
Thirteen 0.0233 5.46

According to the analysis in Table 2, under the no-load operating conditions, as the harmonic
order increases, the proportion of the amplitude of the odd wave to the amplitude of the fundamental
wave is generally reduced. Specifically, the amplitude of the third harmonic is the highest compared to
the amplitude of the fundamental wave. The remaining odd harmonic amplitudes account for a small
proportion of the fundamental amplitude.

3.2. Motor Iron Loss Distribution at No-Load

Table 3 shows the iron core loss of each area of the stator and rotor under no-load
operating conditions.

Table 3. Stator core loss distribution of motor during no-load operation.

Divide Area Iron Loss/W Proportion/%

Stator tooth top 8.02 2.42
Stator tooth body 48.21 14.56
Stator tooth root 31.71 9.58

Stator yoke 243.08 73.43
Rotor core 1 0.3

According to the analysis in Table 3, under no-load operating conditions, the iron core loss of
the stator yoke accounts for the largest proportion of the total iron core loss of the motor, 73.43%, and
the iron core loss in the stator tooth body and stator tooth root area account for 14.56% and 9.58%,
respectively. The stator core top core loss accounts for 2.42% of the total motor core loss and the rotor
iron core loss is very small accounting for the smallest proportion of the total motor iron core loss,
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only 0.03%. Thus, the stator iron core loss accounts for the main part of the total core iron loss of the
motor, with a proportion is as high as 99.7%. The distribution of the motor iron core loss under no-load
operating conditions is shown in Figure 8.

Figure 8. Stator core loss distribution in each region during rated operation.

3.3. Analysis of the Internal Magnetic Field Distribution of a Motor under Multiple Load Conditions

A 120 kW HPMSM is again used as a test example and the time-step finite element method is
used to analyze the magnetic density distribution of the multi-load state operation. Figure 9 shows the
different magnetic flux densities in different areas of the motor under multiple load conditions.

Figure 9. Magnetic induction intensity distribution of motor in multi-load condition.

Using the analysis position determined in Figure 3, the magnetic density waveforms of position E
and position F can be obtained as shown in Figure 10, and a comparative analysis can be found in the
following:
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(1) Due to the influence of the cogging effect, the magnetic field waveform distortion of the stator
tooth body position is more serious than the stator yoke position under any operating conditions.

(2) Because the power supply contains a large number of higher harmonic components, the internal
magnetic flux density waveform of the motor is severely distorted, and due to the skin effect,
the high-frequency harmonics have the greatest influence on the magnetic density of the stator
tooth body position.

(3) When the load changes, the magnetic density of the tooth body area changes compared with the
yoke area in a shorter and more dramatic period. Because the harmonic component of the tooth
body area is larger under no-load operating conditions, the average magnetic densities of the
stator tooth body and stator yoke areas are the largest. During this time, the maximum values of
the magnetic density are approximately 1 T and 1.5 T, and the average values are approximately
0.8 T and 0.9 T, respectively. At 1.1 times rated load, the average magnetic densities of the stator
tooth body and stator yoke areas are the smallest. During this time, the maximum magnetic
density is approximately 0.7 T and 0.6 T, and the average values are approximately 0.35 T and
0.4 T, respectively.

(4) At 1.1 times the rated load, the magnetic densities of the stator tooth body and stator yoke are
approximately equal to the densities at the rated load. Thus, it is clear that the magnetic density
has reached saturation when running at rated load.

Figure 10. Cont.
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Figure 10. Cont.
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Figure 10. Magnetic flux waveforms of stator teeth and yoke under four operating conditions.

In order to explain the change of magnetic density more accurately, according to position G,
the average value of the magnetic density of the center position of the four areas of the stator core
under the following four operating conditions were recorded: no-load, 0.6 times rated load, rated load,
and 1.1 times rated load. These results are shown in Table 4.

Table 4. Average magnetic density of each area on the stator side under four operating conditions.

Operating Conditions Tooth Top/T Tooth Body/T Tooth Root/T Yoke/T

no-load 0.7618 0.965 0.5376 0.1808
0.6 times load 0.5446 0.7385 0.4277 0.1747

rated load 0.5023 0.6811 0.3944 0.1611
1.1 times the rated load 0.4974 0.6745 0.3906 0.1596

According to the analysis in Table 4, the average value of the magnetic flux density in each area of
the stator is the largest during no-load operation and the average value of the magnetic flux density
in each area of the stator is the smallest when running at 1.1 times the rated load. Under all four
operating conditions, the average value of the magnetic density of the tooth body is the largest among
the four areas of the stator. When the load is increased, the average value of the magnetic density of
each area decreases and the magnetic density of the tooth body area has the largest change compared
to the other three positions. Comparing the no-load operating condition with 1.1 times the rated load
operating condition, the average value of the stator tooth position magnetic density under no-load
operating conditions increases by approximately 0.3 T, and the average magnetic density of the yoke is
the smallest. The magnetic density of the yoke area has the smallest change compared to the other
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three positions, and the average magnetic flux density of the yoke is relatively unchanged under the
four operating conditions.

3.4. Research on the Relationship between Load Condition and Stator Core Loss

If the waveform when the motor is stable and the iron core loss waveform when stable is extracted,
then the average value of the extracted portion can be used as the core loss calculation value. The rotor
iron core loss is very small when the motor is running, so we will not study it below. Table 5 shows the
iron core loss distribution data for different positions of the stator.

Table 5. Stator iron core loss distribution in each region under four kinds of operating conditions.

Operating Conditions Tooth Top/W Tooth Body/W Tooth Root/W Yoke/W

no-load 8.02 48.21 31.71 243.08
0.6 times load 38.79 235.56 108.32 443.14

rated load 48.98 278.838 133.49 529.77
1.1 times the rated load 51.27 286.62 138.34 547.83

The relationship between the iron consumption of each area of the motor stator and the load is
shown in Figure 11.

Figure 11. Stator iron core loss changes in each region under four types of operating conditions.

It can be seen from the analysis shown in Figure 11 that with the increase of the load, the core
loss of the stator tooth top, tooth body, tooth root, and yoke parts also increase. Specifically, when the
no-load operating condition is increased to 1.1 times the rated load operating condition, the increase of
the core losses of the stator tooth root and stator yoke are 336.27% and 125.37%, respectively, which are
smaller than those of the stator tooth top and the stator tooth body, which are 539.28% and 494.52%,
respectively. From the no-load operating condition to 0.6 times the rated load operating condition,
the total increase of the stator core loss is the largest. The increase of the core loss in the four areas
of the stator tooth top, tooth body, tooth root, and yoke are 383.67%, 388.61%, 241.6%, and 82.3%,
respectively. When the rated load operating condition is changed to 1.1 times the rated load operating
condition, the total increase of the stator core loss is the smallest, and the increase of the core loss in
the four areas of the stator is the smallest. In particular, the stator tooth top and the tooth root both
increase less than 5 W, which is almost unchanged.

Through the research in this paper, the loss distribution ratio of each area of the stator is determined.
The main part of the stator iron loss of the motor is the stator yoke iron loss. With the calculation of the
motor temperature field, the distribution of the stator heat source can be more accurately understood
and will make the temperature calculation of HPMSMs more accurate. Figure 12 shows a flowchart of
the motor iron loss-temperature field transition.
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Figure 12. Flow diagram of motor iron loss-temperature field transition.

4. Conclusions

In this study, a 120 kW high-speed permanent magnet synchronous motor was used as a test
example. A two-dimensional transient electromagnetic field-variable load circuit joint calculation
model was established, and the time-step finite element method was used to analyze the magnetic
field distribution characteristics and laws of the motor under rated operating conditions, no-load
conditions, and transitory operating conditions. The four operating conditions studied were no-load,
0.6 times rated load, rated load, and 1.1 times rated load. Each state was quantitatively analyzed to
determine the iron loss distribution in each structural area of the stator, and the impact of different
load conditions on the losses in each structural area of the stator core of the motor was then compared
and analyzed, leading to the following conclusions:

(1) The distribution principle of the stator core loss is that the stator yoke accounts for the largest
proportion of the stator core loss, followed by the stator tooth body and stator tooth root, and the
stator tooth top accounts for the smallest proportion.

(2) The stator core loss under the no-load operating condition is the least, and the stator core loss
under the 1.1 times rated load operating condition is the most, which is particularly evident in
the stator yoke. The core loss of the stator tooth has the smallest change; however, as the load
increases, the growth rate of the core loss of the stator tooth top is the largest, and the growth rate
of the core loss of the stator yoke is the smallest. Under the operating conditions of rated load
and 1.1 times rated load, the difference between their stator core losses is not large, particularly
the difference at the top of the stator teeth, which is the smallest.

(3) Comparing the average values of the magnetic flux density in the four areas on the stator,
the magnetic flux density of the tooth body is larger under the no-load operating condition, and
the maximum value is close to 1 T. Comparing the rated load operating conditions with 1.1 times
the rated load operating conditions, the average value of the magnetic flux density at the center
position of each area on the stator side under the rated load operating conditions is relatively
close and the saturation of magnetic flux density is greater.
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Abstract: Modern multiphase electric machines take advantage of additional degrees of freedom
for various purposes, including harmonic current injection to increase torque per ampere. This new
approach introduces a non-sinusoidal air gap flux density distribution causing additional technical
problems and so the conventional assumptions need to be revised. The paper presents a methodology
for synthesis of air gap magnetic field generated by a symmetrically distributed multiphase windings
including the rotor field reaction due to the machine’s load. The proposed method is suitable either
for single-layer or double layer windings and can be adopted either for full-pitched or chorded
winding including slots effects. The article analyses the air gap flux density harmonic content and
formulates conclusions important to multiphase induction motors. It also discusses effects of time
harmonic currents and illustrates the principle of changing number of pole-pairs typical for harmonic
currents being injected to increase torque.

Keywords: multiphase; induction; motor; space harmonics; time harmonics; injection

1. Introduction

Over the past few years the modern industry has recorded a huge and intensive development
in power electronics and drives and has brought many technical upgrades not only in public
transportation. This rapid technological progress results in less industrial energy consumption
and improves environmental issues. One of the most frequently discussed topics relating to the traffic
environment [1–3] is replacing conventional combustion engine vehicles with fully electric (battery)
vehicles (EVs). The initial concept of EV [4,5] comes from the previous experience with hybrid electric
vehicles (HEVs), which later evolved into the popular plug-in hybrids (PHEVs). No matter what type
of EV is considered, they are mostly powered by standard ac three-phase electric motors [6].

More than 80% of electric vehicles currently use rare earth permanent magnet synchronous
motors (PMSM) allowing vehicle manufacturers to increase the efficiency [7,8] compared to traditional
induction motors, especially at lower motor speeds. The improved efficiency brings either an increase
in transport range or a reduction in battery size (and also the cost) for a given motor weight and vehicle
specification. Compared to typical city-driving vehicles, powerful highway vehicles are designed to
operate at higher speeds, which somewhat reduces the relative performance increase gained by rare
earth magnets and reduces their advantage over induction machines [9]. Moreover, the rising cost
and complicated political situation on the market with rare-earth magnets is another very important
reason [10] why manufactures start choosing induction motors [11] as main drive units for their
electrical vehicles. This tendency can be observed especially when talking about higher performance
and luxury vehicles, such as e-buses, locomotives, or vehicles from Audi or Tesla.
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The modern e-mobility trends increasingly focus on multiphase variable-speed motor drives [12]
since they could provide the transportation with numerous traction and economic advantages [13].
Probably the first mention of a multiphase electric drive dates back to 1969, where the author of [14]
proposed the concept of a five-phase inverter-fed induction motor lately extended to a six-phase
double-star induction motor, referred in [15,16].

This early interest in multiphase machines was mainly initiated by the possibility of torque ripple
reduction, higher reliability and higher fault tolerance. Another strong argument is that for a given
motor power, the input power per phase is reduced, resulting in lower demands on the inverter power
electronics components. Moreover, the winding I2R losses are inversely proportional to the square of
winding distribution factor, hence the higher number of phases may significantly increase the overall
motor efficiency.

Maximum theoretical value of winding loss reduction is determined in [17] as 8.8%. Moreover, as
shown in [18–22], the multiphase motors may be powered with additional time harmonics injected
into the winding to decrease the input current (rms value) while keeping the same torque, which is
particularly relevant to the traction battery applications.

The main disadvantage lies in limited slots number available for given stator diameter, the greater
number of phases, the lower the number of slots per pole per phase and consequently higher
magnitudes of space harmonics. This may be even more problematic in case of outer-rotor machines
with narrow-shaped slots.

No matter what number of phases is considered, electric motors are always accompanied by
non-linearities and parasitic effects, usually connected with harmonics [23–26], that cause ripple of the
input current and the torque, produce noise and increase losses.

These harmonics are often produced by dead times in pulse width modulation (PWM),
supply voltage unbalance, magnetic circuit saturation, non-sinusoidal winding distribution, lamination
slotting and some other non-linearities and asymmetries.

According to the nature of their origin, we can classify these harmonics as time
harmonics and space harmonics [27], while their mutual interaction cannot be neglected [28].
This study describes/recapitulates occurrence and behavior of time/space harmonics in multiphase
induction machines.

2. Space Harmonics in the Air Gap Magnetic Field

Any symmetric m-phase (m ∈ Z) induction machine has a space displacement between any two
successive stator phases equal to 2π/m. The stator winding is designed as sinusoidally distributed as
possible and is fed with balanced m-phase sinusoidal currents. The combined effect is equivalent to
having the same winding excited with a constant current and rotating at the stator frequency (rotating
field established). Ideally, when the number of stator slots Q1 approaches infinity (Q1 →∞), and no
iron core saturation will appear, the winding forms a sinusoidal magnetic field (or magneto-motive
force, mmf) in the air gap δ. However, the practical windings are placed into the finite number of slots
and the machines’ core always experiences saturation; therefore, the resulting magneto-motive force
has rather stepped than sinusoidal curve. This complex curve can be described with Fourier series of
mmf waves called space harmonics. The orders of these harmonics are usually marked with symbol ν.

Synthesis of Air Gap Magnetic Field Formed by Symmetrically Distributed Windings

As shown in [29], a hypothetical single-coil winding, fed by a time-varying sinusoidal current,
produces mmf having rectangular waveform according to (1). The equation considers constant air
gap permeance independent of angular position (even air gap) and the iron core made of steel having
infinite relative permeability.

Hx(α) =
2i
πδ

∑∞
ν=1

1
ν

sin
(
ν
αy

2

)
cos(ν[α− (ξ+(x− 1))α1]), αy = βπ (1)
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In (1), β ∈ < 0; 1 > represents the shortening of the winding coil pitch (chorded winding), i is the
current content in the slot, α is mechanical angle measured in the air gap periphery, ξ is position of the
coil group origin given in slots number and α1 = 2π/Q1.

For symmetric m-phase winding distributed in Q1 stator slots, creating 2p magnetic poles, we can
introduce q = Q1/2pm as the number of slots per phase per pole. Hence, the field produced by
respective coils in group of q coils can be described using (2). For further analysis, it is reasonable to
consider only the basic two-pole winding, therefore we always assume that 2p = 2.
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ν sin
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)
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The summation of particular fields (2) gives resulting mmf (3) generated by a group of q coils
corresponding to the coil group of one stator phase.
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2i
πδ
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ν=1
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k=1
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Simplifying (3) we obtain more useful Equation (4).
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From (4), it is easy to find the resulting mmf waveform generated by any symmetric m-phase
distributed winding designed with integer q. We consider twice the number of mathematical
phases m′ = 2m, therefore ξ = (k− 1)2q is substituted for the “plus” phases (A, B, C, D, E, . . . ),
and ξ = mq + (k− 1)2q is substituted for the “minus” phases (A’, B’, C’, D’, E’, . . . ). The input current
with angular frequency ω1 flowing through the k-th stator phase is defined as (5):

ik(t) = Ikmsin
(
ω1t− k− 1

m
2π
)

(5)

Hence by combination (4) with (5) we obtain (6):
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Equation (6) can be further modified into (7) to calculate with given coil turns number per slot N
carrying the input current I

√
2. For single-layer winding, N/2 must be used instead of N.

Hm−phase(α) = 4
√

2
NIq
πδ

∞∑
ν=1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
ν sin

(
ν
αy
2

)
sin
(
ν

mqα1
2

) sin(q
α1
2 ν)

q sin(
α1
2 ν)∑m

k=1

[
sin
(
ν

2α+(1−k 4q)α1
2

)
sin
(
ω1t− k−1

m 2π
)]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (7)

345



Energies 2020, 13, 496

As an example, for the three-phase winding, (7) results in (8),

H3−phase(α) = 4
√

2 NIq
πδ

∑∞
ν=1

[
1
ν sin

(
ν
αy
2

)
sin
(
ν

mqα1
2

) sin(q
α1
2 ν)

q sin(
α1
2 ν)

[
sin
(
ν

2α+(1−4q)α1
2

)
sin(ω1t)+

sin
(
ν

2α+(1−8q)α1
2

)
sin
(
ω1t− 2

3π
)
+ sin

(
ν

2α+(1−12q)α1
2

)
sin
(
ω1t− 4

3π)
]
]

(8)

For the five-phase winding we have (9),

H5−phase(α) = 4
√

2 NIq
πδ

∑∞
ν=1

[
1
ν sin

(
ν
αy
2

)
sin
(
ν

mqα1
2

) sin(q
α1
2 ν)

q sin(
α1
2 ν)

[
sin
(
ν

2α+(1−4q)α1
2

)
sin(ω1t)+

sin
(
ν

2α+(1−8q)α1
2

)
sin
(
ω1t− 2

5π
)
+ sin

(
ν

2α+(1−12q)α1
2

)
sin
(
ω1t− 4

5π
)
+

sin
(
ν

2α+(1−16q)α1
2

)
sin
(
ω1t− 6

5π
)
+ sin

(
ν

2α+(1−20q)α1
2

)
sin
(
ω1t− 8

5π
)
]]

(9)

And the seven-phase winding will generate field according to (10):

H7−phase(α) = 4
√

2 NIq
πδ

∑∞
ν=1

[
1
ν sin

(
ν
αy
2

)
sin
(
ν

mqα1
2

) sin(q
α1
2 ν)

q sin(
α1
2 ν)

[
sin
(
ν

2α+(1−4q)α1
2

)
sin(ω1t)+

sin
(
ν

2α+(1−8q)α1
2

)
sin
(
ω1t− 2

7π
)
+ sin

(
ν

2α+(1−12q)α1
2

)
sin
(
ω1t− 4

7π
)
+

sin
(
ν

2α+(1−16q)α1
2

)
sin
(
ω1t− 6

7π
)
+ sin

(
ν

2α+(1−20q)α1
2

)
sin
(
ω1t− 8

7π
)
+

sin
(
ν

2α+(1−24q)α1
2

)
sin
(
ω1t− 10

7 π
)
+ sin

(
ν

2α+(1−28q)α1
2

)
sin
(
ω1t− 12

7 π
)
]]

(10)

The air gap flux density distribution is then obtained by applying (11).

Bm−phase(α) = μ0Hm−phase(α) (11)

Previous approach assumes a uniform air gap δ, which makes the analyzed air gap field
corresponding to the mmf waveform generated by the winding. The stator and the rotor surfaces are
slotted in a practical machine, and therefore, the air gap permeance varies along with the machine
periphery and generates additional flux waves. Hence, the air gap appears to be slightly wider than its
real mechanical size. The widening of the air gap is traditionally considered via Carter’s factor kc [30].
As proposed in [29], this can be considered by introducing a fictive air gap (12),

δ(α) =
1

f1(α)
+

1
f2(α)

− δ0 (12)

where δ0 represents the initially assumed (even) air gap, and the functions f1(α) and f2(α) introduce
the stator and the rotor slotting, respectively (13).

f1(α) = a0 −
∞∑
ν=1

av cos(νQ1α), a0 = 1
kc1δ0

f2(α) = b0 −
∞∑
ν=1

bv cos(νQ2α), b0 = 1
kc2δ0

(13)

The Carter factors kc1 and kc2, important to (13), are determined from given stator/rotor slot pitches
td1 and td2 using (14),

kc1 =
td1

td1 − γ1δ0
, kc2 =

td2

td2 − γ2δ0
(14)
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where γ1,2 comes from (15).

γ1,2 =
4
π

⎡⎢⎢⎢⎢⎢⎢⎢⎣b01,02

2δ0
atan

(
b01,02

2δ0

)
− ln

√
1 +

(
b01,02

2δ0

)2
⎤⎥⎥⎥⎥⎥⎥⎥⎦ (15)

Parameters b01 and b02 represent the slots opening of the stator and the rotor, respectively.
To complete substitution into (13), we only need to calculate the values of av and bv according to (16),

av =
4β1
πδ0ν

⎡⎢⎢⎢⎢⎢⎢⎣ 1
2 +

(
b01
td1
ν
)2

0.78−2
(

b01
td1
ν
)2
⎤⎥⎥⎥⎥⎥⎥⎦sin

(
1.6π b01

td1
ν
)

bv =
4β2
πδ0ν

⎡⎢⎢⎢⎢⎢⎢⎣ 1
2 +

(
b02
td2
ν
)2

0.78−2
(

b02
td2
ν
)2
⎤⎥⎥⎥⎥⎥⎥⎦sin

(
1.6π b02

td2
ν
) (16)

where β1 and β2 come from (17).

β1 =
1
2
− 1

2b01

[
b01

(
1

kc1
− 1

)]
, β2 =

1
2
− 1

2b02

[
b02

( 1
kc2
− 1

)]
(17)

However, by substitution (12) into (7), we find that for some chosen q the “tooth-to-tooth”
synchronization of both waves is not fully observed, and therefore, it is necessary to introduce a
correction factor (angular displacement) for one of the coordinate systems. Hence, Equation (7) should
be rewritten into (18).

Hm−phase(α) = 4
√

2
NIq
πδ(α)

∞∑
ν=1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
ν sin

(
ν
αy
2

)
sin
(
ν

mqα1
2

) sin(q
α1
2 ν)

q sin(
α1
2 ν)∑m

k=1

[
sin
(
ν

2α+(1−k 4q)α1−αshi f t
2

)
sin
(
ω1t− k−1

m 2π
)]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (18)

For any full-pitch winding with odd q, we select αshi f t = 2π/Q1 in (17), and analogously,
for winding with even q, we apply αshi f t = 0. In case of chorded winding, we use either αshi f t = 2π/Q1

for q = 1, 2, 5, 6, 9, 10, . . . or αshi f t = 0 for q = 3, 4, 7, 8, 11, 12, . . . . To obtain the flux density distribution,
formula Bm−phase(α) = μ0Hm−phase(α). must be applied to all equations relating to the air gap magnetic
field strength distribution.

For the better understanding, we will analyze the air gap magnetic field for three various “fictive”
single-layer (or double-layer) windings, considering slotless (7) and slotted (18) motor geometry. This
situation is close to no-load motor operation (zero torque and zero rotor field). First, the flux density
generated by a three-phase, full-pitched, winding having Q1 = 30, Q2 = 22, 2p = 2 and q = 5 is shown
in Figure 1. The left-side figure presents the flux density distribution as it depends on the air gap
angular position, and the right-side figure shows the resulting frequency spectrum. While the red
curve depicts the field considering smooth air gap with no slots present on the stator or the rotor,
the blue curve shows the situation for slotted lamination.

Second, the flux density formed by a five-phase, full-pitched, winding having Q1 = 30, Q2 = 22,
2p = 2 and q = 3 is shown in Figure 2.

Finally, the flux density formed by a seven-phase, full-pitched, winding having Q1 = 28, Q2 = 22,
2p = 2 and q = 2 is shown in Figure 3.

The comparison between discussed windings shows that the motor having more phases can form
a smoother magnetic field (lower content of harmonics) than the less phases motor even if it has similar
slots number. Hence, this motor can generate less torque ripple, distinguishes lower THDi and can
reduce noise. For air gap flux density spectrum, we can formulate several conclusions generally valid
for any distributed multiphase winding having integer q.
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(a) (b) 

Figure 1. (a) Air gap field generated by 3-phase winding; field distribution (left), (b) frequency
spectrum (right).

(a) (b) 

Figure 2. (a) Air gap field generated by 5-phase winding; field distribution (left), (b) frequency
spectrum (right).

(a) (b) 

Figure 3. (a) Air gap field generated by 7-phase winding; field distribution (left), (b) frequency
spectrum (right).

First, the spectrum includes all harmonics orders calculated from (19). When the operator “+”
is used, the relevant harmonic generates mmf travelling the air gap together with the fundamental
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harmonic but ν-times slower, and to the contrary, the operator “−” gives harmonics producing waves
traveling the air gap in opposite direction (also ν-times slower).

ν = 2mc± 1, c ∈ Z (19)

Second, the spectrum also includes frequency orders called “step” harmonics obtained from (20).
They are present in the spectrum mainly due to the fact that the winding is placed in a finite number of
stator slots. The stator “slot” harmonics have therefore the same orders as have the “step” harmonics,
and hence, they both overlap in the frequency spectrum. The “step” harmonics have the winding
factor of the same size as the fundamental harmonic.

ν1step = ν1slot = c
Q1

p
± 1, c ∈ Z. (20)

Besides the “step” harmonic orders, the air gap flux density includes also the rotor “slot” harmonics (21).

ν2slot = c
Q2

p
± 1, c ∈ Z (21)

Third, as shown in (18) the winding factor considering straight rotor bars is still given by (22),

kwν = sin
(
νπ
β

2

) sin
(
ν πm′

)
q sin

(
ν πm′q

) (22)

Hence the magnitude of ν-th harmonics can be calculated from fundamental harmonic using (23).

Bν =
B1

ν
kwν (23)

According to previous results, the harmonic orders of the “step” and the stator “slot” harmonics
interact and modify the original order (20) magnitudes. Considering only the interaction between
the very first “step” and “slot” harmonic orders calculated from (20) when c = 1, then the resulting
magnitude of (24),

ν =
Q1

p
− 1 (24)

Becomes, according to (25),

Bν = B1step

[
a1

2a0

Q1 − p
p

+ 1
]

(25)

Moreover, analogously, for (26),

ν =
Q1

p
+ 1 (26)

We obtain (27):

Bν = B1step

[
a1

2a0

Q1 + p
p

− 1
]

(27)

Into (25) and (27), we substitute from (13) for a0 and from (16) for a1 with applying ν = 1. This
gives us a rough estimate of analyzed harmonic amplitudes.

To demonstrate validity of the method, we can analyze (using FEA) the air gap magnetic field of
real 3 kW five-phase induction motor corresponding to the case study shown in Figure 2. The motor
geometry with magnetic distribution is shown on the left side of Figure 4. The right side of the same
figure shows the resulting air gap flux density calculated using FEA and compared to given analytical
approach. In order to compare comparable, the FEA considers no-load state (zero torque) and magnetic
core composed of linear steel having very high relative permeability (μr = 104).
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(a) (b) 

Figure 4. (a) No-load flux density distribution inside the machine, (b) air gap flux density.

For the no-load operation, the proposed analytical method of air gap space harmonics prediction
works well, but it may fail when the machine operates under load condition. In this case, the induced
voltage generates a current flowing through the rotor, which generates its own magnetic field. This
rotor field interacts with the original stator field, which in turn produces torque. As the air gap flux
density combines both the stator and the rotor magnetic fields, the resulting curve is deformed as
compared to the no-load air gap magnetic field. An example of the situation is shown in Figure 5. The
motor (from Figure 4) operates under load (3 kW), and its magnetic field is calculated using nonlinear
(steel with μr = f (I)) transient analysis to reach as high accuracy as possible. Figure 5 on the left side
represents the instantaneous distribution of the magnetic field in the motor cross-section, and the right
frame shows the corresponding air gap flux density curve.

(a) (b) 

Figure 5. (a) Flux density distribution inside the machine under load, (b) air gap flux density.

The no-load and the loaded operation states are compared graphically in Figure 6 by composing
the two curves (taken from Figures 4 and 5) in one graph. The red line (taken from Figure 4) shows the
flux density curve corresponding to the no-load operation, and the blue curve (taken from Figure 5)
shows the magnetic field corresponding to the operation under load.

As obvious from the right side of Figure 6, the frequency spectrum of the loaded flux density
includes harmonics that have not been predicted yet, and which are mainly caused by the rotor field
presence and by saturation of the motor magnetic core.
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(a) (b) 

Figure 6. (a) Comparison between no-load and loaded operational state; field distribution (b) from
FEA, frequency spectrum (right).

The saturated motor flats the air gap magnetic field according to the BH curve of steel used for
the motor construction. As the field is a periodic odd function, the spectrum will contain group of
“saturation” harmonics (28), even if the stator and rotor are considered to be slot-less.

νsaturation = 2(c− 1) + 1, c ∈ Z (28)

Although we classify these harmonics as space harmonics, their speed and direction do not follow
the previous rules. Analyzing the air gap flux density, we find that the resulting (flattened) mmf travels
the air gap with a constant shape (slots are not considered), which means that the harmonics created
by the saturation must travel at the same speed and in the same direction as the fundamental wave. As
a result, these harmonics contribute to the machine’s useful torque.

Since these harmonics travel through the air gap synchronously with the fundamental harmonic,
their slip must be the same as slip of the fundamental harmonic. Currents induced into the rotor bars
will therefore include harmonics corresponding to (28).

Rotor time harmonics can be calculated either by analytical approach based on methodology
described in [31] or by using FEA. The authors of [31] represented a squirrel-cage rotor by a
star-connected winding with transformation of the end rings into stars. From pre-calculated saturation
harmonics [30,31], they derived the induced voltage per leg of the proposed equivalent diagram and
calculated the harmonic currents using transformed bar resistance and reactance.

An example relating to motor in Figure 5 is seen in Figure 7, where the left side represents the
time dependency of the current (calculated from FEA) flowing through the bar, and the right side
shows its frequency spectrum.

Analogously to (1), we can find the magnetic field (29) generated by the kth single rotor bar
carrying the current ik.

Bbar−k(α) = ik
μ0

πδ(α)

∞∑
ν=1

1
ν

sin(ν[α− (k− 1)α1]) (29)

A symmetrically manufactured rotor, having bars evenly distributed along the air gap, generates
magnetic field of opposite direction to the field formed by the stator. Considering sinusoidal rotor
current distribution, Equation (30) describes the resulting rotor field. Here, I2m represents the bar
current magnitude.

Bcage(α) =
μ0

πδ(α)
I2m

Q2∑
k=1

⎡⎢⎢⎢⎢⎢⎣sin
(
ωt− p

k− 1
Q2

2π
) ∞∑
ν=1

1
ν

sin(ν[α− (k− 1)α1])

⎤⎥⎥⎥⎥⎥⎦ (30)
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As shown in Figure 7, the bar current includes, besides the fundamental harmonic component,
also an amount of additional time harmonics deforming the previously assumed sinusoidal current
wave. Based on this, (30) should be rewritten in (31) to consider n rotor time harmonics.

Bcage(α) =
μ0

πδ(α)

Q2∑
k=1

⎡⎢⎢⎢⎢⎢⎢⎣ n∑
μ=1

[
Iμsin

(
μ

[
ωt− p

k− 1
Q2

2π−ϕiμ

]
−ϕshi f t

)] ∞∑
ν=1

1
ν

sin(ν[α− (k− 1)α1])

⎤⎥⎥⎥⎥⎥⎥⎦ (31)

New parameter ϕiμ represents the phase shift of μth time harmonic component, and ϕshi f t is the
angle measured between the stator and the rotor mmfs obtained analyzing the machines equivalent
circuit [32,33]. Final magnetic field curve (see Figure 8) is then given as the difference between the
stator and the rotor fields, i.e., Bm−phase(α) − Bcage(α).

 
(a) (b) 

Figure 7. (a) Time dependency of bar current (left) and (b) its harmonic spectrum (right).

(a) (b) 

Figure 8. (a) Final air gap flux density for motor operating under load condition; flux density
distribution (left)—blue line inverted, (b) frequency spectrum (right).

The left side of Figure 8 compares the flux density waveform obtained using proposed analytical
approach (red line) to the one derived from FEA (blue line). To ensure better clarity, the blue line is
inverted. The right side of Figure 8 shows comparison between harmonic spectrum corresponding to
both waveforms.

The results show good agreement between the proposed method and FEA and is therefore an
effective way to air gap flux density prediction in any multiphase induction motor having distributed
winding with integer slots number per pole per phase.
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3. Time Harmonics in Multiphase Winding

For common three-phase industrial line-started induction machines, the significant source of
non-harmonic voltage is mainly the power supply imbalance. Multiphase motors are usually powered
from frequency converters used for easy and energy efficient speed control. The inverters (especially
the voltage-types) generate voltage having either rectangular or pulsed shape. Thus, its spectrum
contains the amount of harmonics μ dependent on the load and the pulse width modulation settings.
Non-harmonic power supply can cause parasitic torque ripples, vibrations, increased noise, increased
voltage stress of the insulation system and also can generate higher I2R winding losses due to
harmonic currents.

Sometimes, particularly when talking about multiphase motors, the time harmonics are injected
into the power supply in order to increase torque per ampere. The extra torque is obtained due to the
fact that the flux distribution in the air gap is flattened so that the saturation can be avoided for a wider
operational range.

3.1. Harmonics Creating 2p Number of Pole Pairs

Operational properties of significant time harmonics and their influence on the motor can be
analyzed composing a time-varying phasor diagram showing the magnetic field (32).

Fm−phase μ = Fm−μ
m∑

k=1

[
cos
(
α− k− 1

m
2π
)
cos
(
μω1t− μk− 1

m
2π
)]

(32)

Sine wave current, represented by the second multiplier in the summation, flowing in each
of m stationary coils, represented by the first multiplier, produces m sine varying magnetic fields
perpendicular to the rotation axis. The m magnetic fields add as vectors to produce a single rotating
magnetic field Fm−phase μ.

For example, the fundamental harmonic component working in three-phase motor generates
positive sequence field with amplitude (33).

F3−phase 1 = Fm1
1
2 [cos(α−ω1t) + cos(α+ω1t)] + Fm1

1
2 [cos(α−ω1t)+

cos
(
α+ω1t− 4

3π
)]
+ Fm1

1
2

[
cos(α−ω1t) + cos

(
α+ω1t− 8

3π
)]
= · · · =

Fm1
3
2 cos(α−ω1t)

(33)

Similarly, we can derive (34) for the 5th and 7th harmonic components obtaining the negative and
the positive sequence waves, respectively.

F3−phase 5 = Fa5 + Fb5 + Fc5 = · · · = Fm5
3
2 cos(α+ 5ω1t)

F3−phase 7 = Fa7 + Fb7 + Fc7 = · · · = Fm7
3
2 cos(α− 7ω1t).

(34)

Performing analyses for randomly chosen motors and harmonics, e.g., the five-phase motor fed
by 5th harmonics and seven-phase motor fed by 7th harmonics, we get (35).

F5−phase 5 = Fm5
5
2 cos(α+ 5ω1t)

F7−phase 7 = Fm5
7
2 cos(α− 7ω1t)

(35)

Normally, the literature recognizes the harmonic content in the voltage curve of the inverter
following rule (36),

μ = 2mc± 1, c ∈ Z (36)

However, in case of harmonic injection drives, the converter can generate any harmonic we need;
therefore, (36) could be rewritten in more general (37).

μ = mc± 1, c ∈ Z (37)
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Based on the previous analyses, we may conclude that by applying the operator “+” on (37),
the resulting harmonics create waves traveling the air gap together with the fundamental one, but their
speed is μ-times higher. Moreover, to the contrary, the operator “−” gives harmonics producing
waves passing through the air gap again μ-times faster but now in opposite direction. Under perfectly
balanced conditions, all these harmonics produce rotating magnetic fields having constant amplitudes
(38) and angular speeds in time, so they form circular shaped fields.

Fm−phase μ = Fmμ
m
2

(38)

3.2. Harmonics Creating Higher Number of Pole Pairs than 2p

For any harmonic order originating from (39), the application of (32) gives always zero value.
In addition, all phase currents (related to the analyzed harmonic) are in phase with each other and
therefore generate zero sequence (non-rotating) field.

μ = mc, c ∈ Z (39)

When injecting subharmonic (μ � Z), the resulting magnetic field changes the amplitude and
angular speed in time, which deforms originally circular field into elliptical. In extreme cases (40),
the field takes the pulsating form having zero translation speed against the air gap and generates
losses, produces noise and causes homopolar magnetic saturation.

μ =
m
2
+ m(c− 1), c ∈ Z. (40)

The situation becomes more complicated when studying integer harmonic orders that are not
predicted, neither by (37) nor (39). Substituting into (32) we get zero values even though they are
harmonics generating fields with different phase shift relative to each other. Therefore, they produce
magnetic field passing through the air gap with nonzero speed. For five-phase motor, we find those
harmonics from (41),

μ = m(c− 1) ± 2, c ∈ Z (41)

However, the seven-phase motor includes, besides (41), also (42).

μ = m(c− 1) ± 3, c ∈ Z (42)

Hence, in case of nine-phase motor we must apply (41) to (43).

μ = m(c− 1) ± 4, c ∈ Z (43)

All these harmonics produce a magnetic field with higher number of pole pairs than generated
by the fundamental harmonic. This is due to the specific “time” re-assembling of the stator phases
(μ-multiplication of individual phase shifts) while keeping the same winding mechanical distribution.
This in turn forms a new winding with completely new Görges diagram [30] producing higher number
of pole-pairs. Figure 9 shows the example of the 3rd harmonic (magnitude equals to the fundamental)
injected into the five-phase motor discussed previously in Figure 5 (Q1 = 30, Q2 = 22, 2p = 2, q = 3).

As it forms 3 × 2p number of poles, the speed must be the same as that developed by the
fundamental harmonic. Similar behavior can be observed also for the 3rd and 5th current harmonic
in seven-phase motor and for the 3rd, 5th and 7th harmonic in nine-phase motor (see left side of
Figure 10).
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(a) (b) 

3rd

1st

Figure 9. (a) Stator phases re-assembling, (b) mmf for the fundamental and the 3rd harmonics.

 
(a) (b) 

1st

3rd
5th 7th

1st
8th

10th

2nd

4th

Figure 10. Time harmonics acting in multiphase winding: (a) harmonics suitable for injection,
(b) harmonics inappropriate for injecting.

Amplitudes of individual harmonics could be derived from new Görges diagram. As these
amplitudes are defined by half ampere-turns corresponding to one magnetic pole, we may calculate
them from the ampere-turns that belong to one pole pitch. These specific “pole-creating” harmonics
generate in the air gap space harmonics having the same order (μ = ν), so we can consider the pole
pitch to be μ-times shorter as compared to the fundamental. Hence, only (44) coil turns contribute to
the final value of individual harmonic amplitude.

q
m
2μ

N (44)

With multiplication (44) by the mean value of the stator current Iμ we obtain the resulting mmf
from (45).

Hμ−mag =
q
δ0

m
μ

N
Iμ
π

√
2, μ = ν (45)

Considering the winding factor ofμ-th harmonic component (still we assumeμ = ν), the magnitude
of the air gap flux density is then (46).

Bμ−mag = μ0
q
δ0

m
π

N
kwν

μ
Iμ
√

2, μ = ν (46)

As demonstrated in the right side of the figure, other harmonics (excluding (37) and (39)) may
create either circular or the elliptical fields traveling in different directions and speeds.
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Table 1 shows the same overview but extended by nine-phase machines. Column “poles” gives
number of magnetic poles created by the particular harmonic component, column “sequence” shows
the traveling direction (or field character) and column “speed” specifies the velocity relative to the
fundamental wave. The field character shows whether the mmf travels against the air gap (“+” or “−”)
or pulsates (“puls.”) with zero speed.

Table 1. Time harmonics effect overview.

Five-Phase Winding Seven-Phase Winding Nine-Phase Winding

μ Poles Sequence Speed Poles Sequence Speed Poles Sequence Speed

1 2p + 1 2p + 1 2p + 1
2 3 × 2p − 2/3 5 × 2p − 2/5 7 × 2p − 2/7

2.5 3 × 2p puls. 0
3 3 × 2p + 1 3 × 2p + 1 3 × 2p + 1

3.5 3 × 2p puls. 0
4 2p − 4 3 × 2p − 4/3 5 × 2p − 4/5

4.5 5 × 2p puls. 0
5 5 × 2p zero 0 5 × 2p + 1 5 × 2p + 1
6 2p + 6 2p − 6 3 × 2p − 6/3
7 3 × 2p − 7/3 7 × 2p zero 0 7 × 2p + 1

7.5 3 × 2p puls. 0
8 3 × 2p + 8/3 2p + 8 2p − 8
9 2p − 9 5 × 2p − 9/5 9 × 2p zero 0
10 5 × 2p zero 0 3 × 2p + 10/3 2p + 10

Following this, we can construct Figures 11–13 to give graphical demonstration of the harmonics’
operational influence.

Figure 11. Time harmonics effect demonstration in three-phase machines.

Figure 12. Time harmonics effect demonstration in five-phase machines.

Figure 13. Time harmonics effect demonstration in seven-phase machines.
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As obvious, there is an amount of harmonics that can create magnetic field traveling the air gap
with the same speed and direction that travels the fundamental wave (color marked). These harmonics
are usually being injected in order to increase the torque.

4. Conclusions

From the research results, it is evident that a motor having a higher number of phases can produce
a more sinusoidal magnetic field than the motor having a smaller number of phases, even if it has a
similar number of slots. Hence, by increasing the number of phases, the torque harmonics decrease.
For distributed multiphase winding with integer q, we can conclude following rules.

First, the spectrum of the air gap flux density includes harmonic orders obtained from (19). These
harmonics generate fields traveling the air gap in a different direction (according to operator used) and
speed (ν-times lower than fundamental).

Second, as the windings are physically placed in slots, the spectrum includes significant orders
called “step” harmonics (20) having the same winding factor as calculated for fundamental harmonic.
The real “slot” harmonics are obtained also from (20), and therefore, their orders overlap (interact) with
“step” harmonics. As a consequence, this interaction modifies original magnitudes of (20), and resulting
air gap flux density is influenced.

Third, as shown in (18), the winding factor considering straight rotor bars is still given by (22),
hence the magnitude of ν-th harmonics can be calculated from fundamental harmonic using (23).

Fourth, the injection of time harmonics can produce magnetic field having even more than 2p
magnetic pole-pairs. For any harmonic order originating from (39), the application of (32) produces
zero value, therefore zero sequence (non-rotating) field.

Fifth, considering subharmonics (μ � Z), the resulting magnetic field deforms its originally circular
shape into an elliptical one. In extreme case (40), the field pulsates in only one axis forming a kind
of homopolar field. When studying integer harmonic orders that are not predicted, neither by (37)
nor (39), the substitution into (32) gives zero values even though they are harmonics establishing field
waves passing through the air gap win non-zero speed. All these harmonics produce magnetic field
having more magnetic pole-pairs than 2p. Some of them (e.g., 3rd, 5th and 7th harmonic in nine-phase
motor) can travel the air gap with the same speed as developed by the fundamental harmonic and may
be therefore injected in order to increase the torque.
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Abstract: This paper presents a numerical method and computational results for acoustic noise of
electromagnetic origin generated by an induction motor. The computation of noise incorporates
three levels of numerical calculation steps, combining both the finite element method and boundary
element method. The role of magnetic forces in the production of acoustic noise is established in the
paper by showing the magneto-mechanical and vibro-acoustic pathway of energy. The conversion
of electrical energy into acoustic energy in an electrical motor through electromagnetic, mechanical,
or acoustic platforms is illustrated through numerical computations of magnetic forces, mechanical
deformation, and acoustic noise. The magnetic forces were computed through 2D electromagnetic
finite element simulation, and the deformation of the stator due to these forces was calculated using
3D structural finite element simulation. Finally, boundary element-based computation was employed
to calculate the sound pressure and sound power level in decibels. The use of the boundary element
method instead of the finite element method in acoustic computation reduces the computational
cost because, unlike finite element analysis, the boundary element approach does not require heavy
meshing to model the air surrounding the motor.

Keywords: acoustics; boundary element method; electric machines; finite element method; induction
motors; magneto-mechanics; modeling; noise; vibro-acoustics

1. Introduction

The acoustic noise in electric motors is a phenomenon of a complex nature and origin. The first
kind, electromagnetic vibration and noise, is produced by magnetic forces, magnetostrictive expansion
of the core laminations, eccentricity, phase unbalance, slot openings, and magnetic saturation. The
second cause of noise is mechanical and is associated with mechanical assembly, in particular the
bearings. The third major group is aerodynamic noise, which is due to the flow of ventilating air through
or over the motor. These three sources are illustrated in Figure 1. A detailed review on the different
forms of vibration and noise in electrical motors can be found in a paper by Vijayraghavan et al. [1].
One form of energy conversion happening in an electrical motor is from electrical energy to acoustic
energy. The supply current interacts with the material to produce a magnetic field, which in turn
produces magnetic forces. These forces excite the stator core and frame in the corresponding frequency
range and produce mechanical vibrations. As a consequence of vibrations, the surface of the stator
yoke and frame deforms with frequencies corresponding to the frequencies of forces. These stator
and frame vibrations cause the surrounding medium of air to excite and vibrate and finally generate
acoustic pressure variations (and thereby noise).

Energies 2020, 13, 245; doi:10.3390/en13010245 www.mdpi.com/journal/energies361
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Figure 1. Generation of noise of different origins in a rotating electrical machine.

There have been various studies in the literature pertaining to the analysis of the vibrations
and noise of electrical motors. Early stages of noise studies used analytical models and combined
numerical and analytical methods. Belmans et al. carried out studies on the analytical formulation
of acoustic noise in induction motors and authenticated the findings with experimental results [2].
They employed the rotating field theory with the Maxwell tensor method for calculating the frequency
components produced by a motor that connect it to the airgap flux density time harmonics produced
by the supply. The inference from their study was that high noise levels may be anticipated when one
of the frequencies of the electromagnetically excited forces becomes the same as a natural frequency
of the stator. They also developed a computerized model using finite element calculations and
modal analysis that predicts the frequency components expected in the audible noise of a three-phase
induction motor [3]. Cameron et al. have done measurement-based studies on vibrations and noise
on reluctance motors and established that the stator deformation due to radial magnetic forces is
the leading electromagnetic cause of noise [4]. Besnerais et al. demonstrated the impact of a Pulse
Width Modulation (PWM) supply and switching frequencies on the magnetic noise of induction
machines using analytical models [5]. Their approach was based on mechanical and acoustic 2D-ring
stator models to compute the effect of winding space harmonics and PWM time harmonics in noise
production [6]. Later on, Besnerais developed a multiphysical simulation tool for fast calculation
of acoustic noise based on analytical and semi-analytical methods [7]. Their platform incorporated
different models such as a permeance/magneto motive force (mmf) model, a subdomain model, and
a finite element model. The semi-analytical models proved to be faster than the fully finite element
models and had the same accuracy level, according to their evaluations. Devillers et al. studied the
effect of tangential magnetic forces on vibrations and acoustic noise using a fast subdomain method
to calculate Maxwell stress distribution and an electromagnetic vibration synthesis technique [8].
The same team later developed an experimental benchmark set-up for magnetic noise and a vibration
analysis of electrical machines [9]. Fakam et al. coupled finite element structural analysis with an
analytical tool to compute and compare the electromagnetic noise between surface permanent magnet
and interior permanent magnet rotor topologies of a synchronous machine [10]. The same approach
of a combined structural finite element method (FEM) and analytical methods was formulated by
Islam et al. for computing sound power levels in synchronous motors [11].

With the improvement in numerical computational tools, the use of the boundary element method
(BEM) or a combined FEM–BEM in noise computations became widespread. Moreover, these methods
can give more accurate results in acoustic calculations. Juhl et al. developed a numerical method
based on the BEM to calculate acoustic noise using the Helmholtz integral equation [12]. They created
BEM-based numerical software for calculating sound fields on the exterior of bodies of three-dimensional
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shape or axisymmetric geometries [13]. Wang et al. used the BEM for computing sound power radiating
from induction motors and a coupled structural FEM and acoustic BEM in their work [14]. Herrin
et al. formulated a high-frequency BEM and compared it to the Rayleigh approximations method.
They concluded that the high-frequency BEM is the more robust method [15]. Roivanen has employed
different methods such as the BEM, high-frequency BEM, and plate approximation method combined
with broad analytical, numerical, and experimental studies for calculating and comparing the sound
power levels of electrical motors [16]. Neves et al. [17] presented a study on the coupling between
magnetic forces, vibrations, and noise in a switched reluctance motor using FEM and BEM and
gathered relatively good results. However, there were some mismatches between measured and
simulated results that have been attributed to noise of aerodynamic origin. Furlan et al. [18] followed
the same approach of a joint FEM–BEM-based analysis of a permanent magnet Direct Current (DC)
electric motor. They simulated all three models, including an electromagnetic analysis in 3D, which
could increase the memory requirements and computation time. In this paper, an electromagnetic
simulation was done in 2D, and magnetic forces were taken from a 2D model and put into a 3D
structural model. Schlensok et al. [19] presented an acoustic simulation of an induction machine with
a squirrel-cage rotor, where 3D models were employed for electromagnetic, structural, and acoustic
simulations. The electromagnetically excited structure- and air-borne noise of the motor was described
in detail in their study. Deng et al. [20] investigated noise in an axial flux permanent magnet motor
using electromagnetic and structural FEM and acoustic BEM; however, their approach also included
a time-consuming complete 3D scheme. Järvenpää et al. [21] proposed a fast boundary element
simulation of noise, where they imposed the surface velocity of a structural FEM model as a source of
a fast BEM. This method facilitates the efficient modeling of large acoustic problems, although the
computational cost is relatively high in this approach. Besides the computation of sound pressure in
pascals and sound levels in dB surrounding the motor (shown in some previous studies), this paper also
presents a far-field sound level calculation, which portrays the directivity of sound around the motor.

Inspired by the studies and findings in the literature, this paper investigated the aspect of
vibro-acoustics in an electrical motor and formulated a practical and effective approach for acoustic
noise calculation. The computational methodology and results successfully present a numerical
technique for computing acoustic noise generated by an induction motor. The FEM- and BEM-based
model describes how various quantities in different domains in an electrical motor can be calculated
and used for acoustic analysis. An extensive numerical analysis of the magneto-mechanical and
vibro-acoustic characteristics of a high-speed induction motor used for industrial applications is an
original element of this study. Moreover, this paper paves a vivid path for researchers by detailing and
clarifying the intricacies related to the preparation of a vibro-acoustic model of an electric motor by
explaining both the theoretical and numerical implementation facets of the model. Although many
studies have been carried out in this field of research, this paper brings an original contribution through
a fully numerical analysis, the implementation of which is explained in detail.

2. Computational Methodology

This section explains our computational methods, including the main equations and numerical
simulation stages employed for calculating the magnetic, mechanical, and acoustic quantities of the
motor. Numerical modeling of noise generation in an electrical motor involves three models: first,
modeling of the electromagnetic forces; then, modeling of the structural deformation and vibration
behavior; and finally, modeling of the consequent acoustic response of the motor, as depicted in
Figure 2.

Figure 2. Numerical simulation stages.
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2.1. Electromagnetics

The Maxwell equations of the magnetic field problem are solved numerically using 2D FEM.
The Maxwell stress tensor method gives the magnetic torque exerted on a ferromagnetic region by
integrating the magnetic stress over a surface around it [22]. Equation (1) is

Tem =

∮
S

r×τ · dS =

∮
S

r×
{

1
μ0

(B · n)B− 1
2μ0

B2n
}

dS, (1)

where τ is the Maxwell stress tensor, r is a vector representing the distance from the integration point
to the torque axis, B is the magnetic flux density, μ0 is the permeability of the vacuum, and n is the
normal unit vector of the integration surface dS. In an electrical machine, the integration surface is
chosen as the outer surface of the rotor or any cylindrical surface in the airgap.

The magnetic force can be calculated from the Maxwell stress tensor by the volume integral∫
V ∇.τdV. This volume integral can be reduced to the closed surface integral over a surface S, and the

force formula becomes [23]

F =

∮
S

{
1
μ0

(B · n)B− 1
2μ0

B2n
}

dS =

∮
S

(
1

2μ0
(Bn

2 − Bt
2)n +

1
μ0

BnBtt
)
dS, (2)

where t represents the outward unit vector tangential to the differential surface dS. The quantity inside
the integral is usually interpreted as surface force density or traction. In this study, we follow the same
interpretation and compute this force density on a surface located in the inner radius of the stator.

2.2. Structural Mechanics

Magnetic forces are the excitation parameters for the structural simulation of the stator core of the
motor. The forces are fed to the stator elastic model as a body load in the simulation. The elastic model
is represented by

ρ
∂2d
∂t2 −∇ · τ = f, (3)

where ρ is the mass density, d is the vector of displacements, and f is the given volume force. After
computing the displacements, a discrete Fourier transformation is performed using fast-Fourier
transform (FFT), where the time-dependent solution is transformed from times to frequencies in the
frequency domain.

2.3. Acoustics

The BEM used in this study is based on the direct collocation method [13], which deals directly with
acoustic variables (sound pressure and particle velocity) and boundary conditions. The multiphysics
coupling that combines FEM-and BEM-based physics is employed for coupling the results of solid
mechanics finite element physics to acoustics boundary element physics. In the case of an electric
motor, the vibrating stator boundary can be used as the acoustics FEM–BEM boundary to couple the
acceleration from FEM computation to the BEM interface. This approach allows for modeling in an
FEM–BEM framework using the strength of each formulation effectively. Acoustics physics solves the
Helmholtz equation for constant-valued material properties and uses the pressure as the dependent
variable. The wave equation can be solved in the frequency domain for one frequency at a time. The
governing Helmholtz equation for a boundary element interface is given by

− 1
ρc
∇2pt −

kcq
2

ρc
pt = 0, (4)
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kcq
2 =

(
ω
cc

)2
and pt = p + pb (5)

where pt is the total acoustic pressure, Kcq is the wave number, ρc is the density, ω is the angular
frequency, and cc is the speed of sound in air.

The governing equations and boundary conditions are formulated using the total pressure pt with
a scattered-field formulation. In the presence of a background pressure field defining a background
pressure wave pb, the total acoustic pressure pt is the sum of the pressure solved for p, which is then
equal to the scattered pressure ps and the background pressure wave. The equations then contain
information about both the scattered field and the background pressure field.

The benefit of the boundary element method is that only boundaries need to be meshed, and
the degrees of freedom (DOFs) solved for are restricted to the boundaries. This is beneficial for
handling complex geometries, as it introduces easiness in numerical computations. However, the
BEM procedure results in fully populated or dense matrices, compared to the sparse system matrices
in the FEM. Hence, the BEM is more expensive in terms of memory requirements per DOF than the
FEM is, but it has fewer DOFs. Assembling and solving these can be very demanding. In this context,
when solving acoustic models of small and medium size, the FEM will often be faster than solving the
same problem with the BEM. This could be interpreted as one limitation of the BEM in small-sized
computational models. However, in the case of the FEM, when the geometries are complex or two
structures are far apart, large air domains need to be meshed. This is costly in terms of the numerical
computational facet, as the frequency is increased.

The acoustic pressure computation problem involves solving for small acoustic pressure variations
p in the surrounding medium of a sound source on top of the stationary background pressure p0. In
mathematical terms, this can be interpreted as a linearization of the dependent variables around the
stationary quiescent values. The fluid flow problems in a compressible lossless fluid can be analyzed
using the three governing equations, viz., the mass conservation equation or the continuity equation,
the momentum conservation equation or Euler’s equation, and the energy equation or the entropy
equation. They are given by

∂ρ

∂t
+ ∇ · (ρu) = M, (6)

∂u
∂t

+ (u · ∇)u = − 1
ρ
∇p + F, (7)

∂s
∂t

+ ∇ · (su) = 0, (8)

where ρ is the total mass density, p is the total pressure, u is the velocity field, s is the entropy, and
M and F are the possible source terms representing the body forces, if any. In conventional pressure
acoustics scenarios, all thermodynamic processes are assumed to be isentropic in nature, which means
the processes are both reversible and adiabatic. The small-parameter expansion is executed on a
stationary fluid (u0 = 0) of density ρ0 (kg/m3) and at pressure p0 (Pa) such that p = p0 + p1 with p1 � p0,
ρ = ρ0 + ρ1 with ρ1 � ρ0, u = 0 + u1 with u1 � c, and s = s0 + s1.The small acoustic variations are
represented by the variables with subscript 1. Inserting these values in the governing equations gives

∂ρ1

∂t
+ ∇ · (ρ0u1) = M, (9)

∂u1

∂t
= − 1
ρ0
∇p1 + F, (10)

∂p1

∂t
= cs

2(
∂ρ1

∂t
+ u1 · ∇ρ0), (11)
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where cs is the isentropic speed of sound. The pressure time differential in the last equation is derived
from the entropy equation. If the material parameters are constant, the last equation reduces to

p1 = cs
2ρ1. (12)

This expression of acoustic pressure gives a condition that needs to be fulfilled for the linear
acoustic equations to hold: ∣∣∣p1

∣∣∣� cs
2ρ0. (13)

Finally, the transient wave equations for pressure waves in a lossless medium can be obtained by
rearranging Equations (9)–(11) and dropping the subscripts:

1
ρc2

∂2p
∂t2 + ∇ · [− 1

ρ
(∇p− qd)] = Qm, (14)

where the source term Qm is a monopole domain source corresponding to a mass source and qd is a
dipole domain source representing a domain force source. The speed of sound (c) and the density (ρ)
may in general be space-dependent. The combination term ρc2 is called the adiabatic bulk modulus
(Ks) with unit Pa, which is related to the adiabatic compressibility coefficient βs = 1/Ks.

In the frequency domain, the Helmholtz equation can be written as

∇ · [− 1
ρc

(∇pt − qd)] −
kcq

2pt

ρc
= Qm. (15)

Acoustics problems mostly encompass simple harmonic waves such as sinusoidal waves.
In numerical computations, to model acoustic–structure interactions, a structural analysis can be
coupled to acoustics by imposing the acceleration as a source in the boundaries of the structure in the
form of normal acceleration, specified as

− n · [− 1
ρc

(∇pt − qd)] = −n · a0, (16)

where a0 is the normal acceleration and qd is the external force term.

2.4. Acoustic Pressure and Audible Sound

Sound is measured by changes in air pressure. The louder a sound is, the larger the change in air
pressure is. The change here is the change from normal atmospheric pressure or reference pressure to
the pressure disturbance caused by the sound. Sound pressure is measured in the unit “pascals”. A
pascal (Pa) is equal to the force of one newton per square meter. The smallest sound pressure a human
ear can hear is 20 μPa, which corresponds to zero dB. The sound pressure level (SPL) in dB can be
calculated by

SPL = 20 log10

(
p

pre f

)
dB, (17)

where pre f is the reference pressure 20 μPa in the case of audible sound calculations.

3. Results

The results of the numerical simulations are presented in this section. The simulations were done
using COMSOL multiphysics software [24]. The specifications of the solid rotor induction motor
are given in Table 1. The noise computation of an electric motor starts from the electromagnetic
field computations, where the Maxwell equations are solved using finite element analysis. From the
electromagnetic analysis, the forces of electromagnetic origin are taken into the mechanics domain to
calculate the deformation and vibrations, where the forces are fed as an input to the solid mechanics
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calculations. Until the computation of vibrations, the FEM is used, and for the acoustic noise, the
BEM is employed. In the first step, the electromagnetic simulation gives the magnetic forces due to
Maxwell stress, and these forces are then fed to the structural computation as an input excitation. The
supply frequency was 1008 Hz, and three time periods were simulated in the electromagnetic 2D
computation. There were 19,750 linear triangular elements in the 2D mesh, as shown in Figure 3a, and
the structural 3D mesh of the stator contained 104,931 tetrahedral elements, which is given in Figure 3b.
Electromagnetic and structural mechanics time-stepping simulations were performed with a time-step
length of 2.5 e−6 s for three time periods corresponding to a 0.003-s machine running time. The 2D
electromagnetic computation took 17 min of CPU time to finish the simulation, and the 3D structural
mechanics simulation took 4 h for each time period. A time-to-frequency FFT was done for the results
of the third time period to transform the solution from a time to frequency domain. The acoustics
computation to calculate the sound pressure level took 11 min of CPU time for each frequency. The
magnetic flux density distribution across the cross-section of the motor is given in Figure 4.

Table 1. The solid rotor induction motor.

Specifications Unit Value

Power kW 300
Voltage (line-to-line) V 400

Rated speed rpm 60,000
Number of poles 2

Stator outer diameter mm 250
Stator inner diameter mm 116

 
(a) (b) 

Figure 3. The finite element mesh of the motor: (a) the 2D triangular mesh of the rotor and stator and
(b) the 3D tetrahedral mesh of the stator.

Figure 4. Magnetic flux density distribution in the motor cross-section from the electromagnetic finite
element method (FEM).
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In the structural simulation, displacement and acceleration of the stator body were computed.
The magnetic forces were computed using Equation (2), and these forces were fed as the force term into
Equation (3) to calculate the displacements. As a second stage of structural analysis, a Fourier analysis
of the results was performed to discover the major frequency components in the deformation spectrum.
The deformation pattern of the stator is depicted in Figure 5, and the Fourier analysis results of the
displacement at a point on the stator outer surface are given in Figure 6, where the rotor rotational
frequency is 1000 Hz, the twice-supply frequency, 2f s is 2016 Hz, and 4032 Hz corresponds to 2p*2f s,
where p is the number of pole pairs.

Figure 5. Deformation of the stator due to magnetic forces from the solid-mechanics FEM. Displacement
scale factor: 5000.

Figure 6. Frequency spectrum of the radial displacement of a point on the stator outer boundary.

In the final step of acoustics, the accelerations from the FE mechanics domain are imposed at the
stator boundaries, as is theoretically explained in Equation (16). This specific feature couples acoustics
with the structural analysis for an acoustic–structure interaction. For the acoustics computations, the
air surrounding the motor is modeled as an infinite void, where no specific geometry or meshing is
required. The BEM simulation calculates the acoustic pressure in the surrounding air of the motor and
the resulting sound pressure level corresponding to different frequencies. Equation (15) is utilized in
the calculation of sound pressure in the frequency domain. The acoustic pressure distribution outside
the motor, corresponding to 2016 Hz of frequency, is shown in Figure 7. The sound pressure level
produced by this acoustic pressure difference in the air is given in Figure 8. The same parameters for
4032 Hz are depicted in Figure 9a,b. Figure 10 shows the sound pressure level in far fields in different
planes. The far-fields plots of the sound pressure level give a clear idea about the directivity of noise
radiation in different planes around the motor at a particular frequency.
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Figure 7. Acoustic pressure distribution in Pa outside the motor at 2016 Hz.

Figure 8. Sound pressure level in dB outside the motor at 2016 Hz.

 
(a) (b) 

Figure 9. (a) Acoustic pressure distribution in Pa outside the motor at 4032 Hz; (b) sound pressure
level in dB outside the motor at 4032 Hz.
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(a) 

 

(b) 

 

(c) 

 

Figure 10. Far-field sound pressure level in dB at a distance of 1 m in the (a) x-y plane, (b) x-z plane,
and (c) y-z plane.

4. Discussion

The results presented in this paper showcase how magnetic forces produce acoustic sound in
an electrical motor. The emphasis of this study was mainly centered on a sound level computation
through FEM–BEM coupling, and the results show that this multilevel approach combining two
numerical methods and three different physics in a single finite element tool is an effective tactic for
acoustic analysis of electrical motors. The structural mechanics results provide information about
the deformation and vibration behavior of the machine and also the major frequency components
in the vibration spectrum, as is shown in Figures 5 and 6. The computational results of the acoustic
pressure variation occurring in the neighboring medium of the motor (Figures 7 and 9a) shed light
on the pattern of sound pressure and how different frequencies cause dissimilar forms of pressure
variations in terms of their directions and intensity, thereby varying the levels of sound (Figures 8
and 9b). The far-field sound pressure levels portrayed in Figure 10 offer an idea about how motor
vibrations produce and direct sound in different directions.

One major drawback concerning numerical computations of acoustic noise is the relatively higher
memory requirements and computational time required compared to analytical and semi-analytical
models. The increased computational time of the FEM has been mentioned as a drawback of numerical
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methods in the literature, such as in References [7–9]. The use of the BEM in an acoustics domain
fixes this issue to a considerable degree, without compromising the accuracy of the results. Although
methods such as the permeance/mmf model [7,25] and the subdomain model [7,8,26] reduce the
computational time, they possess some drawbacks in the modeling of complex geometries and in
terms of the 3D effects of machines. In a multiphysical simulation environment, the use of the BEM
instead of the FEM as the numerical method thus facilitates a competent framework for vibro-acoustic
computations without compromising precision in detailed modeling, and it also has the benefit of
reducing the computational time. If the FEM had been employed in the acoustic computations of
the study presented in this paper, the entire surrounding air would have been meshed, and this
would have caused increased memory requirements and computational time. A quantitative study
comparing previous works could not be done because of the difference in motor types. However,
qualitatively, the FEM–BEM approach has all of the benefits of numerical computations, especially in
terms of accuracy and flexibility in modeling complex structures, and lessens the computational time
significantly compared to a complete FEM model.

This paper does not include the measurement results of sound levels, and hence a future component
of this study will be to conduct laboratory experiments to measure sound levels. In addition, to
compare the measurement results to the simulations, the entire structure of the motor, including the
frame and bearings, needs to be modeled in the future. Furthermore, computing and measuring the
A-weighted sound levels corresponding to different frequencies need to be carried out in the second
part of this study to precisely illustrate the sound pressure level in terms of human audibility [27].
In addition, in real-world problems where complex systems need to be simulated, materials cannot
necessarily be connected: rather they are glued or clamped. Furthermore, the endplates and the
frame of the motor could have an effect on the computed vibrations and sound pressures. Hence, the
boundary layers in the structural FEM and acoustic BEM become more difficult to model. In those
cases, accurate material models are required, and the model size could be increased. Both issues require
measurements and iterative parameter adoption. However, the computational method presented in
this paper facilitates a platform for vibro-acoustic studies by effectively modeling the acoustic noise of
the motor.

5. Conclusions

The sound produced by an induction motor due to electromagnetic forces was successfully
computed using a joint finite-element and boundary-element-based numerical computational technique.
The energy conversion process in an electrical motor was modeled by showing how the electrical
energy is converted into acoustic energy. The paper successfully illustrated how the proposed coupling
methods and the FEM–BEM combination work effectively in acoustic studies of motors. The task of
formulating a computational framework by combining theoretical equations in the right way and
order, preparing numerical simulation stages, and coupling them to yield factual results in different
stages and different physical domains was done in an original way in this study, as was presented
in the paper. The proposed scheme is a vivid method describing how electromagnetic, mechanical,
and acoustic domains can be analyzed and coupled in a numerical simulation platform. It provides
an expedient and effectual tool for researchers in electrical machine and acoustics fields conducting
magneto-mechanical and vibro-acoustics studies.
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Abstract: In the paper, the kinematic structure of the transmission shaft between the driving motor
and the working mechanism is studied. The analysis is based on electrical and mechanical similarities.
The equivalent circuits, typical for electrical systems, are defined for the transmission shaft concerned.
Modelling of the transmission shaft based on a formal analogy between the transmission shaft and
the electric transmission line is also proposed. The results of a computer simulation and experimental
test are presented. The results confirm the high conformity of the proposed mathematical model with
the physical object.

Keywords: electric drive; transmission shaft; electric transmission line; electrical and mechanical
similarities; kinematic structure; equivalent circuit; mathematical modelling

1. Introduction

Rapid development and diversity of electric drive systems require extensive theoretical and
practical knowledge as well as the use of a wide range of theoretical and constructional solutions from
the contemporary designers and users. Electric drive systems are used in all branches of industry;
therefore, the trouble-free operation of these systems is of crucial importance. An analysis of the states
of electric drive operation is often related to ensuring its safety. A key issue is to detect the mechanical
resonance phenomenon or the phenomena close to resonance as the most unsafe ones for the system.
Ignoring the analysis and the ongoing diagnostics of vibrations in electromechanical systems results
in many failures. The example, including fatalities, is inter alia the failure of turbo generator set in
the power plant Kostromska (Russia). In the commission view, the cause of the failure was ignoring
torsional vibrations, which led to the resonance in the turbine and transmission shaft included in the
turbo-generator set.

A very interesting case of the electric submersible pumps system with a multi-component system
powered by a soft start system is shown in [1]. In this real case scenario, the incorrect control case led to
resonance phenomena and a shaft breakdown. Therefore, comprehensive research is needed to analyse
the operating states of electrical and electromechanical systems. One method to investigate the dynamic
behaviour of electrical and electromechanical systems is an experimental test directly on the system.
In many cases, the experimental tests on the system are not possible, due to technical reasons, costs of
experiments or their duration. The alternative approach to the investigation into the system behaviour
is the formulation of the model and carrying out the investigations into the model. The model of
a system is the representation using mathematical relationships, a physical model or an analogue
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model. The physical model of the real-world system includes smaller-scale components having the
same physical nature as a real-world system. In the physical model, there are phenomena described
by the same dependencies, differing only in the order of magnitude. The analogue model includes
components having a different physical nature than the real-world system, but these components
are easier to implement. The analogue models are based on physical analogy. An electrical circuit
may be defined as the analogue model of the mechanical system. The mathematical model is the
set of mathematical relationships, on the basis of which the behaviour of a system can be predicted.
The mathematical model is most often formulated as differential equations describing the operation of
a system. Each physical model has a corresponding mathematical model.

The mathematical model of a mechanical object is usually a set of partial differential equations.
They are hard to solve both analytically and numerically. Discrete models of systems include ordinary
differential equations; therefore, they are used in practice most often. Real-world mechanical systems
are usually nonlinear, where the nonlinearity is determined by material properties, clearances, nonlinear
nature of dissipation forces and characteristics of elastic elements. A limited possibility of analysis
of nonlinear differential equations leads towards the use of linear models or the linearization of
those. There are a lot of physical systems, which may be represented by linear models with accuracy
acceptable for practice. In the process of creating the models of physical systems, the equations of
motion are formulated.

An electric motor, being part of an electric drive, is coupled with a working mechanism via a
driving shaft that is an element of mechanical power transmission. Mechanical power transmissions
can be a single-path or a multi-path and can also include gear trains and clutches [2]. The long driving
shafts, defined as transmission shafts, are used first of all in the drive systems for the steel industry,
mainly in the drive systems for rolling mills—the transmission shafts are over 10 m long and their
diameters are of 0.5 to 0.8 m. Transmission shafts are also used in drive systems for polymerization
reactors. The length of these shafts is from 4 to 7 m. Moreover, transmission shafts are used in
hydro generator sets, ship drive systems, submarine drive systems, etc. Depending on the length
and cross-section, transmission shafts can demonstrate different susceptibilities to the impact of the
moment of torsion, as measured by a value of the angle of twist [2]. In the case of short mechanical
coupling, the value of the angle of twist is insignificant and may be omitted by the assumption of rigid
mechanical coupling, whereas in the case of longer mechanical coupling the value of the angle of twist
cannot be ignored and such coupling should be considered as the elastic one [1–10].

In order to model the transmission shaft, classical methods based on the d’Alembert principle
or Newton’s second law as well as the variational method are used. The use of the variational
method results in the distributed parameter model consisting of partial differential equations [3].
An example of a partial differential equation used to describe a long elastic element is the wave
equation [11]. Partial differential equations may be solved analytically, but this is both tedious and
time-consuming. Thus, these equations are usually transformed into ordinary differential equations by
using finite differences [2]. The model of the long elastic element, based on the ordinary differential
equations, corresponds with a multi-mass lumped parameter model, e.g., in [2,12,13], especially the
two-mass model, e.g., in [6,8,14], which does not guarantee the accurate results of numerical analysis.
The equations included in the multi-mass model are usually solved using numerical integration.

Research on stresses and oscillations of long drive shafts using various methods of analysis is
undertaken in the literature [15–18]. In [18], the author presents a mechanical analysis of the propeller
shaft on a warship in the event of a variable moment of shaft load. Modelling of the object is selected
on a classic approach using a system of nonlinear equations. A similar approach, but using a different
model and a different scale, with a three-mass system, is shown in [16]. The author shows comparative
results between the analytical calculations of the two-mass system and the numerical calculations for
the three-mass system. An extended approach to analysing the issue of three-mass and two-mass
system including changes in the moment of inertia is shown in [18]. In all of the above described
publications, the authors used a classical approach in different variations.
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In this paper, the kinematic structure of the transmission shaft between the driving motor and
the working mechanism was studied. The telegrapher’s equations and their d’Alembert solution are
proposed for the mathematical description of the transmission shaft. The proposed modelling is an
alternative to the multi-mass model based on ordinary differential equations as well as a distributed
parameter model based on partial differential equations. The advantage of the proposed model is its
simplicity, due to the fact that the model is based on discrete equations, which do not require numerical
integration in contrast to the models based on differential equations. The presented modelling is based
on electrical and mechanical similarities. Identifying these similarities is very helpful for electricians in
finding a relevant interpretation of mechanical systems, which is particularly important in the case of
professionals dealing with electromechanical energy converters or drive systems [2]. The aim of the
presented study was to achieve very high conformity of the mathematical model with the physical
object, whilst keeping a short time for numerical calculations.

2. Methods of Modelling of Transmission Shaft on the basis of Electrical
and Mechanical Similarities

The mass of the real transmission shaft (or any element) is distributed continuously. Representing
such a transmission shaft by a model based on lumped parameters causes discrepancies in the results
of the analysis in relation to accurate models. These discrepancies decrease with the number of points
of concentration in the model. Dividing a transmission shaft with distributed mass into several shorter
elements, described by lumped parameters such as mass, elasticity and damping of the i-th element,
it is possible to obtain the results of computer simulation essentially not different from the results
obtained if the shaft is divided into infinite number of elements, that corresponds with the wave model.
The process of the abovementioned division is referred to as discretization of kinematic structure and
corresponds with the multi-mass lumped parameter model of the transmission shaft.

In order to present the synthesis of the proposed models of the transmission shaft, the following
assumptions have been adopted:

- transmission shaft is the elastic element,
- in the case of the lumped parameter model, the shaft is divided into a finite number of identical

elements, the parameters of which (elasticity, mass and dissipation) are the same,
- in the case of the distributed parameter model, the shaft is divided into an infinite number of

identical elements, the parameters of which are the same; the shaft is represented by specific (per
unit of length) constant parameters: a specific moment of inertia J′, specific coefficient of viscous
friction inside the shaft D′ and a specific coefficient of torsional susceptibility S′c,

- circular motion is represented by angular velocities, whereas shaft deflection is omitted,
1. viscous friction inside the shaft is also represented by lumped damping parameters D1m and Dm1,
- angular velocity and the torsional moment are defined for each element of the shaft.

On the basis of the above-given assumptions, the kinematic structure of transmission shaft
(Figure 1) transferred into m discrete elements was formulated [2], where J1, . . . , Jm, Cs,12, . . . , Cs,m−1,m,
Sc,12, . . . , Sc,m−1,m, D12, . . . , Dm−1,m are the moments of inertia, coefficients of torsional stiffness,
coefficients of torsional susceptibility (Sc = 1/Cs) and coefficients of viscous friction inside the respective
elements of divided transmission shaft; D1, Dm are the coefficients of friction defined for bearings.

Figure 1. Kinematic structure of transmission shaft transferred into m discrete elements.
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In accordance with the electromechanical energy conversion theory, the generalised coordinates
are forces or torques in mechanical systems and voltages in electrical circuits, whereas the generalised
velocities are the velocities or angular velocities in mechanical systems and currents in electrical
systems. As a consequence, the parameters of transmission shaft are equivalent to those of the
transmission line, i.e., the moment of inertia is equivalent to inductance, the torsional susceptibility is
equivalent to capacitance, the coefficient of friction, if any, on the shaft surface is equivalent to the
resistance and the coefficient of the viscous friction inside the shaft is equivalent to the inverse of the
conductance. Adopting the abovementioned analogies and considering the specificity of transmission
shaft, the equivalent circuits for the transmission shaft (Figure 2) has been created.

Figure 2. Equivalent circuit corresponding with the kinematic structure depicted in Figure 1.

On the basis of the above given equivalent circuit the m equations of moments and torques as
well as m−1 equations of angular velocities, corresponding with the Kirchhoff’s circuit laws typically
applied in order to analyse electrical circuits, may be written for the mechanical coupling concerned [2]:

M1 −D1ω1 − d
dt
(J1ω1) −D12(ω1 −ω2) −Mc,12 = 0, (1)

Mc,k−1,k + Dk−1,k(ωk−1 −ωk) −Dk,k+1(ωk −ωk+1) − d
dt
(Jkωk) −Mc,k,k+1 = 0for k = 2, . . . , m− 1, (2)

Mc,m−1,m + Dm−1,m(ωm−1 −ωm) − d
dt
(Jmωm) −Dmωm −Mm = 0, (3)

ωk −ωk+1 =
d
dt

(
Sc,k,k+1Mc,k,k+1

)
for k = 1, . . . , m− 1. (4)

On the basis of the equivalent circuit (Figure 2) it can be concluded that the transmission shaft may
be analysed in a similar way as the electric transmission line [2]. In order to formulate the distributed
parameter model of transmission shaft, the following equivalent circuit of a shaft section, represented
by the two-port system, can be used (Figure 3). The adopted length of the shaft section is Δx. It is
assumed that the section Δx is short enough to use, in respect of this section, the dependencies adequate
for the mathematical description of the lumped parameters model.

Figure 3. Equivalent circuit of a transmission shaft section.
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The equivalent circuit of transmission shaft section (Figure 3) is similar to that of the transmission
line section [19]. There is a formal analogy between the lossless transmission shaft and the lossless
transmission line.

Balancing moments of torsion around the closed-loop and angular velocities at the point leads to
the following dependencies [2]:

M(x, t) = J′Δx
∂ω(x, t)
∂t

+ M(x + Δx, t), (5)

ω(x, t) = S′cΔx
∂Mc(x + Δx, t)

∂t
+ω(x + Δx, t), (6)

M(x + Δx, t) = D′S′c
∂Mc(x + Δx, t)

∂t
+ Mc(x + Δx, t), (7)

where J′, D′, S′c are specific (per unit of length) parameters of the shaft, i.e., specific moment of inertia,
specific coefficient of friction and specific coefficient of torsional susceptibility, respectively, S′c = ρ/GJ′,
ρ is the mass density in kg/m3 and G is the shear module in GPa. Transforming Equations (5), (6) and
(7) as well as assuming Δx→ 0 the following equations can be obtained:

− ∂M(x, t)
∂x

= J′
∂ω(x, t)
∂t

, (8)

− ∂ω(x, t)
∂x

= S′c
∂Mc(x, t)
∂t

, (9)

Mc(x, t) = M(x, t) + D′
∂ω(x, t)
∂x

. (10)

The further equations result from Equation (8) as well as Equations (9), (10) and (11):

− 1
J′
∂2M(x, t)
∂x2 =

∂2ω(x, t)
∂x∂t

, (11)

− ∂ω(x, t)
∂x

= S′c
∂M(x, t)
∂t

− S′cD′
J′
∂2M(x, t)
∂x2 . (12)

A lossless transmission shaft may also be considered, if D′ = 0:

−∂M(x, t)
∂x

= J′
∂ω(x, t)
∂t

, −∂ω(x, t)
∂x

= S′c
∂M(x, t)
∂t

. (13)

If the shaft parameters do not change along the axis, Equation (13) may be decoupled in respect of
moment of torsion and angular velocity:

−∂
2M
∂x2 = J′S′c

∂2M
∂t2 , −∂

2ω

∂x2 = J′S′c
∂2ω

∂t2 , (14)

−∂
2M
∂x2 =

1
v2
∂2M
∂t2 , −∂

2ω

∂x2 =
1
v2
∂2ω

∂t2 , v =
1√
J′S′c

=

√
G
ρ

, (15)

where v is phase velocity in m/s. The general solution of the equations of type (15) was given by
d’Alembert [19]:

M(x, t) =
1
2

[
M1

(
t +

x
v

)
+ M1

(
t− x

v

)]
+

v
2

∫ t+ x
v

t− x
v

∂M(0, τ)
∂x

dτ, (16)
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with the boundary conditions:

M1(t) = M(x, t)
∣∣∣
x=0,

∂M(0, t)
∂x

=
∂M(x, t)
∂x

∣∣∣∣∣∣
x=0

. (17)

On the basis of the first Equation (13) and the Equation (16) the following Equations (18), (19) and
(20) may be written:

∂M(0, t)
∂x

= −J′
∂ω(0, t)
∂t

= −J′
∂ω1(t)
∂t

, (18)

v
2

∫ t+ x
v

t− x
v

∂M(0, τ)
∂x

dτ = −1
2

√
J′
S′c

∫ t+ x
v

t− x
v

dω1(τ) = −zv

2

[
ω1

(
t +

x
v

)
−ω1

(
t− x

v

)]
, (19)

M(x, t) =
1
2

[
M1

(
t +

x
v

)
+ M1

(
t− x

v

)]
− zv

2

[
ω1

(
t +

x
v

)
−ω1

(
t− x

v

)]
, (20)

where zv is wave impedance, zv =
√

J′/S′c = vJ′. The analogous formula for calculation of angular
velocity may also be written as follows:

ω(x, t) =
1
2

[
ω1

(
t +

x
v

)
+ω1

(
t− x

v

)]
− 1

2zv

[
M1

(
t +

x
v

)
−M1

(
t− x

v

)]
. (21)

On the basis of the Equations (20) and (21) the moments of torsion at the shaft beginning (input)
and the shaft end (output) may be expressed as follows:

M1(t) = zvω1(t) − zvωm

(
t− l

v

)
+ Mm

(
t− l

v

)
, (22)

Mm(t) = −zvωm(t) + zvω1

(
t− l

v

)
+ M1

(
t− l

v

)
, (23)

where l is the shaft length. The abovementioned moments of torsion may also be expressed in the
discrete form:

M1( j) = zvω1( j) − zvωm( j− n) + Mm( j− n), (24)

Mm( j) = −zvωm( j) + zvω1( j− n) + M1( j− n), (25)

with the initial conditions M1(0), Mm(0), ω1(0) and ωm(0), where: n is the number of numerical
calculation points, n = l/vh, h is the width of the step size between the points, j = 0,1, . . . . The number
n is also a discrete-time of moving the mechanical wave from one end of the shaft to the other.
The continuous-time of moving the wave along the shaft axis, corresponding with number n, is given in
the Equations (22) and (23) as l/v. The optimum number of numerical calculation points is the number,
the increase of which does not cause significant differences in simulation results, whereas the decrease
of this number causes significant differences in simulation results. The terms from the previous steps
ω(j–n) and M(j–n) in the Equations (24) and (25) may be determined using shift registers. For j ≤ n:

M1( j) = zvω1( j), Mm( j) = −zvωm( j). (26)

The angular velocities at the beginning (input) and the end (output) of the transmission shaft
may be calculated on the basis of the equations of motion for the rotors of both an electric motor and
working machine:

Je
dω1(t)

dt
= Me(t) −D1ω1(t) −M1(t), (27)

JL
dωm(t)

dt
= Mm(t) −Dmωm(t) −ML(t), (28)
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where Me(t) and ML(t) are motor output torque and a load torque of working machine, Je and JL are
moments of rotor inertia for motor and working machine, respectively, D1 and Dm are coefficients of
friction defined for bearings.

The model with two lumped damping parameters D1m and Dm1 may be adopted in order to
represent the viscous friction inside the shaft. Then, the Equations (27) and (28) take the following
form:

Je
dω1(t)

dt
= Me(t) −D1ω1(t) −D1m(ω1(t) −ωm(t)) −M1(t), (29)

JL
dωm(t)

dt
= Mm(t) −Dmωm(t) −Dm1(ωm(t) −ω1(t)) −ML(t). (30)

Such an extension of the model allows for maintaining the advantageous features resulting from
the simplicity of numerical calculations.

3. Simulations and Experimental Results

Research Implementation Methods

To verify the proposed solution of the long driveshaft modelling algorithm by the use of an
electric transmission line, simulation and experimental research were performed. In the first step,
the algorithm computer program in C++ programming language was written by the research team.
Open and free software was used to write the simulation program. The development of a simulation
program independently enables the optimization of the algorithm code that is to be implemented in
the future in an inverter with a digital signal processor.

The simulation contains the brushless dc motor (BLDC) model with a full control system, long
driveshaft model according to Equations (24) and (25) and a direct current generator model. In the
simulation, the parameters of 4 kW BLDC motor and steel transmission shaft of length 0.66 m and
diameter 0.008 m, according to the real laboratory setup elements, were taken. Other parameters of the
simulation model and reference units are shown in Table 1.

Table 1. Model parameters.

Parameter Symbol Value

Length of shaft l 0.66 m
Diameter of shaft d 0.008 m

Specific moment of inertia J′ 3,18·10−6 kg·m2/m
Specific coefficient of friction D′ 7.3·10−3 Nm2s

Specific coefficient of torsional susceptibility S′c 32·10−3 1/Nm2

Wave impedance zv 0.01 Nms
Mass density ρ 7900 kg/m3

Shear module G 77.5 GPa
Phase velocity v 3132 m/s

Motor output torque Me N·m
Load torque ML N·m

Moment of rotor inertia for motor Je 0.025 kg·m2

Moment of inertia for load JL 0.11 kg·m2

Moment of inertia for additional elements Ja 0.079 kg·m2

Coefficients of friction for bearings D1; Dm 1.6·10−3 Nms
Lumped damping parameters representing

viscous friction inside the shaft D1m, Dm1 0.022 Nms

In order to determine the optimum number of numerical calculation points, the numerical
simulations of the transmission shaft behaviour were carried out, in which various numbers of
numerical calculation points n were taken into account, respectively, 10, 15, 20 and 25 points. Figure 4
shows angular velocities for beginning (input) and end (output) of the transmission shaft for different
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calculations variants. The end of the transmission shaft was loaded by a rotating mass JL = 0.11 kg·m2

and a mechanical torque of rated value.

Figure 4. Angular velocity at shaft input (a) and output (b) vs. time.

Figure 5; Figure 6 show respective the differences in angular velocity and angle of twist for the
transmission shaft for different calculations variants.

Figure 5. Difference in angular velocity vs. time.
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Figure 6. Angle of twist vs. time.

If a lower number of numerical calculation points is chosen (10 and 15) then the effect similar
to the shortening of the shaft occurs (slightly less amplitude of oscillation and slightly less natural
frequency as well as the decrease of steady angle of twist after 8 s from starting the system at the time
t = 1 s).

For 20 and 25 points, the differences in amplitude of oscillation, natural frequency and steady
angle of twist are not significant. It can be read from the graphs. For example, the difference in
amplitude of oscillation and difference in steady angle of twist for 10 and 25 points, respectively, is in a
range of 1 degree, which is around 5% in respect to the steady angle of twist, whereas for 20 and 25
points, respectively, this difference is a fraction of a percentage. The differences can disappear for an
infinite number of points; therefore, a balance between the accuracy of numerical calculations and the
speed of numerical calculations should be found.

In the next step, the simulation results were verified by the experiment. Experimental investigations
were made using a test stand including a BLDC motor coupled with a DC generator by a steel long
driveshaft. The parameters of the shaft (length, diameter) in the experimental setup was designed in
accordance with the power of experimental setup components. This setup allows for connecting the
shafts of various diameters, which allow for a good representation of the parameters of real-world
systems. The laboratory setup is shown in Figure 7. In addition, in the figure, a simplified diagram
of an experimental stand layout corresponding to the actual configuration was presented. The test
stand is fully configurable; therefore, it is possible to mount additional steel discs at the shaft on the
DC generator side that allow to change the moment of inertia of the load. Two rotary incremental
encoders with a resolution of 3600 pulse/rev installed on the transmission shaft ends, are used to
measure angular displacement and angular velocities. Hall effects transducers were used to measure
motor phase currents. The measuring signals from the transducers are sent to a laboratory computer
equipped with two multifunctional I/O devices PCIe-6351 from National Instruments.

Laboratory Virtual Instrument Engineering Workbench (LabVIEW) was used for data collection,
whereas a computer program to visualise the measurement datasets was created by the authors.
The test stand is fully automated and allows testing of the driveshaft with different geometries and
made of different materials.

All presented time waveforms correspond to starting the motor and the operation under rated
load after 5.5 s. The characteristic time waveforms for angular velocities at shaft input and output,
the difference in angular velocity, angle of twist and phase current of BLDC motor, are shown in
Figure 8, Figure 9, Figure 10, Figure 11, Figure 12.
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Figure 7. Stand for testing a drive system with elastic coupling.

Figure 8. Angular velocity at shaft input vs. time.

Figure 9. Angular velocity at shaft output vs. time.
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Figure 10. Difference in angular velocity vs. time.

Figure 11. Angle of twist vs. time.

Figure 12. Phase current of BLDC motor under load vs. time.

High similarity of both the experimental results confirms good accuracy of the proposed model.

4. Discussion

The results of the computer simulation and experimental tests presented in the paper deal
with the modelling of the transmission shaft being a mechanical component of an electric drive.
The high similarity of both experimental and simulation results confirms the high conformity of the
proposed mathematical model, based on electrical and mechanical similarities with the physical object.
This conformity is crucial from a practical point of view for design activities.

The telegrapher’s equations and their d’Alembert solution are proposed in the article for the
mathematical description of the transmission shaft. If the boundary conditions for the two points at
the ends of the shaft are adopted, the solution is determined only for these points, without the need to
track the processes within the shaft. If the shaft is part of a complex system, including an electric motor,
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power converter, mechanical coupling and working machine, then only the variables at the shaft ends
can be taken into account, without the need to estimate the phenomena for any other value of shaft
axis coordinate x. This assumption leads to the very simple equations of the discrete model of the
lossless transmission shaft. This approach is known as Bergeron diagram method. The solution of the
abovementioned equations does not require numerical integration, which can cause a problem with the
stability of the integration method and it is often carried out in more than one stage. As a consequence,
a shorter time for carrying out the numerical calculations is required if the proposed model is used
than in the case of the models based on differential equations. Thus, high accuracy of the proposed
model goes hand in hand with its simplicity and, as a consequence, with a short time of numerical
calculations in contrast to the modelling based on numerical integration of differential equations or
analytical solution of partial differential equations. For example, in the case of the multi-mass model
of the transmission shaft divided into m discrete elements, 2m − 1 ordinary differential equations
have to be integrated numerically k times for each step, where k is the order of numerical integration
method. The use of the proposed model, based on the d’Alembert solution for telegrapher’s equations,
requires for each step the single numerical calculation of 4n − 2 discrete equations of type X [j + 1]
= X [j] and 2 discrete equations given in the article as (24) and (25), where n depends on the shaft
length, phase velocity and width of the step size in accordance with dependency given in the article.
In order to ensure high accuracy of numerical integration of ordinary differential equations, which
is comparable with the accuracy of numerical calculation of the discrete equations included in the
proposed model, the width of the step size for the numerical integration should be tens of times shorter
than for the numerical calculation of the abovementioned discrete equations. This means that using
the proposed model leads to less numerical calculations in the same unit time than for the models
based on differential equations.

5. Conclusions

Long elastic elements, especially transmission shafts, may be described mathematically by
multi-mass lumped parameter models based on ordinary differential equations or distributed
parameter models based on partial differential equations, which may be solved analytically. However,
the analytical solution is both tedious and time-consuming. Thus, partial differential equations are
usually transformed into ordinary differential equations by using finite differences. In both the
abovementioned cases, the ordinary differential equations are usually integrated numerically.

In the paper, the kinematic structure of the transmission shaft between the driving motor and
the working mechanism is studied. The analysis is based on electrical and mechanical similarities.
The equations of moments and angular velocities, analogous to the Kirchhoff’s law-based equations
typically applied in the mathematical analysis of branched electrical circuits, are defined. Modelling
of transmission shaft based on a formal analogy between the transmission shaft and the electric
transmission line is also proposed. The high conformity of the proposed mathematical model with
the physical object has been confirmed by the comparison of the results of computer simulation and
experimental tests.

The advantage of the proposed model is its simplicity, due to the fact that the model bases on
discrete equations, which do not require numerical integration in contrast to the models based on
differential equations. The presented approach to modelling of the entire electromechanical system
can be easily developed towards the system containing more than one elastic coupling, electric motor
or working machine.

The proposed mathematical model may be used to analyse the impact of control and load on
an electromechanical system as well as the failure states associated with or close to the resonance
phenomenon. Simulation results may be used to design electric drives as well as to optimise
electromechanical systems during operation.
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The proposed transmission shaft model based on discrete equations is an open-loop model,
but nothing precludes its use in a closed-loop control system in an advanced electric drive. This will be
the subject of further research work of the authors team.
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Nomenclature of All Variables

Cs12, . . . , Cs,m−1,m
are coefficients of torsional stiffness of the respective elements of divided
transmission shaft,

D1, Dm are coefficients of friction defined for bearings,

D12, . . . , Dm−1,m
are coefficients of viscous friction of the respective elements of divided
transmission shaft,

D1m, Dm1 are the lumped damping parameters representing viscous friction inside the shaft
D′ is the specific (per unit of length) coefficient of viscous friction inside the shaft
G is the shear module,
h Is the width of the step size between the numerical calculation points,

J1, . . . , Jm
are the moments of inertia of the respective elements of divided
transmission shaft,

Je, JL are the moments of rotor inertia for motor and working machine,
J′ is the specific moment of shaft inertia,
l is the shaft length,
M, Mc are the torsional moments applied to the shaft section,

M1, . . . ,Mm
are the torsional moments and torques applied to the respective elements of the
divided transmission shaft,

m is the number of discrete elements of divided transmission shaft,
n is the number of numerical calculation points,

Sc,12, . . . , Sc,m−1,m
are the coefficients of torsional susceptibility of the respective elements of the
divided transmission shaft,

S′c is the specific coefficient of torsional susceptibility,
v is the phase velocity,
x is the shaft axis coordinate,
Δx is the length of the shaft section,
ρ is the mass density,
ω1, ωm are the angular velocities at shaft ends,

ω2, . . . , ωm−1
are the angular velocities of the respective elements of the divided
transmission shaft.
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