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Antonio J. Gámez
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Abstract: Considering problems about concaves at the stepped shaft ends, this paper established the
plastic flow kinetic theories about metal deforming during the cross-wedge rolling (CWR) process.
By means of the DEFORM-3D finite element software and the point tracing method, the forming
process of stepped shafts and the forming mechanism of concaves at shaft ends were studied. Based
on the forming features of stepped shafts, rolling pieces were designed using variable cone angle
billets. Single-factor tests were conducted to analyze the influence law of the shape parameters
of billet with variable cone angle on end concaves, and rolling experiments were performed for
verification. According to the results, during the rolling process of stepped shafts, concaves will come
into being in stages, and the increasing tendency of its depth is due to the wave mode, the parameters
of cone angle α, the first cone section length n. Furthermore, the total cone section length m has an
increasingly weaker influence on the end concaves. Specifically, cone angle α has the most significant
influence on the quality of shaft ends, which is about twice the influence of the total cone section
length m. The concave depth will decrease at the beginning, and then increase with the increasing
of the cone angle α and the first cone section length n, and it will decrease with the increasing of
the total cone section length m. Finite element numerical analysis results are perfectly consistent
with experimental results, with the error ratio being lower than 5%. The results provide a reliable
theoretical basis for effectively disposing of end concave problems during CWR, rationally confirming
the shape parameters of billets with a variable cone angle, improving the quality of stepped shaft
ends, and realizing the near-net forming process of cross-wedge rolling without a stub bar.

Keywords: stepped shaft; cross wedge rolling; plastic flow kinetic theories; variable cone angle billets;
near-net forming

1. Introduction

The process of cross-wedge rolling (CWR) plays a vital role in the thermoplastic forming of
steels thanks to its many advantages including high efficiency, material saving, energy saving,
and environmental protection [1,2]. In the process of CWR, plastic deformation including axial
extension and radial compression occurs on rolling pieces. As the flow velocity of surface metal is
faster than that of core metal, in order to ensure the quality of rolling ends, stub bars of a certain length
(about 8–10% the mass of the rolling piece), together with sufficient machining allowance, need to be
reserved. As a result, the utilization of material is usually lower than 85% during the CWR process,
and this turns out to be the bottleneck of CWR development, and cannot meet the requirements of the
conservation-minded society [3–5].

Materials 2018, 11, 1278; doi:10.3390/ma11081278 www.mdpi.com/journal/materials1
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Considering the stub bars generated in the CWR process, research studies has been done by
experts all over the world from different perspectives. Among them, Danno and Awano [6] studied
the influence laws of different process parameters on the volume of stub bars formed during CWR.
Pater [7,8] obtained the forming laws of concaves by analyzing the stress–strain and metal flow
during CWR, and proposed to erect clamps on rolling ends to control their quality. In China, Wei
Xinhong [9] illustrated the formation mechanism of end concaves from different perspectives using
the displacement method, grid method, stress and strain analysis, etc. Zhenhai Ma [10] studied the
influence laws of process parameters on the volume of stub bars, and put forward the theory that the
concave size would decrease with the increasing of the forming angle and the constant size of the
rolling piece’s end, and would increase with the increasing of the spreading angle and deformation
quantity. Wangming Zu and Xinhong Wei [11,12] erected side wedges on the die in order to restrain
the flow of the surface metal at the rolling end, thus decreasing the size of the concave. Wenwei
Gong [13] put forward the method to design press blocks on the die in order to restrain the flow of
the surface metal of the rolling piece, thus constraining the formation of concaves. Chuan Liu and Jie
Wei [14,15] designed a closed–open cross-wedge rolling die in order to change the metal flow direction
of rolling piece, and thus enhancing the quality at shaft ends. Refering to Pater’s cross-wedge rolling
technology based on chamfered end billets [16], Xiaoying Zhang and Bin Hu [17,18], by analyzing the
reasons of end concave formation, put forward the method of changing the shape of billet ends to
decrease concave size. However, stepped shafts that have been widely applied are not covered in the
above research studies, which were only limited to the rolling of simple shafts such as oil pump shafts,
and research on the shaft end quality forming with conical billets has not been deepened. The research
work of the above experts provides a reference for the research ideas and methods of the influence of
the billet shape on the end quality.

This paper, by means of the DEFORM-3D 11.0 finite element software, established the finite
element model of stepped shaft rolling. Based on the study on the forming mechanism of stepped
shaft rolling, the method to design billet ends to the shape with a variable cone angle was raised and
aimed at the staged deformation of stepped shafts during CWR, for the control of shaft end quality.
Single-factor tests were conducted to study the influence laws of cone parameters on the quality of
stepped shaft ends. In combination with rolling experiments for verification, it illustrated that billets
with a variable cone angle could effectively reduce the size of stub bars at the rolling end. The results
provide a reliable theoretical basis for effectively disposing of end concave problems during CWR,
rationally confirming the shape parameters of billets with variable cone angles and improving the
quality of stepped shaft ends.

2. Materials and Methods

2.1. Plastic Flow Kinetic Theories of Metal Deformation in CWR

The CWR process is as illustrated in Figure 1. The rolling piece rotates clockwise under the driving
of the roller that rotates anticlockwise. At the contact surface with the rolling piece, the roller has the
minimum circular velocity at point A and the maximum circular velocity at point B, which is located
on the wedge top of the die. At point K, the roller and the rolling piece have identical velocity. In the
figure, ω1 refers to the rotational angular velocity of the roller, ω2 is the rotational angular velocity of
the rolling piece, VK is the linear velocity of the roller die at point K, RK is the rolling radius, which is
defined by the distance from point K to the rotation center of the roller, H1 is the length of the rolled
section, and H2 is the length of the unrolled section. The rolling piece is fed along the die and the
rotational angular velocity of the rolling piece is smaller than its velocity at the rigid contact with the
wedge of die. The relationship between the rotational angular velocity of the rolled piece and the linear
velocity of the wedge [1] is determined by the following parameters:

ω2 =
VK

rK
(1)
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Figure 1. The front view and side view of the typical cross-wedge rolling (CWR) process. 1 is the
rolling piece, 2 is the roller.

With increasing the length of the rolled section, the length of unrolled section will decrease.
Based on the incompressibility of metallic bulk and the stable process of rolling, the below formula
is obtained:

δ =
D
W

(2)

ΔH1 = ΔH2δ2 (3)

wherein ΔH1 is the increment of the rolled section, ΔH2 is the increment of the unrolled section, δ is the
compression ratio, D is the original diameter of the rolling piece, and W is the diameter after rolling.

Due to the forming wedge pressure, metal in the rolled section would deform into an oval shape.
The rotational angular velocity of the rolling piece increased gradually from the inlet to the outlet of
the deformation area. As a result, fiber crimp occurred at the axial direction on the rolling piece. In this
paper, metallic particles were regarded as the analysis objects, to study the displacement velocity
of metal in the rolling area. As shown in Figure 2, the transient variable of the velocity of metallic
particles at the direction of axis OX is:

ΔVx = (ωBBIX − ωBX)rb (4)

The displacement velocity at axis OZ is:

ΔVZ = (VHZ − VZ) tan β = VμH tan β (5)

where in ωBBIX is the angular velocity at the outlet of the deformation area of the rolling piece, ωBX is
the angular velocity at the inlet of the deformation area of the rolling piece, rb is the radius of rolling
piece at the shaping completion area, VHZ is the axial velocity of spreading of the wedge, VZ is the
axial velocity of extension of the rolling piece, VμH is the sliding velocity, and β is the spreading angle.

3
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Figure 2. Schematic diagram deformation of simple shafts under load during CWR.

By means of Formulas (4) and (5), it is able to easily obtain the inclination angle between the
crimped metal fiber of the rolling piece and the vertical axis:

ϕ = arctan
ΔVX

ΔVZ
= arctan

(ωBBIX − ωBX)d
2VμH tan β

(6)

Due to ignoring the difference between the rolling velocity in the rolling area and the velocity of
metal deformation, as well as the longitude curve of metal deformation during calculation, the crimping
angle in the rolling experiment is relatively larger. The results of finite element simulation are as shown
in Figure 3.

 

Figure 3. Results of finite element simulation of metal crimping of simple shaft: (a) billet; (b) rolled piece.

As for metal in the unrolled section, which is the metal at the end face, the displacement velocity at
the stable rolling stage is composed of two elements, including the circular motion in the cross-section
and the linear motion at the axial direction. See the formula below:

x = a cos ω2t
y = a sin ω2t
z = bt

(7)

Wherein a is the radial distance from the metallic particle to the axis of the rolling piece.
At the spreading stage of the rolling process, the rotary radius of the rolling piece and the

geometrical shape of the deformation area did not change any more, and spreading length became
the exclusive element of change. At this moment, rolling and shaping became stable. Considering the
incompressibility of deforming metal, the displacement curve of the end metal at the stable rolling
stage is expressed as follows:

4
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x = a cos ω2t
y = a sin ω2t

z = (r0+r1)
3(r0−r1) sin β tan β

8r2
0 tan α

t
(8)

2.2. Confirmation of the Finite Element Simulation Scheme

The rolling process of multi-step shafts always starts from a certain plane in the middle to both
ends for metal shaping and the influence of plastic metal on the concave size of the rolling end will
decrease with the increasing of the distance from the shaft end [19,20]. Consequently, in order to reduce
the quantity of calculation and enhance calculation efficiency, when using DEFORM-3D software
for finite element simulation, a three-diameter shaft was selected as the research object, and contact
surface constraint was applied to the middle of a certain plane, as shown in Figure 4. The dimension
parameters of the product were as follows: D = 50 mm, L1 = 10 mm, L2 = 37.4 mm, L3 = 25.9 mm,
d1 = 40 mm, d2 = 35 mm, the spreading angle of the die = 8◦, forming angle = 30◦, the finite element
model was of 20CrMnTi material. The roller radius is 500 mm, the parameters of friction between the
workpiece and rollers are 0.2, the parameters of friction between the workpiece and guide plates are
0.01, and the rolling temperature was 1050 ◦C. The billet was of plastic material and four-dimension
mesh was applied, with the number of grid points as 150,000. The finite element model established is
as shown in Figure 5.

D

L0

 

D d2

L1 L2 L3

d1

 
(a) (b) 

Figure 4. Diagrams of traditional billets and product: (a) traditional billet; (b) rolled piece.

 

Figure 5. Finite element model.
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2.3. Forming Features of Stepped Shaft Rolling and Forming Mechanisms of Concaves

The features of stepped shafts rolling are large axial and radial plastic deformation, different radial
compression of metal at different stages, an uneven distribution of axial and radial deformation, etc.
As a result, the end concave of a rolling piece made from stepped shaft is larger than that made from
common shafts. The point tracing method was used to study the forming features of stepped shafts
and the forming mechanisms of end concave. As shown in Figure 6, P1 is at the circular edge, P3 is at
the circular center and P2 is at the 1/2 radius of the rolling piece. The axial displacement results are as
illustrated below.

 

Figure 6. Process of forming of end concaves of stepped shaft based on the point tracing method.

As illustrated in the figure, the forming process of stepped shaft is divided into three stages,
including: the first wedge-shaping stage (0–1.71 s), the second wedge-shaping stage (1.71–3 s) and
the precise shaping stage (3–4 s), and the entire process is complete within 4 s. During 0–1 s, the end
metal moves axially and rises perpendicularly. During 1–2.75 s, the axial displacement velocity of
P3 gradually slows down due to the influence of the formed concave; meanwhile, P2 and P3 have

6
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horizontal displacement under the influence of fiber crimp and their movement path matches with the
spiral curve equation. Due to the variances of deformation, P2 at 1/2 radius is selected for calculating
the movement path of the shaft end, during 0–1.71 s, the simulation result of the displacement curve’s
slope is 7.2, and the theoretically calculated result is 6.9, with the error at 4%, and by 1.71–2.47 s,
the simulation result of displacement curve’s slope is 8.76, and the theoretically calculated result is 9.2,
with the error at 5%. Based on these results, the movement laws of end metal during stepped shaft
rolling basically match with plastic flow kinetic theories.

Based on the forming of end concave in the process of rolling, within 0–1 s, the first wedge starts
to wedge into and spread the billet. At the moment, the percentage reduction of area is relatively
small, and the quantity of metal deformation is not huge. As a large quantity of metal exits at the ends,
metal flow is restrained to a certain extent. As a result, the overall deformation is uniform and concave
does not occur. At the stable rolling stage, metal moves axially and rises perpendicularly. At 1.72 s,
the second wedge shaping stage starts. At this moment, the quantity of transient metal deformation
increases with increasing the ratio of reduction of area. Due to the crimping of metal fibers, the surface
metal moves as per the spiral path, the axial motion of core metal is constrained, and the concave can
be clearly observed at the rolling ends. This happens because the quantity of metal at the ends is less,
the function of inhibition is weakened, and the flow velocity of the surface metal is obviously faster
than that of the core metal. Besides, the accumulation effect of uneven deformation starts to occur.
The axial displacement slope of core metal gradually reduces and that of surface metal increases on
the contrary. Since 1.83 s, the second wedge spreading stage starts. At the moment, the three steps
have been initially formed, and relatively deep concave can be seen at shaft ends. This is because
in this stage, the radial compression is large, making the end “bowl-like”: the surface metal is thin,
the core is hollow, and the end metal loses its function of inhibition. As for the end metal, the radial
compression and lateral extension are extremely uneven, and the phenomena of folding occurs; as for
the core, the axial flow gradually slows down, and the surface metal moves perpendicularly at the
axial direction. The helix lead and amplitude of the movement path gradually become larger from the
outlet to the inlet point of the deforming area, and the increasing rate of concave depth is accelerated.

Take the rotation period within 1.83–2.23 s as an example. As shown in Figure 7, during 1.83–2.06 s,
the roller starts to compress the P1–P3 section. At the moment, the radial compression gradually
becomes larger, and the surface metal starts to fold to the middle. The axial extension of the core metal
is restrained, and the flow velocity slows down gradually; on the contrary, the axial extension of the
surface metal is free of restraining, and the flow velocity accelerates, making the concave enlarges
gradually. By 2.02 s, the roller is vertical with the P1–P3 section, and radial compression reaches the
peak value. However, due to the crimping of metal fibers during the CWR process, the forming of the
ϕ angle is hysteretic, that is to say, by 2.06 s or so, the concave is the largest. Within 2.06–2.23 s, metal
at the P1–P3 section extends laterally, the P1–P3 vertical section gradually starts its radial compression
stage, and the folding effect occurs. Metal at the outer edge of the P1–P3 section moves axially to
the inner side, and the concave becomes smaller. The effect of folding is gradually weaker with the
approaching of the core, and the core metal will not be affected. By 2.23 s, the folding effect has the
most significant effect, and consequently, concave reaches its minimum value, as shown in Figure 8.

7
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Figure 7. Variation of the rolling piece in the rotation period of 1.83–2.23 s.

Figure 8. Three views of the rolled piece when rolling time is 2.23 s: (a) Z axis direction view of rolled
piece; (b) Y axis direction view of rolled piece; (c) X axis direction view of rolled piece.

8
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2.4. Design of Billet Shape and Features of Shaft Ends Made of Billets with Variable Cone Angle

As the rolling of stepped shafts features large metal deformation, which is in stages and uneven,
the billet end is designed to the shape of the variable cone angle, to gradually weaken or even eliminate
the effect of uneven axial and radial deformation, and maintain the levelness of the rolling end.
The forming process of the stepped shaft by cross-wedge rolling with the variable cone angle billet is
shown in Figure 9. Figure 10 shows the diagrams of the billet with the variable cone angle, and the
shape of a typical rolling piece made from such a billet.

 

Figure 9. Finite element simulation of a variable cone angle billet forming to be stepped shaft by
cross-wedge rolling.

 

a

a'

b

c

d

e

d'

c'

b'

D

L1 L2 L3

 

(a) (b) 

Figure 10. Shapes of billet with a variable cone angle and its product: (a) shape of billet with a variable
cone angle; 1 is the first cone section, 2 is the second cone region; (b) shape of a typical rolling piece
from such a billet.

As shown in Figure 10b, the rolling end made by the billet with a variable cone angle is
“W”-shaped. The depth of the concave is the distance from point c to a. This is because during
the forming of a stepped shaft, the core metal of the billet will be ahead of the metal on the edge during
moving. As a result, in the process of forming, hysteretic metal is between point a on the edge and
point e in the core. Due to the unevenness of deformation and the crimping of metal fibers, the metal
on the edge would fold along those points with the minimum displacement, coming into being the
deepest area of the concave, that is, point c.

In order to improve the quality of rolling ends, this paper, based on the results of single-factor
tests, studied the influence laws of dimensions of the billet with a variable cone angle on the quality
of end concave of the stepped shaft. The parameters and results of single-factor tests are shown in
Table 1.

9



Materials 2018, 11, 1278

Table 1. Test design and results of single-factor test.

Number m/mm α/◦ n/mm Concave Depth/mm

1 15 50 3 4.946
2 15 60 3 4.337
3 15 70 3 2.452
4 15 76.5 3 5.972
5 15 80 3 6.828
6 15 70 1.5 4.672
7 15 70 3 2.452
8 15 70 4.5 3.075
9 15 70 6 3.856
10 15 70 7.5 5.249
11 12.5 70 3 4.111
12 15 70 3 2.452
13 17.5 70 3 2.263
14 20 70 3 2.294
15 22.5 70 3 1.745

3. Results and Discussion

3.1. Influence of the Total Cone Section Length m on Concave Depth

When n = 3 mm and α = 70◦, the influence of m on concave depth is as shown in Figure 11.
As illustrated, the depth will decrease obviously with the increasing of m. When m = 12.5–15 mm,
the depth of concave changes tremendously with the increasing of m, in which the rate of change
is −0.66. When m = 15–20 mm, the change of the depth with the increasing of m slows down,
approximately at the rate of −0.03, and when m = 20–22.5 mm, the change is faster, with the rate
increasing to −0.22. Within the range from 12.5 mm to 15 mm, m makes the most significant difference
on concave depth, which is about three times compared to the range [20, 22.5].
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Figure 11. Influence of total cone length m on concave depth.

Within the range of 12.5–17.5, when m = 12.5 mm, as the displacement hysteresis point c is close
to point d, the depth of concave is mainly subject to the difference between the axial displacement of
the metal at point d and those on the edge. At the beginning of rolling, as the displacement of the core
metal compared to those on the edge is subtle, the axial displacement of metal within the 1/4 radius
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range nearby point e is smaller than that of the metal on the edge during the second wedge-spreading
stage. As a result, point d is relatively hysteretic to point a and e to a certain extent, that is to say,
the distribution from the core to the edge is U-shaped, and the folding effect occurs, making point d

the core of concave. With the increasing of m, the second cone section becomes larger, the conicity
becomes smaller, and the core metal at shaft end moves much more ahead of the metal on the edge.
As a result, the axial displacement difference between the metal within the 1/4 radius range near
point e and the metal on the edge is smaller. Meanwhile, point c slowly moves from point d to the
range between point d and a, the radial distance of folding becomes shorter, the folding effect becomes
weaker, and the concave is shallower.

Within the range of m = 17.5–20 mm, due to the distance advantage of metal at point e, it is
flush with point a at the axial direction upon the completion of rolling. With the increasing of L,
as the conicity difference between the second and the first cone sections becomes larger, at the second
wedge-spreading stage, the resistance, due to the core metal of the cone, against the axial flow of the
metal between point a and d is gradually larger, point c continues to move to point b, the cone point
angle ∠ded’ gradually becomes smaller, and the first cone section as a whole starts to move ahead of
the metal on the edge. Within the range from 17.5 mm to 20 mm, due to the restriction of cone angle
against metal flow, the folding effect should be more significant, and consequently, the concave depth
slightly increases.

Within the range of m = 20–22.5 mm, with the increasing of m, the impediment effect of cone
angle becomes larger, the hysteretic distance of point c increasingly becomes larger, the phenomena of
folding occurs earlier, and the folding effect is more obvious. Meanwhile, with the proceeding of the
rolling process, the core metal of the cone moves laterally due to the influence of hysteretic metal and
torsional effect. The metal at point c is compensated, and the complementary effect offsets the folding
effect. As a result, concave depth decreases.

3.2. Influence of the Length of the First Cone Section n on Concave Depth

The curve of change of concave depth with n is as shown in Figure 12. As illustrated, when
m =15 mm and α = 70◦, concave depth will firstly decrease and then increase with the increasing of n.
When n = 1.5–3 mm, the larger n is, the smaller the concave depth will be, and the change tendency is
fast, with the rate at −1.48. When n = 3–7.5 mm, the larger n is, the larger the concave depth will be,
and the change tendency slows down, at the rate of 0.62.
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Figure 12. Influence of the first cone section length n on concave depth.
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Based on the forming mechanism of concave in stepped shaft, when n changes from 1.5 mm to
3 mm, the depth of concave is subject to the deformation unevenness degree of metal on the edge
and between point a and b. With the increasing of n, the volume of the first cone section will enlarge,
the difference of initial displacement between the metal in the core and that on the edge becomes
larger, and the radial distance between point a and d becomes shorter. Consequently, the deformation
unevenness of the metal between point a and c decreases, the axial displacement difference between
point a and c becomes smaller, and the concave depth decreases accordingly. Within the range of
n = 3–7.5 mm, the depth of the concave is subject to the deformation unevenness of the metal on
the edge and that within the 1/4 radius range. At the moment, the radial distance between point
a and d becomes shorter, that between point d and e becomes longer, and point c moves from the
middle of point a and d to the middle of point d and e. With the increasing of n, the difference of
initial displacement at the axial direction of the metal at point d and e becomes larger, the deformation
unevenness of metal becomes larger, and the concave depth increases accordingly.

3.3. Influence of Cone Angle α on Concave Depth

The curve of change of concave depth with α is as shown in Figure 13. As illustrated, when
m = 15 mm and n = 3 mm, concave depth will firstly decrease, and then increase with the increasing of
α. When α = 50–68◦, the larger α is, the smaller the concave depth will be, with the change rate at
−0.125 mm/◦. When α = 68–80◦, the larger α is, the larger the concave depth will be, with the change
rate at 0.44 mm/◦, which is about 3.5 times the change rate within the range of 50◦ to 68◦.
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Figure 13. Influence of cone angle α on concave depth.

Within the range from 50◦ to 70◦, the concave depth is subject to the deformation unevenness of
metal on the edge and metal at point d. When α = 50◦, point c and point d overlap. As the cone angle
is small and the displacement advantage of point e relatively to point d is obvious, the concave is a
U-shaped distribution from the core to the edge during rolling, and the metal will fold along point
d. With the increasing of the angle, the volume of the first cone section increases, the difference of
the initial displacement at the axial direction between point e and point d becomes gradually smaller,
the flow line of metal is improved, the folding effect at point d gradually becomes weaker, and the
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concave depth becomes smaller. Within the range from 70◦ to 80◦, the depth of concave is mainly
subject to the axial displacement difference between point d and point e. With the gradual increasing
of the cone angle, the initial displacement difference at the axial direction between point d and e

gradually becomes smaller, the radial distance enlarges, the deformation unevenness increases, and the
depth of the concave increases accordingly.

3.4. Comprehensive Analysis of the Influence Degree of the Shape Parameters of Billets

Different shape parameters of the billet have different impacts on the quality of concave at rolling
end, and each factor has a different dimension. It cannot directly compare the importance of all factors
to the end quality. In order to further confirm the priority sequence thereof, influence factor μ and
influence coefficient λ, both with the dimension as 1, are introduced herein. μ refers to the relative
variation of factors, and λ refers to the relative variation of the concave depth. Through the analysis of
these data, the influence laws of different influence factors on the quality of the shaft end are analyzed
and obtained, as shown in Figure 14.

μ =
Ai
A0

; λ =
Bi
B0

(9)

where in Ai is the level value of the influence factor, A0 is the level value of the third group of
experiment factors, Bi is the depth of the end concave, and B0 is the depth of the end concave of the
third group of experiment.

μ λ

Figure 14. Comparison of influence of different factors on the concave quality of the rolling end.

As illustrated in Figure 11, the parameters of cone angle α, the height of the first cone section n,
and the total cone height m have an increasingly weaker influence on the end concaves. Specifically,
core angle α has the most significant impact on the end concave’s quality, which is about two times the
influence compared to the impact on total cone height m. When μ < 0, the difference of influence from
these three parameters on concave is not obvious, so the sequence of influences from huge to small
is the height of the first cone section, the cone angle, and the total cone height. When μ > 0, the cone
angle α and the height of the first cone section n start to have a direct proportional relationship to the
influence on the concave; the influence ratio of the cone angle α increases, and is 56% larger than that
of the height of the first cone section n. Meanwhile, the total cone height continues to have an inverse
proportional relationship to its influence ratio on the concave, but the influence level is weakened,
and is about 50% of the influence within the range from −1 to 0.
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3.5. Experimental Verification

Experiments were fulfilled on H630 rolling mills and Figure 15a–c shows respectively the rolling
mill, rolling die, and a picture of the infrared thermometer. Stepped shaft products from a traditional
billet and from a billet with a variable cone angle are shown in Figure 16. Figure 17 is the comparison
between simulation and experimental results. Table 2 compares the statistical data of the simulation
and experimental concaves.

Figure 15. Diagram of the rolling site: (a) the H630 type rolling mill; (b) the cross-wedge rolling die;
(c) heating device.

 

Figure 16. Billets and rolled products: (a) comparison of billets; (b) lateral comparison of rolled
products; (c) axial comparison of rolled products.
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Figure 17. Comparison of Simulation (a,c) and Experimental (b,d) rolling effects of stepped shafts:
(a) simulation results of rolling by a traditional billet; (b) experiment results of rolling by traditional
billet; (c) simulation results of rolling by a billet with a variable cone angle; (d) experiment results of
rolling by a billet with a variable cone angle.

Table 2. Concave depth statistics of finite element simulation and experimental results of stepped shaft
by cross-wedge rolling.

Billet Type

Concave Depth Finite Element
Simulation Results/mm

Experimental
Results/mm

Material
Utilization

traditional billet 25.44 mm 24.95 mm 86.8%
billet with variable cone angle 1.93 mm 1.85 mm 99%

Through comparison, the simulation and experimental results are basically consistent. Specifically,
the simulated concave depth using traditional billet is 25.44 mm, and in practical rolling, the figure is
24.95 mm, with the error ratio at 1.9%. By means of billets with a variable cone angle, the simulated
depth is 1.93 mm, and the practical result is 1.85 mm, with the error at 4%. The depth of concave
of the rolling pieces using a cone-shaped billet is about 92.5% smaller than those using traditional
billets, and the utilization rate is 14% higher comparatively. Based on the results of finite element
simulation and rolling experiment, the rolling of stepped shafts using billets with a variable cone angle
has the outstanding impact on resolving end concave problems and enhancing the utilization rate of
the material.

The billet end can be preformed to a variable cone angle shape before cross-wedge rolling by
the hot roller shearing equipment [21,22] developed by our research group, and the near-net forming
technology for stepped shaft by cross-wedge rolling based on variable cone angle billets has also
reached the industrial application level.

4. Conclusions

1. In the process of cross-wedge rolling (CWR), metal in the shaping area will crimp like fibers,
and the axial movement path of the end metal is in line with the spiral curve equation. During
the rolling of the stepped shaft, subject to the impact of the changes of the percentage reduction
of area, fiber crimp of metal, etc., the shaping process of the concave develops by stages, and the
depth is increased by the wave mode. The adoption of a billet with a variable cone angle can
effectively enhance the quality of stepped shaft ends and increase the utilization rate to more
than 99%.

2. The parameters of the cone angle α, the first cone section length n, and the total cone section
length m have increasingly weaker influence on end concaves. Specifically, the cone angle α

makes the most significant impact on the end concave’s quality, which is about two times the
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influence of the total cone section length m. The depth of concave will firstly decrease and then
increase with the increasing of the cone angle α and of the first cone section length n, and will
decrease with the increasing of the total cone section length m.

3. Through comparison, the error ratio between the experimental and simulation results of rolling
stepped shafts using billets with a variable cone angle is lower than 5%. It means that the results
of finite element simulation are reliable, and can reflect the changes of shaping of the rolling piece
during practical production.
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Abstract: There has been increasing interest in the processes that enable part customization and
small-batch production in recent years. The prosthetic sector, in which biocompatible materials
are used, is one of the areas that requires these types of processes; Incremental Sheet Forming (ISF)
technology can meet these requirements. However, the biocompatible thermoplastic polymers formed
by this technology have not yet been tested. Hence, the aim of this paper is to cover this gap in
our knowledge by analyzing the effects of process parameters on the ISF process with the aim of
optimizing these parameters before the actual production of, in this case, customized prostheses.
Tests with polycaprolactone (PCL) and ultra-high molecular weight polyethylene (UHMWPE) were
performed. Maximum force, surface roughness and maximum depth were statistically analyzed by
means of response surface methodology and survival analysis. Spindle speed and tool diameter were
shown to be the most influential process parameters in terms of maximum forming force and surface
roughness for both materials. In contrast, survival analysis applied to maximum depth showed a
greater influence of tool diameter in PCL sheets and a greater influence of spindle speed in the case
of UHMWPE.

Keywords: single; point; incremental; forming; thermoplastics; biocompatible; temperature;
process; parameters

1. Introduction

The paradigms of manufacturing have evolved from craft production to mass production and
then from mass customization to what S. J. Hu [1] calls personalization or personalized production.
There are several important concepts and technologies that have facilitated the development of
personalized production, including open-architecture products, personalization design, on-demand
manufacturing systems and cyber-physical systems.

In the context of on-demand manufacturing systems, Incremental Sheet Forming (ISF) emerged
to meet the demand for rapid prototyping and small-batch production. The process consists of a sheet
being formed by means of a round-tipped tool (or punch), which makes a series of small incremental
deformations in the sheet on a predefined path that is governed by a numerical control. It is a simple
process that can be applied in a number of different fields, ranging from the automotive and aeronautic
sectors to architecture. However, it is struggling to find a place in industrial production beyond the
various research efforts carried out in recent years. More recently, the biotechnology sector has been
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attracting most of these research efforts, which have involved a variety of raw materials (metals,
such as titanium or polymers, such as polycaprolactone) as well as different variants of the ISF process
(such as Single Point Incremental Forming, or SPIF, i.e., without the presence of a die or Two Point
Incremental Forming, TPIF, which fully or partially employs a die).

Within the biotechnology sector, the manufacture of prostheses using ISF process involves two
of the key elements of personalized production: design personalization, since customized geometry
required is for each patient and on-demand manufacturing systems, since ISF technology makes
small-batch production possible. The ISF process also offers certain flexibility since it does not require
dedicated machinery that would entail heavy investment. In fact, an ISF production system can be
adapted from one of the most common machines found in the workshops: a computer numerically
controlled (CNC) milling machine fitted with a clamping system for the sheet. In addition, if a TPIF
system is required, the die can be made of wood or resin. Hence, transforming a milling machine into
an ISF system is a very affordable solution.

Initially, the raw materials being formed in ISF systems were metallic, such as aluminum alloys
(AA1050 or AA3003, for example) and some steels (DC04 and AISI 304, among others). Such materials
were widely used because of their good formability. Other metallic materials, such as magnesium
alloys and titanium alloys [2] need to be heated to be formed incrementally, resulting in increased
complexity and cost. Recently, however, some researchers have focused on polymeric materials and
thermoplastics [3], because these have the advantage of being able to be formed at room temperature
using the ISF process.

With regard to the process itself, a common concern for researchers from the traditional literature
review for metallic and polymer materials is how the process parameters (step down, sheet thickness,
tool diameter and wall angle, among others) affect the finished product; that is to say, how they affect
the various specific response variables. The aim of such work is to establish the optimal combination of
process parameters for achieving the desired effect on these different response variables. Three of the
response variables that have garnered most attention in ISF studies are: (i) the maximum axial force
(FZ max), to ensure that the maximum capacity is not exceeded, especially when a machining center
has been adapted; (ii) the attained final roughness (Ra), which serves as an indicator of the quality of
the finished product; and (iii) the maximum depth (of penetration) (Z) of the tool, which serves as an
indicator of the material’s maximum formability before any tearing, wrinkling or breakage occurs.

Aerens et al. [4], working with aluminum and steel alloys, estimated the steady state axial forming
force (FZs) by means of an analytical model that accounts for tensile strength, initial sheet thickness,
tool diameter, scallop height, and initial wall angle. The works of Li et al. [5,6] investigated further
by seeking an efficient model for tangential force prediction whereas Bahloul et al. [7] focused on
minimizing the sheet thinning rate and the tool (or punch) loads. Recently, Centeno et al. [8] shed light
on the importance of spindle speed in considering the variation force for metallic materials—a factor
which is even more important for polymeric materials [9–11].

Final roughness is another aspect that has captured attention. Recently, Liu et al. [12] aimed to
provide a predictive model and the optimal process parameters for minimizing surface roughness in a
study in which they incrementally formed a sheet of AA 7075 O-temper aluminum and investigated
four process parameters: step down, feed rate, sheet thickness, and tool diameter. Radu and Cristea [13]
discarded sheet thickness and introduced spindle speed for three materials: DC01 steel, 304 stainless
steel and AA1050 aluminum alloy. Echrif and Hrairi [14] carried out a similar study on an AA1050-O
aluminum alloy sheet.

Formability analysis, regardless of the material, is mainly focused on obtaining forming limit
diagrams, e.g., Silva et al. [3], where dedicated equipment is required. However, since the initial stages
of the development of ISF technology, alternative and simple formability indicators have been used,
such as maximum reachable wall angle and its corresponding maximum reachable depth [2,15].

It is well known that using trial and error methodology for determining the best combination of
process parameters in manufacturing processes is expensive and time consuming. Having reviewed
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the current status of ISF, we have noted that before addressing optimization, a Box-Behnken design
(BBD) of response surface methodology can provide a systematic approach to examining the main
effects of the process parameters—and the interactions between them—on the response variables.
We have also observed that studies involving polymeric materials are scarce and, in the case of
biocompatible materials, non-existent. Therefore, the aim of this paper is to investigate the effects
of four process parameters: tool diameter, spindle speed, feed rate and step down on three response
variables: forming axial force, surface roughness and final depth in the ISF process using two
biocompatible thermoplastic materials: polycaprolactone (PCL) and ultra-high molecular weight
polyethylene (UHMWPE).

2. Materials and Methods

2.1. Geometry and Materials

Tests were performed on 2 mm-thick sheets of the biocompatible polymers, UHMWPE and PCL.
The test geometry in this experiment is a pyramidal frustum (Figure 1a), the features of which are:

• varying wall angle along the part’s depth.
• 105 mm in length.
• 45◦ for the initial wall angle
• 80 mm generatrix radius.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 1. (a) Test geometry (b) Dynamometer with tooling (c) Experimental setup (d) Roughness
measurement on ultra-high molecular weight polyethylene (UHWMPE) (e) UHMWPE part
(f) polycaprolactone (PCL) part.

From a general point of view, both polymers present low density and high ductility but
differ in their thermal properties, e.g., Vicat and melting temperature are lower for PCL (Table 1).
The commercially available UHMWPE sintered sheets were initially around 10 mm thick and
were sliced by a CNC saw machine and converted into 150 × 150 × 2 mm3 sheets. The PCL
sheets were produced in our laboratory by compression molding. Around 55 g of PCL pellets
(Sigma Aldrich, Saint Louis, MO, USA, ≈3 mm, average Mn = 80,000) were positioned into the
cavity (150 × 150 × 2 mm3) of a stainless-steel cast which was previously warmed to a set temperature
between 60 and 80 ◦C inside a heating hydraulic press. A low load was applied for a fixed time to
guarantee the melt of the material. Subsequently, the load was increased, thus keeping the sheet in
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place for a few more minutes to complete the final compaction of the fused polymer. The pressure was
then retired, and the cast cooled to room temperature by placing it in a cooling press.

Table 1. Mechanical properties.

Material Vicat Softening Temperature (◦C) Tensile Strength (MPa) Elastic Modulus (MPa)

PCL 44.3 15.2 375
UHMWPE 80 19 700

The selection of these two materials is made according to two aspects, their mechanical behavior
and their final application. They represent, in both cases, two confronted or extreme cases. From the
point of view of mechanical behavior, PCL shows a decrease in strength after the yield point, although it
is maintained in a stable value. Whereas for UHMWPE a strain hardening behavior is appreciated
(in [16] where self-made PCL and UHMWPE sheets are compared) demonstrating that is a more
rigid material. While under the point of view of the final biomedical application, they also respond
to two different possible sectors where ISF technology can develop products. The characteristic of
biodegradability is very important for PCL; this is why at present it is highly valued by doctors.
While the basic properties of UHMWPE have been significant in the orthopedic sector for years.

2.2. Experimental Setup

The ISF tests were carried out using a Kondia®HS1000 3-axis milling machine (Kondia, Elgoibar,
Spain). The details of the clamping system (Figure 1b) and the setup are described in detail in
previous works [10]. The forming forces were measured by a table-type dynamometer Kistler® 9257B
(Kistler ibérica SL, Granollers, Spain); surface roughness was determined by means of a Mitutoyo
Surftest SV-2000 profilometer (Sariki, Cerdanyola del Vallès, Spain) (Figure 1c) and the maximum
depth was recorded by a direct reading off the Kondia milling machine (Kondia, Elgoibar, Spain).

2.3. Design of Experiments

Box-Behnken designs (BBD) [17] are three-level designs that allow second order response
surfaces to be fitted efficiently. The design for the four factors consists of 27 experimental runs
(Table 2) with 24 unique experimental settings (one replicate) plus three replicates at the central point.
The explanatory variables came from the classical approach for metal ISF studies: thickness was kept
constant for comparison and spindle speed was added because of its importance in polymer forming.
The levels of the chosen variable were as follows:

• Dt: Tool diameter (6, 10, 14 mm)
• S: Spindle speed (Free*, 1000, 2000 rpm)
• F: Feed rate (1500, 2250, 3000 mm/min)
• Δz: Step down (0.2, 0.35, 0.5 mm).

* Rotation is considered to be free when any rotation of the tool is due solely to the friction
between the sheet and the tool itself.
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Table 2. Design of experiments and results.

ID
Tool

Diameter,
Dt (mm)

Spindle
Speed,
S (rpm)

Feed Rate,
F (mm/min)

Step
Down, Δz

(mm)

PCL UHMWPE

Fz Max
(N)

Ra
(μm)

Zmax *
(mm)

Fz max
(N)

ΔRa
(μm)

Zmax *
(mm)

1 6 Free 2250 0.35 208.72 0.498 27.7 (0) 485.33 0.437 42.7 (1)
2 14 Free 2250 0.35 439.14 0.627 29.1 (0) 1027.50 0.750 42.7 (1)
3 6 2000 2250 0.35 190.95 0.41 42.7 (1) 414.58 0.916 42.0 (0)
4 14 2000 2250 0.35 329.64 2.23 43.0 (1) 697.15 −0.194 35.7 (0)
5 10 1000 1500 0.20 314.38 0.608 41.4 (0) 635.68 0.511 43.0 (1)
6 10 1000 3000 0.20 309.16 0.622 43.0 (1) 596.08 0.242 43.0 (1)
7 10 1000 1500 0.50 293.05 1.393 42.0 (0) 636.66 0.391 43.0 (1)
8 10 1000 3000 0.50 291.63 0.509 43.0 (1) 591.00 0.324 43.0 (1)
9 10 1000 2250 0.35 325.57 0.585 38.2 (0) 643.44 0.477 42.7 (1)

10 6 1000 2250 0.20 214.14 0.453 43.0 (1) 491.68 0.508 43.0 (1)
11 14 1000 2250 0.20 425.94 1.114 39.0 (0) 765.37 0.739 43.0 (1)
12 6 1000 2250 0.50 197.63 0.484 37.0 (0) 399.84 0.373 43.0 (1)
13 14 1000 2250 0.50 390.87 1.549 24.0 (0) 858.88 0.635 43.0 (1)
14 10 Free 1500 0.35 320.78 1.023 40.6 (0) 818.05 0.332 42.7 (1)
15 10 2000 1500 0.35 275.32 1.880 41.3 (0) 581.63 0.230 38.5 (0)
16 10 Free 3000 0.35 343.10 0.716 40.3 (0) 747.58 0.198 42.7 (1)
17 10 2000 3000 0.35 282.30 1.735 40.6 (0) 558.92 0.420 39.2 (0)
18 10 1000 2250 0.35 296.22 0.464 42.7 (1) 595.00 0.524 42.7 (1)
19 6 1000 1500 0.35 227.42 0.527 42.7 (1) 486.95 0.354 42.7 (1)
20 14 1000 1500 0.35 418.57 1.385 30.1 (0) 802.43 0.863 42.7 (1)
21 6 1000 3000 0.35 240.99 0.330 42.7 (1) 449.30 0.231 42.7 (1)
22 14 1000 3000 0.35 381.09 0.902 31.5 (0) 830.85 0.956 42.7 (1)
23 10 Free 2250 0.20 330.25 0.859 36.0 (0) 727.72 0.115 42.8 (0)
24 10 2000 2250 0.20 281.23 1.775 37.0 (0) 554.77 0.549 38.8 (0)
25 10 Free 2250 0.50 355.89 0.579 43.0 (1) 774.19 0.801 43.0 (1)
26 10 2000 2250 0.50 266.34 2.102 43.0 (1) 587.48 0.407 36.5 (0)
27 10 1000 2250 0.35 280.30 0.598 42.7 (1) 611.80 0.440 42.7 (1)

Note: * In parentheses: 1 = maximum depth accomplished, 0 = sheet fracture.

2.4. Analysis Procedure

The methodology used to estimate the response surface models is the one described by Myers [18].
The main steps are summarized in Figure 2 and are as follows:

• Estimation of the full model with first order, two-way interactions and pure quadratic terms.
• Sequentially removal of the non-significant terms based on the tests on individual regression and

groups of coefficients. Each model was evaluated in terms of the fit statistics: R2, R2-adjusted,
R2-predicted and RMSE. In addition, the test for significance of regression (p-value associated
to Model in the ANOVA table) was observed: a p-value < α indicated that the regression
was significant. The lack of fit test was also examined as an indicator of the tentative model
satisfactorily describing the data when its p-value was high.

• Model adequacy checking: last squares regression assumptions.

The approach we followed was to retain, in the model, the smallest subset of explanatory variables
providing a significant regression test and a non-significant lack-of-fit test as well as good fit statistics
(high R2, adj-R2, pred-R2 and low RMSE) together with an appropriate model adequacy. The reason for
using a subset of explanatory variables, rather than all of them, is that the estimates of the coefficients
will have smaller variance and the predictions will be more precise. The Shapiro Wilk normality test
(SWNT) was used to check the normality of the residuals.

Note that coded variables (−1, 0 and 1, indicating low, medium and high level, respectively)
were used to compare the size of the coefficients and that the significance level in all cases is α = 0.05.
The statistical analysis was conducted using R software [19].
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Figure 2. Model selection scheme.

3. Results and Discussion

The effects of varying various forming parameters on the three response variables under study
(forming force, roughness and maximum depth) during an ISF process have been explored previously
in a number of studies ranging from normal ISF to hot ISF, in experiments or simulations, and with
regard to metals as well as polymers. We shall now go on to compare the results of these studies with
the results we obtained for the two biocompatible materials in this work.

The factor levels (i.e., the process parameters) as well as response values for all 27 experimental
runs are shown in Table 2. Note that the response value ΔRa has been introduced; we shall discuss the
reasons for this in the following subsections, in which the statistical models proposed for each material
are shown and briefly discussed.

3.1. Maximum Axial Force (Fz Max)

3.1.1. PCL

The model that best fits Fz max for PCL is as follows:

ŷ = 304.83 + 92.12·Dt − 31.01·S − 22.93·Dt·S, (1)

It is a very good model which describes 94% of the variability of Fz max and has a predicted R2 of
92%. The residuals of the model are homoscedastic, independent and identically normally distributed
(SWNT p-value = 0.06).

Two of the first order factors, tool diameter (Dt) and spindle speed (S), are significant, as is the
interaction between the two (Table 3) with Dt being the most influential because its coefficient is higher
(three times higher than the coefficient of S). In general, the higher Dt (14 mm) produces higher Fz
max values. It is clear that the portion of sheet to be formed using a greater tool diameter requires
higher forces, as has been pointed out previously for metals (Al7075-O in Li et al. [6], Al3003-O in
Bahoul et al. [7] and AISI304 in Centeno et al. [8]) as well as for polymers (PVC in Bagudanch et al. [9]).
In contrast, an increase in spindle speed reduces the forces required. The mechanism able to explain
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this fact involves the change in the friction conditions, as the heat originating from the increase in
friction decreases the various forming force values and, as a result, the mechanical behavior of the
polymer material may change. This is also consistent with the work presented by Centeno et al. [8,20]
and Baharudin et al. [21] for metal materials and, in the case of polymers, by Davarpanah et al. [11] for
PLA and PVC, by Lozano-Sánchez et al. [16] for PCL and UHMWPE and by Bagudanch et al. [22] for
PVC, PC, PP, UHMWPE and PCL.

The interpretation of the interaction effect (Dt·S) is as follows: a reduction in S (from 2000 rpm to
0 rpm) slightly increases Fz max when Dt = 6 mm, while the increment is more acute when Dt = 14 mm.
As we have said, the increase in spindle speed increases the friction and temperature, causing lower
force values, which agrees with results independently observed. Hence, it would be expected that,
at higher tool diameters, the heat would concentrate even more in the forming region resulting in
a temperature increase [22] which, in turn, would decrease the value of the required forming force;
however, this does not occur according to the results we obtained. In the Dt·S interaction, it seems
that the effect of the increased contact zone at higher tool diameters—which causes an increase in the
forming force [4]—is a more dominant influence than the increase in temperature caused by the higher
spindle speed.

Table 3. Maximum force (Fz max) model results.

PCL UHWMPE

Parameter estimates Parameter estimates

Coefficient p-value Coefficient Pr (>|t|)

(Intercept) 304.84 <0.001 (Intercept) 626.33 <0.001

Dt 92.12 <0.001 Dt 187.88 <0.001

S −31.01 <0.001 S −98.82 <0.001

Dt·S −22.93 0.009 F −15.64 0.033

Δz 6.40 0.359

Dt·S −64.90 <0.001

Dt·Δz 46.34 <0.001

S2 38.24 <0.001

Analysis of variance Analysis of variance

Df Sum Sq Mean Sq F value p-value Df Sum Sq Mean Sq F value p-value

Model 3 115,468 38,489 149.76 <0.001 Model 7 579,363 82,766 148.86 <0.001

Residuals 23 5918 257 Residuals 19 10,570 556

Lack of fit 5 1185 237 0.90 0.502 Lack of fit 17 9360 551 0.91 0.644

Pure Error 18 4733 263 Pure Error 2 1210 605

Summary of fit Summary of fit

R2 0.95 RMSE 16.04 R2 0.98 RMSE 23.59

Adj, R2 0.94 Pred. R2 0.93 Adj, R2 0.98 Pred. R2 0.96
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Table 3. Cont.

PCL UHWMPE

3.1.2. UHMWPE

The model that best explains Fz max on UHMWPE material is as follows:

ŷ = 626.33 + 187.88·Dt − 98.82·S − 15.64·F + 6.40·Δz − 64.90·Dt·S
+46.34·Dt·Δz + 38.24·S2 (2)

This is a very good model able to explain 98% of the variability of Fz max and with a high
capability of predicting new response values (pred R2 = 96%). The residuals of the retained model are
i.i.d. distributed (SWNT p-value = 0.3303).

Like the PCL model, the UHMWPE model depends highly on Dt which is the most influential
first order factor and also appears in the two significant two-way interactions. In general, high values
of Dt result in higher values of Fz max. It is already known that an increase in tool diameter entails
an increase in force. The second most influential factor is spindle speed, S, and it has a significant
quadratic effect and interacts with Dt. The feed rate, F, is the least influential factor because of its lower
coefficient; however, it is still significant. The effect of F can be appreciated in the (F, Dt) surface plot in
Table 3; when F moves from 1500 to 3000 mm/min, Fz max is reduced on average by 15.64 N.

The interaction effects can be better understood from the surface plots. With regard to Dt·S, it can
be appreciated how changing from S = 2000 rpm to S = 0 rpm increases Fmax in all cases, however this
increment is more acute when Dt = 14 mm than it is when Dt = 6 mm.

The other significant interaction (Dt·Δz) has the opposite effect: on the one hand, when Dt = 6 mm,
a reduction in Δz implies an increase in Fz max; on the other hand, when Dt = 14 mm, a reduction in Δz
implies a reduction in Fz max. The reduction in step size decreases the portion of sheet being formed,
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which should also lead to a reduction in the force: the model shows this trend for high tool diameters.
However, it is not the case for low tool diameters for which the forming force slightly increases.

3.2. Surface Roughness (Ra)

Roughness assessment needed to be conducted in a different way for each material, since the
blank sheet was produced in different ways in each case. Furthermore, since it is known that sheet
metal mark orientation can affect the results of roughness measures [23], it should be pointed out that
the roughness values were obtained, in both cases, perpendicular to the step-down direction.

Tool diameter and step down have been identified as parameters that influence surface roughness,
Ra, [13,14] mainly in metals, whereas for PVC and PC, step down and spindle speed with some
interactions were significant [23]. The manner in which the tool diameter and step down parameters
improve or worsen the surface roughness can be seen in the diagrams in Figure 3, which shows how
increased Dt reduces Ra, while increased Δz increases it.

Figure 3. (a) Effect of different tool diameters, Dt, on surface roughness, Ra (b) Effect of different step
down, Δz, on surface roughness, Ra.

3.2.1. PCL

The model that best explains Ra for the PCL material includes all four factors of the experiment:

ŷ = 0.57 + 0.43·Dt + 0.49·S − 0.17·F + 0.1·Δz + 0.42·Dt·S − 0.22·F·Δz
+0.51·S2 + 0.16·F2 + 0.21·Δz2 (3)

The model explains 88% of the variability of the response Ra and has a good predicted R2 of
74%. Residuals are independent, homoscedastic and normally distributed (SWNT p-value = 0.3082).
The model is complex because of the high numbers of terms included in it, but the surface plots shown
in Table 4 can help in interpreting it.
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Table 4. Surface Roughness (Ra) model results.

PCL UHWMPE

Parameter estimates Parameter estimates

Coefficient p-value Coefficient p-value

(Intercept) 0.57 <0.001 (Intercept) 0.46 <0.001

Dt 0.43 <0.001 Dt 0.08 0.259

S 0.49 <0.001 S −0.03 0.707

F −0.17 0.010 F −0.03 0.703

Δz 0.10 0.105 Dt·S −0.36 0.006

Dt·S 0.42 0.001

F· Δz −0.22 0.038

S2 0.51 <0.001

F2 0.16 0.070

Δz 2 0.21 0.020

Analysis of variance Analysis of variance

Df Sum Sq Mean Sq F value p-value Df Sum Sq Mean Sq F value p-value

Model 9 7.97 0.89 22.24 <0.001 Model 4 0.59 0.15 2.77 <0.001

Residuals 17 0.68 0.04 Residuals 22 1.18 0.05

Lack of fit 15 0.67 0.04 8.14 0.115 Lack of fit 14 0.91 0.06 1.89 0.184

Pure Error 2 0.01 0.01 Pure Error 8 0.27 0.03

Summary of fit Summary of fit

R2 0.92 RMSE 0.20 R2 0.33 RMSE 0.23

Adj, R2 0.88 Pred. R2 0.74 Adj, R2 0.21 Pred. R2 −0.33

In general, and in contrast to previous studies, a higher Dt is associated with a higher Ra
(worse surface quality). However, this effect is more acute when S is at its high level (S = 2000 rpm),
due to the friction and the heat that the surface is receiving [9]. Similarly, a higher Δz level is associated
with a higher Ra, which is as expected, but again, this effect is more acute when the feed rate is low,
F = 1500 mm/min, since at lower feed rates, contact time with the surface is higher, therefore there is
more heat, which worsens surface quality. The effect of the quadratic terms S and F show a simple
minimum pattern on the response surface. The stationary point of the response surface is Dt = 1.3,
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S = −1, F = 0.6, Δz = 0.1 in coded units or Dt = 15 mm, S = 0 rpm, F = 2688 mm/min, Δz = 0.36 mm.
This stationary point represents a minimum for the Ra value.

3.2.2. UHMWPE

The parameter of roughness for UHMWPE analyzed here will be the difference between the
roughness before and after processing (ΔRa = Rabefore processing–Raafter processing). In contrast to
PCL in which the sheets proceed direct from a mold, in the case of UHMWPE, the sheets were sliced
in layers from a thicker molded sheet, which meant the surface already began with a texture whose
starting roughness was high, at around 1.05 μm on average. With one exception, the ΔRa value is
always positive, which means that the processing operation improves the roughness of the material.
The roughness is reduced on average by 0.464 μm with 95% CI = [0.36, 0.57].

The model selected to explain the differences in roughness in UHMWPE is as follows:

ŷ = 0.46 + 0.08·Dt − 0.03·S − 0.03·F − 0.36·Dt·S (4)

The model, however, explains only 21% of the variability of the response variable and has a
bad predicted R2. It was decided to keep F in the model to achieve a non-significant lack-of-fit test.
The general regression test is significant. Residuals are normally distributed (SWNT p-value = 0.87).

The most important factor explaining the differences in roughness in UHMWPE is the interaction
between Dt and S which has a negative coefficient. The surface plots shown in Table 4 can help interpret
the model. They show a saddle point (the stationary point) near the center of the plot. From the center
point, increasing or decreasing Dt and S at the same time produces a reduction in ΔRa, while increasing
one factor and decreasing the other leads to an increase in ΔRa. In other words, Ra after processing
is slightly reduced when Dt and S are both at their most positive or most negative values (low ΔRa
values), whereas Ra is highly reduced when Dt and S are at opposite levels (very low ΔRa values).

3.3. Maximum Achieved Depth (Zmax)

The response variable, maximum achieved depth, Zmax, both on UHMWPE and PCL, cannot be
analyzed using a response surface model because the data shows a highly right-skewed distribution
which is truncated at different depths (42.7 mm for a step down of 0.35 mm or 43.0 mm in the other
cases) depending on the experimental settings. For example, for UHMWPE, 20 out of 27 experiments
reached the maximum specified depth (Zmax = 100%), five were in the interval [90,100) and two in
the interval [80,90). All tested models have a significant lack of fit test and show a dependence on the
residuals vs. fitted values, mainly when Zmax = 100%.

The reason for analyzing the Zmax response is to find the point, z, at which the material breaks
and to find which factors explain the breaking depth (Zmax). Generally, this can be modeled using
survival (or reliability) analysis which aims to analyze the relationship of time to an event. In this
context, the event is defined as the breaking (or failure) of the polymer and time is represented by the
depth, z.

The experimental data shows many censored observations, that is, experiments in which the
material did not break. Each experiment is an observation of the type (zi,ci) where zi is Zmax and ci = 1
if there has been a failure, and ci = 0 (censored) if otherwise. These ci values are shown in parentheses
in Table 2 alongside the Zmax values.

The aim of this section is to explain the probability of the material surviving at depth z, that is,
the survival, or reliability, function: S(z) = 1 − F(z) = P(Z ≥ z)–being careful not to confuse S(z) with
the factor S = Spindle-speed. Another important function in survival analysis is the hazard function,
λ(z). It assesses the instantaneous risk of demise at next mm, conditional on survival to that depth.
In other words, it is the expected number of events that will occur in the next mm given that there has
not been an event to that depth (z).
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In this analysis, the Kaplan Meyer method (a non-parametric approach) is used to estimate S(z).
Moreover, the Mantel-Haenszel test (log-rank test) is used to check for differences between survival
curves (factor levels).

It is finished by fitting a Cox proportional hazard regression model (semi parametric approach)
to determine whether the model including the significant factors is significant itself and to look for
significant interactions. It is used with the likelihood ratio, Wald and logrank tests.

Note that the number of experiments at each level is not balanced. For example, there are six
experiments at S = −1, 15 at S = 0 and 6 at S = 1. This is because data was not collected to carry out a
survival analysis, but rather a BBD of experiments.

3.3.1. PCL

Kaplan Meyer curves (Figure 4) can be interpreted as follows: at z = 20 mm,
all observations/experiments are without event and the survival (S(z)) is 1, or, equivalently, 100%.
The solid lines, colored according to factor levels, show the events with vertical drops (at each z).
Colored curves showing different patterns indicate that there are differences in survival between factor
levels, such as is the case of factor Dt (Mantel-Haenszel test p-value = 0.033): it is the only significant
factor in PCL survival.

PCL UHMWPE 
Kaplan Meyer estimator (factor Dt) Kaplan Meyer estimator (factor S) 

 

Figure 4. Significant survival curves according to factor levels on PCL and UHMWPE.

Note that the survival curves are not balanced: there are more experiments on Dt = 10 mm than
on Dt = 6 or 14 mm (15 vs. 6). However, it is noticeable that survival is lower for Dt = 14 mm.

The Cox proportional hazard regression model has a unique significant factor: Dt. The coefficient
of S (b = 0.95) is interpretable in its exponential form (e0.95 = 2.59) as the multiplicative effects of
the hazard. That is, increasing Dt one level (e.g., from −1 to 0) increases the danger of breaking by,
on average, a factor of 2.59. The overall tests of significance p-value (likelihood ratio, Wald and logrank)
are significant, indicating that the model is appropriate.

Nevertheless, when S is included in the Cox model together with Dt, the individual regression
coefficient of S has a p-value of 0.07 and the overall model is significant. In this case, the coefficient
associated with S is b = −0.70 meaning that increasing S by one level reduces the danger of breaking by
e−0.70 = 0.50. Note, however, that the interaction between Dt and S is not significant. More experiments
should be carried out in order to confirm the significance of S in the survival function.
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3.3.2. UHMWPE

Kaplan Meyer curves for Zmax on UHMWPE show significant differences only across S levels
(Mantel-Haenszel test p-value < 0.001). From Figure 4, it can be seen that S(z) is lower when
S = 2000 rpm. No breaks were observed for S = 1000.

The Cox proportional hazard regression model has S as a unique significant factor. Its coefficient
is β̂ = 3.38 meaning that increasing S one level increases, on average, the danger of breaking by
e3.38 = 29.49.

The Kaplan-Meyer curves are shown globally without being separated by factor levels in Figure 5.
In the graphics comparing PCL versus UHMWPE, it can be observed that PCL sheets break earlier
(z around 25) and in greater quantity than UHMWPE sheets in which the first breakage appears at
around z = 35.
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Figure 5. Kaplan-Meyer curves without separating by factor levels for (a) PCL and (b) UHMWPE.

4. Conclusions

In this work, SPIF experimental tests using two different polymers biocompatible have been
carried out following a Box-Behnken design for four factors and a survival analysis. The maximum
forming force, surface roughness and Zmax response achieved in the experiments has been statistically
analyzed and empirical models for each material have been obtained. Using the proposed models, it is
possible to control the Fz max, Ra and Zmax.

Among the process parameters analyzed and according to the data summarized in Table 5,
spindle speed and tool diameter have been found to be the most influential parameters in terms of
maximum forming force variation for both materials. From the roughness analysis, one can observe
again the importance of spindle speed and tool diameter on these biocompatible polymers, as both
involve an increase in temperature due to either the friction at higher spindle speeds or the increase in
surface contact and contact time between tool and sheet, both of which worsen the surface because the
materials flow, degrade and lose their properties.

Finally, the response Zmax, on UHMWPE and PCL, cannot be analyzed using a response surface
model because data is highly right-skewed and truncated at different depths. However, taking into
account the objective of the paper, the data can be analyzed using a novel method in this field:
survival analysis. The results have shown that the most important factor is spindle speed for UHMWPE
and tool diameter tool for PCL.
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Table 5. Summary of the coefficients of the selected models (bold indicates significance (α = 0.05)).

Intercept Dt S F Δz Dt·S Dt·Δz F·Δz S2 F2 Δz2

Fz max

PCL 304.84 92.12 −31.01 −22.93
UHMWPE 626.33 187.88 −98.82 −15.64 6.40 −64.90 +46.34 38.24

Ra

PCL 0.57 0.43 0.49 −0.17 0.1 0.42 −0.22 0.51 0.16 0.21
UHMWPE

(ΔRa) 0.46 0.08 −0.03 −0.03 −0.36

Z max
(Survival
analysis)

PCL ×
UHMWPE ×
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Abstract: Incremental sheet forming (ISF) is gaining attention as a low cost prototyping and small
batch production solution to obtain 3D components. In ISF, the forming force is key to define an
adequate setup, avoiding damage and reducing wear, as well as to determine the energy consumption
and the final shape of the part. Although there are several analytical, experimental and numerical
approaches to estimate the axial forming force for metal sheets, further efforts must be done to extend
the study to polymers. This work presents two procedures for predicting axial force in Single Point
Incremental Forming (SPIF) of polymer sheets. Particularly, a numerical model based on the Finite
Element Model (FEM), which considers a hyperelastic-plastic constitutive equation, and a simple
semi-analytical model that extends the known specific energy concept used in machining. A set of
experimental tests was used to validate the numerical model, and to determine the specific energy
for two polymer sheets of polycarbonate (PC) and polyvinyl chloride (PVC). The approaches provide
results in good agreement with additional real examples. Moreover, the numerical model is useful
for accurately predicting temperature and thickness.

Keywords: incremental forming; FEM; force prediction; numerical model; semi-analytical model;
specific energy

1. Introduction

Sheet forming by means of local deformations or incremental sheet forming (ISF) is a prototyping
and small batch production solution to obtain 3D components developed in the late 20th [1]. During ISF,
a tool follows a 3D path deforming a flat sheet clamped to a rigid frame. This technique is noted for
their low cost and good forming capabilities, beyond the forming limit curve, compared to conventional
forming processes [2]. The process has applications in automotive industry [3], aeronautical industry [4]
and biomedicine [5].

The main ISF solutions are punctual incremental forming and doubled sided incremental forming
assisted by a partial or full die (Figure 1). Single Point Incremental Forming (SPIF) is flexible, easy to
implement low cost solution, and has been in the research spotlight in the last years. However,
this process induces complex deformation mechanisms (shear, stretch and bending), which cause poor
dimensional results [6], and limit its use in industrial applications [7].
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Figure 1. Main incremental sheet forming (ISF) techniques. (a) Single point incremental forming;
(b) Two point incremental forming; (c) Double-sided incremental forming with partial die;
(d) Double-sided incremental forming with full die.

SPIF is usually accomplished by a conventional Computer Numerical Control (CNC) machine
equipped with a clamping frame and a punch that follows a G-code program of instructions.
The deformation mechanism is related to the forming forces and, therefore, a good knowledge about
forming forces allows tackling several key SPIF problems: How to improve dimensional accuracy;
how to avoid machine damage and wear; how to extend the technique to different materials, etc.

Despite the industrial interest of low cost small batch production of polymer parts at room
temperature [8], the extension of SPIF to these materials is currently a challenge. In addition to the SPIF
drawbacks mentioned above, it is difficult to model the deformation behavior of polymer materials.
Most research efforts are focused on developing prediction models for metals of known mechanical
properties. When coming to glassy polymers, they suffer relaxation after yielding and, therefore,
they have a complex constitutive equation with strain rate and temperature material dependence.

The study of the forming force can be an adequate strategy to advance in forming of polymer
sheets. Thus, progress can be made from the extension of forming force approaches for metal sheets to
polymer sheets or by developing new forming force models. To the best knowledge of the authors,
existing analytical and experimental forming force models were specifically developed for metals,
and the scarce numerical models for polymers are not comparable to those for metals.

Regarding the force approaches for metals, analytical models define relations between process
parameters, material mechanical properties and force. For example, Bansal et al. [9] relates the
forming forces with thickness, meridional and circumferential stresses, contact surface and thickness.
Besides experimental models, such as the regression equation as defined by Aerens et al. [10], estimate
the forming force by means of experimental data. When considering numerical simulations, they are
accurate for simple geometries but computationally expensive because of the nonlinearities produced
by contact area changes. Behera et al. [11] shows an extensive classification of numerical simulations
works focused on metal sheets.

The existing studies about incremental forming of different polymeric materials are limited and
force prediction is not their main goal. In this regard, experimental works check new applications and
asses how process parameters influence response variables such as force, roughness and incremental
depth [12]. On the other hand, analytical and numerical approaches try to determine deformation
mechanics and failure modes [13]. Concerning these solutions, it is worth mention the theoretical
model based on membrane analysis developed by Silva et al. [14], the constitutive equation, based on
overstress proposed by Alkas et al. [15,16], to model viscoplastic materials with only seven material
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parameters, and the numerical study of Nguyen et al. [17], who considers a viscoelastic material to
estimate sheet thickness and spring-back.

The present work proposes a semi-analytical model based on fitting forming force measurements
when forming truncated cones for different values of the deformed volume. This deformed volume
is determined as a function of the contact surface and thickness. The novelty of this model is to
extend the concept of specific energy, used in the orthogonal cutting model to SPIF. In this regard,
a new concept called specific forming energy is introduced. This specific forming energy relates the
forming forces with the geometric parameters characteristic of the process. The solution is simpler
than analytical approaches.

Moreover, a coupled thermo-mechanical numerical model, with a hyperelastic-plastic
constitutive equation suitable for polymer sheets, is presented. Unlike other aforementioned
models with viscoplastic and viscoelastic constitutive equations, the proposed approach studies
a hyperelastic-plastic material, only defined by six material parameters, which considers mechanical
and thermal response. The material model parameters are determined minimizing the differences
between experimental and simulated material stress-strain curves at different temperatures.

The structure of the paper comprises: Section 2 describes the considered assumptions, and the
developed numerical and semi-analytical models; Section 3 explains the setup and tests carried out;
Section 4 presents the main results, and discusses the goodness of the proposed approaches with
respect to real measurements; and, finally, Section 5 presents the main conclusions.

2. Forming Force Models

2.1. Semi-Analytical Force Model

A simple method that relates the experimental axial forming forces, with a locally deformed
volume, is proposed. Note that the main forming force acts along the z direction, so that is the
one analyzed.

Following a similar reasoning such as that used in orthogonal cutting, the local plastic deformation
induced during SPIF along the z direction requires a power P, so that it should be held that:

P = Fz·Δz, (1)

where Fz is the axial forming force and Δz is the step down.
It stands to reason that the power needed to deform a sheet volume V should be constant for a

specific material and temperature. This constant U, similarly to the machining case in Reference [18],
can be called specific forming energy:

U =
Fz·Δz

V
, V = S·t, (2)

where S is the affected punch-sheet area, and t is the mean thickness beneath the punch.
When knowing S and t at a specific position and U for a specific material, it is possible to solve

the Equation (2) for obtaining Fz.
The affected area can be calculated from the expression proposed by Bansal et al. [9] as:

S =
πD

4
(D/2 + Δz) +

πD2

8(γ − α)
(sinα − sinγ). (3)

This area depends of the incremental depth Δz, the forming tool diameter D and the angle of the
sheet α, since γ can be calculated as:

γ = arcos
(

1 − 2·Δz
D

)
. (4)
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The mean thickness of the deformed volume can be calculated from the sheet area deformed in a
step down (Figure 2) and the arc of the punch perimeter in contact with the sheet as:

t =
A

(α′ + γ′)·D/2
, (5)

α′ = arcos(cos(α)− 2·Δz/D), (6)

γ′ = arcos(1 − 4·Δz/D). (7)

Figure 2. Deformed area defined.

Based on all of the above, the deformed volume calculated in Equation (2) depends exclusively
on the geometric parameters: Δz, D, and α. In summary, once the material characteristic U is
experimentally determined, the axial forming forces can be estimated from the geometric parameters
using Equation (2).

2.2. Numerical Estimation of the Forming Force for Polymer Sheets

The numerical model was carried out in a fully coupled-stress dynamic analysis using the
ABAQUS commercial software. The analysis considers the inertia effect, the temperature-dependent
of the material response, and the transient thermal response. It also includes the integration of the
momentum and the heat flow equations coupling the material energy dissipation during plastic flow,
rising the local temperature [19].

The Finite Element (FE) model used for the numerical simulation of the process can be seen
in Figure 3. The forming tool and the backing plate were simulated as analytical rigid surfaces in order
to perform an efficient numerical contact analysis. The polymer sheet is discretized employing 2052
S4RT elements with reduced integration to avoid the hourglassing, with an active degree of freedom
to capture the variation of the temperature at nodes throughout the thickness by bilinear interpolation.
The number of integration points used to capture the temperature variation throughout the thickness
was 5. The mesh was generated taking into account the tool path that defines the final shape of the part.
It was generated uniformly through angle and radius coordinates in order to maintain elements aligned
and to generate minimal distortion during the polymer sheet deformation and thickness reduction.
The minimum element length in the model was 3 mm, obtaining a minimum stable time increment
of 1.2 ×10−6 s that is small enough to avoid instabilities during the entire simulation. Note that,
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mesh size influences the approach accuracy, nevertheless the authors selected the element size in
order to limit the computational time to 10 h (for an Intel Core i8 CPU) maintaining an adequate
concordance with the experimental results. The contact between the plastic shell and the forming tool
was simulated by surface-to-surface interaction with penalty tangential behavior and hard contact
behavior for normal direction.

Figure 3. FE model for the SPIF analysis.

The thermal contact conductance Ψ between the metal forming tool and the plastic shell was
simulated by gap conductance independent of the contact pressure for polycarbonate (PC) and
polyvinyl chloride (PVC) with value of 0.183 W/mK [20]. Other heat transfer mechanisms such as
convection or radiation were not taken into consideration due to the low temperature of the plastic
shell reached during the entire process. The role of the friction in the formability of the thermoplastics
and metals during the SPIF process has been widely discussed by several authors [21–25], concluding
that the effect of the friction in the thermoplastic has an important role due to the increase of the
temperature of the material. In this work, the values of the dynamic coefficient of friction for the
lubricated PC-Shell interface μk for PC and PVC are taken from Ludena and Bayer [26]. Thermal
properties like conductivity kt and specific heat Cp are taken from the manufacturer’s data sheet.
Table 1 summarized all thermal properties employed in the numerical model.

Table 1. Thermal properties for polycarbonate (PC) and polyvinyl chloride (PVC) employed in the
numerical model.

Property PC PVC

Dynamic friction coefficient, μk 0.08 0.12
Thermal contact conductance (W/mK), Ψ 0.183 0.183

Specific heat (kJ/kgK), Cp 1.25 1.18
Thermal conductance (W/mK), kt 0.2 0.175

Thermal expansion coefficient (m/mK), B 6.5 × 10−5 7 × 10−5

The material model employed for the two thermoplastics is a non-linear hyperelastic model
combined with J2-plasticity theory based on isotropic hardening: A simple hardening law that obtains
good results with glassy polymers and low material parameters [27]. The hyperelastic component is
based on the Arruda-Boyce eight chain model [28] that takes a non-linear Langevin chain statistics
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into account when deriving the strain energy density function. The predicted stress response of the
eight-chain model can be written as follows:

σ =
μ

Jλ∗
L−1(λ∗/λL

)
L−1(1/λL)

dev[b∗] + κ(J − 1)I, (8)

where μ is the shear modulus, k the bulk modulus, and λ is the limiting chain stretch. The variable
b∗ = J−2/3b is the distortional left Cauchy-Green tensor, and λ∗ is the applied chain stretch which can
be calculated from:

λ∗ =
√

tr[b∗]
3

. (9)

The J2-plasticity component is based on isotropic hardening, that describes the size change of the
yield surface σ0 as a function of the equivalent plastic strain έpl . The model incorporates this effect by
an exponential law defined by Equation (10):

σ0 = σ|0 + Q∞

(
1 − e−bέpl

)
, (10)

with, σ|0 the yield stress at zero plastic strain, Q∞ the maximum change of the size in the yield surface
and b defines the rate at which the size of the yield surface changes as plastic strain develops. If the
material is rate independent, the yield condition is:

σ0 = q, (11)

with

q =

√
3
2

S : S, (12)

and S is the deviatoric stress. The yield function is only dependent on the temperature and the
equivalent plastic strain (έpl).

The procedure to determinate the values of the needed model parameters (μ, k and λ) is described
in Section 3.1.2.

3. Materials and Methods

3.1. Experimental Setup and Polymer Sheets

3.1.1. Setup

The SPIF process is performed using an ALECOP-ODISEA conventional milling machine, with an
in-house developed fixing system (Figure 4a). The sheet fixing system is placed on the machining bed,
and it consists of a frame made of four aluminum profiles, a die with a hole of 140 mm diameter and
an upper die. Eight screws are used to fasten the two dies. Two different tools made of aluminum,
with a hemispherical tip of 10 and 12 mm in diameter are used. A lubricant fluid has been used during
the experiments.

A 9257BA Kistler dynamometer table is used to measure the value of the force. The dynamometer
table is placed between the milling table and the fixing system.

A Flir T335 thermal imaging camera, with a 320 × 240 pixel resolution, is used to measure the
temperature reached in the polymer sheet during the process.

Two 200 × 200 mm PVC and PC sheets with a thickness of 3 mm are used. The maximum size
of the sheet is the same than that of the working space of the CNC machine to properly fix the sheet.
The final shape of the formed sheet is expected to have a 40 mm deep cone, an outer diameter of
128 mm and a cone opening angle α with values between 45◦ and 60◦. Figure 4b shows the shape of
the specimen and its theoretical dimensions.
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(a) (b) 

Figure 4. Setup for SPIF: (a) CNC machine with fixing system; (b) Shape of processed sheet.

3.1.2. Material Properties

The monotonic stress-strain behavior of both glassy polymers, PVC and PC, at different
temperatures were characterized by universal testing machine with 6 kN load cell to calibrate the
constitutive model, taking into account the temperature material dependence during the simulation.
The tests were carried out in uniaxial tension with three replications of each test by following the
ASTM D 638-02a norm. The tests were performed at constant strain rate of 1000 mm/min at 273 and
373 K for PC specimens and 273, 313 and 343 K for PVC specimens. It was noticed that both materials
experienced a linear elastic response followed by a yielding, after this point the material undergoes
softening behavior (Figure 5). The parameters used for the above described material model (Table 2)
were calibrated by Mcalibration® commercial software. Instead of an exponential law, a stress-strain
tabular data is used to define the evolution of the yield surface size σ0. In order to fit PVC and
PC material parameters at different temperatures, an optimization method based on Nelder-Mead
algorithm was employed. The fitness function was the coefficient of determination R2, Figure 5 shows
the coefficient R2 for all curves. The calibration was performed with rate independence, for this reason
only yield stress values and equivalent plastic strain are provided.

In this work, the experimental tests were conducted with lubricant fluid and, therefore, a low
temperature variation was noted. Although it is not the aim of this work, once the numerical simulation
is validated, it could be used to predict the temperature evolution since the material model was fitted
for different temperatures. Figure 6 shows an example of temperature prediction, the gradient of
temperature localized in the plastic sheet along the wake generated by the steel tip was due to the
dissipated energy converted into heat due to the frictional sliding. This energy is responsible of the
increase of temperature in the thermoplastic sheet that requires a temperature-dependent material
model to predict the axial force relaxation.
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(a) (b) 

Figure 5. Experimental behavior and calibrated model results at different temperatures for PC (a) and
PVC (b).

Table 2. Parameters of the material model proposed.

Material
Temperature Eight Chain Model Components Isotropic Hardening

(K) μ (MPa) K λ (MPa)−1 σys (MPa) σult (MPa) εult

PC
273 805.3 0.0085 2.06 50.2 65.7 0.61
373 5398.3 0.02 2.36 34.4 42.1 0.66

PVC
273 630.6 0.006 6.65 64.2 58.1 0.18
313 1040.5 0.0065 4.18 38.1 39.2 0.24
343 1480 0.0345 8.2 18.2 22.6 0.42

Figure 6. Temperature for a PVC sheet: (a) Example of experimental temperature measurements;
(b) numerical temperature estimation.

3.2. Experimental Procedures

One SPIF test for tuning the numerical model was performed. On the other hand, three tests,
changing the deformed volume by means of process parameters, were carried out to determine
the semi-analytical approximation. These tests are repeated for each material considered (PVC
and PC). In order to validate the models, two additional tests with different conditions to that of the
aforementioned tests were carried out.
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4. Results and Discussion

4.1. Tuning Tests

The measured axial forming force profile and the numerical estimation, for the tuning tests
described in Table 3, are shown in Figure 7. There is an initial transition zone where the forming
force grows and a stationary region (z > 15 mm) where the force stands approximately constant.
The numerical model was fitted to reproduce the stationary region, and the final numerical result is
portrayed in Figure 7. For each z, the numerical force is the mean of three values obtained at random
punch positions, which can be the reason for the oscillation observed in the estimated curve.

Table 3. Experimental tests conducted to define the semi-analytical and numerical model.

Test Material α Δz D

Tuning tests PC 60 0.8 12
PVC 60 0.6 10

Semi-analytical tests PC & PVC
60 0.5 10
45 0.5 10
60 0.8 12

Validation tests PC & PVC 60 0.8 10

 
(a) (b) 

Figure 7. Numerical and experimental axial force profile. (a) PC process conditions: Cone shape,
α = 60◦, D = 12 mm and Δz = 0.8 mm; (b) PVC process conditions: Cone shape, α = 60◦, D = 10 mm and
Δz = 0.6 mm.

4.2. Specific Energy Equations

Figure 8 shows the forces obtained by the semi-analytical model tests described in Table 3.
These forces are the mean value of the axial forming force in the stationary region of each of the
experimental tests. Except for the intercept, the experimental measurements agree with Equation (2).
The intercept can be interpreted as a minimum forming force to obtain a local deformation.

By fitting the experimental data using a linear function, an equation can be obtained that predicts
the value of the axial force as a function of the deformed volume and the step down:

Fz = U· V
Δz

+ F0 (13)

where U is the specific forming energy and F0 is the minimum forming force. For each of the tested
polymers, different values of the specific forming force and the minimum force were obtained.

The high value of the determination coefficient shows a good agreement between experimental
measurements and the linear approximation.
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Figure 8. Axial forming forces approximations for PC and PVC.

Only three experimental measurements are enough to obtain the characteristic curve for a specific
material. With this curve, any other contact conditions for a material can be computed, predicting the
axial forming forces in a simple and accurate way.

4.3. Additional Validation Tests

In order to validate the numerical and semi-analytical models, a test using a different condition to
the previous tests was carried out. Figure 9 shows the relative error of the estimation models respect to
the stationary axial forming force measurements. The two estimation models agree with the actual
forces, and have a relative error below 10%. The best result obtained with the semi-analytical model is
due to the deformed volume (in this test) is within the fitted region.

Figure 9. Relative error of the estimation for additional tests. Process conditions: Cone shape, α = 60◦,
D = 10 mm and Δz = 0.8 mm.

The numerical model also provides wall thickness reduction respect to the radial distance
(Figure 10). Numerical and experimental thickness measurements are similar for both PVC and
PC sheets. The percentage of the mean relative error is always lower than 6% in both cases.
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Figure 10. Thickness evolution respect to radial distance, (a) PVC and (b) PC. Process conditions: Cone
shape, α = 60◦, D = 10 mm and Δz = 0.8 mm.

Minimum thickness values are correctly predicted for both polymers. For the PVC sheet,
the numerical model also estimates the radial distance where the minimum thickness occurs (maximum
stretching). SPIF process uniformly pushes the same percentage of material to the strain direction.
At both wall ends, the thickness is greater than that at the initial component wall: Initial thickness is
reduced through the wall by stretching the material to the bottom of the component.

5. Conclusions

The study of forming force in SPIF is key to improve the process. Poor dimensional accuracy is an
important SPIF drawback that can be treated knowing the forming force. There are several analytical,
experimental and numerical approaches to determine the forming force but, in general, the existing
solutions are focused on metals. For polymers, which also have interesting potential applications, it is
difficult to accomplish forming force predictions because of their more complex material behavior.

This work shows two axial forming forces approaches: (1) A simple method based on experimental
measurements for different deformation volumes and materials, which extends the specific energy
concept used in cutting models to incremental forming processes; and (2) a numerical method,
that implements a hyperelastic-plastic material.

Material property curves and the axial forming force at steady state for a set of process conditions
were used to tuning the numerical model. Regarding to the semi-analytical solution, we conducted
experiments with different axial depth, tool diameter and forming angle in order to study the
deformation volume influence on the forming force. These tests were repeated for two polymers PVC
and PC.

Once the numerical and the semi-analytical models were ready, we compared their estimations
with the real measurements of additional forming tests. The results agree with the experimental
measurements, a percentage of relative error below 10% was obtained.

Extending the semi-analytical procedure to more materials, and further works on this topic
could lead to a fast and robust forming force estimation model. On the other hand, the numerical
model not only obtained a good forming force prediction, but also additional variables such as
thickness evolution estimation, which together with forming force are two of the main variables in any
mechanical forming process.

The two approaches could help to improve the knowledge of the SPIF process on polymers.
Each solution addresses a research need: Fast computation (semi-analytical model), or low
experimental cost (numerical model).
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Abstract: Standard Compression-After-Impact test devices show a weakening effect on thin-walled
specimens due to a free panel edge that is required for compression. As a result, thin-walled
undamaged samples do not break in the free measuring area but near the free edge and along the
supports. They also show a strength reduction due to the free edge which can become potentially
relevant for very weakly damaged panels. In order to reduce the free edge influence on the measured
strength, a modified Compression-After-Impact test device has been developed. In an experimental
investigation with carbon fiber reinforced plastics, the modified device is compared with a standard
device. It is shown that thin-walled undamaged specimens investigated with the modified device
now mainly break within the free measuring area and no longer at the free edge and along the
bearings as it is the case for standard test devices. The modified device does not cause a free edge
weakening effect in comparison to standard devices. The modified device is therefore more suitable
for determining the compression strengths of undamaged thin-walled composite plates.

Keywords: Compression-After-Impact testing; Compression-After-Impact strength; carbon fiber
reinforced plastics

1. Introduction

Thin-walled fiber-reinforced plastics, in particular, carbon fiber reinforced plastics (CFRP), are very
susceptible to reductions in strength due to low velocity impact damages. In aeronautics, this strength
loss has to be considered during construction by a sufficient damage tolerance leading to weight
penalties. Therefore, it is important to understand the failure mechanisms of impact damaged
composite structures in order to improve the damage tolerance of CFRP structures.

The influence of impact damages on the static behavior is typically investigated by
Compression-After-Impact (CAI) testing as the residual compressive strength is one major property
that significantly decreases due to impact damages. It is a well standardized test (cp. AITM 1-0010 [1],
ASTM D 7137 [2], BSS 7260 [3], EN 6038 [4], ISO 18352 [5], SACMA SRM 2R-94 [6]) where the residual
strength of damaged composite plates is measured. The residual strength represents a structural
strength value which results from the material properties of the plate, the structure of the CFRP,
the induced damage mechanisms (such as interlaminar debonding, fiber breakage, matrix cracking,
local-sublaminate buckling as well as their interactions) but also from the global geometrically
non-linear behavior of the plate under pressure, in particular, as a result of geometric imperfections.
Imperfections strongly influence the out-of-plane deformation during the whole compressive load
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application. Depending on the degree of out-of-plane deformation due to buckling, additional bending
moments occur which lead to additional stress levels in the specimens.

The severity of the damage is described by comparing the residual strength in CAI testing with
the strength of undamaged specimens. The strength of undamaged specimens is determined either by
the in-plane compression strength (e.g., according to ISO 14126 [7]) or by CAI testing (cp. [8,9]).

If the in-plane compression strength of undamaged samples is compared to the residual CAI
strength of damaged ones on the one hand, a structural strength value is compared with an in-plane
material characteristic. The in-plane material characteristic ideally lacks completely an out-of-plane
deformation since the free measuring length in the load direction is small with about 10 to 25 mm
according to ISO 14126 [7]. However, the in-plane strength cannot be achieved in CAI testing as an
out-of-plane deformation typically occurs during CAI testing resulting in an additional plate bending.
The out-of-plane deformation is strongly influenced by geometric imperfections which can become
relevant for thin-walled samples due to the free measuring size in the load direction of about 130 mm.
As a result, the loss in strength is clearly overestimated.

If the CAI strength is intended to be used for undamaged specimens to quantify the damage
severity on the other hand, the measured CAI strength of the undamaged panel is usually reduced due
to a free sliding edge which is required for compressing the panel. For a plate damaged with sufficient
impact energy, this is generally unproblematic as the damage weakens the plate more than the free
edge. The plate then breaks in the area of the damage. However, in the case of an undamaged or
only very slightly damaged plate, the weakening of the plate due to the damage may be less than that
caused by the free edge. For this reason, the fracture of such samples almost always occurs in the area
of the free edge (cp. e.g., [10]). Consequently, the strength in CAI testing is generally underestimated
for undamaged samples. This can be relevant also for very weakly damaged samples under specific
circumstances. In these cases, standard CAI testing device leads to a systematic error.

Various modifications to CAI test devices are proposed in scientific literature. These differ
primarily as a result of the different requirements that CAI testing equipment must meet.

Many articles deal intensively with the prevention of global buckling by the use of adequately
modified CAI devices [10–18]. In principle, it is intended to first induce local effects such as
local-sublaminate buckling due to delaminated layers in the damaged area. The local buckling
results in further matrix cracks and interlaminar debonding finally leading to the collapse of the
structure. Since the risk of global buckling is greatest in particular for thin-walled panels, the majority
of these articles treats thin composite plates.

Global buckling is basically shifted to higher buckling loads by two main measures. One reduces
the free area in the CAI equipment. With the other, additional bearings are applied without changing
sample geometry. Typically, the geometry still corresponds to the dimensions according to standardized
CAI tests in this case.

The reduction of the free area is achieved either by applying double-sided stabilizing plates
(cp. e.g., [10,13–15,17]) to the specimen called anti-buckling plates or by reducing the overall
dimensions of CAI test samples through modifications of the equipment (cp. e.g., [11,12]). In both
cases, the free measuring area is reduced which is accompanied by an increase in the global buckling
load. Moreover, the influence of geometric imperfections is reduced so that out-of-plane deflections
under the same load become smaller compared to the unstabilized plate. The stabilizing plates on the
sample are either rectangular [10,13,14] or circular [17].

Furthermore, additional lateral supports are introduced on both sides of the samples in
comparison to the standardized tests. The bearings are effective as edge knife simple supports. In [16],
an additional narrow guide on both sides is applied between the simply supported lateral edges.
It acts in the lateral direction over the entire measuring range. The continuous guide is positioned
eccentrically so that the guide does not cover the damaged area. Four lateral guides are introduced
according to [18] in such a manner that a gap to avoid inference with the damaged area is realized.
Due to these guides, the global buckling load is increased.
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Research works also deal with the reduction of residual strength in CAI testing due to the potential
misalignment with respect to the loaded edges [19]. CAI testing modifications are also reported in the
case where the geometry of the specimens under consideration does not fit into the standardized ones
(cp. [20] for tapered plates).

Although it is reported in literature that failure in CAI testing occurs under certain conditions at
the loaded supports [10], the influence of the weakening effect of the free specimen edge in CAI testing
on the residual strength is hardly tackled. Only according to [10] a device is proposed which positions
the weakening effect to the plate center. Therefore, the specimens no longer break at the supports but
in the plate center. However, the strength reduction due to the free plate edge is not reduced as its
length is not changed.

This work deals with the free edge weakening effect of undamaged thin-walled plates in CAI
testing. Usually the samples break in the area of the free edge at the bearing and not in the free
measuring range. The resulting strength loss which is observed for undamaged samples can also
become relevant for very weakly damaged panels as the weakening effect of the free edge can be
greater than that of very low energy impact damages. As a result, the influence of strength reduction
due to impacts is either not measurable for very weakly damaged panels or is subject to a high degree
of uncertainty. In order to illustrate solutions to these difficulties, this work consequently aims at
reducing the influence of the free edge in CAI testing on the measured strength of thin-walled samples.
For this purpose, an existing CAI testing device is modified in such a way that undamaged samples no
longer break in the area of the free edge along the bearings. The comparison with results obtained
with a standard CAI device allows to estimate the weakening effect of the free edge. The work focuses
on the problem of undamaged samples since the influence of the free edge can be determined more
clearly with these than it is possible with damaged samples.

This article is subdivided into six sections. The introduction is followed by Section 2 where
typical standards for CAI testing are described. Based on that, the argumentation for the selected
modifications is illustrated leading to a modified CAI test device. In Section 3, the specimens and test
campaign under investigation are described. The test results are illustrated in Section 4 and discussed
in Section 5. Finally, the article concludes with Section 6.

2. Devices for Compression-After-Impact Testing and Test Device Modifications

In aerospace engineering, two different types of fixtures for CAI testing are used. In principle,
they differ by the supports at the loaded plate edges. Some CAI test devices exhibit a clamped
support. And in contrast to this, other devices realize more or less simply supported edges at the
loaded boundaries. In this article, CAI test devices of the former approach, i.e., with a realization of
clamped supports at the loaded edges, are investigated. This is due to the fact that a clamped support
is practically easier to be realized, in particular, if modifications to the CAI test device are intended to
be made.

The standard test device under consideration for the investigation is the Instron “Airbus”
Compression Impact Fixture (Instron GmbH, High Wycombe, UK) which agrees with the standards
AITM 1-0010 [1] and ISO 18352 [5]. This device is called in the following CAI-standard device or
briefly CAI-standard. The geometry and the plate fixture are schematically illustrated in Figure 1a.
The nominal dimensions of the specimens to be tested amount to 100 by 150 mm2 indicated by
the surrounding rectangle in Figure 1a. The shaded areas show the clamped part of the coupons.
The clamping is achieved by putting specimens between to plane rigid walls of metal. The simply
supported bearings are indicated by the dotted lines in the loading direction of the specimen which
are parallel to the x-axis. They are applied in the same manner on both sides of the samples. The free
measuring area is consequently about 91 by 132 mm2. The whole edge (100 mm) of the top part of the
specimen is loaded whereas the bottom part is completely restrained and does not move.
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Figure 1. (a) Schematic fixture of composite plate (nominal dimension 100 mm × 150 mm) within
typical CAI-standard test devices (cp. e.g., standards [1,5]) and (b) modified upper corner of CAI
test device.

CAI testing using the CAI-standard for undamaged thin-walled composite specimens typically
leads to failure at the top clamped boundary starting usually at the free edge of the specimens.
Failure does not typically occur in the free range of the specimen like it is the case for damaged
specimens. This is due to the fact that the weakening effect of the free edges is greater than the one of
plate imperfections. E.g., geometric plate imperfections lead to a theoretical maximum plate bending
in the middle of the free measuring area.

Since the free edges at the two upper and two lower corners as well as their support along the
width significantly reduce the failure load of undamaged specimens, these areas have been modified
in a new CAI testing device which is called CAI-modified below. It is a CAI testing device where the
boundaries at all four corners are changed in order to stiffen the free edge area.

The free edges in the lower part of the device are not required for compression. Therefore, they are
replaced by clamped supports.

In the upper corners, the two free edges are stiffened by a change in the adjacent bearings.
The stiffening effect is primarily caused by constraining the rotational degrees of freedom. This is due to
the fact that plate rotations in this area induce additional bending stresses, thereby reducing the failure
load. The main dimensions with a stiffening effect are exemplarily shown in Figure 1b. The shorter the
free edge a is selected, the stiffer the plate becomes near the free edge. The edge with length b primarily
acts as a simple support allowing a rotation around the global y-axis. Clamping consequently leads
to the constraint of the rotational degree of freedom and thus to stiffening. The dimension c of the
clamped support influences the rotational degrees of freedom around the x- and y-axis in the area
where the lateral knife edge support acts. The further the clamping extends into the area between the
lateral simple supports (indicated by dotted lines in the Figure 1a,b), the more the free edge area is
stiffened. The latter effect increases with a decreasing distance d.

Based on the described relations above between geometry respective constraints with free edge
stiffening, the CAI-modified device is derived based on an already existing device manufactured in
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accordance with [1]. It is illustrated in a schematic sketch in Figure 2a. In the Figure 2b,c, photographs
of the device are shown. As a certain length of the free edge is required for specimen compression in
the x-direction, the dimension of the free edge has been maintained for about 4 mm (length a according
to Figure 1b). But the specimen is now fully clamped along the whole loaded edge (length b according
to Figure 1b). As the influence of the free plate edge can be reduced further by a clamped support
that extends beyond the simply supported lines in the load direction (indicated by dotted lines in
Figure 2a), the upper clamped support has been enlarged in the x-direction in the region between the
simply supported lines compared to CAI-standard devices (length c according to Figure 1b). In order
not to shorten too much the free measuring area, the support is enlarged by 2 mm in comparison to
the standard geometry. The distance d according to Figure 1b is not reduced as the knife edge simple
supports of the original device have been used.

 

Figure 2. (a) Schematic fixture of composite plate (nominal dimension 100 mm × 150 mm) within
modified CAI test device, (b) top part of modified CAI test device and (c) schematic fixture after
modification with integrated sample.

In general, it has to be mentioned that this type of fixture is accompanied by a reduction of the
free specimen area and therefore by an increase of the specimen stiffness which must be taken into
account when comparing failure loads between the two different testing devices.

3. Specimens and Test Campaign

Specimens composed of CFRP are used. It is a unidirectional (UD) as well as a twill weave epoxy
prepreg (SGL Technologies GmbH, Meitingen, Germany) which is processed by compression moulding
through Clip Carbono (ClipCarbono.com, As Pontes, Spain) to plane plates with thickness of 2.2 mm.
Both outer layers are composed of twill carbon weave (CW200-0/TW2/2 with 200 g/m2 according
to [21]). Carbon UD-layers (CU150-0/SO with 150 g/m2 according to [21]) are positioned between
them with 0◦ and 90◦ direction where the 0◦-direction coincides with the x-axis according to the
Figures 1a and 2a. The layer set-up is symmetrical [twill weave, 0◦, 90◦, 0◦, 90◦, 0◦, 90◦]s. The matrix
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system is epoxy FT1021 according to [22]. The fiber volume content is estimated to 55% for twill weave
layers and to 58% for UD layers.

Specimens are investigated in an undamaged condition because it is intended to check whether
the modifications of the CAI-modified device lead to failure within the free range of the specimens and
not at the supports of the loaded edges where it is expected for the CAI-standard. Five specimens are
tested each with the CAI-standard respective CAI-modified device. Sample geometry for CAI-standard
testing agrees with the one according to [1], except for the width. In CAI testing with the CAI-modified
device, the sample geometry is 98 mm × 150 mm and satisfied the tolerances specified by the
AITM standard. The width is reduced by two millimeters in order to integrate the samples into
the CAI-modified device without taking the risk of touching the lateral guides during testing as their
distance amounts to 100 mm. Otherwise, an additional sample loading could result due to a prevented
transversal displacement.

Measurements using the CAI-standard device are carried out with a universal material testing
device (Shimadzu Autograph AG-X series with maximum 100 kN, Shimadzu Europe GmbH,
Duisburg, Germany). The compression is displacement controlled with a rate of 0.5 mm/min.
The displacement data is obtained from the optical strain system Shimadzu Digital Video Extensometer
TRViewX (Shimadzu Europe GmbH, Duisburg, Germany). The data recording rate amounts to 1 Hz.
The shortening of the samples is measured between two lines having a distance of 50 mm each to the
plate center respective middle of the measuring range.

The CAI-modified testing is performed with a servo-hydraulic material testing device
(Schenck Hydropuls PSA, PZV 1865, with maximum 100 kN, Schenck AG, Darmstadt, Germany)
equipped with Instron measuring instrumentation (Instron Deutschland GmbH Calibration Service,
Darmstadt, Germany). The compression is load controlled with a rate of 0.25 kN/s leading to an
averaged displacement rate of about 0.5 mm/min. Displacements are measured with the stereo pair
camera digital imaging correlation (DIC) system ARAMIS (5 M sensor configuration, 2448 × 2050 pixel,
Gom Gesellschaft für optische Messtechnik mbH, Braunschweig, Germany). Displacements are
detected on the sample surface as far as both cameras have free view on the sample. The data recording
rate is 1 Hz.

4. Test Results

The fracture of the specimens tested with the CAI-standard device is illustrated in Figure 3.
A photograph of the samples is shown in Appendix A, Figure A1. Concerning sample numbering, it has
to be mentioned that the specimens are taken from a batch production of several panels. This batch
production is the basis for several different investigations concerning CAI testing, among others,
for impacted coupons, too. Therefore, the samples used here have a non-sequential numbering. This is
also valid for the CAI-modified testing below.

 

Figure 3. Observable fractures on the surface of the specimen front side tested with CAI-standard
indicated by red lines (boundary conditions are described in Figure 1a) for the specimens P1-S1, P1-S4,
P1-S5, P1-S6 and P1-S7.
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The red lines in Figure 3 indicate the fracture which can be observed on the surface of the
specimens, i.e., on the side where the displacements are optically measured (called front side below).
Although the red lines are not continuously connected from the left to the right side for the specimens
P1-S4 and P1-S5, all specimens show fracture running through the whole specimen width. It is mainly
a compression-shear fracture mode. Fracture occurs at the free edge of the CAI device and completely
runs along the loaded edge at the clamped support for the specimens P1-S1, P1-S4, P1-S6 and P1-S7.
Only specimen P1-S5 exhibits a fracture line which does not completely run along the support. It is a
mixed fracture at the support and the free coupon area. The latter specimen also shows the highest
failure stress for the CAI-standard testing (see Table 1). In order to cancel out slight deviations
concerning the loaded specimen area, the failure stress σF is used as failure load. It is computed by the
measured failure load divided by the specimen area.

 

Figure 4. Observable failures on the surface of the specimen front side tested with CAI-modified
(boundary conditions are described in Figure 2a) for the specimens P2-S3, P2-S5, P2-S8, P2-S9
and P2-S10.

Table 1. Failure loads and place of fracture (also indicated in Figures 3 and 4) of different specimens
for devices CAI-standard as well as CAI-modified with mean failure stress and standard deviation.

Denotation
CAI-Standard Failure

Stress (Mpa)
Place of Fracture Denotation

CAI-Modified Failure
Stress (Mpa)

Place of Fracture

P1-S1 239.3 at support P2-S3 276.9 free plate
P1-S4 242.7 at support P2-S5 266.9 free plate
P1-S5 253.4 mixed P2-S8 263.6 free plate
P1-S6 234.9 at support P2-S9 279.8 free plate
P1-S7 240.4 at support P2-S10 255.6 mixed

Average: 242.2 Average: 268.6
Deviation: 6.9 Deviation: 9.9

The fracture of the specimens tested with the CAI-modified device is illustrated in Figure 4.
A photograph of the samples is shown in Appendix A, Figure A2. Again, the fracture on the surface
of the front side is indicated by red lines. All specimens show fracture that runs along the whole
width. The specimens typically exhibit compression-shear fracture modes that are combined with
some delamination. The main failure modes are matrix cracks, delaminations and fiber breakage.
A typical shear failure mode is observed, with interlaminar cracking in the middle part of the specimen.
It can be noticed that some samples also exhibit a kink zone and fracture, as can be seen in Figure 5.
The plastic deformation of the matrix followed by microbuckling evolves to kink zones, which provoke
the fiber buckling, and the formation of two planes of fracture.

This is also valid for specimen P2-S10 although the red lines are not completely connected on the
surface. Fracture that is limited to the free range of the plate occurs for the specimens P2-S3, P2-S5,
P2-S8 and P2-S9. Partially, fracture can be observed at the clamped support (for specimens P2-S5 and
P2-S9) but these fractures are isolated and are not linked to the fracture line running through the free
range of the plates. Contrary to that, specimen P2-S10 exhibits a mixed fracture, i.e., the fracture line
runs at the clamped support into the free range of the plate. Its failure stress is lower than the ones for
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the specimens with fracture in the free range only (see Table 1). But the failure stress is in the range of
specimen P1-S5 (CAI-standard testing) where the fracture line also runs from the support into the free
range of the plate.

 

Figure 5. Illustrative kink zone and fracture, specimen P2-S10.

The mean values of failure stress σF as well as the corresponding standard deviation s are
computed based on the data according to Table 1. Results are illustrated in Figure 6. They amount for
the CAI-standard testing device to

σF = 242.2 MPa, s = 6.9 MPa

and for the CAI-modified testing device to

σF = 268.6 MPa, s = 9.9 MPa.
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Figure 6. Failure stresses in CAI testing as well as the standard deviations for testing devices
CAI-standard as well as CAI-modified.

The mean stress versus the shortening of the samples is shown in Figure 7. For the CAI-standard
device, the shortening is directly measured according to Section 2 whereas the shortening concerning
results of the CAI-modified device is computed based on DIC data related to the definition of the
shortening of CAI-standard measurements. For the sake of simplicity, results of the CAI-modified
respective CAI-standard device are illustrated with black respective colored lines.
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Figure 7. Mean stress versus shortening of specimens (for P2-S3 no digital imaging correlation data is
available and the results for CAI-standard device are shown up to the maximum load).

In principle, all samples exhibit a linear trend between mean stress and shortening at the beginning
of the measurement. According to DIC data of the CAI-modified testing, a global buckle starts to occur
typically at 100 MPa which is then fully established of about 140 MPa in the plate center. From there
on, the shape of the buckle remains constant. Only the absolute value of the out-of-plane displacement
increases till failure (cp. out-of-plane displacements of measurements with the CAI-modified device in
Appendix B in the Figures A3–A5). The failure of all samples occurs suddenly.

5. Discussion of Results

The mean failure stress is significantly increased with the CAI-modified device compared to
the standard one. The increase amounts to about 10% which is greater than the resulting standard
deviations. The weakening effect of the free edge is consequently significant for CAI testing as the
strength loss for low impact energies is in the order of magnitude of the increase. For quasi-isotropic
thin-walled CFRP laminates with different layer set-ups, e.g., the decrease in CAI strength amounts
to about 26 to 34% for impact energies of 0.5 J according to [23]. In [12] respective [14] a strength
reduction of 5% (impact energy of 5.5 J) respective 7% (impact energy of 7.5 J) for quasi-isotropic
thin-walled CFRP composites is reported. Due to that, the evaluation of the influence of damages due
to very weak impact energy scenarios on the specimen strength should be estimated more precisely
with the CAI-modified device. However, it has to be mentioned that the free measuring area between
the supports is reduced, too, from 91 by 132 mm2 to 90 by 120 mm2. This comes along with a stiffening
effect of the specimen. As a consequence, the bending loading of the plate is lowered compared to
the CAI-standard test (if the same external load and equal geometric imperfections are assumed).
Therefore, a thin-walled specimen investigated with the CAI-modified device will probably exhibit a
higher failure load so that the increase of the mean failure stress is expected to be partly caused by the
reduced free measuring area. However, this is probably of minor influence as similar quasi-isotropic
CFRP laminates according to [12] exhibit a CAI strength difference of about 7% if the free measuring
area respective lateral length is reduced to one half (compared to only 90% for the device discussed
above). Moreover, results for similar fracture modes (according to P1-S5 and P2-S10) obtained from
both devices exhibit failure stresses in the same stress range (cp. Figures 3 and 4 as well as Table 1).
Nevertheless, in order to facilitate a comparison where the influence of a reduced free measuring range
is not existent, the measuring area should be increased to the size that agrees with typical standards.

The standard deviation of the mean failure stress is increased in CAI-modified testing compared
to CAI-standard from 2.8% to 3.7% of the mean value. However, this increase is mainly caused
by an undesirable failure mode in CAI-modified testing where the rupture runs partially along the
loaded upper support (cp. sample P2-S10 in Figure 4). If the sample P2-S10 is excluded, we obtain
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a standard deviation of 2.9% (for a mean failure stress of 271.8 MPa). This deviation is in the range
of CAI-standard tests which should not be exceeded by a modified device. If CAI testing campaigns
are carried out using the proposed CAI-modified device, the validation procedures of the selected
samples should consequently conform to typical standards where unacceptable failure modes are
discarded. For example, failure modes are typically not accepted if failure does not occur in the central
free measuring area (between 20% to 80% scale of the free lateral measuring length).

The fractures lines of the specimens tested with the CAI-modified device are no longer positioned
at the bearings but within the free measuring area also indicating that the weakening effect of the
free edge no longer is relevant. But it has to be outlined that these lines are not positioned in or
near the center of the free measuring area although their occurrence might be expected there due to
the theoretical maximum bending loading. They occur in the upper part of the specimens. But no
rupture is observed in the lower part. This phenomenon is unclear, in particular, as fracture modes of
undamaged plates concerning CAI testing are not reported in open literature. However, there is a high
probability that this is at least partly influenced by the device. The methodology followed is easily
extensible to other combinations of fabrics or matrices, so its study is proposed for future work [24].

6. Conclusions

Due to the modification of the CAI test device at the loaded edge, the place of fracture of
thin-walled CFRP samples no longer occurs at the clamped support only as it can be observed for
standard CAI testing devices. The fracture lines usually run through the free range of the specimens.
Furthermore, the failure stress is clearly increased indicating that the free edge of standard CAI devices
weakens thin-walled samples in CAI testing. The intended aim of the research work is therefore
achieved by the CAI-modified test device. The modified CAI testing device enables a more accurate
measurement of CAI strengths of undamaged specimens. The modifications can be easily transformed
to other CAI testing equipment as these usually work with similar loading edges.
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Appendix A

The damaged front sides of the specimens tested with the CAI-standard respective CAI-modified
device are shown in Figure A1 respective Figure A2.
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Figure A1. Front side of tested specimens P1-S1, P1-S4, P1-S5, P1-S6 and P1-S7 using CAI-standard device.

 

Figure A2. Front side of tested specimens P2-S3, P2-S5, P2-S8, P2-S9 and P2-S10 using CAI-modified device.

Appendix B

The normalized out-of-plane displacement on the symmetrical line according to Figure 2a is
shown for specimens investigated with the CAI-modified device in Figure A3.
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Figure A3. Normalized as well as maximum out-of-plane displacements of specimens investigated
with CAI-modified device on the symmetrical line in global x-direction (cp. Figure 2a) starting near top
bearing (for P2-S3 no digital imaging correlation data is available).

The out-of-plane displacement patterns of the specimens P2-S5, P2-S8, P2-S9 and P2-S10 shortly
before sample failure occurs are illustrated in the Figures A4 and A5. Only the surface area is shown
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which is in view of both cameras of the DIC measuring device. The gaps are caused by screws and
shadows of the surrounding.

Figure A4. Qualitative illustration of out-of-plane displacement of specimen (a) P2-S5 and (b) P2-S8
measured with CAI-modified device.

Figure A5. Qualitative illustration of out-of-plane displacement of specimen (a) P2-S9 and (b) P2-S10
measured with CAI-modified device.
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Abstract: Single point incremental forming (SPIF) has been demonstrated to accomplish current
trends and requirements in industry. Recent studies have applied this technology to hole-flanging by
performing different forming strategies using one or multiple stages. In this work, an optimization
procedure is proposed to balance fabrication time and thickness distribution along the produced
flange in a two-stage variant. A detailed analytical, numerical and experimental investigation
is carried out to provide, evaluate and corroborate the optimal strategy. The methodology
begins by analysing the single-stage process to understand the deformation and failure
mechanisms. Accordingly, a parametric two-stage SPIF strategy is proposed and evaluated by an
explicit Finite Element Analysis to find the optimal parameters. The study is focused on AA7075-O
sheets with different pre-cut hole diameters and considering a variety of forming tool radii. The study
exposes the relevant role of the tool radius in finding the optimal hole-flanging process by the
proposed two-stage SPIF.

Keywords: sheet metal forming; flanging; hole-flanging; incremental sheet forming; Single Point
Incremental Forming (SPIF); finite element analysis; thickness distribution

1. Introduction

Single point incremental forming (SPIF) is the simplest process variety within the incremental
sheet forming (ISF) technologies. These technologies, with their germ in the late 1960’s of last century
(as reported in [1]) and with a strong development since the 2000’s [2], have entirely proved to
accomplish the current trends and requirements in industry including rapid, flexible, economic as well
as environmental friendly manufacturing.

Besides, ISF processes applied to sheet metals present an additional advantage compared to
conventional processes, consisting of an enhancement of formability [3,4] well above the Forming Limit
Curve (FLC) for necking, allowing to deform the sheet until the onset of ductile fracture represented in
the material Forming Limit Diagram (FLD) by means of the Fracture Forming Limit (FFL) in the case of
in-plane tension corresponding to mode I of fracture mechanics. This benefit of ISF processes in terms
of formability has permitted the application of SPIF (and other ISF varieties) to the manufacturing of
geometrically complex and demanding components, such as automotive [5], aerospace [6] or even
biomedical devices [7], as well as the production of specific shapes into an industrial part, as it is the
case of flanges manufactured by incremental forming [8].

Regarding the production of hole flanges by means of incremental forming processes, the process
consists of a sheet blank with an initial pre-cut hole which is progressively deformed by the forming
tool, usually carried out in a number of steps or stages. Indeed, in this usual case of multi-stage
hole-flanging by SPIF, the definition of the strategy is of paramount importance in order to optimize
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formability and/or other process outputs. Different multi-stage strategies have been proposed
since 2010 in a series of research works such as [9,10]. Nevertheless, all the strategies presented
so far including multiple stages present an obvious and not easily resolvable drawback: they are
very time consuming.

With the aim of minimizing the process time attained by multi-stage strategies in single point
incremental forming, the authors has recently proposed the use of a single-stage process for the
manufacturing of hole flanges by SPIF [11]. This analysis of the single-stage variant has demonstrated
its capability for the production of functional hole flanges with a remarkable reduction of the process
duration. However, the results obtained in terms of thickness distribution along the resulting flange
have to be definitely improved.

In this scientific and technological framework, the authors have recently proposed in two
preliminary numerical investigations [12,13] the adoption of an alternative two-stage variant for
the design of the hole-flanging process by SPIF. Indeed, this two-stage variant can be seen as a balance
between the very time consuming of multi-stage strategies and the poor results in terms of thickness
distribution provided by single-stage SPIF, allowing to produce hole flanges with homogeneous
thickness in a relative short process time.

In this context, this paper presents a detailed numerical and experimental investigation with the
overall objective of providing an optimal two-stage strategy in terms of thickness distribution for the
hole-flanging process by SPIF. With this purpose, the deformation mechanism along the hole-flanging
process by SPIF is analytically evaluated under the assumption of membrane stresses. This evaluation
allows understanding the factors affecting the thickness distribution in the single-stage variant and
permitted to propose and evaluate different strategies for the tool trajectory corresponding to the first
stage. After selecting the most adequate strategy, the geometrical parameters defining the first stage
are numerically optimized by launching an established Finite Element (FE) numerical procedure with
Abaqus R©/Explicit. The FE model makes use of a series of scripts in Python R© for automating the tool
path definitions and the whole optimization process. Finally, the numerical results after the first and
second stages are compared with the corresponding experimental thickness distributions for the case
of the optimal hole-flange.

This research work has improved the current state of the art in the hole-flanging process by SPIF
with the following contributions: (i) proposing and corroborating experimentally the two-stage variant
of the hole-flanging process by SPIF as a balance compared to the very time consuming multi-stage
strategies proposed so far and the single-stage process recently proposed by the authors; (ii) presenting
the most adequate parametric two-stage strategy that was schematically defined after identifying
analytically the deformation mechanism during the single-stage variant; and (iii) establishing an
experimentally validated and fully automated numerical procedure that permits an optimization
of the process parameters for obtaining a satisfactory thickness distribution along the flange after
only two forming stages.

2. Methodology

The proposed methodology consists in analysing the process deformation and the flange thickness
of the single-stage SPIF process with the aim of establishing a new SPIF strategy to homogenise the
thickness profile along the flange.

2.1. Experimental Background: Hole-Flanging by SPIF in a Single Stage

In an above cited previous work [11], the authors developed an experimental study consisting on
the analysis of the physical mechanisms involved in the single-stage hole-flanging process by SPIF,
aiming to evaluate the mechanical conditions upon which sheet failure takes place. With this purpose,
the proposed single-stage strategy was utilized to perform a series of experimental tests on AA7075-O
metal sheets of initial thickness t0 = 1.6 mm using different forming tools. As a result, the maximum
flange that can be successfully achieved was manufactured and analysed.
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The experimental tests were carried out on a 3-axis milling CNC machine VMC-200 (EMCO,
Lingen, Germany). The experimental setup and a schema of the helical tool trajectory is shown in
Figure 1a. A blank holder and a backing plate with a 100-mm diameter circular hole were used to
fix the sheet blanks to the machine table. Specimens were electro etched with a circle grid pattern at
the outer sheet surface to analyse strains. Three different hemispherical tool radii were used (R = 6,
8 and 10 mm) to analyse the bending effect (measured by the sheet thickness to tool radius ratio,
t/R) on formability. The feed rate was set to 1000 mm/min and 2 spindle speed were used, 0 rpm
(locked tool) and 1000 rpm clockwise. A step-down of 0.2 mm/rev was used for the helical trajectories.
A special lubricant for metal forming applications, Iloform TDN81 (Castrol, Liverpool, UK) was used
to minimise friction. The final flange height, thickness profile along the flanges and surface roughness
were analysed on the final parts.

Figure 1. Hole-flanging by Single point incremental forming (SPIF) in a single stage of an AA7075-O
sheet blank of 1.6-mm thickness: (a) experimental setup; (b) hole-flanged sheet part; and (c) thickness
distribution along the flange.

Sheet blanks with different pre-cut hole diameter d0 ranged from 55 to 82 mm were progressively
deformed until producing hole flanges with a final inner diameter of d f = 95.8 mm. Figure 1b shows
a sample of successful hole-flanged sheet. The limiting values of d0 to define the limit forming ratio
(LFR = d0/d f ) and obtain successful specimens were 64.5, 61.0 and 57.5 mm for tool radii of 6, 8 and
10 mm, respectively.

Some successful and failed specimens were cut for measuring the thickness in the profile view and,
in case of fractured specimens, to validate the previous measurements along the crack. Figure 1c shows
the thickness profile of a successful hole-flanged sheet. As can be observed, there are 3 distinguishable
zones along the flange, from top to bottom: (1) a zone near the flat undeformed sheet, whose thickness
is progressively decreasing; (2) an intermediate or critical zone, where the thickness is the smallest and
the sheet failure tends to occur; and (3) the edge zone, where thickness is progressively increasing.

2.2. Analysis of the SPIF Process Deformation

In previous work, the stress/strain states accomplished in sheet metal deformed by SPIF were
evaluated by means of membrane analysis [14–16]. The analytical model provides insight to the
fundamentals behind the enhanced material formability of the SPIF process. The membrane analysis
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in axisymmetric components, illustrated in Figure 2a, was used to explain aspects of the process
deformation and formability. As a result, it was pointed out that the meridional stress component
(σφ) is mainly responsible of sheet thinning and opening of cracks (mode I of fracture mechanics)
at the transition zone between the inclined wall and the corner radius of the sheet, in contact with
the forming tool. These conclusions seems to be also valid for hole-flanging operations, represented
schematically in Figure 2b. Indeed, the authors observed in failed specimens by single-stage SPIF that
fracture initiates at the wall-tool interface limit [11], as can be seen in Figure 2c. Note that the onset of
the crack coincided with the greatest thickness reduction or critical thickness.

Figure 2. Schema of axisymmetric part deformation by SPIF of (a) inclined-wall part and (b) hole-flanged
part; and (c) fractography of the failure zone for an interrupted hole-flanging test [11].

The membrane analysis for SPIF of inclined-wall parts shows that the meridional stress σφ

increases and sheet thickness t decreases along the sheet-tool interface, from the formed wall to the
still undeformed zone [15]. This qualitative description of the thickness distribution agrees very well
with experimental observations in hole-flanging by single-stage SPIF, as depicted in Figure 2c. The
membrane theory also predicts well the influence of the bending ratio t/R on the material formability
of hole-flanging components [11].

On the other hand, hole-flanging has some particularities with respect to the conventional testing
geometries in SPIF (usually cones and pyramids) that were previously analysed by the membrane
theory. The main difference of both deformation processes illustrated in Figure 2a,b relies on the wall
angle α, as well as in the circular hole of the sheet blank. In a SPIF process with a low or moderate
α value, the plastic deformation is localised in the small zone in contact with the tool. Thus, the
sheet thickness of the inclined-wall part can be estimated by the sine law, t = t0 sin α, while the still
flat material has not been plastically deformed yet and remains its initial thickness t0. On the other
hand, SPIF of components with severe α values up to 90◦ increase considerably the meridional stress
distribution along the wall. In this situation, the plastic deformation extends beyond the area of
contact with the forming tool, as the one that produces the hole expansion in hole-flanging (see schema
in Figure 2b).

The hole expansion leads a plastic deformation of material that is not in contact with the forming
tool. The resistance of this material zone during its radial and circumferential stretching and its effect
on the forming tool action is of great importance to understand the deformation process.

Figure 3 shows a forming tool acting on a sheet during hole-flanging by SPIF in a single
stage. The following analysis is based on the one developed by Silva et al. [15] for axisymmetric
inclined-wall parts. The analysis focuses on a shell element located in the material being radially
and circumferentially stretched due to the hole expansion and in the influence zone of the forming
tool. Because of axial symmetry, principal stresses are assumed to be the circumferential (σθ), meridional
(σφ), and thickness (σt) stresses.
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Figure 3. Membrane analysis of hole-flanging by SPIF in a single stage: schematic representation of
a shell element located in the still flat zone under circumferential and radial stretching and details
showing the acting stresses.

In Figure 3, the tool is positioned along the sheet section A-B-C-D-E and the shell element is
in the flat zone adjacent to the hole edge, between points B and C. The shell element is located
at coordinates (r, θ) and has a thickness t < t0 due to the radial and circumferential expansion.
The stresses acting on the shell element are also shown. Resolving the force equilibrium along the
meridional direction one obtains

σφ t r dθ + σθ t dr + (σθ + dσθ) t dr sin(dθ/2) = (σφ + dσφ) t (r + dr)dθ (1)

After neglecting higher order terms and simplifying the above equation by taking into account
that sin(dθ/2) ≈ dθ/2, Equation (1) results in

σθ dr = σφ dr + r dσφ → dσφ

dr
=

σθ − σφ

r
. (2)

The principal stresses acting on the shell element can be identified as

σ1 = σθ > 0 , σ2 = σφ > 0 , σ3 = 0 (3)

According to the Tresca yield criterion, the term σ1 − σ3 should be equal to the yield stress
σY. Inserting in Equation (3) one obtains σY = σθ . Substituting in Equation (2) and integrating,
the meridional stress in the shell element is found as

σφ = σY

(
1 − rB

r

)
(4)

where the boundary condition σφ = 0 at the hole edge (r = rB) was used to find the integration
constant. Equation (4) allows to evaluate the meridional stress σφ,C in the transition zone with the
corner radius of the sheet in contact with the tool (r = rC = d f /2 − R).

According to Silva et al. [15], the reason why thinning occurs in the corner radius C-D has to do
with σφ acting in that zone. Indeed, thinning in C-D tends to balance the increment of meridional
stress so that t · σφ remains constant. According to this expression, thinning is especially relevant
at point D. Besides, given that thickness at point C decreases as the SPIF process evolves and the
hole expands, the sheet thickness in point D is getting more and more thin, in agreement with the
experimental observations [11].

Therefore, the sheet thinning at point D (critical thickness along the flange) could be diminished
during the SPIF process by controlling the resistance of the material being radially and circumferentially
stretched. According to Equation (4), this could be achieved by reducing the yield stress or by increasing
the hole edge radius rB. This later solution can be achieved by performing a previous SPIF stage to
modify the part geometry in the zone B-C.
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2.3. Proposal for an Improved SPIF Strategy

Figure 4 presents 3 multi-stage SPIF strategies for hole-flanging proposed by Cui and Gao [9]
to analyse the thickness distribution along the sheet flange of AA6010 sheets. Strategies consist
of producing one or more simple intermediate part shapes, and the final hole-flanged part,
by programming linear sections. Experimental tests were performed using a number of stages ranged
from 2 to 5. Different combinations of increasing values for wall angle and part diameter were used.
In a later work, Bambach et al. [10] used similar strategies to evaluate and exploit the flexibility of the
SPIF technology to perform hole-flanging of mild steel sheets. Both experimental works concluded
that flange thickness distribution obtained with the strategy illustrated in Figure 4a was the most
uniform among the forming strategies considered. However, this strategy produced actually a lower
thinning in the initial part of the flange compared to the lower and more homogeneous thickness as
approaching to the edge.

Figure 4. Schematic representation of hole-flanged sheet sections produced by SPIF using different
multi-stage strategies producing successive (a) concentric cylinders; (b) conical frustums with
increasing angle; and (c) conical frustums with increasing angle and major diameter.

Consequently, the first strategy proposed to perform hole-flanging by SPIF in two stages consists
in programming two concentric helical paths. Figure 5a represents the tool path along the theoretical
straight part section that defines the first stage. The distance W defines the hole diameter of the
intermediate sheet part. As exposed in Section 4.3, this two-stage strategy produces a final thickness
distribution of the flange according to the observations of the studies mentioned above [9,10].
Thus, an alternative strategy is needed to further reduce the thickness at the initial part of the flange.

Figure 5. Schema of the first stage in hole-flanging by two-stage SPIF: (a) straight section due to Cui
and Gao [9]; (b) 3-parameter section analysed in [12]; (c) prototype based on the three-parameter
section; and (d) proposed section.

Regarding the analysis of the single-stage SPIF process presented in the previous section, the sheet
thickness distribution could be better homogenised by modifying the part geometry adjacent to the
hole edge (zone B-C in Figure 3). This can be done by performing a previous hole-flanging operation
localised in that zone to increase the hole diameter, as illustrated in Figure 5b–d. The main difference
with the previous strategy is that the operations start as the single-stage SPIF process and the tool
trajectories are later modified to reduce the pressure with the forming tool in the critical zone of the
sheet.
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The SPIF strategy shown in Figure 5b was analysed in a recent numerical study [12]. An automated
procedure was performed to simulate the flange thickness using Abaqus/Explicit. A series of 18 sets
of consistent values of W, A and H were chosen to perform the study. It was concluded that the most
homogeneous flange thickness was obtained using the highest angle value (A = 80◦ in the study) and
a distance W equals to the tool radius R.

In the present work a SPIF strategy is proposed by taking into account the conclusions of the
previous study. Thus, the angle and width parameters are fixed to A = 90◦ and W = R, as represented
in Figure 5c. It should be noted that the horizontal transition movement in the case of A = 90◦ requires
an appropriate trajectory to avoid unexpected collisions due to the material springback. For instance,
a spiral path could be used to smooth the sheet surface. Another option is to use a retract rapid
movement upwards and inwards the hole and start the second drop from above. The optimum value
of the height H is assumed to be dependent on the material and process geometry.

The above strategy can be further improved by programming a faster circular transition movement
instead of the horizontal one, as represented in Figure 5d. Indeed, simulations performed with both
options have shown almost identical thickness distributions. Therefore, in this work only the results
obtained with strategies (a) and (d) shown in Figure 5 are analysed and compared.

3. Numerical Model

In order to evaluate the proposed strategy, numerical simulations have been performed using the
commercial finite element code Abaqus/Explicit. The FE model has been parametrised to reproduce
the experimental tests with different tool radii R and pre-cut hole diameters d0 of the sheet blank
developed in previous work [11].

Figure 6 shows the FE model. The sheet blank was modelled as a deformable circular ring of
2D-shell elements with five integration points through the thickness. All degrees of freedom of the
nodes located at the outer edge of the blank were fixed to reproduce the blank holding. The backing
plate and the forming tool were modelled as discrete rigid surfaces. The former was modelled as a
circular ring of 100-mm inner diameter and the latter as a sphere. The material was 7075-O aluminium
alloy sheet of 1.6 mm thickness. The mechanical properties of the material are summarized in Table 1.
The von Mises yield criterion and the Hollomon type law were used to describe the plasticity behaviour
and hardening, respectively.

Figure 6. FE model including the meshed pre-cut sheet, backing plate and forming tool.

Table 1. Mechanical properties for AA7075-O sheets.

E (GPa) ν YS (MPa) K (MPa) n

65.7 0.3 109.7 314 0.13

It should be noticed that the assumption of material isotropy aims to reduce the complexity of the
FE model and accelerate the simulations. In previous work [11], the values of Lankford’s anisotropy
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coefficients obtained experimentally (r0, r45, r90) did not differ strongly from an isotropic behaviour.
On the other hand, some recent research works [17,18] have confirmed that the use of an anisotropic
yield criterion is not a determinant factor for predicting the final geometry of axisymmetric conical
testing parts deformed by SPIF.

The sheet blank was meshed with 180 nodes around the circumference and equispaced every
0.8 mm approximately along the radial direction. The total number of elements ranged from 7380 to
8100 for the maximum and minimum values of d0 used in simulations: 64.5 and 57.5 mm, respectively.
A surface-to-surface contact algorithm with the finite sliding formulation was used. A friction coefficient
of 0.1 was assumed.

The tool trajectories were generated by programming Python scripts to locate precisely the tool
tip coordinates. A simple helix was used to simulate the hole-flanging process by SPIF in a single
stage. As can be observed in Figure 7a, the tool tip trajectory for the stage 1 of the 2 proposed process
reproduces the sheet geometry of the intermediate part (see Figure 5d). A retract and approach transition
movement was modelled to link both forming stages. Note in Figure 7b that the approach movement
consists in a helical path with increasing diameter to take into account the springback of the metal
sheet. In stage 2, the forming tool continues from the position it was separated from the wall at the
end of the first stage.

Figure 7. Schema of the tool tip trajectory for the proposed hole-flanging by SPIF in two stages: (a) first
stage; (b) transition movement and (c) second stage.

According to the experimental tests in [11], the tool step-down was set to 0.2 mm/rev. As in
previous work [12], mass scaling technique was used to speed up te computing time. Every single
simulation required around 6–8 h in a 64-bit PC with an Intel Core i5 processor and 8 GB of RAM.

4. Results and Discussion

4.1. Validation of the FE Model

As said in Section 2.1, the limiting values of pre-cut hole diameter 64.5, 61.0 and 57.5 mm
were experimentally determined in a previous work to obtain successful hole-flanged specimens by
single-stage SPIF using tool radii of 6, 8 and 10 mm, respectively [11]. These 3 experiments have
been simulated to validate the prediction capabilities of the FE model. Figure 8a presents the sheet
thickness distribution on 3D views. The section A-B-C along the flange represents the zone near the flat
undeformed sheet (point A), the critical zone (point B) and the flange edge (point C). As can be seen,
a higher thickness reduction in the intermediate zone along the flange is shown, in well agreement
with the experimental results.
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Figure 8. Simulations of hole-flanging processes by single-stage SPIF and comparison with experiments
performed in [11]: (a) thickness distribution on 3D views and (b) FLD showing strain distributions
along the flange.

Figure 8b depicts the principal strains measured at the outer sheet surface along the section A-B-C
of the flange in a FLD for experiments vs. simulations. The FFL curve which was determined in
previous work [11] is also represented. As can be seen, the numerical strain evolutions reproduces
successfully the experimental trend, describing a loop, beginning from the top of the flange, reaching a
maximum value around the critical zone and ending at the flange edge. The thickness distribution for
the experimental test using the 6-mm tool radius is compared with that obtained by the FE model in
Figure 9. In general, the thickness predictions of the FE model are quite fair.

Figure 9. Thickness distribution along the flange of a hole-flanging process by single-stage SPIF:
simulation and experiment [11].
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4.2. Analysis of Flange Deformation by Single-Stage SPIF

Figure 10a shows the thickness profile evolution and the tool position for the simulated
single-stage SPIF processes. Four simulation states are depicted: (0) the initial state; (1) a step-down
equal to the tool radius; (2) the tool position when the minimum thickness is reached; and (3) the
final state. A red cross indicates the critical position, that is, where the maximum thinning will occur
in the flange.

Figure 10. Simulations of hole-flanging processes by single-stage SPIF: (a) flange profile and tool
position; and (b) flange thinning.

At the beginning of the SPIF process, forming tool sinks into the sheet and the contact area
increases. In states 1 to 2 (see Figure 10a), the above exposed analytical framework for SPIF can be used
to describe the process deformation. Indeed, the most pronounced thinning occurs in the formed flange
closest to the contact with the tool for all the simulations, as can be observed in state 2 of Figure 10a.
At the end of the process, the material from the critical thickness point to the hole edge seems at first
glance to bend without thinning. According to the analytical framework, the reason is that the edge has
expanded almost to the end and, thus, this material zone offers much less resistance in the meridional
direction. Notice that the length of this region seems to be independent of the tool radius.

The flange thinning evolution obtained from simulations above is presented in Figure 10b.
The successive thickness curves have been evaluated every 1 mm of step-down increment. As can be
seen, the minimum thickness position moves upwards along the flange while the tool is sinking into
the sheet (until state 1). Then, it moves down from state 1 until reach the critical thickness at state 2
according to the analytical framework presented above. Notice that final bending of the edge zone
(states 2 to 3) produces a slight progressive thinning localised in that zone due to the hole expansion.

4.3. Analysis of the Flange Deformation in the Two-Stage SPIF Process

Figure 11 depicts the thickness distributions of the flange from FE simulations using a 64.5-mm
pre-cut hole diameter and a 6-mm tool radius. Thickness curves correspond to the straight section

72



Materials 2018, 11, 2029

and proposed strategies by two-stage SPIF illustrated in Figure 5a,d, respectively. The former has
been evaluated by setting W = 6, 7 and 8 mm. According to the conclusions of Cui and Gao [9], it is
expected that these parameter values are closed to the optimal value. On the other hand, a simple
choice H = R = 6 mm based on experimental observations has been used for selecting the parameter
value of the proposed two-stage strategy. Besides, H = 7 and 8 mm have also been evaluated for
comparison. The thickness profile for the hole-flanging process by single-stage SPIF is also represented.

(a) (b)

Figure 11. Flange thickness distribution by two-stage SPIF: (a) straight section and (b) proposed strategies.

As can be seen, the two-stage SPIF processes decrease the thickness reduction significantly, about a
40–50% in average, compared to the single-stage process. The straight section strategy (see Figure 11a)
yields a similar shape of the thickness profile to the single-stage process: a progressive thinning along
the top of the flange, a minimum thickness in the midway (around a flange height of 13–15 mm) and a
progressive thickening in the edge zone. This description agrees well with experimental observations
by Cui and Gao [9] for AA6010 sheets.

The proposed two-stage SPIF process (see Figure 11b) produces a more pronounced flange
thinning in the top zone of the flange compared to the two-stage SPIF process using the straight section.
This is attributed to the edge resistance to be circumferentially and radially expanded. Such difference
can be further analysed by evaluating flange stretching in meridional direction, εφ. Thus, the thickness
distribution of a hypothetical hole-flanging operation where the material is not strained in this direction
can be found as

εθ : εt : εφ = 1 : −1 : 0 → t(r) = t0 · 2 r
d f

(5)

where r is the radial coordinate. This linear function is also depicted in Figure 11 to distinguish
stretched and shortened material along the flange. As can be observed, thickness distributions of the
two-stage SPIF using the straight section indicate a shortened flange. Instead, stretching occurs in both
single-stage SPIF and the proposed two-stage SPIF in the top zone of the flange.

Figure 11b reveals that material stretching produced by the proposed two-stage SPIF led to
a more uniform thickness in the intermediate part of the flange than the straight section strategy,
around 1.1–1.2 mm thickness. The higher the H value, the higher thinning in the top zone (around
7-mm flange height) and the lower thinning in the bottom zone (around 13-mm flange height).
The optimum H value that seems to homogenise flange thickness is 8 mm. Nevertheless, given that
thickness differences are less than 10%, the simplest choice of H = R has been assumed.
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It should be noticed that edge thinning in hole-flanging processes is controlled by pure tension
conditions and, therefore, it can not be modified by any forming tool. In this situation, the final
thickness at the hole edge can be predicted as

εθ,edge : εt,edge : εφ,edge = 1 : −0.5 : −0.5 → tedge = t0 ·
√

d0

d f
(6)

This expression is represented in Figure 11a,b as vertical lines. As can be seen, it reproduces very
well the edge thickness predicted by SPIF simulations.

The sheet profile evolutions and tool positions by the proposed two-stage SPIF process in both
stages 1 and 2 are shown in Figure 12a,b, respectively. In stage 1, four simulation states are represented:
(0) the initial state; (1) a tool step-down increment of H = R; (2) an intermediate tool position during
the transition circular movement; and (3) the final state. In stage 2, three states are depicted: (0) the
initial state whose sheet profile was obtained in stage 1; (1) an intermediate tool position; and (2) the
final state. A red cross indicates again the position where maximum thinning occurs. Notice that this
position is closer to the edge than those obtained for single-stage SPIF.

Figure 12. Simulations of hole-flanging by the proposed two-stage SPIF process: flange profile and tool
position in (a) stage 1 and (b) stage 2; and (c) flange thinning.

Figure 12a reveals the deformation mechanism inherent to the proposed two-stage SPIF process:
the material resistance is being diminished by reducing the hole-flanged diameter to d f − 2W. Note that
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the flange section being bent in states 1–3 is similar for the three simulations. It should be remarked
that simulation using a 10-mm tool radius and W = R = 10 mm bent a very small zone of the edge
and this led to a poorer thickness distribution. Instead, W = 6.4 mm was set by locating the tool tip
position just on the hole edge in state 1.

As deduced from Figure 12b, hole-flanging evolves in stage 2 by two consecutive reversal bending
processes at states 1 and 2, respectively, to increase the inner diameter of the sheet part.

The thickness evolution is represented in Figure 12c. Thinning in state 1 of the first stage matches
the one obtained in same state of the single-stage process, as expected. From states 1 to 3 of this stage,
slight thinning occurs due to the edge bending process. In general, stage 2 distributes the thickness
homogeneously along the flange.

4.4. Experimental Study

Hole-flanging by two-stage SPIF experimental tests was performed for evaluating the numerical
analysis. The experiments were carried out using the same SPIF setup of the previous work for
hole-flanging by single-stage SPIF [11]. A 6-mm tool radius was used to deform a 7075-O aluminium
alloy of 1.6-mm thickness and 64.5-mm initial hole diameter. The parameter process was set to
W = R = 6 mm. The manufactured parts were cut along the flange and the resulting thickness profiles
were measured by using an optical microscope. The test was performed twice leading to a similar
thickness distribution, exhibiting differences lower than 2%.

Figure 13 compares the numerically predicted thickness profiles for both single- and two-stage
SPIF operations with their experimental counterpart. As can be seen, the simulation of the two-stage
process corresponds fairly to the thickness profile except at the edge zone. This slight divergence
may be attributed to that the forming tool pressed up the hole edge during the last turns of its helical
trajectory, producing a kind of burr at the edge which is highlighted with a red arrow in Figure 13.
A small burr was also observed in specimens obtained by single-stage SPIF.

Figure 13. Views of hole-flange sections obtained by single-stage and two-stage SPIF experimental
tests and comparison with numerical simulations.

The maximum numerical deviations in terms of thickness with respect to the corresponding
experimental results (see Figure 13) are about 10% in the critical zone for the single-stage SPIF process,
whereas in the two-stage variant they do not exceed 5%. These results point out the ability of the
proposed methodology to homogenize the thickness of the flange with a two-stage SPIF operation.
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Likewise, according to the numerical analysis presented here, significant improvements are also
expected for the other two specimens analysed above (d0 = 61.0 and 57.5 mm using tool radii R = 8
and 10 mm, respectively). An experimental campaign is planned to assess the influence of tool radius
on this methodology and will be discussed in a further publication.

5. Conclusions

An optimization procedure using two stages has been proposed, improving the thickness
homogenisation along the flange as well as fabrication times in hole-flanging by SPIF. The methodology
begins by analysing the single-stage process to understand the material deformation mechanism and
failure. Accordingly, a customised two-stage SPIF strategy has been proposed and evaluated by FE
simulations. Different tool radii and hole diameters in AA7075-O sheets have been considered.

The understanding of flange deformation during the single-stage variant has allowed defining
a new improved two-stage SPIF strategy and reducing the process design times compared to
trial-and-error methods. In this sense, the explicit analysis carried out in this work helped to
perform FEA with reasonable computing times. The proposed two-stage SPIF process has also
been corroborated experimentally.

The optimized two-stage strategy for hole-flanging by SPIF has significantly improved the
thickness distribution and fabrication time compared to other multi-stage strategies found in the
scientific literature. The forming tool radius R has played an important role to determine the
intermediate part geometry that has been defined by parameters height H and width W. The higher
the tool radius, the higher the parameter values to obtain the best thickness distribution. Indeed, good
results in terms of homogeneous thickness have been obtained by using the simple rule H = W = R.
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Abstract: Ultrasonic molding is a new technology for processing small and micro polymeric
components with reasonable cost and energy savings when small and medium batch sizes are
required. However, when microcomponents are manufactured, the replicability of different micro
features has to be guaranteed. The aim is to investigate the capability of ultrasonic molding technology
for processing thin-wall plates of polystyrene with a microchannel, analyzing the filling behavior,
the optical transparency, and the dimensional accuracy of the thin plate. The replicability of the
manufactured microchannel is studied according to dimension and shape. The results reveal that
plunger velocity influences transparency and filling cavity, whereas the vibration amplitude has
less effect in both cases. The thickness deviation achieved on the final part is below 7% and the
replication of the microchannel is better in depth than width, obtaining an average deviation of 4%
and 11%, respectively. This replication also depends on the orientation of the microchannels and the
distance from the injection gate. The replicability and repeatability for processing thin-wall plates
with microchannel in polystyrene polymer are proved in this paper.

Keywords: ultrasonic molding; microchannel; thin-wall plate; replicability; polystyrene;
medical devices

1. Introduction

In recent years, the use of polymer materials in industry has increased notably, with sectors such
as micro-electromechanical systems (MEMS), aeronautics, and biomedicine slightly influenced by
this trend. Some reasons for this strong tendency include the reduced weight of the component,
the increment of the complexity of 3D geometries, the trend toward miniaturization of parts,
the increment of functionality of products, the high performance requirement of the materials, and the
emergence of many new polymers with very different characteristics [1,2].

Miniaturization of mechanical systems and devices leads to the development of microcomponents
(such as microgears, microfluidic devices, and micro-optical lenses), small parts with microfeatures
of high aspect ratio, or parts having microfeatures pattered on the surface. When processing these
miniature polymeric components, injection and microinjection molding are the commonly used
manufacturing techniques because of their high productivity, cost-effectiveness, high replicability
and repeatability, high capability for producing an extended variety of polymeric components,
tight tolerances, and complex shapes [1,3].

However, the replicability of thermoplastic components at the micro scale is quite complex,
and there are several parameters that influence the process, such as injection speed, injection pressure,
melting temperature, mold temperature, and others [4]. Actually, there are strong interactions among
process parameters, process variations, mold design and configuration, part shrinkage, and internal
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material stress that reduce process repeatability and replicability [4]. Consequently, new technologies
are being researched, such as compression molding [4,5], vacuum injection molding [4], ultrasonic
injection molding [6,7], ultra-high-speed injection molding [8,9], and 3D printing [10].

Focusing on these molding manufacturing processes, in recent years, several researchers have
studied the influence of process parameters to obtain microgeometries with high aspect ratio using
different polymeric materials. Attia and Alcock [11] evaluated the weight of five products with
microscaled features of polymethylmethacrylate (PMMA) manufactured by microinjection molding
and found that the more relevant parameter to increase product weight was the holding pressure,
but they also found that when complex geometries are molded, injection speed and mold temperature
also become significant. Chen et al. [12] replicated a microfluidic chip by microinjection molding using
a plate of 80 mm length, 40 mm width, and 0.2 mm thickness with microchannels of 100 μm width
and 30 μm depth. They tested different processing parameters for manufacturing four polymer resins,
cyclic olefin copolymer (COC), polystyrene (PS), polycarbonate (PC), and polymethylmethacrylate
(PMMA), and found that, in general, the microchannels manufactured in COC and PS achieved
the required accuracy, with higher dimensional accuracy when COC resin was used. Moreover,
they found that microchannel width and depth improved when higher temperatures, for both molding
and melting, higher injection speeds, and higher packing pressures were used. Lucchetta et al. [13]
replicated a circular microfilter of PS that included squared ribs of 150 × 150 μm features separated by
50 μm. They focused on analyzing the influence of the mold material with different thermal diffusivity
and mold temperature on part filling, without measuring in detail the microfeature dimensions
achieved. As a result, ceramic mold material seems to replicate better than metallic due to its capability
to delay polymer skin solidification when the cavity is being filled. Masato et al. [14] studied the
replication of micro holes (4 μm in diameter and 5 μm in depth) regarding the thickness variation
of the molded part of PS material. Their results revealed that part thickness and mold temperature
influence replication. The replication accuracy improved for higher mold temperature and thinner
part thickness, because the pressure of the melt inside the mold increased and the polymer could reach
further. Mahmoodi et al. [2] investigated the filling behavior and dimensional accuracy of a thin part
(6 × 6 mm square, 200 μm thick) using microinjection molding and adding chemical blowing agents
and wood fibers. Injection pressure and mold temperature were modified in both experiments and the
numerical model obtained consistent results. The higher the mold temperature and pressure were,
the better the filling ratio achieved. Their results also revealed that the in-flow shrinkage percentage
became slightly higher than the cross-flow shrinkage percentage. Sortino et al. [4] evaluated the
replicability of conventional injection molding, injection compression molding (ICM), and vacuum
injection molding (VIM) when manufacturing micro-optical devices with prism patterns using PMMA.
They found the holding pressure to be the most influential parameter in the injection molding process,
then the injection pressure, and injection speed the least influential. In this regard, the ICM process
resulted in the most precise and best feature replication, and VIM the worst. Sato et al. [6] studied the
application of ultrasonic injection molding (UIM) when replicating optical lens surfaces. What makes
that process different from USM is that ultrasonic energy is applied to the melted material during the
mold cavity filling. They varied the oscillation time and obtained the best results in replication when
the ultrasonic energy was applied at end of the injection process. This energy locally increases the
polymer temperature and causes an oscillatory polymer flow that improves replicability and avoids
shrinkage during the packaging and cooling stages.

Ultrasonic molding is a new manufacturing technology to obtain micropolymeric parts.
In ultrasonic molding, the raw material is melted by the direct application of ultrasonic energy.
In this process, first the pellets are located in plasticization chamber of the mold (Figure 1), then the
sonotrode moves into the mold, vibrates, and transmits the vibrational energy to the material. Then,
while the sonotrode is vibrating and the material is being melted, the plunger moves, pushing the
melted material into the mold cavity. When the plunger reaches the final position, the mold cavity is
filled and it starts the cooling and packing stages. After applying the compaction forces and once the
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material solidifies, the sonotrode returns to the initial position and the mold can be opened to extract
the final part.

 

Figure 1. Ultrasonic molding process schema.

Each molding cycle only requires the amount of material to fill the mold cavity and the plasticizer
chamber, thus no extra material is melted into the barrel before the process, as in conventional or
microinjection molding. This represents an important material and energy savings for small-batch
production and high-cost materials (i.e., implantable grade or reinforced materials). Moreover,
the process is quite flexible for testing different materials and geometries, because all the material
placed into the mold is removed after each cycle. The vibrational energy applied directly to the material
produces high heating rates, which allows fast polymer plasticization [15]. Thus, the material is kept
at higher temperatures during shorter periods of time, typically less than 5 s, reducing the residence
time in comparison to conventional injection molding, and therefore material degradation can be
avoided [7].

The ultrasonic vibration is applied by means of the acoustic unit, which is composed of the
generator, the transducer, the booster, and the sonotrode. The transducer converts the electrical
energy from the generator into vibrations, which can be amplified or reduced by the booster, and the
sonotrode is the final element that transmits the vibrational amplitude to the material. The sonotrode
is a mechanical element that has to be designed to vibrate in a longitudinal mode at the operating
frequency of the acoustic unit, and with the required tolerances to fulfill the clearance requirements
with the plasticization chamber dimensions.

There are a few published studies regarding this novel technology dealing with the influence of the
processing conditions on manufacturing components. Michaeli et al. [16] can be considered the pioneers
of this technology. Through several research works, they proved that ultrasonic energy is capable of
melting small amounts of thermoplastic polymer for molded parts. Moreover, they verified the integrity
of the polymer after being processed in two ways: internal homogeneity and physical properties,
such as weight [15–18]. They processed PC [15], polyoxymethylene (POM), and polypropylene
(PP) [19], and in all of the cases simple geometries were used, such as cylinders or plates. Polymer
plasticization occurs mainly by two mechanisms, internal material heating and friction between
pellets [19]. In this regard, the melt temperature varies as a function of different processing parameters,
such as vibration amplitude and vibration frequency, the pressure applied to the material, or the
material properties of the pellets [18]. In recent studies, the influence of processing conditions on
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the fabrication of different polymeric components has been analyzed. Sacristán et al. [20] studied
the influence of vibration amplitude and pressure on polymer properties. They manufactured mini
tensile test specimens (1.5 × 0.1 × 0.1 cm3) of poly (lactic acid) (PLA) and noted that the cavity filling
improved when high amplitude and lower pressure were applied. However, polymer degradation
and material homogeneity had the opposite behavior. When higher levels of vibration amplitude and
pressure were used, the polymer degraded, whereas using the lowest levels achieved better polymer
homogeneity. Later, Planellas et al. [21] used the same geometry to test the feasibility of ultrasonic
molding for processing polylactide (PLA) and polybutylene succinate (PBS). Although both polymers
were manufactured without molecular degradation, optimization of the processing conditions would
be required to obtain better results on the final part. The introduction of clay silicate particles in the
polymers did not influence PLA properties but affected PBS degradation. In both cases, structures
with high orientation of clay nanosheets were oriented in the direction of polymer flow.

Actually, the literature reveals that there is strong interest in studying the influence of processing
conditions on several precision molding processes of microfeature replicability in recent years.
However, so far, there are only a few studies about the manufacturability of microfeatures using
ultrasonic molding technology. Consequently, the aim in this research is to investigate the process
capability of ultrasonic molding for processing thin-plate components with a microchannel of high
aspect ratio using PS polymer. Specimens were manufactured under different conditions of vibration
amplitudes and injection velocities to evaluate the filling behavior, the optical transparency, and the
dimensional accuracy in the plate and the microchannel. The replicability of the manufactured
microchannel was studied from the point of view of dimension and shape. The material was used
for its good replicability and optical properties, which are required features when manufacturing
microfluidic components.

2. Materials and Methods

2.1. Part Geometry, Materials, and Mold

The test geometry used in this experiment was a thin-walled rectangular specimen of
15 mm × 8 mm × 0.55 mm with a direct fan gate (Figure 2a). The plate contained a microchannel of
150 μm depth and 80 μm width and had both parallel and perpendicular zones to flow direction at
different distances from the material entry.

Figure 2. Method and experimental setup: (a) part geometry; (b) mold characterization; and (c)
part analysis.
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Transparent STYRON™ 678E PS resin was used for the experiment. This material is characterized
by its optical clarity, transparency, biocompatibility, low water absorption, high flow ability, and high
impact strength compared to other polymers such as silicon or glass.

An experimental mold of steel with the cavity on the lower half was used to replicate the geometry
and obtain the final product. It included an ejector to facilitate the expulsion of the part, making a
circular mark in final part (Figure 2c). It was manufactured using a Deckel-Maho 64 V Linear and the
plasticization chamber was allocated at the mold upper half by a cavity of Ø 8.2 mm. The mold was
characterized after being manufactured to guarantee repeatable measurements of the microchannels
(Figure 2b). A silicon pattern was created to measure it. The thickness was measured in each corner of
the specimen (T1 Mold, T2 Mold, T3 Mold, and T4 Mold) by a digital micrometer (Micromar 40 EWV).
The microchannel dimensions were measured in 5 sections (Figure 2c), 3 in the inflow direction (H1

Mold, H2 Mold, and H3 Mold) and 2 in the cross-flow direction (V1 Mold and V2 Mold) by a Leica
DMR-XA optical microscope (Meyer Instruments Inc., Houston, TX, USA). Three measurements were
taken of each section and thickness (see mean results in Table 1). The results reveal that the thickness
of the manufactured mold was 14.3% bigger than the theoretical one, whereas the microchannel
dimensions were 6.6% smaller in depth and 10% in width.

Table 1. Mold characterization results.

Cavity Thickness Microchannel

Mean (μm) Error (%)
Depth Width

Mean (μm) Error (%) Mean (μm) Error (%)

C
o

rn
e
r

T1 Mold 566 13

M
ic

ro
ch

a
n

n
e
l

S
e
ct

io
n

H1 Mold 137 8.7 73 7
T2 Mold 576 15.2 V1 Mold 151 0.7 71 9
T3 Mold 580 16 H2 Mold 139 7.3 70 10
T4 Mold 565 13 V2 Mold 136 9.3 70 10

H3 Mold 139 7.3 76 4

Avg. 14.35 Avg. 6.67 8

According to the mold dimensions and considering the extra amount of material in the plasticizer
chamber, around 300 mg of material was provided in each experiment.

2.2. Part Analysis

The specimens were manufactured using a Sonorus 1G Ultrasound Micro Molding Machine.
The responses analyzed were part filling, transparency, thickness, and microchannel formation in 5
sections of the microchannel path (Figure 2c).

• Part filling was assessed by a ratio that compares the obtained part length with the expected
theoretical length. Despite only complete parts being valid, corresponding to 100% filling,
the influence of the processing parameters on the percentage of filling was also evaluated.

• Part transparency was evaluated visually and categorized in a qualitative scale divided into
7 levels and transmittance values (Table 2). Levels 1–4 represent blurred parts classified according
to the percentage of cloudy zones, and levels 5–7 are transparent parts ordered regarding the
presence of defects. Blurred parts could be caused by the presence of nonmelted material,
weld lines, or polymer degradation, whereas defects include bubbles, sink marks, or burrs.
Moreover, transmittance values according to this qualitative scale were measured by a UV-2401PC
Shimadzu spectrometer using wavelengths between 400 and 600 nm. Six specimens were taken
to measure each category and the mean was calculated.

• Part thickness was measured in the same corners as mold thickness (Figure 2c), although in this
case the variables are referred to as T1 Part, T2 Part, T3 Part, and T4 Part. A Micromar 40 EWV
digital micrometer was used to measure them.

• Microchannel formation was assessed by dimensions (width and depth) and shape. Five sections
of the microchannel path were analyzed in each specimen and 3 specimens were selected for each
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combination of process parameter, on the condition of complete parts. The selected specimens
were cut in each section (in-flow and cross-flow direction), embedded into 40 mm of Axson
RSF816 epoxy resin, prepolished by Struers Knuth Rotor-3 equipment and finished by a Buehler
Ecomet sander polishing with alumina powder of 1, 3, and 9.5 microns. The observation of
the microchannel was done using a Leica DMR-XA optical microscope with 5×, 10×, and 20×
Plan-Apochromat lenses. The microchannel dimensions were measured by Fiji software and
3 measures of depth and width were taken for each specimen.

Table 2. Part transparency classification.

Level Qualitative Description Transmittance Value (%) Transparency Level (Examples)

B
lu

rr
e

d

1 76–100% of cloudy zones
<85

Level 1

 2 51–75% of cloudy zones

3 26–50% of cloudy zones
87.366

Level 3

 4 1–25% of cloudy zones

T
ra

n
sp

a
re

n
t 5 Transparent with some defects 93.436

Level 6 

 

6 Transparent with isolated defects 94.043

7 Transparent without defects 98.647

2.3. Experimental Design and Procedure

In this research, a sequential design of experiments was performed. That is, start with simple
designs and few experiments (Phase 1), analyze them, and, if necessary, proceed with further
experiments to conclude with the relationship between the process parameters and the part responses
(Phase 2). This methodology is known as response surface analysis [22] and it allows selection of the
best manufacturing conditions to achieve the part requirements [23]. In this research, two process
parameters were varied: plunger velocity (V) and amplitude (A) (also referred as factors of interest).

However, before starting the sequential design of experiments, a preliminary screening was carried
out to limit the parameter values to guarantee a filling cavity and a level of transparency acceptable
to the polymer application. Velocity was varied from 1 to 6 mm/s and amplitude from 10 to 90 μm.
The results revealed that the filling cavity improved when velocity decreased, whereas amplitude did
not have much effect. Otherwise, visual transparency improved when velocity increased and when
low amplitudes were used. Consequently, the process parameters in the design of experiments (DOE)
were limited to amplitude range 14.06–70.31 μm and velocity 1–4 m/s.

Phase 1 started deploying a two-level factorial design (2k, where k = 2) with a central point
(2k + CP). Figure 3 shows the 5 experimental runs represented by �. For each combination of process
parameters 13 parts were manufactured; the first 3 were discarded to stabilize the process and the
other 10 were analyzed. Each experimental run was replicated 3 times in completely randomized order.
The central point runs allow for checking the trend in the middle point of the process parameters
values. When this trend is a curve, more experiments should be done to estimate the quadratic effect,
which was done in Phase 2. Phase 2 went on with a 3-level factorial design (3k), which was an extension
of the previous design (2k + CP). Here, 4 new runs were performed ( in Figure 3) following the same
pattern of 10 replicates and 3 repeats.
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Figure 3. Sequential experimental design: Phase 1 (2k with a central point) and Phase 2 (3k); k = 2.

A set of process parameters was kept constant during both experimental phases.
Mold temperature was set according to a raw material datasheet for injection molding applications
(50 ◦C), cooling time was 10 s, with a packing force of 5000 N. Material dosage was approximately 0.3 g
and vibration frequency was 30,000 Hz. Regarding the injection strategy selected, the plunger pushes
the materials against the sonotrode, which is fixed in a position close to the mold cavity beginning.
Its vibration melts the material and the plunger force pushes the melting material into the mold cavity.

The full model was estimated in each phase and for each response, including first-order and
interactions in both phases and the quadratic terms in Phase 2. Then, the nonsignificant terms
(one at each step) were sequentially removed based on the tests of individual regression coefficients.
Each model was analyzed in terms of the fit statistics: R2-adjusted and root mean square error (RMSE).
The model shows a good fit if the R2 statistic is high and RMSE is low. For each model, the test for
significance of regression (p-value associated with the model in an analysis of variance, ANOVA)
was observed. Analyzing the p-value resulting from ANOVA, p-value < α (α is the significance
level) indicates that the regression is significant. The last step before validating the model is to check
adequacy. It allows examination of whether the fitted model offers an adequate approximation to
the real system and corroboration that the least squares regression assumptions are met, that is,
that residuals are normal independent and identically distributed N (0, σ2). The first is checked by
plotting observed values on the model response surface and the second by looking at different model
diagnostic graphs. In the present paper, the residual vs. predicted values graph was used to check
for independency and homoscedasticity and the normal probability plot was used to check normality.
Conclusions on graphical analysis can be confirmed with tests such as the Shapiro–Wilk normality test
or the test on correlation coefficient.

Finally, the retained model is plotted by a response surface to enhance interpretability and identify
the process conditions where the responses become optimal. R software [24] was used to carry out the
statistical analysis, and the significance level in all cases is α = 0.1.

3. Results and Discussion

Table 3 presents the average results for the percentage of completed specimens, the transparency
achieved, and the average thickness for each combination of processing parameters. There is no
thickness dimension when any completed part was achieved.
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3.1. Transparency

First, the transparency results of the Phase 1 2k + CP experimental runs are analyzed, although
initially the central point is excluded. Figure 4a shows the main effects plot of the response mean
for each level of the process parameters. It reveals that transparency is better when both velocity
and amplitude levels are higher. Besides, the Pareto chart of the standardized effects (Figure 4b)
reflects those factors, which contribute significantly to explain transparency. Really, both velocity
and amplitude affect transparency, although amplitude is a near-significant factor. On the contrary,
the interaction between the two is not significant, so it is excluded from the model and re-estimated.
In the final model, the resulting regression is significant, and both velocity and amplitude become
significant parameters. The residuals of that model are normal (Shapiro–Wilk normality test p-value
= 0.7574) and homoscedastic, and the model is able to explain almost 50% of the variability of the
response (R2adj = 0.49) and has RMSE = 0.45.

 

Figure 4. Analysis of transparency results: (a) main effects plot 2k; (b) Pareto chart of effects 2k;
(c) response surface 2k + CP; (d) response surface 3k; (e) Pareto chart of standardized effects 3k;
and (f) contour plot of final 3k model; k = 2.
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Figure 4c shows the response surface of Phase 1 including the experimental results of the central
point experiments (2k + CP). Three replicates per experimental combination resulting from the mean
of 10 repeats are represented by dots. In this graph, the responses at the central point are far from
the surface, which means a lack of linearity between low and high factor levels and the possibility
of a curve trend. Indeed, the test on the existence of a curve effect was significant, therefore more
experiments were run to estimate this quadratic effect (as introduced in Section 2.3). Consequently,
four new experiments with three replicates were performed and analyzed (Figure 3; Phase 2, 3k).

Taking all the experiments from Phase 2, the factors influencing transparency are velocity (V) and
amplitude (A and A2) (Figure 4d). The model is re-estimated after suppressing the nonsignificant
terms and the resulting response surface is represented in Figure 4f. In this figure, the response
surface is curved along the amplitude factor and is quite close to the experimental results (•), which is
reflected by lower RMSE of 0.39. This model is able to explain 60% of the variability of transparency
(R2adj = 0.6), which is a better result than the previous one (Phase 1, 2k). Residuals are normally
distributed (Shapiro–Wilk normality test p-value = 0.7672) and homoscedastic. The contour plot of the
retained model is shown in Figure 4e. This process map shows the manufacturing conditions in which
part transparency becomes better. It is at high velocity of 4 mm/s and amplitude around 42.19 μm.

High plunger velocity fills the mold cavity quickly, reducing the contact time of melting into the
mold cavity and dropping the melt temperature, the same as the injection speed in microinjection
molding [10]. Otherwise, low velocity increases the contact time of the polymer with ultrasonic energy,
increasing the melting temperature and cooling time. As a result, degradation, internal cracking,
and bubbles appear in the final part, notably reducing the transparency.

Analyzing the transparency variability of the three replicates (Figure 5a), it is observed that
the dispersion is really low. Maximum variability of SD (0.6) is achieved. For low velocity
values, transparency repeatability is better, whereas across amplitude, the standard deviation is
not greatly affected.

Figure 5. Standard deviation analysis: (a) transparency; and (b) part filling.

3.2. Filling

As shown in Table 3, most fillings are above 50% and even between 80% and 100%, therefore
highly biased to the highest levels. Although it was expected, due to the range of process parameters
adjusted during the preliminary screening, this response variable had to be transformed to accomplish
the regression assumptions. A logit transformation was applied. In our case, we decided to logit
transform the variable logit (Filling) = log(Filling/(100 − Filling) and adjust the model to this new
response variable. When filling is 100%, its logit cannot be computed, and after some trials, we decided
to replace those cases by 10.

The filling ratio analysis was done directly, taking the results from Phase 2, because the quadratic
response surface estimated to explain transparency was shown to be appropriate, and measuring it is
not expensive or time-consuming.

The main effects plot for filling is shown in Figure 6a and the Pareto chart of standardized effects
in Figure 6b. Here, velocity is the factor that most contributes to the filling ratio. When velocity is low
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(1 mm/s), filling is highest (100%). On the other hand, changes in amplitude do not greatly change the
filling; however, as the Pareto diagram shows, this small change becomes significant.

 

Figure 6. Analysis of cavity filling results: (a) main effects plot, 3k; (b) Pareto chart of standardized
effects, 3k; (c) response surface, 3k; and (d) contour plot of final 3k model, k = 2.

The model that better explains part filling includes velocity and amplitude factors, with both
linear and quadratic terms, and without interaction effect. It explains 97.7% of the data variability
(R2adj = 0.977), with normally distributed residuals (Shapiro–Wilk normality test p-value = 0.6944)
and homoscedasticity.

Figure 6c illustrates the response surface including the experimental results (•), and Figure 6d
shows the contour plot of the same model. In both plots, the responses are represented in original
scale. It can be seen how the logit transformation enables a response surface limited to 100%, which
could not be attained using the original filling variable. Maximum filling is attained at low velocity
levels for any amplitude values, getting mostly completed parts. Actually, when velocity is lower,
melting temperature increases due to more ultrasonic energy being applied, and complete filling is
guaranteed [7,25]. The polymer temperature drops more slowly and it has more time to fill the mold
cavity properly. At high velocity, the influence of amplitude is higher, due to the filling reaching the
minimum value at the middle value, and improves when it gets away, although the majority are below
70% of filling. During the experiment, when both amplitude and velocity were at the highest values,
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the parts became too breakable due to the high level of energy that the polymer received, and often
broke or seemed to be degraded.

The standard deviation of the filling is also very low, because less than 0.3% of the variability is
achieved (Figure 5b). It can be seen that an increment of velocity is associated with an increment of the
standard deviation of filling, which means that the experiments replicate less. Indeed, at a velocity
of 1 mm/s, the standard deviation is 0 because all three replicates have the same 100% filling result.
Amplitude does not greatly affect the standard deviation.

Comparing filling and transparency response, we observe that is not possible to find the
manufacturing conditions that maximize both responses. High velocity and medium amplitude
values improve the transparency but worsen the filling cavity. Thus, depending on the application,
the manufacturing conditions should be adapted.

3.3. Part Thickness

Part thickness was only measured in completely filled parts (Table 3 shows average results) and
the thickness difference (D) was calculated to evaluate this response. The thickness difference (D) is the
result for comparing part thickness measured in each corner of the parts (Ti Part, i = 1 . . . 4) regarding
the real mold thickness measured in the same corresponding corner (T1 Mold, i = 1 . . . 4). Thus Di = Ti

Part—Ti Mold, i = 1 . . . 4, resulting in four variables for each part. On the one hand, a positive value of
Di indicates that the part is thicker than the real mold thickness. On the other hand, a negative value
of Di indicates that the piece is thinner than the real mold thickness.

The objective here is to analyze those four variables and relate them to the manufacturing factors
(amplitude and velocity). Nevertheless, as a four-dimensional space cannot be plotted, they were
represented in a lower-dimensional space by means of principal component analysis (PCA). PCA is
a statistical technique used to reduce the number of variables to represent the dimensions that have
more variability in the results. In this case, the four variables (Di, i = 1 . . . 4) are represented in a
biplot that retains almost 83% of the variability of the dataset (Figure 7). Each number plotted in this
graph is a vector that contains the four differences (Di) measured in each complete part (see numerical
examples in Figure 7). In Figure 7, the first two principal components (PC1 and PC2) are represented.

The first component (PC1) in the horizontal axis is interpreted as the sum of all thickness
differences, that is, PC1 ≈ ΣDi. Thus, parts that are on the right-hand side of the graph have positive
ΣDi values, meaning that, in general, the part thickness is thicker than the mold (see values of
experiments 7 and 77 in Figure 7). On the contrary, the parts that are on the left of the graph are
narrower than the mold (see experiments 56 and 79). This component (PC1) is the most important one,
because it explains 70.4% of variability.

Actually, the expected result would be that most of the pieces were equal to or thinner than the
mold thickness, due to the shrinkage effect that commonly happens in injection molding processes,
such as microinjection and conventional injection molding, although, as is known, amorphous
polymers are less affected by this. However, the experimental results in this research determined
by ultrasonic molding technology reveal that around 50% of the obtained parts had an opposite
trend to what was expected and seemed to be affected by a releasement phenomenon. The main
hypothesis to explain this is that the polymer was still too warm when the mold opened and the
pressure released. Thus, the polymer relieved its stored internal energy (both thermal and ultrasonic) in
the easier direction, lightly expanding the parts, similar to the swelling behavior in extrusion processes.
Possibly the cooling time used in the experiment was not enough to guarantee final cooling of the
polymer, although the parts seemed complete when the mold opened. This cooling time was taken
from the microinjection molding process; however, these results reveal that the melting temperature in
ultrasonic molding becomes higher than in microinjection molding.
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Figure 7. Biplot resulting from principal component analysis of Di, where Di = Ti Part—Ti Mold, i = 1
. . . 4 measured at four different part points.

Despite this effect, the average of PC1 ≈ Σ Di is around 50 μm, which represents less than 7% of
thickness dimensional error, which is acceptable for many applications.

The second component (PC2) in the vertical direction axis is interpreted as D1 + D2 against
D3 + D4. It lets us compare the thickness of the corners nearest to the injection entry those farthest.
When the parts have positive values of PC2 (upper side of the graph), this means that they have larger
values of D1 and D2 than D3 and D4, meaning that the part is thicker on the side of the injection flow
(see experiments 7 and 79). On the other hand, the parts on the lower side of the graph have lower D1
and D2 values and higher D3 and D4 values, which means that the part is thicker at the farthest side of
the injection entry (see experiments 77 and 56). Note that variables D1 and D2 are grouped together,
as they are closely associated or correlated from a statistical point of view, meaning that parts with
high (low) values of D1 also have high (low) values of D2. The same applies to D3 and D4.

Once the characterization of part thickness was explained, it was interesting to relate those
characteristics with velocity and amplitude factors. Actually, the first principal component (PC1 = ΣDi)
showed more significant differences between factor levels, therefore it was analyzed. Taking PC1
results, a graphical analysis by multiple box plots (Figure 8a,b) and numerical ANOVA (Figure 8c,d)
were done, comparing the sum of all difference thicknesses (ΣDi) for the different factor levels.

Regarding velocity, when it is low (1 mm/s), the parts are, on average, thicker than the mold,
whereas when velocity is at a medium or high level, the parts are, on average, thinner than the mold.
Considering amplitude, the parts are, on average, thicker than the mold. As with transparency and the
part filling response, amplitude does not really influence part thickness, but velocity does. ANOVA
enables us to test the hypothesis that the means of the three levels are equal. In the case of amplitude,
the averages are equals, and, for velocity, the medium and highest level are equal.

When the process is slow (velocity 1 mm/s), the ultrasonic time is longer and the material achieves
higher temperatures. Consequently, when the mold is opened, the part temperature is too hot and the
polymer releases its internal energy, leading to slightly increased thickness.
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Figure 8. Multiple box plots: (a) amplitude and (b) velocity and, ANOVA analysis: (c) amplitude and
(d) velocity for first principal component (PC1 = ΣDi).

3.4. Microchannel Results

The microchannels were studied in three sections in the in-flow direction (H1, H2, and H3)
and two in the cross-flow direction (V1 and V2). Three completed parts for each combination of
process parameters were selected, resulting in 15 sections for each combination of process parameters.
Three measures of depth and width of each microchannel were taken in each section, similar to the
mold characterization shown in Figure 2b. Altogether, 630 measures were collected, and the average
values were used to evaluate these results.

Three issues of the microchannel results are assessed. The first is the influence of the process
parameters on the width and depth of the microchannel independently of section location. The second
is an examination of these dimensions according the section location (H1, H2, H3, V1, and V2). Finally,
the microchannel shape is observed and discussed in detail.

The average microchannel dimension is around 139 μm in depth and 81 μm in width, resulting
in 1 μm smaller than the mold depth (140 μm), 9 μm bigger than the mold width (72 μm), and a low
variability, as shown in Figure 9. It is an error of 1% and 12%, respectively. Thus, polystyrene has good
replicability when microfeatures are manufactured by ultrasonic molding technology. According to
Chakraborty et al. [10], the replicability is better in depth than in width.

ANOVA reveals that the dimensions of the microchannel are not affected by velocity,
independently of section location. However, amplitude does slightly affect the width dimension.
In contrast, the section location (H1, H2, H3, V1, and V2) is the factor that contributes most to
microchannel replicability (Figure 10). This figure plots the averages of microchannel dimensions,
specifying section location (by the shape of the label), amplitude (by color), and velocity (by the color
intensity). It reveals that the depth results are nearer the mold dimensions and less dispersed than the
width results, just as in [26] with molded PMMA microchannels, where they obtained good replication
in depth but poor in width. On average, the replication accuracy for depth is less than 4% and for
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width is less than 11%, the same as achieved by Chakraborty et al. [10]. Focusing on in-flow sections,
the H1 dimensions (�) are very close to the target values for both depth and width. Basically, proximity
to the injection entry supports this result [14]. The H2 results (–) are the worst, since both depth and
width are very far away from the target values. The H3 dimensions (�) are between H1 and H2 results.
Analyzing the cross-flow sections, V1 (�) and V2 ( ), the results are grouped more around the target
depth than the target width. Without considering H2 results, it is observed that the results of cross-flow
sections are more dispersed than in-flow ones. The deviated results of H2 can be due to a lack of
homogeneity in the mold temperature and the proximity of this section to the hottest mold zone.
For this reason, the polymer of the H2 section relieved more stored internal energy, causing results to
be away from the target values.

Figure 9. Multiple box plot of the microchannel.

Figure 10. Microchannel dimensions.
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Finally, the microchannel shapes are presented in Figure 11. Two sets of specimens of different
combinations of process parameters are shown for each microchannel section and three replicates
for each combination. It can be seen that there are no differences in microchannel shape between the
replicates of each combination, even when different sets of different combinations of process parameters
are compared. This reinforces that velocity and amplitude are not significant to microchannel shape.

 

Figure 11. Microchannel shape analysis.

The shape of sections H1, V1, and V2 are similar and mostly well defined in both the walls and the
bottom. On average, the difference of microchannel width between the surface and the top is around
11 μm, the difference in depth is 7 μm, and the radius of the top is around 98◦. In contrast, the worst
resolution is observed for section H2. In that case, deviations are around 45 μm in width and 15 μm in
depth. Here, the shape is not well defined and the walls are not parallel to each other. In the case of
H3, the shape of the microchannel is between those of H1 and H2.

4. Conclusions

In this research, thin-wall plates with polystyrene microchannels were successfully manufactured
by ultrasonic molding technology. A rigorous statistical procedure was followed using a large
set of experimental data that were analyzed to demonstrate the repeatability and replicability of
this technology.

The results reveal that plunger velocity affects both transparency and filling cavity. Higher velocity
improves transparency but decreases cavity filling, so intermediate values are required to guarantee
both requirements. Overlapping the corresponding response surfaces, the optimal values can be
selected. The vibration amplitude has slightly less influence in both cases. Degradation symptoms
appear when the material receives too much ultrasonic energy, coming from high levels of amplitude
and low plunger velocity.

The average deviation of part thickness is less than 7%, but the research shows that cooling time
becomes a relevant factor to assure this property. The principal component analysis (PCA) method
becomes very useful to evaluate the thickness data and analyze them regarding the mold dimensions.

Replication accuracy of the microchannel is better in depth than in width, obtaining an average
deviation of 4% and 11%, respectively. This replication also depends on the orientation of the
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microchannels, so that the results of cross-flow sections are little more dispersed than in-flow ones.
The distance from the injection entrance also has an influence on these results.

In further research, a more complex microchannel geometry should be tested to guarantee the
feasibility of this technology for processing microfluidic devices. In that sense, other polymers should
be studied, like cyclic olefin copolymer (COC) and polymethyl methacrylate (PMMA). Regarding the
process parameters, the influence of cooling time and compaction force should be studied. S
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Abstract: The temperature distribution occurring at the interface while joining a simple electrical
contact comprising of a copper wire and a copper sheet using ultrasonic metal welding was analyzed
using finite element method. Heat flux due to plastic deformation and friction was calculated
and provided as input load for simulation of temperature distribution. The results of temperature
obtained from simulation are found to be in good agreement with the results of temperature from
experiments measured using thermocouple. Special focus was given to how the heat generated at the
wire–sheet interface affect the strength of the joint in tension. With the knowledge of heat generated
at the interface while welding, it is possible to control the strength of the joint and produce defect
free joints. Based on the results from finite element analysis and experiments, it is observed that
the influence of heat developed due to friction and plastic deformation of metallic specimens has a
significant effect on the progress of welding and strength of the joint.

Keywords: ultrasonic metal welding; finite element analysis; temperature distribution; strength of
the joint in tension; heat flux; friction; plastic deformation; thermocouple

1. Introduction

Recent technological developments in producing electrical contacts are evolving at a faster rate,
resulting in consistent functioning of wide variety of customer durable products. Due to advent
of component miniaturization and improvement in manufacturing light weight portable products,
there exists a significant demand for superior quality electrical contacts. The electrical and electronic
components used in these products are subjected to severe operating conditions during the service life
of the products. Ultrasonic metal welding (USMW) has received significant attention in the past few
years, and has become a more reliable and suitable process for producing quality electrical contacts
to be used in these products. USMW is an environmentally friendly and rapid solid state joining
process in which similar or dissimilar metals are joined by the application of ultrasonic vibrations and
adequate pressure at the interface. The high frequency relative motion between the parts to be welded
result in progressive shearing and plastic deformation between surface asperities. This rubbing action
disperses oxides, contaminants and form a sound metallurgical bond between the two metallic parts.

Ding et al. [1] performed thermo-structural numerical analysis on ultrasonic wire bonding to study
the effect of bonding parameters on temperature developed at the interface. The authors presented
the temperature distribution in wire and the bond pad and reported that the bond force had more
effect on development of flash temperature at the contact zone between the interacting asperities and
marginal effect on bulk temperature rise developed along the frictionally heated surface. The flash
temperature at the asperities between wire and pad on the microscopic scale was found to play a
significant role in the formation of solid state bonds. During welding, the temperature at the contact
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interface increased rapidly at the initial stages of bond formation followed by gradual increase until
the end of the vibrations.

Sooriyamoorthy et al. [2] presented a study on temperature distribution at the interface and
stress distribution in sonotrode and the welded joint during ultrasonic welding of aluminum sheets.
A finite element model was developed for prediction of temperature developed during the process by
considering various parameters such as material thickness, clamping force, weld time and coefficient of
friction. It was observed that the temperature at the interface increases with increase in weld time and
decreases with increase in clamping force. The temperature developed at the interface was measured
using thermocouple and the results from experiments were found to be in good agreement with the
results from finite element analysis.

Zhao et al. [3] developed thin film thermocouple for measurement of temperature in ultrasonic
welding of battery tabs. The dynamic temperature rise during welding was measured using
thermocouple with high repeatability. The experimental trials for measurement of temperature were
carried out based of design of experiments. The temperature measured by the thermocouple was
compared with the temperature measured by an infrared thermal imager and were found to be in
good agreement.

Shin et al. [4] conducted an experimental parametric study on welding of aluminum alloy sheets
using ultrasonic spot welding. The process parameters such as vibrational amplitude and weld time
were considered in this work. During welding, maximum temperature was observed around the tip
of the sonotrode using infrared thermal imager. Significant heat generation occurred at the interface
due to frictional vibration and large plastic deformation. The maximum temperature developed for
varying vibrational amplitude and weld time was approximately 500 ◦C and this temperature was
about 80% of the melting temperature of the work material. The phenomenon of part marking and
part sticking was noticed while welding at higher temperatures.

Elangovan [5] investigated theoretically and experimentally on temperature distribution in
ultrasonic welding of copper specimens. Crank Nicolson method was adopted to characterize the
unsteady heat transfer scenario at the interface and to determine the temperature developed at each
node for varying time steps. It was reported that the temperature at the interface increases with weld
time and decreases with increase in thickness of the sheet. It was also inferred that the maximum
temperature was obtained in spot welding when compared with seam welding.

Lee and Cai [6] performed 2-D finite element simulations to understand the effect of four different
knurl designs provided in the tip of the sonotrode on strength of the joint. The results from simulation
revealed that the sharp knurl design tip severely deform the metallic specimens resulting in reduction
of strength of the joint.

Jedrasiak et al. [7] described a finite element model for prediction of temperature during
ultrasonic welding of aluminum–aluminum, aluminum–magnesium and aluminum–steel work
materials. The temperature data obtained were used for estimation of growth of intermetallic phase
between aluminum-magnesium welds. The K-type thermocouple was embedded in the tip of the
sonotrode and the aluminum sheets. The predictive capability of the finite element model was
evaluated by comparing results from analysis with the data obtained using thermocouple.

Chen and Zhang [8] constructed a 3-D finite element model for analyzing the temperature
distribution while welding dissimilar automotive alloys. The heat generated due to interface friction
was in linear relationship with weld time. The heat generated due to material plastic deformation
was found to increase rapidly during the initial phase of the welding and gradually decreases due
to decrease in plastic deformation over time. Temperature contours and deformation in shape were
obtained using results from simulation. The maximum temperature was located at the interface
and the temperature decreases towards the other interfaces such as sonotrode/upper specimen and
anvil/lower specimen. High temperature was observed in the upper specimen when compared with
the lower specimen.
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De Vries [9] presented the mechanics and mechanism of ultrasonic metal welding of aluminum.
The temperature developed at the interface for varying welding conditions were measured using an
infrared thermal imager. The temperature at the interface was found to vary 40–80% of the melting
temperature of the work material. An empirical relation was developed for calculation of heat flux
due to deformation of work material and friction between the parts to be welded.

A comprehensive understanding on formation of joint in ultrasonic metal welding due to heat
developed at the interface is still in dispute [10–12]. Based on literature survey, research pertaining to
correlation of temperature generated at the interface during ultrasonic welding of electrical contacts
with strength of the welded joints seems to be not reported. This work was carried out to fill this gap.
The primary purposes of this work were to analyze the amount of heat developed during ultrasonic
metal welding of an electrical contact comprising of copper wire (100 mm length and 1.2 mm diameter)
and copper sheet (100 mm length × 25 mm width × 0.2 mm thickness) and to evaluate the correlation
between the heat generated at the interface and strength of the electrical contact joint in tension using
finite element analysis and experiments. Finite element analysis was performed using commercially
available ABAQUS 6.12 software.

2. Experimental Details

The experiments were carried out based on Taguchi’s L9 orthogonal array [13,14] using a
conventional lateral drive ultrasonic metal welding machine (National Indosonic, Bangalore, India)
(2.5 kW, 20 kHz). Before welding, the weld samples were cleaned with acetone to remove any surface
impurity as it may affect the strength of the joint. Based on literature survey, the controllable factors
considered in this work for carrying out simulation and experimental trials were the clamping force,
amplitude of vibration of the sonotrode and weld time (Table 1). Each factor was varied at three levels.
The quality characteristic response variables were the temperature at the interface and the strength of
the joint in tension.

Table 1. Factors and levels.

Factors Units Designation Level 1 Level 2 Level 3

Clamping force N A 795 995 1195
Amplitude of vibration of sonotrode μm B 30 42.5 57

Weld time second C 2 2.5 3

A 10 kN tensile testing machine (Hitech, Coimbatore, India) was used to measure the strength of
the joint in tension. The schematic representation of the joint and tensile loading condition is shown in
Figures 1 and 2.

Figure 1. Schematic representation of the joint.
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Figure 2. Tensile loading.

A suitable instrumentation consisting of K-Type thermocouple (Chromel/Alumel) and data
acquisition system (DAQ) interfaced with LabVIEW software (2017, National Instruments, Pune, India)
was used to obtain real-time temperature data developed at the interface. Figure 3 depicts the flow
diagram of data transfer in data acquisition system.

Figure 3. Flow diagram for data transfer in a DAQ system: Temperature.

The junction of K-Type thermocouple was made with chromel (positive leg: 90% nickel, 10%
chromium) and alumel (negative leg: 95% nickel, 2% aluminum, 2% manganese and 1% silicon) wires
of SWG 36 (0.193 mm diameter) twisted together for a length of 10 mm. One end of the thermocouple
was placed transverse to the longitudinal axis at the interface, as shown in Figure 4, and the other
end was connected to the terminal block of the data acquisition system. A 10 Hz notch filter setting
was used to optimize measurement frequency and minimize noise level. This DAQ system was
interfaced with LabVIEW software to obtain the real-time temperature data developed at the interface.
The electrical signal generated from thermocouple was converted to temperature values and displayed
in graphical form by LabVIEW software. A custom designed stepped sonotrode with similar circular
cross section and gradual change in cross section using a tapered profile at the middle of the sonotrode,
as shown in Figure 5, was used to carry out the experiments. The stepped sonotrode has a rectangular
tip of 20 mm × 5 mm with serration depth of 0.2 mm, wherein the ultrasonic vibrations and clamping
pressure are transmitted to the interface effectively, thereby improving the strength of the joint.
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Figure 4. Thermocouple at the interface.

Figure 5. Sonotrode.

3. Finite Element Analysis

3.1. CAD Model

A CAD model of the joint made of copper wire and copper sheet with an overlap of 6 mm
was developed using ABAQUS 6.12 software (Dassault Systems, Vélizy-Villacoublay, France) for
performing thermal analysis, as shown in Figure 6.

 
Figure 6. CAD model of the joint.

3.2. Material Properties

The material properties considered for thermal analysis are tabulated in Table 2. The properties of
copper specimens are taken from ASM Hand Book [15].
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Table 2. Material properties of copper.

Properties Value

Young’s Modulus (GPa) 115
Poisson ratio 0.3

Density (kg/m3) 8940
Thermal conductivity (W/m ◦C) 391

Specific heat (J/Kg ◦C) 385
Thermal expansion co-efficient(◦C−1) 1.66 × 10−5

3.3. Element Selection and Meshing of CAD Model

The specimens were modeled and the element type was selected based on the type of analysis
using ABAQUS 6.12 element reference guide [16]. ABAQUS C3D8RT was used for meshing the
model. This kind of element is a thermomechanical coupled brick element and has eight-node trilinear
displacement and one degree of freedom for temperature with reduced integration scheme and
hourglass control. The meshing technique adopted in this study is free meshing which allows the
finite element analysis software to generate high quality mesh. A total of 10,400 elements were used
for meshing the sheet and 5678 elements were used for meshing the wire based on convergence test
and considering the computational intensity and time. The finite element model of the specimen is
shown in Figure 7.

 

Figure 7. Finite element model of joint.

3.4. Assumptions for Thermal Analysis

The following assumptions were made in simulation of temperature distribution

i. Unsteady state is considered for thermal analysis.
ii. Full contact is established with no air gap between the specimens.
iii. Room temperature is 30 ◦C.
iv. The area in which the friction is effective is assumed to be the area of deformation
v. Surfaces exposed to air are set under free convection.

Surface–surface contact was established between wire and sheet. Free convection was applied
with overall heat transfer coefficient of 5 W/m2·◦C [17]. The thermal contact conductance was assumed
as 393 W/m2·◦C [18,19]. The transient analysis was selected with a time step of 0.5 s.

3.5. Measurement of Area of Deformation

In USMW, the upper specimen and the lower specimen are pressed and rubbed against each
other to create a solid-state joint. The part of specimens under the tip of sonotrode deform due
to static clamping pressure and swaying of specimen surfaces against each other due to ultrasonic
vibrations result in formation of joint between the weld specimens. The area of deformation (ADZ)
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play a significant role in calculation of heat flux required for simulation and it is estimated as the
rectangular area bordering the interface as shown in Figure 8. The area of deformation for each joint
is measured for all the trials of experiments using Tool maker’s microscope (Mitutoya South Asia,
NewDelhi, India) [20].

 

Figure 8. Area of deformation.

3.6. Calculation of Heat Flux

The heat generation due to deformation at the interface is the power dissipated over the weld
area. Power at the weld area depends on weld force which is a function of temperature dependent
yield strength and the clamping force, as shown in Equation (1).

Qw =
P

Aw
=

Fw × Vavg

Aw
(1)

where Qw is the heat flux due to deformation in W/m2, P is the power in W, Aw is the weld area in
m2, Fw. is the weld force in N, Vavg is the average sonotrode velocity and equals 4 × ε0 × fw, ε0 is the
amplitude of vibration of the sonotrode, and fw is the welding frequency. The weld force (Fw) is given
by Equation (2).

Fw =

√(
YT

2

)2
−
(

FN/ADZ

2

)2
× ADZ (2)

where YT is the average temperature dependent yield strength in N/m2, FN is the clamping force in N,
and ADZ is the area of deformation in m2. By substituting Equation (2) into Equation (1), the heat flux
due to deformation is obtained as shown in Equation (3).

Qw =

√(
YT
2

)2 −
(

FN/ADZ
2

)2 × ADZ × 4 × ε0 × fw

Aw
(3)

At the end of the welding cycle, the area in which the friction is effective is assumed to be the area
of deformation. Thus, ADZ is the AW. Applying this condition, the heat flux due to deformation can be
calculated, as shown in Equation (4).

Qw =

√(
YT

2

)2
−
(

FN/ADZ

2

)2
× 4 × ε0 × fw (4)

The temperature dependent yield strength of copper is determined by using third order
polynomial equation using the data points available for copper material [15]. The fitted polynomial
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curve along with equation is shown in Figure 9. The temperature dependent yield strength of copper
is calculated using Equation (5).

YT =

[∫ 800
0

(
2 × 10−6T3 − 0.002T2 − 0.164T + 419.2

)
× 106dT

]
ΔT

(5)

where ΔT is the 800 ◦C. Therefore, YT =

[∫ 800
0 (2×10−6T3−0.002T2−0.164T+419.2)×106dT

]
800 = 182.933 × 106 N/m2.

Figure 9. Temperature dependent yield strength of copper.

The heat flux due to deformation while joining a copper wire of diameter (1.2 mm) and a copper
sheet of thickness (0.2 mm) with clamping pressure of 795 N, amplitude of vibration of the sonotrode
of 30 μm, weld time of 2 s and area of deformation of 6.3 × 10−6 m2, thus obtained as discussed in
Section 3.5, is given by

Qw =

√(
182.933 × 106

2

)2

−
(

795/6.3 × 10−6

2

)2

× 4 × 30 × 10−6 × 20000 = 158.92 × 106 W/m2

Heat flux due to friction (QFR) is calculated using Equation (6).

QFR =
μ× FN × 4 × ε0 × fw

ADZ
(6)

where μ is the coefficient of friction. Therefore, QFR = 0.3×795×4×30×10−6×20000
6.3×10−6 = 90.85 × 106 W/m2

Total heat flux is calculated by adding both heat flux due to deformation and heat flux due to
friction. Total heat Flux = QW + QFR = 158.92 × 106 W/m2 + 90.85 × 106 W/m2 = 249.77 × 106 W/m2.

4. Simulation and Experimental Trials

The simulation and experimental trials were carried out based on parameters provided in
Taguchi’s L9 orthogonal array. The heat flux as a function of participating process parameters was
calculated and given as input for each simulation trial. The results from simulation and experiments
are shown in Table 3.
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Table 3. Results of temperature from simulation and experiments.

Trial
No.

Clamping
Force (N)

Amplitude of
Vibration of

Sonotrode (μm)

Weld
Time (s)

Temperature
from

Simulation (◦C)

Temperature from
Experiments (◦C)

Strength of
the Joint in

Tension * (N)Trial 1 Trial 2 Average

1 795 30 2 79.26 79.97 79.73 79.85 187.721
2 995 30 2.5 110.9 110.06 110.25 110.16 210.107
3 1195 30 3 137.2 137.38 137.01 137.20 224.946
4 795 42.5 2 83.27 83.25 83.39 83.32 193.548
5 995 42.5 2.5 117.8 117.55 117.73 117.64 213.342
6 1195 42.5 3 139.9 139.01 139.38 139.20 227.621
7 795 57 2 99.16 99.74 99.37 99.56 202.369
8 995 57 2.5 119.5 119.60 119.00 119.30 217.638
9 1195 57 3 141.2 141.13 141.87 141.50 231.432

* Average of two experimental trials.

5. Results and Discussions

Simulation Trial 1 was carried out with clamping force 795 N, amplitude of vibration of sonotrode
30 μm and weld time 2 s. The process parameters in this trial were set at lower level. The heat
flux calculated for this combination of process parameters is 249.77 × 106 W/m2. The temperature
obtained from simulation is 79.26 ◦C. The average temperature obtained from experiments for the same
combination of process parameter using thermocouple is 79.85 ◦C. The strength of the joint in tension
obtained is 187.721 N. As all the process parameter values are set at the lower levels, the temperature
developed at the interface and the strength of the joint obtained in this trial is minimum when compared
with all the other trials. The results from simulation and experiments are shown in Figure 10.

  
(a) 

 
(b) 

Figure 10. Trial 1, comparison of temperatures (◦C): (a) results from experiments (Trial 1); and (b) result
from simulation (Trial 1): Minimum temperature 30.04 ◦C, Maximum temperature 79.26 ◦C.
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Simulation Trial 5 was carried out with clamping force 995 N, amplitude of vibration of sonotrode
42.5 μm and weld time 2.5 s. The process parameters in this trial were set at medium level. The heat
flux calculated for this combination of process parameters is 355.73 × 106 W/m2. The temperature
obtained from simulation is 117.8 ◦C. The average temperature obtained from experiments for the
same combination of process parameter is 117.64 ◦C. The strength of the joint obtained is 213.342 N.
The results from simulation and experiments are shown in Figure 11.

  
(a) 

 
(b) 

Figure 11. Trial 5, comparison of temperatures (◦C): (a) results from experiments (Trial 5); and (b) result
from simulation (Trial 5): Minimum temperature 30.06 ◦C, Maximum temperature 117.8 ◦C.

Simulation Trial 9 was carried out with clamping force 1195 N, amplitude of vibration of sonotrode
57 μm and weld time 3 s. The process parameters in this trial were set at higher level. The heat
flux calculated for this combination of process parameters is 483.5 × 106 W/m2. The temperature
obtained from simulation is 141.2 ◦C. The average temperature obtained from experiments for the
same combination of process parameter is 141.50 ◦C. The strength of the joint obtained is 231.432 N.
As all the process parameter values were at higher levels, the temperature developed at the interface
and the strength of the joint obtained in this trial is maximum when compared with all the other trials.
The results from simulation and experiments are shown in Figure 12.
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(a) 

 

(b) 

Figure 12. Trial 9, comparison of temperatures (◦C): (a) results from experiments (Trial 9); and (b) result
from simulation (Trial 9): Minimum temperature 30.09 ◦C, Maximum temperature 141.12 ◦C.

In Simulation Trials 1, 4 and 7, the clamping force and the weld time were set constant at 795 N
and 2 s, respectively, whereas the amplitude of vibration of the sonotrode was varied at 30 μm, 42.5 μm
and 57 μm. The temperature generated at the interface in these trials are 79.26 ◦C, 83.27 ◦C and
99.16 ◦C, respectively, as shown in Table 3. Based on the results, it is observed that the temperature at
the interface increases with increase in amplitude. This is in agreement with the observations from the
experiments. Increase in amplitude of vibration of the sonotrode results in increased sliding action
between the specimens leading to plastic deformation and rise in temperature. Similar trend was
observed with varying amplitude of vibration of the sonotrode in Simulation Trials 2, 5 and 8 where
the clamping force and weld time were set constant at medium level (995 N, 2.5 s) and in Simulation
Trials 3, 6 and 9 where the clamping force and weld time were set constant at higher level (1195 N, 3 s).

Simulation Trials 1,5 and 9 correspond to lower level (795 N, 30 μm and 2 s), medium level
(995 N, 42.5 μm, 2.5 s) and higher level (1195 N, 57 μm and 3 s) of process parameters, respectively.
The temperature generated at the interface in these trials are 79.26 ◦C, 117.8 ◦C and 141.2 ◦C,
respectively, as shown in Figures 10–12. The strength of the joints obtained in these trials are 187.721 N,
213.342 N and 231.432 N, respectively, as shown in Table 3. Based on the results, it is observed that
higher level parameters produce maximum strength of the joint in tension of 231.432 N when compared
with lower level and medium level combinations of process parameters.

The results from simulation were compared with results from experiments, as shown in Figure 13.
The temperature obtained from simulation is found to be in good agreement with the temperature
from experiments measured using thermocouple. Therefore, the developed finite element analysis
model is found useful to predict the temperature. It is also observed in Figure 13 that the strength
of the joint under tensile loading correlate well with the temperature. The co-efficient of correlation
between temperature and strength of the joint in tension is determined as 0.99. Hence, it is observed the
temperature at the interface has significant effect on progress of the welding and strength of the joint.
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Figure 13. Comparison of temperature and strength of the joint under tensile loading.

6. Conclusions

Temperature distribution while joining metallic wire and a sheet made of copper was analyzed
using finite element analysis. The results of the analysis reveal the following salient observations.

i. The results from simulation and experiments conducted based on Taguchi’s L9 orthogonal
array reveal that the maximum temperature developed during welding is less than the melting
point of the work material, validating that the USMW is a solid state welding process.

ii. It is observed from the analysis that the influence of heat generated due to deformation and
friction is significant in the process of formation of joint. The results of temperature from
simulation are found to be in good agreement with results of temperature from experiments
measured using thermocouple. Thus, the developed finite element model is validated.

iii. The results of temperature developed at the interface are compared with results of strength of
the joint under tensile loading. It is inferred that the strength of the joint correlate well with
the temperature developed at the interface indicating that the temperature at the interface has
significant effect on strength of the joint. It is observed that the strength of the joint depends on
the variations of heat generated during welding under different process parametric conditions.
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Abstract: Welding is a thermal process which results in high strain and stress values in the
material and leads to its change of phase. This might cause significant distortions in the welded
structure, which often becomes a relevant design and manufacturing issue. This study deals with
a line-heating-based forming process that is applied at the moment of the welding operation,
with the final objective of minimizing distortion. A FEM (finite element method) based on
a thermo-elastoplastic approach is used here. The computational method is first calibrated in three
stages: heatline forming calibration, flame heat source calibration, and the weld process. The final
model presented in this work simulates a hybrid process called htTTT (high-temperature thermal
transient tensioning) which was optimized over large T welds to minimize the final distortion of
the components.

Keywords: welding distortion; FEM; LSND (low stress no distortion); htTTT; model validation

1. Introduction

Welding is a joining process which generates changes in the material state at high temperatures.
Welding technology is widely used in many different industries, such as shipbuilding or the nuclear or
automotive industries. Welding has interesting properties with respect to other joining technologies:
its continuity in the final assembly, speed and versatility in the design and fabrication stages, etc.
However, this technology in its traditional form has disadvantages because the high temperature
involved generates thermal expansion, shrinkage, and microstructural transformations. For that reason,
the welded joints in structures need constant supervision by highly qualified workers.

The prediction and control of distortion is particularly important for the design and manufacturing
of stiffened welded structures [1]. The extensive use of fusion-welding processes in the manufacturing
of this kind of structures generates high temperature in the parts, resulting in high distortion in the
final assemblies. This undesirable effect leads to direct costs due to the reworking that is needed to
assure the compliance of the final product. Thus, numerical simulation becomes an essential tool for the
forecasting and control of distortion in order to avoid high reprocessing costs in the fabrication stage.

The distortion phenomenon has been studied to develop new ways of minimizing its effects.
A reduction of the distortion can be achieved through different strategies based on treatments applied
either previous to, throughout, or after the weld process. These techniques can be mechanical [2],
thermal [3], electromagnetic [4] or use other welding processes [5,6], and can be based on minimizing net
stress in the assembly or inducing additional stresses after the welding process, such as in straightening.

Avoiding the distortion phenomenon by using predictive methods is an actual challenge that
is addressed in this work. The thermal transient tensioning (TTT) process was studied for the case
of a typical shipbuilding stiffener. Parametric analysis for different torch positions and heat power
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densities was performed. The result will point to a new constructive technique which aims to reduce
cost and construction time.

The transient thermal tensioning process was patented by Dull, R.M. [7] (Edison Welding Institute,
Columbus, OH, USA). This process is one of the more promising techniques used to mitigate the
distortion produced by welding processes. In this method, different heat sources are located in different
areas over the plates. These sources are transient, thus implying the presence of moving and localized
heat sources, which produce both temperature gradients and thermal stresses. The substantial idea
of TTT is to control the stresses in the assembly during the welding by combining the auxiliary heat
sources with the welding process heat sources.

2. Method Details

In this work, a modified TTT procedure was developed and applied to a large T-joint.
High-temperature TTT (htTTT) was applied over a typical stiffener used in the shipbuilding industry,
but the conclusions are relevant to other industries where these kinds of assemblies are used.

The T-joint (P1) and the asymmetrical T-joint (P2) are assemblies of two plates, each 3 m long
(Figure 1). The difference between both assemblies lies in the position of the web over the flange.
Long T-joint stiffeners are sometimes welded in several bead depositions using specific sequences [8].
Those sequences can minimize the total distortion, but the process is slower and complex, and therefore
other strategies to avoid the distortions were studied.

 
Figure 1. Schematic of the manufacturing process with the size of the T-joint. (dimensions in mm). (a)
Distance between process torches; (b) P1 geometry; (c) P2 geometry.

The reference assemblies (P1 and P2) are welded by using double-sided symmetric flux cored arc
welding (FCAW) welding. The weld was performed in a single pass from start to end, and therefore
the total time for the weld process was short. The TTT process was applied to P1 and P2 (Figure 1);
the use of the transient heat-forming torches together with the welding process is specific to the TTT
process. The technique implemented in this case involved using two symmetrical propane torches over
the FCAW torches aimed towards the web of the structure, as shown in Figure 1. Two torches were
used to avoid asymmetrical thermal loads, so that, at the end of the process, no transversal deflection
was observed.

The TTT developed for this case was a stressing method; it operates as with heatline forming,
using a high thermal power to introduce strains/stresses into the plates. This operation is different
from the low stress no distortion method [9], where the minimization of the final residual stresses
implies lower distortions.

The case described here shows a high-temperature TTT process, where the residual compressive
stresses work against the weld distortion. The reduction of distortion was controlled by acting on the
flame intensity and the position of the flame torches. The distortion produced by both the weld and
the flame heating will depend on the geometry and the thermal power of the heat sources; therefore,
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to obtain the optimal final non-distortion configuration, it will be necessary to calibrate the position
and the power of both sources.

The clamping strategy for the TTT process studied in this research involves minimum clamping,
implying that the assembly rests on a surface without any geometrical restriction. The flange and
the web of the T assembly must be correctly positioned and joined by short welds; this will prevent
separation or misalignment of the plates.

The distance of the torches to the plates and the power of each single torch should be carefully
controlled to ensure that the power acting on the plates is symmetrical; also, the heat power applied
on the plates must be controlled because a low power of the flame torches will produce low distortion
correction, while a high power could yield higher final distortions. This effect is investigated in detail
in the following sections.

The advantage of TTT comes from being an in-process method; therefore, from the viewpoint of
manufacturing efficiency and cost, this process is more desirable than other alternative processes such
as straightening. The process studied in this research was applied together with the weld at the same
time and same speed as the weld torch; therefore, the total time of manufacturing was the one-pass
welding time.

3. Methodology

The welding/heat forming simulation problem has a complex nature. The process is highly
nonlinear and it couples together thermal, mechanical and metallurgical fields: thermal loads induce
changes in the mechanical fields, while high temperatures and high cooling rates can lead to phase
change and metallurgical transformations which make the material properties dependent on the
temperature and metallurgical phase proportion. The geometry was meshed using 132.642 hexahedron
elements. No rigid clamping was used; instead, the T-joint was simply supported. The constant
convection film coefficient (5 W/m2) was defined for the exterior surfaces of the assembly. The model
was built using the ESI.Syweld software (2014, ESI Group, Paris, France).

However, it is not possible to simulate all of the physics involved in the welding process in
a realistic way, as detailed in the study by Lindgren [10]. At present, the FEM simulations for welding
often use a Lagrangian mesh [1–8,11]. In this work, the heat source was modeled with the Goldak [12]
approximation (Equation (1)) for the weld heat input, and the propane torch source was modeled by 3D
conical approximation. The thermo-metallurgical-elastoplastic model approximation (2) has showed
great accuracy for weld simulation as well as line forming [13], but in the case of big assemblies,
the computation cost increases significantly.

P =
∫

Q(x, y, z, t) = Q f · e
− [x+v(τ−t)]2

a2
f · e−

y2

b2 · e−
z2

c2 + Qr · e
− [x+v(τ−t)]2

a2
r · e−

y2

b2 · e−
z2

c2 (1)

•
ε =

•e
ε +

•p
ε +

•tp
ε +

•th
ε (2)

In the equations above, Q is the power of the source, Q f and Qr are the energy in the front
and rear zones of the source, respectively, a, b and c are the dimensions of the elliptical shape
of the source, r is the radius of the Gaussian source over the plate, v is the speed of the source
and x, y and z are the position coordinates of the source over the plate. The weld beads were
added during the process using the rebirth elements method [14]. The present study is performed
taking the strains in Equation (2) into account: the strains due to the elastic and plastic domain

(
•e
ε ,

•p
ε ), thermal strains (

•tp
ε ) and strains produced by the phase transformations (

•th
ε ). The welding

process can be a cyclic process (multi-pass welding) and therefore the plasticity was calculated using
a linear kinematic hardening approximation for the elastic-plastic constitutive model [15]. The material
(DH-36) was characterized at the AIMEN Technology Centre facilities (Porriño-Pontevedra, Spain).
Its properties—specific heat, thermal conductivity, young modulus, elastic limit and stress–strain
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curves—were temperature-dependent (0–800 ◦C), and values higher than 800 ◦C were extrapolated
from those. These values were completed using other ones from references [16].

The htTTT methodology was simulated using a highly non-linear model with large-displacement
and large-strain behaviors. Also, the materials were modeled with non-linear properties, and therefore
the thermo-metallurgical-mechanical model used to compute the weld process was executed with the
updated Lagrangian formulation and Newton–Raphson method [13].

First, the three initial experimental procedures were carried out (Figure 2) and characterized
and validated by FEM, as described below. Small laboratory tests were used in the first and second
stage. For the final stage, some representative structures in the shipbuilding industry were welded.
Naval grade steel (DH-36) was used in every experiment. Shipbuilding process parameters (current,
voltage and torch speed) were used depending on the thickness, weld process and materials.
The experiments were performed at the AIMEN Technology Centre facilities. The results from the
experimental tests were used to validate the numerical models [17].

Figure 2. Experimental procedures, (a) heatline laser forming process; (b) propane heating process;
(c) flux cored arc welding (FCAW) welding process.

1. The heatline forming process using a heatline laser diode was applied over small plates
(300 × 200 mm) with two thickness values (6 and 8 mm) under different power density
configurations. The assembly chosen was a cantilever-like structure. The laser scanning was
performed in the middle line of the plate;

2. The propane gas static heating process characterization was performed, using a heating propane
torch over a vertical plate. The heating of the heatprint and the cooling the plate were analyzed;

3. Weld process characterization over a large T-joint using a FCAW (flux cored arc welding) process.
The tests were performed with continuum and double-sided welds. Every sample used was three
meters long. The thickness values chosen were 8 mm for the web and 12 mm for the flange.

Every experiment was recorded with a thermal camera to analyze the evolution of the temperature
field; also, the dimensions of every sample were measured before and after the thermal process, as was
the flatness of each component. The plates were carefully positioned and measured to ensure the
correct initial state, because any misalignment or deviation would generate inconsistencies in the
distortion. In this work, the maximum vertical deflection was chosen as a reference to verify the
accuracy of the FEM model chosen. The experimental results were used to validate the FEM model
and to generate the htTTT numerical model [17].

The numerical model was based on the mathematical description from [14–21]. The model of
the htTTT process was developed incorporating the flame torches to the weld process. In this work,
the four-heat-sources approach is shown with two welding torches plus two propane torches. For the
htTTT comparison, the welding process used was the same for every case, but the heatline torches’
powers and positions were varied in the study. Seven different positions–heights (mm) for the flame
torches over the web of the assembly (Figure 3) were studied.
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Figure 3. (a) Vertical parametrization in mm; (b) Temperature objective parametrization.

Five different power density values (Figure 3) were applied in this study, while only the net
power was changed in the definition of the source model. It is not possible to measure the net power
experimentally because the experimental propane setup is carried out by mixing the volume and the
pressure of oxygen and propane, so the torches were identified by their corresponding maximum
temperature produced on the plate (Figure 3). The maximum temperature is the resulting combined
effect of the power source and the velocity of the torch and the thickness of plate.

The power, velocity, and therefore temperature was almost constant throughout the whole process.
The trajectories of the two pairs of torches—welding and TTT—were parallel and their displacements
synchronized, and all four torches therefore advanced with the same direction and at the same speed.

4. Results

A de-coupled thermo-mechanical method was used to predict the TTT behavior and for the
calculations for the different torch positions over the web. Figure 4 shows the maximum vertical
deflection for the parametrization of the TTT torch position and heat power.

Figure 4. Vertical deflection of P1, the reference T-joint. Scale of vertical distortion (mm).

The Figure 5 shows the numerical simulation results of the htTTT compared against the
experimental results of the welded P1. The black dashed line represents the distortion previously
calculated and validated against the experimental results (corresponding to the P1 welding process
alone). The colored squares (datapoints) show the distortion obtained by the numerical simulation
model results for each htTTT parameterization. In the graph, the y-axis indicates the representative
distortion value while the x-axis shows the position of the TTT torches over the length of the web.
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Figure 5. Vertical deflection comparison against torch temperature and torch position parametrization.

For instance, the red dots indicate that both the HL-55 and HL-100 cases show a higher final
distortion value when the TTT torch is too close to the joint. When the TTT torch is 140 mm up the weld
joint, an improvement in the final distortion is noticed. For HL-230, the distortion after the process is
almost zero, while above 230 mm over the joint base, the final distortion obtained is negative, meaning
that it is produced in the direction opposite to the natural one caused by the welding process.

Similar trends were observed for the blue, orange, red and pink curves. Higher distortion values
were obtained with the TTT torches positioned closer to the weld torches, while those values decreased
as the position of TTT torches was further away from the weld line. The behavior of the distortion
is amplified for higher temperature values, so the slopes of the curves are higher. For the lower TTT
temperature studied here—green dots—the performance is small, with the points laying very close
to the black line. Surprisingly, the optimal distortion behavior for the green points happened for the
HL-100 case due to the thermal coupling because of the reduction in the thermal gradients around the
weld zone.

It is possible to extract from the dots’ tendencies, shown in Figure 5, the behavior of the structure
for each case, and to calculate the optimal torch position to obtain null distortion: 198 mm for TTT-950
◦C, 231 mm for TTT-690 ◦C and 283 mm for TTT-500 ◦C. The cases with source power TTT-330 ◦C and
TTT-250 ◦C do not reach the zero distortion value for the P1 geometry.

It can be seen that the TTT action may reduce or increase the final distortion. Therefore, there
should be an inflexion point between both behaviors, and that point is called the ‘neutral zone’.
As shown in these figures, the position of that neutral zone depends on the heat power and the
geometry of the plates, and the dependency is strongly non-linear.

The residual stresses were extracted from the FEM postprocessing. The stresses were measured
on the surface of the plates located in the middle of the assembly (Figure 6). The black line shows
a reference solution representing the action of the welding process alone. The stresses over the bead
are similar in every case, with the major differences appearing in the place upon which the propane
torch acts. Increasing the source heat power results in higher stress values and a wider affected zone.
Moreover, it produces higher compressive stresses along the plate. This is a clear difference that can be
seen between the conventional welding and the TTT process. The welding and TTT processes together
induce high tensile stress in the position where the propane torches are working. Thus, two main
zones with peak stress values can be seen to appear for the welding-plus-TTT process.
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Figure 6. (a) Measurement points for the residual stresses; (b) Residual stresses over the measurement
line for thermal transient tensioning (TTT)-HL283.

The green line shows a small stress peak at the propane torch position due to the low-power
source applied in that case. It can be seen that, except for the torch position, the longitudinal stress
curve is parallel to the welding stress curve, the final distortion being the same in both cases.
With the high-power source, lower peak stress values are reached for the bead position, but that
difference is almost negligible, and so the distortion reduction is performed by the introduction of the
compressive stresses.

The reduction in the final distortion was caused by the compressive stresses from the auxiliary
thermal sources. Comparing the results along the weld line (Figure 7b), the longitudinal stress shows
the same values and trends. Therefore, the TTT applied does not affect directly the action of the
weld pass.

Figure 7. (a) Stresses distribution during the high-temperature TTT (htTTT) process (MPa); (b) stress
distribution during the process.

The residual stress values for different TTT processes (Figure 8a) show the slope of the residual
stresses between the maximum peaks (a direct effect of the heat sources). The slope of these curves
defines the direction of the final distortion. That final distortion is dependent on the intensity of the
heat sources and the position of these sources with respect to the vertical center of mass. Figure 8b
shows a simplified schematic of the theoretical residual stresses for the ideal htTTT process, helping
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to understand Figure 8a. Three possible slopes in the graphs are possible, and a horizontal curve is
aimed for during the htTTT process.

Figure 8. (a) Longitudinal residual stresses for different locations of the additional heat source (Figure 3a);
(b) schematic superposition of residual stresses from FCAW welding and an additional heat source.

The compressive stresses produced by htTTT determine the final distortion. Therefore, when the
compressive stresses work below the center of mass, the structure becomes concave, while if the
compressive stresses work over the center of mass, the final shape of the structure will be convex
(Figure 9). The htTTT process makes it possible to find an optimal configuration of the propane
torches that allows reaching the equilibrium of the compressive stresses, finally leading to zero
out-of-plane distortion.

Figure 9. (a) Residual stresses for several htTTT tests; (b) stress comparison along the measurement
line (Figure 3a).

The study of the residual stresses helps us to understand the evolution of the distortion caused by
the action of the htTTT. The stresses induced by the thermal loads and the edge effects contribute to
producing the distortion of the assembly.

Finally, the htTTT process was applied over non-symmetrical T-joints (P2) (Figure 10) and the
same behavior was observed. For a non-symmetrical geometry, transversal distortion appears during
a double-sided welding process. The vertical distortion of the T-joint reaches 3.52 mm while the

118



Materials 2018, 11, 1649

transversal distortion reaches 8.74 mm (Figure 10b). Using htTTT at 690 ◦C on the web and wing,
the values of the distortion change (Figure 10b).

Figure 10. (a) P2 distortion results on the reference non-symmetrical weld (mm); (b) results of the
distortion with htTTT.

When the auxiliary torches are located near the weld torches, the distortion increases as in the
P1 case, while with an adequate positioning of the auxiliary htTTT torches, it is possible to reduce
the distortion values. Therefore, the htTTT can be used to reduce the distortion during the welding
process in both cases.

5. Discussion

htTTT has proven itself to be an efficient strategy to reduce distortions from welding processes.
It causes the reduction in the distortion by adding new residual stresses, and therefore is a truly
different process from the LSND (low stress no distortion) methodology, because the LSND aims to
minimize residual stresses and the htTTT adds stresses into the assembly to minimize the distortion.
htTTT was performed over two different T-joint geometries, and the results and conclusions obtained
were similar. The temperature and position of the propane torches were studied, as both parameters
are necessary to optimize the htTTT process for a given geometry of the component.

The htTTT does not affect the residual stresses on the bead zone if the auxiliary torches are
far enough, and therefore the temperature over the bead remains almost constant, although future
studies will be focused on their thermal behavior. If the temperatures are more uniform over the
plates, the distortion at the final of the process is minimized. Moreover, other techniques such as
preheating or slow cooling generate a temperature coupling that results in a more uniform distribution
of temperature in the welded plates. The idea behind the htTTT is to minimize the weld distortion
with compensative distortion applied in a different location.
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6. Conclusions

In this work, htTTT was developed, studied and parametrized. The position and the heat power
of the torches over a big symmetric T-joint were studied. Extreme reductions of the out-of-plane
distortion in T-joints were obtained by applying htTTT. Therefore, high-temperature transient thermal
tensioning can be used to fully eliminate the vertical distortion in T-joints.

The application of high-temperature transient thermal tensioning should be done far away from
the bead and always over the neutral line. The higher power density source used for the TTT torches
produces a distortion, and this phenomenon can be used to reduce the total distortion of the assembly.
It has been found that the optimal htTTT configuration for minimizing the distortion of P1 T-joints
involves applying the auxiliary propane torches at a distance of 330 mm from the flange with a 418 ◦C
surface temperature.

It has been shown that htTTT does not have any relevant impact on the residual stresses around the
molten weld zone when the htTTT is performed far away from the focus of the weld. The improvement
of the distortion behavior in the assembly is a result of the generation of new compressive stresses
by the auxiliary torches. These new stresses produce compensation forces during the weld process,
leading to a lower distortion at the end of the cooling. The process can be used with an asymmetrical
setup of the stiffeners.

The use of higher temperatures (950 ◦C) results in higher distortion reductions, but they also
cause metallurgical transformations, and therefore are not useful in the case of the material used in
this study.

Author Contributions: Conceptualization, J.S.; Methodology, J.S. and E.A.; Validation, J.S.; Formal Analysis, J.S.,
E.A., P.A., J.C.; Investigation, J.S.; Writing-Original Draft Preparation, J.S.; Writing-Review & Editing, J.S., E.A.,
P.A. and J.C.; Supervision, J.S. and E.A.; Project Administration, J.S.

Funding: This research received no external funding.

Acknowledgments: This work had been developed by AIMEN Technology Centre in collaboration with
a significative number of companies from industries such as shipbuilding and boiler-making, in the search
for the optimal design of new structures. The study was developed within the R&D project: ‘Shipbuilding
manufacturing with zero distortion (D0)’ funded by CDTI and co-funded by FEDER.

Conflicts of Interest: The authors declare no conflicts of interest

References

1. Deng, D.; Zhou, Y.; Bi, T.; Liu, X. Experimental and numerical investigations of welding distortion induced
by CO2 gas arc welding in thin-plate bead-on joints. Mater. Des. (1980–2015) 2013, 52, 720–729. [CrossRef]

2. Cozzolino, L.D.; Coules, H.E.; Cologrove, P.A. Modelling distortion reduction on pre- and post-weld rolled
gas metal arc welded plates. In Proceedings of the International Workshop on Thermal Forming and Welding
Distortion, Bremen, Germany, 6–7 April 2011.

3. Pazooki, A.M.A.; Hermans, M.J.M.; Richardson, I.M. Reduction of welding distortion in DP600 steel by
manipulation of temperature distribution during welding. In Proceedings of the International Workshop on
Thermal Forming and Welding Distortion, Bremen, Germany, 6–7 April 2011.

4. Jahn, A.; Kratzsch, M.; Brener, B. Induction assisted laser beam welding of HSLA steel sheets. In Proceedings
of the International Scientific Colloquium Modelling for Electromagnetics Processing, Hannover, Germany,
27–29 October 2008.

5. Bakir, N.; Artinov, A.; Gumenyuk, A.; Bachmann, M.; Rethmeier, M. Numerical Simulation on the Origin of
Solidification Cracking in Laser Welded Thick-Walled Structures. Metals 2018, 8, 406. [CrossRef]

6. D’Urso, G.; Giardini, C. Thermo-Mechanical Characterization of Friction Stir Spot Welded AA7050 Sheets by
Means of Experimental and FEM Analyses. Materials 2016, 9, 689. [CrossRef] [PubMed]

7. Dull, R.M.; Dydo, J.R.; Russell, J.J.; Shaghvi, J. Method of Reducing Distortion by Transient Thermal
Tensioning. US Patent 6,861,617, 1 March 2005.

8. Souto Grela, J.; Blanco Viana, E.B.; Martinez, D.; Piñeiro, E. Numerical simulation in welding process:
Optimizing structures with sequence and inertial study. Matér. Tech. 2012, 100, 317–326. [CrossRef]

120



Materials 2018, 11, 1649

9. Chen, S. Low Stress Non-Distortion Welding. Ph.D. Thesis, University of Wollongong, Wollongong, NSW,
Australia, 2013.

10. Lindgren, L.E. Finite element modelling and simulation of welding, part 1: Increased complexity. J. Therm. Stress.
2001, 24, 141–192. [CrossRef]

11. Anca, A.; Cardona, A.; Risso, J.; Fachinotti, V. Finite element modeling of welding processes. Appl. Math. Model.
2011, 35, 688–707. [CrossRef]

12. Goldak, J.; Chakravarti, A.; Bibby, M. A new finite element model for welding heat sources. Metall. Trans. B
1984, 15, 299–305. [CrossRef]

13. Smith, M.C.; Smith, A.C. NeT bead-on-plate round robin: Comparison of residual stress predictions and
measurements. Int. J. Press. Vessels Pip. 2009, 86, 79–95. [CrossRef]

14. Hong, J.K.; Tsai, C.L.; Dong, P. Assessment of Numerical Procedures for Residual Stress Analysis of Multipass
Welds. Weld. J. 1998, 77, 372s–382s.

15. Hinton, E. NAFEMS: Introduction to Nonlinear Finite Element Analysis; NAFEMS Birniehill East Killbridge
Glasgow: Glasgow, UK, 1992.

16. Cozzolino, L.D.; Coules, H.E.; Cologrove, P.A.; Wen, S. Investigation of post-weld rolling methods to reduce
residual stresses and distortion. J. Mater. Proc. Technol. 2017, 247, 243–256. [CrossRef]

17. Souto, J.; Ares, E.; Alegre, P. Procedure in Reduction of Distortion in Welding Process by High Temperature
Thermal Transient Tensioning. Procedia Eng. 2015, 132, 732–739. [CrossRef]

18. Leblond, J.B.; Devaux, J. A new kinetic model for anisothermal metallurgical transformations in steels
including effect of austenite grain size. Acta Metall. 1984, 32, 137–146. [CrossRef]

19. Lindgren, L.E. Finite element modelling and simulation of welding. Part 2. Improved material modelling.
J. Therm. Stress. 2001, 24, 195–231. [CrossRef]

20. Lindgren, L.E. Finite element modeling and simulation of welding. Part 3. Efficiency and integration.
J. Therm. Stress. 2001, 24, 305–334. [CrossRef]

21. Ueda, Y.; Yamakawa, T. Analysis of thermal elastic-plastic stress and strain during welding by finite element
method. JWRI 1971, 2, 90–100.

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

121





materials

Article

Unexpected Event Prediction in Wire Electrical
Discharge Machining Using Deep
Learning Techniques

Jose A. Sanchez 1,*, Aintzane Conde 2, Ander Arriandiaga 3, Jun Wang 4 and Soraya Plaza 5

1 Aeronautics Advanced Manufacturing Center, CFAA (UPV/EHU), Bizkaia Technology Park, Building 202,
48170 Zamudio, Spain

2 Machine-Tool Institute (IMH), Azkue Auzoa 1 48, 20870 Elgoibar, Spain; aintzane@imh.eus
3 iCub Facility, Istituto Italiano di Tecnologia Via Morego, 30, 16163 Genova, Italy;

ander.arriandiaga@gmail.com
4 Faculty of Mechanical Engineering, Tianjin University of Science & Technology (TUST), Dongjiang Rd,

Hexi Qu, Tianjin 300222, China; jwang003@ikasle.ehu.eus
5 Faculty of Engineering of Bilbao, UPV/EHU, Plaza Torres Quevedo 1, 48013 Bilbao, Spain;

soraya.plaza@ehu.eus
* Correspondence: joseantonio.sanchez@ehu.eus; Tel.: +34-94-6014068

Received: 13 June 2018; Accepted: 26 June 2018; Published: 28 June 2018

Abstract: Theoretical models of manufacturing processes provide a valuable insight into physical
phenomena but their application to practical industrial situations is sometimes difficult. In the
context of Industry 4.0, artificial intelligence techniques can provide efficient solutions to actual
manufacturing problems when big data are available. Within the field of artificial intelligence,
the use of deep learning is growing exponentially in solving many problems related to information
and communication technologies (ICTs) but it still remains scarce or even rare in the field of
manufacturing. In this work, deep learning is used to efficiently predict unexpected events in
wire electrical discharge machining (WEDM), an advanced machining process largely used for
aerospace components. The occurrence of an unexpected event, namely the change of thickness
of the machined part, can be effectively predicted by recognizing hidden patterns from process
signals. Based on WEDM experiments, different deep learning architectures were tested. By using a
combination of a convolutional layer with gated recurrent units, thickness variation in the machined
component could be predicted in 97.4% of cases, at least 2 mm in advance, which is extremely fast,
acting before the process has degraded. New possibilities of deep learning for high-performance
machine tools must be examined in the near future.

Keywords: WEDM; deep learning; deep neural networks; Industry 4.0

1. Introduction

Machine tools and in general, manufacturing industries, have traditionally been characterized by
relying on empirical approaches when it comes to process optimization. Due to the large number of
phenomena and variables involved in each operation, the practical application of theoretical models is
difficult. In fact, although theoretical models are very interesting for understanding the underlying
physical phenomena, they usually exhibit important limitations for industrial practice.

This fact is particularly evident in the case of manufacturing components for high-added value
sectors, such as aircraft manufacturing. The aerospace industry has experienced an exponential
increase in recent years. It is expected that by 2032 there will be double the total number of aircraft
worldwide [1]. This trend has generated great investment by manufacturing companies in order to
adapt their products to the increasing tolerance and accuracy requirements that are demanded by
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this sector. Unconventional machining processes have gained acceptance and within them, much
attention has been directed towards wire electrical discharge machining (WEDM). This technology
allows for the processing of difficult-to-cut, extremely hard materials with very tight tolerances and
with impressive surface finish [2,3]. Nonetheless, trial and error approaches are still required for
process optimization due to the above-mentioned limited accuracy of theoretical models [4]. In this
context, artificial intelligence (AI) and more specifically, deep learning (DL) techniques appear to be an
interesting approach, provided that massive amounts of data can be collected from the process.

Deep learning using Deep Neural Networks (DNNs) has achieved impressive state-of-the-art
results in very difficult learning tasks such as image recognition [5], handwriting recognition [6],
natural language processing [7], image description [8], and mitosis detection [9]. In contrast to shallow
neural networks (SNNs), in a DNN, a series of hidden layers extract abstract features from a sequence
or images [10]. Because of this, an overwhelming number of new applications are being developed in
the field of information and communication technologies (ICTs), including automatic translation and
voice recognition, thus increasing the interest from both academia and industry. A brief summary of
the main network architectures for deep learning is presented in the following paragraphs.

For processing sequential data, recurrent neural networks (RNNs) are a common approach
in many fields [10]. The earliest attempts to train RNNs were made by Rumelhart et al. using
back-propagation through time [11]. Later, Elman introduced the Elman network with feedback
from the output of the hidden layer to the input of said layer [12]. However, these training methods
and architectures do not deal properly with long-term time dependencies due to vanishing and
exploding gradients [13]. Thus, in order to solve the vanishing gradients problem, in 1997 Hochreiter
& Schmidhuber introduced the long short-term memory networks (LSTMs) [14]. Unlike the classic
RNN, an LSTM uses gates to decide whether or not to keep the existing memory [15]. Thus, an LSTM
unit is able to keep an important feature over a long distance and therefore, deal with long-term time
dependencies. Although variations of the LSTM architecture have been proposed, probably the most
commonly used is the gated recurrent unit (GRU) that replaces the input, forget, and output gates by
an update gate and a reset gate, reducing the number of gates from 3 to 2 [16].

To extract features from sequences of data, convolutional neural networks (CNNs) exhibit
outstanding performance. CNNs are feed-forward neural networks that combine three ideas: local
receptive fields, subsampling, and shared weights [17]. The local receptive fields and subsampling
ideas were already in the neocognitron neural network model proposed by Fukushima [18]. By using
CNNs with local receptive fields, neurons can extract features from images (2D structures), sequences,
or time series (1D structures). From a convolutional layer, multiple futures can be extracted using
several future maps. Furthermore, by combining these features in the subsequent layers, CNNs
are capable of detecting higher-order features. Generally, each convolutional layer is followed by a
subsampling layer that reduces the resolution of the feature map to reduce the sensitivity of the output
to distortions [19]. Unlike the neocognitron, a CNN is trained with the back-propagation technique.
Thus, weight sharing reduces the number of free parameters, improving generalization.

When looking at industrial applications outside the cope of ICTs, DNNs have been traditionally
used in fault diagnosis for various sectors. For instance, Yin et al. [20] presented a novel method for
fault diagnosis in high-speed railways, which is currently based on manual operation. In particular,
the authors proposed an automated diagnosis network in order to detect failures in vehicle-on-board
equipment. The results show that a deep belief network outperforms other trained networks and
improves the accuracy of fault diagnosis by up to 95%. A further illustration can be found in the
selection of different techniques for improving fault diagnosis in rolling bearings [21]. Following
a thorough study of different AI techniques, the authors concluded that rule based method could
become an extremely versatile tool in the fault diagnosis of rotating machinery.

Efficient training of deep neural networks is only possible if a massive number of labeled
data is available to apply back-propagation training algorithms and this is not always possible in
manufacturing environments. Though, some interesting approaches can be found in scientific literature.
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Most published research is devoted to optimization of process parameters in advanced machining
techniques (such as laser cutting, electro-chemical machining, ion beam micro-milling, and grinding)
using SNNs [22–25]. Only a very limited number of studies have examined the use of DL in machining.
In a very interesting recent study, Wang developed a DL based approach to material removal rate
prediction in polishing technologies [26]. A pattern recognition, identification, and process control
system has also been developed by Gunter to achieve an intelligent laser-welding machine [27].

To the knowledge of the authors, none of the published research focusing on the WEDM
process has addressed process modeling using deep learning techniques. Selection of optimum
process parameters has been a classic application of SNNs [28], which have also been used [29] to
extract information about degradation of the cutting conditions during WEDM. In a more recent
study, Conde et al. [30] proposed using a variant of SNNs to predict the accuracy of components
machined by WEDM. By combining the predictions of the network with the simulated annealing
optimization technique, wire paths of variable radii can be designed so that radial deviations due to
wire deformations can be minimized. The results revealed that the average deviation between network
predictions and actual components is below 6μm, which falls within the current limits of process
accuracy. The search and recognition of behavioral patterns of voltage and current signals in the WEDM
process has been studied by Caggiano et al. [31,32], who presented a SNN that effectively correlates
voltage and current signals with the defects and marks originated on the machined component during
the WEDM process. In all cases, the success of the network exceeded 81%.

At this point, it must be highlighted that during the WEDM process, extremely large amounts
of data can be collected using high-frequency voltage and current probes. Data from every single
discharge during the process can be collected and patterns that contain useful information about the
actual machining process, no matter process conditions, can be examined. Taking into account the
efficiency shown by DNNs in tasks related to pattern recognition, in this work an original contribution
to advance unexpected event prediction during practical WEDM operations using deep learning
techniques is presented. The occurrence of an unexpected event, namely a change of the thickness of
the machined part, can be predicted in advance by recognizing hidden patterns from process signals.
Raw data are directly obtained from the machining process carried out in industrial conditions by
using voltage and current probes and a high-frequency oscilloscope. Various DNN architectures have
been studied and it was found that the combination of a convolutional layer with gated recurrent units
achieved the best performance. By adopting this approach, thickness variation can be predicted in
97.4% of cases, at least 2 mm in advance, which is fast enough as to act before the WEDM process
is degraded. New possibilities for applying DNNs in the field of advanced manufacturing and
high-performance machine tools must therefore be examined in the future.

2. Materials and Methods

2.1. Instrumentation and Measured Variables

The WEDM erosion mechanism is based on the generation of discrete short discharges between
two electrically conductive electrodes (wire and workpiece) in a fluid dielectric medium. In a recent
paper, Almacinha et al. [33] proposed the feasible possibility that in the sinking electrical discharge
machining (EDM) process, with hydrocarbon oil as a dielectric, multiple discharges occur during
pulses with long on-time. However, in the case of ire WEDM, the short duration of the pulses (1.2 μs in
commercial machines as the one used in the experiments) and the use of deionized water as a typical
dielectric medium, the possibility of occurrence of multiple discharges during one pulse has not yet
been proven. Therefore, in this work, the common hypothesis in WEDM [2] that workpiece material
removal mechanism is attributed to the consecutive occurrence of discharges was used. As each single
discharge generated a crater of a few micrometers on the workpiece, the combined contribution of
millions of these resulted in the removal of part material, thus drawing the shape of the part [34].
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Figure 1 shows voltage evolution during a single discharge, as collected in an actual WEDM
operation. A discharge can be divided into three parts. Before a discharge occurred (Phase 1, Figure 1),
an off-time (voltage zero) was programmed, during which the gap between electrodes was cooled
down and dielectric flow tried to remove the debris resulting from the previous discharge. In Phase 2
(Figure 1) the isolating capacity of the dielectric (deionized water in this case) was locally broken by
the application of a voltage (commonly known as open-circuit voltage, see Table 1) between the wire
and workpiece. The open-circuit voltage was applied by the machine generator. Then, ionization
started (voltage signal was constant and current was zero amperes). This period, known as ionization
time, was not controlled by the machine generator but by the local conditions of the dielectric. In other
words, ionization time was not a machine parameter: for each single discharge, it depended on the
specific electrical conductivity conditions of the dielectric. If flushing was effective and the gap was
clean, ionization time was long. On the contrary, if flushing was difficult and debris was present
in the gap, ionization time was short or even zero. Finally Phase 3 (Figure 1), when the electrical
local conductivity of the dielectric between wire and workpiece was high enough (ionization ended),
voltage dropped and current flowed during the on-time, resulting in part material removal due to the
generated heat. For the experiments carried out, discharge current during on-time was 5A (see Table 1).
This general pattern was reproduced during the process, although it is difficult to model phenomena
such as the presence of debris between the electrodes, since differences were introduced between the
discharges, affecting process performance.

Figure 1. Voltage signal evolution during a single discharge in an industrial wire electrical discharged
machining (WEDM) operation.

Table 1. Electrical parameters as selected by machine table look-up.

WEDM Parameters Settings

Height [mm] 100
Off-time [μs] 9.0
On-time [μs] 1.2

Current intensity [A] 5.0
Open-circuit voltage [V] 60.0

Initial dielectric pressure [bar] 17.0
Wire tension [kg] 1.2
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Each single discharge contained valuable information about process performance. As shown
in the previous section, other authors have recently attempted to correlate process signals with
final part quality. However, advanced pattern recognition may be far more efficient in evaluating
process performance. The fact that large amounts of information can be collected during the process
(with sampling rates as high as 10.0 MS/s, as explained below) opens the possibility of training DNNs
that have already proven their excellence in other fields (see Section 1).

Voltage sequences were acquired during WEDM using a high-frequency oscilloscope Tektronix
DPO5034B (Tektronix UK Ltd., Berkshire, UK) and a voltage probe Tektronix TMDP0200 (Tektronix
UK Ltd., Berkshire, UK) connected to the WEDM machine. Figure 2 shows an example of voltage
signal measurement. The sampling rate was 10.0MS/s, with a resolution of 100 ns. This is required
to record any possible event during ionization of the discharge channel. A significant number of
consecutive discharges must be recorded, because, as shown in Figure 2, there was a certain degree of
variability between them. Therefore, a signal length of 200 μs was chosen. Measuring range for the
voltage probe was set at −120 V to +120 V. The reason for this was that, although open-circuit voltage
was set at 60 V (see Table 1), some random voltage peaks appeared and they would also be recorded.
Also, commercial WEDM machines implement the feature of ensuring zero average voltage to avoid
parasite currents that may affect process performance. This is why wire polarity changed as shown in
Figure 2.

Figure 2. Example of voltage data sequence.

2.2. Experimental Methodology: WEDM Tests

In order to simulate the conditions of a degraded WEDM operation, a typical industrial situation
in which process parameters cannot be controlled in advance was reproduced in our experiments.
During an industrial operation, WEDM process parameters are set by machine-table look-up. Those
parameters apply to a given combination of factors including part material, part thickness, and
machining time. The parameters are available in the machine, and have been obtained through
controlled experiments by the machine manufacturer. The machine user therefore finds in the WEDM
machine the optimum combination of parameters for his/her application.

However, during WEDM cutting, operation conditions may vary. A typical example is an
unexpected variation in part thickness. Parameters can be changed on-line once thickness change has
happened [35] but anticipation of thickness change before it occurs has not been addressed. In fact,
this feature is not present in commercial machines.

Controlled experiments were designed and carried out involving variation of part thickness
during a WEDM operation. Part material for the samples was AISI D2 (ISO 160CrMoV12) 62 HRc tool
steel, quenched and tempered. Stepped sample parts were prepared for the experiments, in which the
WEDM cut faced a sudden thickness variation from 100 mm to 80 mm. Figure 3 shows a scheme of the
process during the cutting of the test part.
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Figure 3. Scheme of the process with the sample geometry.

The experiments were conducted under industrial conditions using commercial WEDM machinery
(ONA AX3 WEDM machine, ONA Electroerosión S.A., Durango, Spain). The wire used was an
uncoated brass wire (CuZn37) of 0.25 mm diameter, with ultimate strength of 900 N/mm2 and 1%
elongation. As explained previously, WEDM electrical parameters (listed in Table 1) were selected by
machine table look-up, and they correspond to roughing conditions.

When the wire approached the point of thickness change, the cut began to degrade because
dielectric pressure was lost. This resulted in the occurrence of different voltage patterns in the
discharges with respect to those occurring when the cut was performed under optimum conditions.
To the best of our knowledge, there is not yet an industrial system that can detect such a pattern change.
In order to conduct a systematic analysis, voltage sequences were collected at different distances from
the point of thickness change. To do so, five different zones were defined: 5 mm away (Zone 1) from
the point of thickness change, 4 mm away (Zone 2), 3 mm away (Zone 3), 2 mm away (Zone 4), and
1 mm away (Zone 5). The closer the wire to Zone 5 (in other words, to the point of thickness change),
the more degraded the cut will be.

Hence, five different zones of 1 mm length were established in order to adequately describe the
cutting process degradation. The recording length was set to 0.8 mm, so that the oscilloscope could
be reset during the remaining time. This allowed for a total of 567 sequences of 2 ms to be recorded,
with a resolution of 100 ns and a sample rate of 10.0 MS/s. Thus, mean values of 140 discharges per
sequence were recorded. Furthermore, this process was repeated 16 times in order to accumulate an
appropriate number of tests.

These collected data were used to generate three different datasets. The first was used to study
different DNN architectures to classify the voltage sequences of each zone. The second dataset was
used to check the performance of the DNN to classify the sequences for Zones 1, 3, and 5. Finally, the
third dataset was used to check the performance of the DNN for the slightly less ambitious task of
classifying the sequences of the first and fifth zones. The Z_all dataset was balanced, so that there are
an equal number of sequences for each class. For the other two cases, all of the available data were
used in order to avoid significantly reducing the training dataset. However, the number of samples for
each class was similar and there was little difference between the zones, as can be seen in Table 2.
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Table 2. Dataset used.

Denotation Zones Sequences

Z_all 1, 2, 3, 4, 5 2835 (5 × 567)
Z_135 1, 3, 5 2088 (688 + 677 + 723)
Z_15 1, 5 1411 (688 + 723)

2.3. Deep Learning Architectures Tested

The efficiency of different DNN architectures was evaluated by dividing the Z_all dataset into
training (70%), validation (15%), and testing (15%) categories. The training, validation, and testing
datasets were balanced, i.e., there was an equal number of sequences from each zone. All models
were trained up to 100 epochs with categorical cross-entropy loss function and Adam optimizer [36].
Once the model was trained, the performance of the model was measured using the testing dataset,
evaluating precision, recall, and F1 score.

The DNN models evaluated were a CNN, an RNN, and a bidirectional RNN and CNN combined
with RNN. For the RNN, the GRU was used since it has recently been shown [34] that GRU slightly
outperformed vanilla LSTM on almost most tasks and because the GRU is faster to train. The model
studied is the following:

• CNN: the first layer was a convolutional layer with 50 filters of 10 × 1 dimension
(10 × 1 × 50). The signals were of one dimension and, therefore, a 1D convolutional layer
was used. The following layer was a stacked convolutional layer composed of 100 layers of
10 × 1 dimensions. After these two layers, a max pooling layer was used to down sample the
input by two. Moreover, a dropout of 0.2 was also used to avoid overfitting. A further two
convolutional layers of 150 filters with a smaller dimension (5 × 1) were then used. In this case a
max-pooling layer was also used to down sample by two and dropout. The fully connected layer
of 150 neurons with ReLu and dropout was used. Finally, a softmax activation function was used
in the last layer. In all convolutional layers, a ReLu is used.

• GRU: in the case of the model with GRUs, the model had three layers of 50, 50, and 25 units with
dropout of 0.2 intercalated between the layers to avoid overfitting. Finally, the last layer was fully
connected with a softmax activation function.

• Bidirectional GRU: the model with bidirectional GRU layers was quite similar to the GRU model
but with fewer units in each layer. Thus, the model was composed of three bidirectional GRU
(BiGru) of 10, 50, and 25, with 0.2 dropout intercalated and softmax activation function in the last
fully connected layer, as in the GRU model.

• Convolutional layer + GRU: the last model had a convolutional first layer to extract features
from the signals, followed by two layers of GRU units. Hence, the first convolutional layer had
100 filters of 10 × 1 dimension followed by a max pooling of 2 for down sampling with a dropout
and ReLu. Two GRU layers of 150 and 50 with dropout were then stacked. Finally, as in the case
of both the GRU and BiGRU models, a fully connected layer with softmax activation function
was used.

3. Results and Discussion

The results of Table 3 clearly show that the architecture combining a convolutional layer and GRU
network outperformed other models for all the metrics analyzed. Therefore, for the other datasets
(z_135 and z_15) this model was used to analyze the performance of the model and the complexity
of the dataset. Due to the reduced dataset for classifying between Zones 1 and 5 and the fact that
selecting the best model was not among the aims of the current study, the dataset was divided into
training (70%) and testing (30%).
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Table 3. Model results for Z_all dataset.

Model Precision Recall F1 Score

CNN 0.5806 0.5765 0.5785
GRU 0.6969 0.5788 0.6324

BiGRU 0.6968 0.6706 0.6835
CGRU 0.7260 0.7106 0.7182
Model Precision Recall F1 Score

The results achieved with fewer zones (Table 4) were much higher than those yielded from all the
zones. Moreover, the F1 Score for Z_135 dataset was 0.9169 and for Z_15 was 1. These results were
outstanding, as they highlight the ability of the CGRU (Convolutional Gated Recurrent Unit) network
to classify voltage sequences with high accuracy. The models with GRU units clearly outperformed
those with CNN. This appeared logical because current research has indicated that GRU units deal
accurately with sequences. In fact, CNN without any gate unit cannot satisfactorily classify WEDM
spark sequences with a F1 score lower than 60%. Therefore, for classifying WEDM spark sequences,
it is highly recommended to use DNNs with GRU units.

Table 4. CGRU model results for Z_135 and Z_15 datasets.

Precision Recall F1 Score

Z_135 0.9361 0.9361 0.9361
Z_15 1 1 1

Focusing on models with GRU units, it is interesting to see that, in terms of precision, the model
with bidirectional GRU achieved almost the same result as the GRU model but outperformed the GRU
in terms of recall and F1 Score. This is interesting because the BiGRU model has less GRU units in
the input layer (10 in the BiGRU and 50 in the GRU). However, the results were not sufficiently clear
to draw the conclusion that for sequence classification, a BiGRU model would outperform the GRU
model in all cases.

Similarly, analyzing the results from Table 4, it appears that adding a convolutional layer in the
input of a GRU model helped to classify WEDM spark sequences. Thus, the first convolutional layer
helped to extract features from spark sequences and then GRU units modeled these new sequences
generated by the convolutional layer. Therefore, the results show that a CGRU model works accurately
when classifying WEDM sequences with high precision (0.7260). Moreover, Table 4 shows that this
model classified almost perfectly when dealing with less complicated datasets. Indeed, the model was
capable of achieving 100% precision for classifying sequences of Zones 1 and 5.

In contrast, from the process point of view, these results can be analyzed as follows. As the wire
got closer to the thickness variation point, the behavior of the signal varied. This can be observed
in the confusion matrixes of Figure 4. As explained in Section 2.2, Zone 1 (Z1) was the one that
described a stable process, while Zone 5 (Z5) was the one closest to the point at which the thickness
change occurred.

Figure 4 displays the confusion matrix considering the available data for the five zones (Z_all
dataset). It can be observed that there was no interference between Zones 1 and 2 and Zones 4 and
5 or vice versa, or between Zones 3 and 5. From this result it can be stated that, when the cutting
process came to be unstable, this was always successfully detected in advance by the neural network.
For the experiment carried out, since the average feed for part thickness 100 mm was 1.4 mm/min,
this means that there were at least 1.4 min to act before thickness variation occurred. Clearly, this
time decreased when part thickness was smaller because of the higher feed, but in any case it would
be tens of seconds (about 30 s when part thickness is 50 mm), which is more than enough time to
make corrective actions. Moreover, the misclassification between zones was less than 3% among all
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consecutive zones throughout the degradation process, excluding Zones 1 and 2 (in any case, less than
10%), which was the starting point of the cutting degradation process.

Figure 4. Confusion matrix for Z_all datasets with the CGRU model.

Figure 5 shows the confusion matrix results when only Zones 1, 3, and 5 were used, that is, an
stable cutting zone, an intermediate degraded zone and finally, the one in which the thickness variation
occurred. Again, the first and most obvious consideration was that there is no confusion between
Zones 1 and 5, which means that a stable cut was clearly distinguished from the nearest region to
the thickness variation point. The mix between Zones 1 and 3 occurred in less than 4% of the cases;
however, it is more likely that a degraded cut is confused for a stable cut than vice versa. Finally, it is
worth noting that there were 1% of cases in which Zone 5 was classified as Zone 3. In conclusion, even
if in 4% of the cases a thickness variation of 4 mm could not be predicted in advance, this change can
always be predicted 2 mm earlier than it occurs.

Figure 5. Confusion Matrix for Z_135 dataset with CGRU model.

To conclude, to the extent that the regions have been arbitrarily chosen, a variation in the
behavioral pattern between a stable cut and a degraded cut was clearly shown in both cases (Z_all
dataset and Z_135 dataset). Thus, the DNN enabled rapid action to be taken during the WEDM process.
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Finally, Goodfellow et al. [10] stated that in supervised deep learning, to achieve acceptable
results, more than 5000 labelled examples per category are needed and with at least 10 million
labelled examples it is possible to match or exceed human performance. However, in this study, only
567 labelled examples for each category were available, considerably less than the recommended
5000. Although from a process point of view the results are excellent, one might consider that there
is much room for improvement, because with more labelled examples, deeper ANNs can be used
to reach higher precision results. However, as stated in the introduction, due to the difficulties in
collecting large amounts of data in machine-tool workshops, in many cases it is not feasible to use
DNNs. Therefore, if improvements in deep learning are to be exploited to their full potential for use in
pattern recognition, then the companies and researchers involved in manufacturing and data collection
must play a role in ensuring that new strategies are put in place.

4. Conclusions

The aim of this study was to evaluate the possibility of predicting an unexpected event during an
industrial WEDM machining process by using DNNs to recognize hidden patterns from process raw
voltage signals. A precision, recall, and F1 score comparison for different DNN models and datasets
was provided. The results clearly showed that a model with a first convolutional layer with two GRU
layers outperformed the other models. Moreover, this model achieved outstanding performance for
the other datasets, with a precision of around 100%. From the process point of view, confusion matrixes
showed that thickness variation can be predicted, at least 2 mm in advance, which allows sufficient
time to act on machining parameters. New possibilities for applying DNNs in the field of advanced
manufacturing and high-performance machine tools must be examined in the future. In particular,
given the difficulty in collecting large quantities of labeled examples from machining processes, new
strategies will need to be developed to resolve this problem. When large amounts of labeled data
become available, the possibility of extensively applying DNNs in manufacturing will become a reality.
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Abstract: The present work proposes a novel manufacturing technique based on the combination
of Laser Metal Deposition, Laser Beam Machining, and laser polishing processes for the complete
manufacturing of complex parts. Therefore, the complete process is based on the application of a
laser heat source both for the building of the preform shape of the part by additive manufacturing
and for the finishing operations. Their combination enables the manufacture of near-net-shape parts
and afterwards removes the excess material via laser machining, which has proved to be capable of
eliminating the waviness resulting from the additive process. Besides, surface quality is improved via
laser polishing so that the roughness of the final part is reduced. Therefore, conventional machining
operations are eliminated, which results in a much cleaner process. To validate the capability of this
new approach, the dimensional accuracy and surface quality as well as the microstructure of the
resulting parts are evaluated. The process has been validated on an Inconel 718 test part, where a
previously additively built-up part has been finished by means of laser machining and laser polishing.

Keywords: laser; additive manufacturing; laser beam machining; laser polishing; waviness;
roughness; Inconel 718

1. Introduction

Laser Material Processing is an alternative to many traditional manufacturing processes, such as
arc welding, electrochemical machining, hand polishing, electron beam welding, etc. Laser Material
Processing’s main characteristic is the use of a high-power laser as a heat source, which results in a very
high concentration of the energy density that reduces the Heat Affected Zone (HAZ) and thermally
induced distortions [1].

One of the laser-based processes that is experiencing a continuous growth is the Laser
Metal Deposition (LMD). This additive manufacturing (AM) technique consists on generating a
melt pool on the surface of the substrate, while wire or powder shaped filler material is added
simultaneously [2]. Besides, LMD enables to obtain near-net-shape parts, which reduces the amount of
wasted material [3,4]. Regarding environmental impact considerations, if material reductions as high
as 50% with respect to the initial part are required during the manufacturing process, AM becomes
environmentally friendlier compared with machining and forging [5]. In the same way, the aeronautical
industry uses the buy-to-fly ratio as an efficiency factor, since it relates the weight of the part that really
flights with the weight of the initial part stock. Laser Material Deposition can reduce the buy-to-fly
ratio below 1.5:1, comparable to laser welding processes [6]. However, LMD manufactured parts
do not meet the final surface roughness and dimensional requirements, and a finishing operation is
always required [7]. Usually, conventional machining is applied for the finishing of the parts.
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Another laser-based process that has found a niche in the market is the Laser Beam Machining
(LBM), where the laser beam is directly applied for melting and vaporizing unwanted material from the
substrate surface [8]. As the LBM is a laser-based process, no cutting tools are required, and materials
can be machined regardless their hardness [9]. In addition, LBM process applies a laser beam (usually
smaller than 75 μm beam diameter) directly for removing surface material. Hence, this process is
especially suitable for the machining of small details on hard materials [10]. Moreover, high aspect-ratio
grooves and holes can also be achieved [11] and almost no HAZ is generated when nano or femto
pulse-duration lasers are used [12]. Nevertheless, as Dubey et al. stated, LBM process is not fully
developed, and it is still waiting to its industrial use [8].

LBM does not always provide the desired surface quality and a finishing operation is therefore
required. To this end, highly skilled operators using abrasive tools have traditionally performed
finishing operations manually. For instance, Peng et al., proposed the Abrasive Flow Machining for
removing the falling effect and the powder adhesion generated during AM [13].

An alternative to reduce the surface roughness of previously manufactured parts, which has
caught the interest of many researchers, is the laser polishing (LP) [14–16]. In LP, peaks of the surface
roughness are melted, and the material is redistributed in the valleys due to the surface tension and the
gravity [17]. Therefore, when laser-polishing material is not removed, nor the final shape of the part is
modified, but material is relocated while melted. To improve the understanding of the effect of LP on
additively manufactured parts, Marimuthu et al., studied the influence of the melt pool dynamics on
the resulting surface topology and roughness [18].

Other authors have studied experimentally the improvement of the surface quality when AM
and LP are combined. For example, Zhihao et al., studied the surface roughness reduction of
additively built-up parts using LP [19]. They concluded that LP improves the surface roughness
of Inconel 718 Selective Laser Melting manufactured parts. On the other hand, Ma et al., also
studied the improvement of the surface roughness of additively manufactured Ti alloys [17].
Nevertheless, the reference surface on which authors applied LP was a W-EDM cut surface and
not the wavy surface characteristic of AM.

Up to now, the roughness and excess material resulting from the AM process is eliminated
mechanically via milling or other abrasive processes, such as grinding. In this direction, the current
trend of modern industry is to combine additive and subtractive technologies within the same
machine [20]. However, laser-based processes are not always easily combined with other
manufacturing techniques. For instance, the combination of LMD with milling or turning may
result problematic, especially when cutting fluids are used. The problems arisen can be classified in
two groups. On the one hand, the handling and filtering of the moisture generated when the powder
particles and the cutting fluid are mixed results problematic. On the other hand, pore phenomena do
appear if the surface is not properly cleaned before the LMD process [21].

Consequently, if LMD, LBM and LP processes are combined, the machining operation could
be eliminated from the production chain, which leads to a much cleaner and environmentally
friendlier manufacture. Moreover, the use of coolants, tooling, etc. is eliminated, which simplifies the
management of the generated residues during the manufacturing process.

To demonstrate the validity of this statement, a novel manufacturing procedure, fully based on
laser, which combines LMD, LBM and LP technologies is developed, where Laser Beam Machining is
employed for removing the overstock and waviness generated by Laser Material Deposition. Finally,
LP is used for reducing the roughness resulting from the LBM process. Topographies of the attained
surfaces are obtained for each operation and roughness values as well as the microstructure are
analyzed to evaluate the surface quality.

2. Materials and Methods

The proposed process involves very different laser operations. On the one hand, LMD is usually
carried out with Continuous Wave lasers, while LBM and LP are usually performed with pulsed
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lasers. On the other hand, laser beam diameters for LMD are usually between 100 μm and 1 mm,
while LBM and LP processes used to be carried out with much smaller laser beams (usually below
75 μm). Therefore, two different machines have been used to perform the proposed procedure. Firstly,
the Kondia Aktinos 500 laser center (Kondia, Elgoibar, Spain) coupled with a 1 kW Rofin FL010
fiber laser (ROFIN-SINAR Laser GmbH, Bergkirchen, Germany) has been employed for the LMD
tests. The LMD head includes a 200 mm focal length lens that concentrates the laser beam in a
0.75 mm diameter spot, values provided by the laser supplier. Powder material is supplied using a
Sulzer Metco Twin 10 C powder feeder (Oerlikon Metco, Pfäffikon, Switzerland) and focused by an
in house designed coaxial nozzle, denominated as EHUCoax-2015 (UPV/EHU, Bilbao, Spain) [22].
Argon has been used as protective and carrier gas. Then, a Trumpf TruMark Station 5000 (Trumpf,
Ditzingen, Germany) is used for the LBM and LP operations [23]. This marking station has a fiber
laser with a Q-switch pulse technology that concentrates a 50 W laser power in 7–500 ns duration
pulses. A 2D galvanometric scanner (Trumpf, Ditzingen, Germany) controls the laser beam position
and focuses it at a 212 mm focal distance and a 45 μm diameter; these values are supplied by Trumpf
(Ditzingen, Germany).

The material used for the tests is Inconel 718 superalloy, which is supplied by Oerlikon Metco
(Pfäffikon, Switzerland) under the name MetcoClad 718. The chemical composition of the powder
material is shown in Table 1 and, as it can be observed, it is similar to that of Inconel 718. Powder is
supplied with a particle size between 44 and 90 microns in diameter and the spherical shape of the
particles is ensured as they are manufactured via Argon-gas atomization.

Table 1. Chemical composition (wt. %) of the MetcoClad 718 [24].

Cr Mo Nb Fe Ti Si Mn C B Ni

19 3 5 18 1 0.2 0.08 0.05 0.005 Bal.

Before manufacturing a final test part, three types of tests are performed:

(1) First, a preliminary test (Test Part 1) for evaluating the capability of LBM for machining LMD
manufactured Inconel 718 parts is performed. For this purpose, a 3 mm thickness layer is
deposited by means of LMD. Afterwards, the surface of the deposited material is grinded to
ensure a flat reference surface. On this surface, different LBM parameters are tested, and, in each
case, the reached depth and the resulting surface quality are evaluated. Based on the obtained
results, the maximum effective depth at which the laser could remove material is defined.

(2) Secondly, following the same procedure and based on the results obtained in Test 1, the capability
of LP for improving the roughness resulting from LBM is evaluated. Based on these results,
the optimum LP parameters are defined. Besides, the recast layer generated by LP is measured.

(3) Finally, the capability of LBM for eliminating the surface waviness resulting from LMD is
evaluated. In this case, no intermediate grinding operation is performed.

Process parameters for LMD of MetcoClad 718 were obtained in a previous work [21] and they
are detailed in Table 2. In Figure 1 a cross section of a single clad is shown, where the dimensions and
dilution can be observed. The sample is etched using Kalling’s 2 reagent to reveal the microstructure
originated during the cooling stage. Generated clads have 2 mm width and a constant 0.8 mm height
is obtained with each layer.
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Table 2. LMD process parameters for the MetcoClad 718 [21].

Process Parameter Value

Continuous wave laser power (W) 570
Scan velocity (mm·min−1) 525

Track offset (mm) 1.036
Overlap between tracks (%) 26

Powder mass flow (g·min−1) 8.78
Powder preheating temperature (◦C) 60

Protective gas flow rate (L·min−1) 14

 
(a) (b) 

Figure 1. (a) Cross section of a single clad; (b) Detail of the microstructure.

For the first test, material is deposited over an AISI 1045 substrate. This substrate has no influence
on the subsequent LBM operations since they are performed only in the LMD zone. Nevertheless,
for the final tests, Inconel 718 substrate is used. Figure 2 shows the substrate with the deposited area
after the grinding operation.

 

Figure 2. Test part 1 after the LMD and grinding processes.

To determine the best conditions for LBM, a parameter scanning is performed over the grinded
flat surface in Test Part 1. Obtained results are shown in Figure 3, whereas the employed parameters in
these tests are shown in Table A1 (see Appendix A).
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Figure 3. Parameter tests for obtaining the best LBM conditions (Test Part 1).

Likewise, with a view to determining the best LP conditions, a parameter scanning has been
performed over the LBM surface resulted from applying the optimum process conditions determined
previously, see Figure 4. Test codes for the LP tests are named with lower case letters to avoid
misunderstandings with the LBM test naming. The parameters of these tests are showed in Table A2
(see Appendix B).

Figure 4. Parameter tests for obtaining the best LP conditions (Test Part 2).

Once Tests 1 and 2 are carried out and the optimum parameters for LBM and LP are defined
for an LMD manufactured Inconel 718 part, Test 3 is performed. Test Part 3, which is also used for
the manufacture of the Final Test Part, is manufactured layer-by-layer via LMD and the result is a
50 mm high wall with a 4 mm thickness and 60◦ inclination, see Figure 5. Please note that in this test,
no grinding operation is executed and surface waviness resulting from the LMD process is eliminated
exclusively via LBM.

 

Figure 5. Part manufactured via LMD for Test Part 3.
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3. Results and Discussion

3.1. Material Removal via LBM

The aim of the LBM operation is to remove as much material as possible from the substrate.
Therefore, to determine the optimum parameters for the LBM operation, the depth reached in each
case is measured based on the average surface profiles obtained by means of a Leica DCM 3D confocal
microscope. The depth reached in each case after a single repetition is detailed in Table 3, whereas the
process conditions employed in each test are detailed in Table A1 (see Appendix A).

Table 3. Depth reached, in microns, after a single repetition for the different LBM process parameters.

Test Code A B C D E

0 52.1 10.6 4.0 5.5 6.6
1 57.4 24.9 8.2 7.2 7.9
2 53.5 16.9 8.3 6.5 10.9
3 54.2 27.1 7.5 7.4 9.2
4 59.3 31.7 8.8 8.1 8.7
5 57.3 24.5 8.2 10.5 12.5

Process parameters corresponding to the test A4 are considered the best in terms of penetration
and low recast layer; therefore, these parameters are employed for the following LBM operations, see
Tables 4 and 5.

Table 4. LBM parameters for the MetcoClad 718.

Process Parameter LBM

Mean pulse power (W) 6720
Velocity (mm·s−1) 800

Pulse frequency (Hz) 372,000
Pulse duration (ns) 20
Defocusing (mm) 0

Table 5. Hatching parameter values for LBM.

Process Parameter LBM

Line spacing (mm) 0.05
Number of hatchings (-) 20

Angle increment (◦) 17

Once the process parameters are determined, LBM is performed on the surface of the Test Part 1,
with the laser beam focused on its surface and without changing the focal position between the
consecutive repetitions. After every 10 repetitions, the mark generated on the surface of the substrate
is analyzed by means of a Leica DCM 3D confocal microscope. In Figure 6, the topographies of two
different marks are shown.

As the number of repetitions is increased, the depth increment is lower, and after 100 repetitions,
it is noticed that the laser is not capable of removing material anymore. Therefore, the LBM process
is concluded to be capable of removing material until a 1.6 mm maximum distance from the focal
plane position (fpp), see Figure 7. It must be highlighted that the laser beam is focused on the original
grinded surface of the substrate and its position remains unchanged as the number of repetitions
is increased.
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(a) (b) 

Figure 6. Topographies of the mark after (a) One repetition; (b) 10 repetitions.
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Figure 7. Depth increase as the number of repetitions is increased.

Besides, the time required for processing a 1 cm2 area until a 0.08 mm depth is of 507.31 s,
which results in a 8.3 × 10−3 g·min−1 material removal rate in the LBM process.

3.2. Roughness Reduction via LP

In Test 2, the roughness resulting from Test 1 is reduced via LP. With the aim of determining the
optimum LP parameters, the resulting Ra roughness is measured in every polished square shown
in Figure 4. Roughness measurements are performed according to the standard ISO 4287 and using
a Leica DCM 3D confocal microscope. The resulting Ra values in microns are detailed in Table 6,
whereas the process conditions employed in each test are shown in Table A2 (see Appendix B).

Table 6. Ra value, in microns, after the different LP tests.

Test Code 0 1 2 3 4

a 1.12 0.98 0.79 0.87 1.54
b 0.95 0.90 0.67 0.77 1.42
c 0.91 0.89 0.68 0.75 1.38
d 1.15 1.03 0.83 0.72 1.61
e 0.98 0.93 0.72 0.72 1.45
f 0.93 0.92 0.75 0.62 1.41
g 1.34 1.18 0.95 1.04 1.89
h 1.14 1.04 0.80 0.89 1.70
i 1.09 1.05 0.82 0.90 1.74
j 1.36 1.24 0.95 0.86 2.03
k 1.18 1.10 0.86 0.85 1.74
l 1.10 1.10 0.90 0.74 1.78

After the results analysis, it is concluded that for the same process parameters (laser power,
frequency, hatching, defocus, etc.) an increase of the laser scan velocity results directly in higher

141



Materials 2018, 11, 1247

surface roughness. Besides, it is also noticed that the surface roughness improves as the laser frequency
is increased, but 200 kHz becomes a limit value, after which Ra value increases.

Regarding the number of hatches used for polishing, the resulting roughness value is improved as
the number of repetitions is increased and a lower Ra value is obtained in all cases with 10 repetitions
rather than with 5. However, when the number of repetitions is further increased, until 20, there is no
considerable roughness reduction, whereas the required time for the process is doubled. Hence, it is
decided that 10 repetitions is the optimum parameter tested.

Process parameters corresponding to the test b2 provided the lowest roughness value, and
therefore, these parameters are employed for the following LP operations, see Tables 7 and 8.
Notice that due to the 4 mm defocusing, the laser spot becomes approximately 120 microns in diameter
at the working plane.

Table 7. LP parameters for the MetcoClad 718.

Process Parameter LP

Mean pulse power (W) 621
Velocity (mm·s−1) 100

Pulse frequency (Hz) 175,000
Pulse duration (ns) 460
Defocusing (mm) 4

Table 8. Hatching parameter values for LP.

Process Parameter LP

Line spacing (mm) 0.02
Number of hatchings (-) 10

Angle increment (◦) 36

The idea of combining LMD and LBM processes arises as a methodology aiming to remove the
surface waviness that LMD generates, and thus, obtain a flat surface. To that end, the laser is defocused
1 mm above the desired final surface. Therefore, the laser eliminates all material until a distance of
1.6 mm from the focal plane position, see Figure 8, and the process does only affect material located
in this concrete region. However, as the resulting surface quality from the LBM process has a high
roughness value, a polishing stage is afterwards performed.

fpp 1.
6 

m
m

Removed 
material

Final 
surface

Deposited 
material

(a) (b) (c)

Laser 
beam1 

m
m

Figure 8. Followed strategy in LBM for obtaining a flat surface from the waved LMD surface. (a) LMD
manufactured part; (b) Material removal via LBM; (c) Resulting flat surface after LBM.

A 3D view of the surfaces attained after the different laser-based processes are shown in
Figures 9–11. In the three figures, the same height axis scale is used to make results visually
comparable. In the case of the LMD surface, roughness is measured perpendicularly to the LMD
direction, because LMD is a directional process and so is the resulting surface pattern. On the contrary,
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in LBM and LP the hatching direction is changed in every repetition to avoid any directional pattern
on the surface, and therefore, roughness is independent from the measured direction.

Figure 9. (a) Topography and (b) surface profile LMD.

Figure 10. (a) Topography and (b) surface profile LMD + LBM.

Figure 11. (a) Topography and (b) surface profile LMD + LBM + LP.

In a second step, to compare numeric roughness values, the roughness of each surface is obtained.
For this purpose, the arithmetic mean deviation of the surface roughness (Ra) of five different profiles is
measured in each surface and the average value is calculated. Measurements are performed according
to the standard ISO 4287. As it is shown in Table 9, the Ra value is higher after the LBM process,
than that after LMD. However, LBM provides a waviness-free surface, but the roughness needs to be
reduced with the subsequent polishing stage.

Table 9. Arithmetic Mean Deviation of the Roughness Profile (Ra) in microns, according to ISO 4287.
0.25 mm Gaussian filter applied.

Measurement LMD LBM LM

1 1.56 20.45 0.53
2 2.38 20.24 0.66
3 1.32 20.21 0.57
4 1.85 24.80 0.71
5 2.01 16.17 0.56

Average Ra 1.82 20.37 0.61
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3.3. Influence of the LP on Material Microstructure

LP is proved to be capable of modifying the surface roughness. However, it also affects the
microstructure of the material and generates a recast layer that may modify the mechanical properties
of the final part. To evaluate the influence of the LP on the microstructure, both LBM and LBM + LP
surfaces have been cross-sectioned, polished, and etched using Kalling’s 2 reagent. Notice that the
polished surface shown in Figure 12b is the same LBM surface shown in Figure 12a that has been
later subjected to LP. The thickness of the recast layer due to the polishing is of 22 μm, which is a
circumstance to be considered depending on the final application of the part.

Figure 12. (a) Cross section of the LBM manufactured surface; (b) Cross section of the LBM + LP
manufactured surface; (c) Detail of the recast layer generated on the surface due to polishing;
(d) Internal microstructure developed as a result of the LMD process.

3.4. Final Test Part

To demonstrate the potential of combining LMD, LBM and LP processes, a final test part is
manufactured, Figure 13. First, starting from an Inconel 718 substrate, an oblique wall is built
using MetcoClad 718 filler material with the same strategy and conditions used in the previous tests.
Afterwards, the wavy surface resulting from the LMD is processed via LBM up to a 0.5 mm depth.
Finally, the desired regions are laser polished.

 

Figure 13. Final shape of the manufactured final test part.
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4. Conclusions

In the present work, a full laser-based manufacturing technique is proposed. According to the
attained results, the following conclusions are drawn:

(1) The LBM process is proved capable of eliminating the waviness generated in the LMD process
and enables to obtain a flat surface.

(2) Surface quality resulting from LBM may not comply with the desired requirements.
However, high surface quality (N5–N6 roughness grade) is obtained after the LP stage.

(3) LP generates a recast layer with a thickness of 22 μm. Depending on the final application
of the part, this circumstance must be considered, because it might be detrimental to the
mechanical properties. Further investigations must be performed to determine the influence of
this recast layer.

(4) In LBM a maximum material removal rate of 8.3 × 10−3 g·min−1 is obtained. Therefore, LBM is
proved to be slow when compared with the machining processes. Consequently, the combination
of LMD + LBM is only advantageous when difficult-to-cut materials are processed, or
high-resolution detail operations are required.

(5) The LBM process is capable of manufacturing small details that may not be possible to attain
with other traditional machining processes, such as milling.
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Appendix A

Process parameters for LBM tests carried out to determine the optimal parameters are detailed in
Table A1. In all tests, the hatching parameters are kept constant according to the values detailed in
Table 4 (line spacing of 0.05 mm and 20 hatching with an angle increment of 17◦). Test codes for the
LBM tests are named with upper case letters.

Table A1. LBM process parameters.

Test Velocity [mm·s−1] Defocusing (mm) Pulse Frequency [Hz] Pulse Duration [ns]

A0 800 0 144,000 55
A1 800 0 201,000 37
A2 800 0 258,000 27
A3 800 0 315,000 23
A4 800 0 372,000 20
A5 800 0 429,000 17
B0 1100 0 144,000 55
B1 1100 0 201,000 37
B2 1100 0 258,000 27
B3 1100 0 315,000 23
B4 1100 0 372,000 20
B5 1100 0 429,000 17
C0 1400 0 144,000 55
C1 1400 0 201,000 37
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Table A1. Cont.

Test Velocity [mm·s−1] Defocusing (mm) Pulse Frequency [Hz] Pulse Duration [ns]

C2 1400 0 258,000 27
C3 1400 0 315,000 23
C4 1400 0 372,000 20
C5 1400 0 429,000 17
D0 1700 0 144,000 55
D1 1700 0 201,000 37
D2 1700 0 258,000 27
D3 1700 0 315,000 23
D4 1700 0 372,000 20
D5 1700 0 429,000 17
E0 2000 0 144,000 55
E1 2000 0 201,000 37
E2 2000 0 258,000 27
E3 2000 0 315,000 23
E4 2000 0 372,000 20
E5 2000 0 429,000 17

Appendix B

Process parameters for LP are shown in the following Table A2. In all tests, the line spacing is
kept constant with a value of 0.02 mm. The angle increment between the hatchings is defined to sweep
a total angle of 360◦ with the defined number of hatches. Test codes for the LP tests are named with
lower case letters.

Table A2. LP process parameters.

Test
Velocity

[mm·s−1]
Defocusing

[mm]
Number of

Hatches
Angle Increment

between Hatchings [◦]
Pulse Frequency

[Hz]

a0 100 4 5 72 125,000
a1 100 4 5 72 150,000
a2 100 4 5 72 175,000
a3 100 4 5 72 200,000
a4 100 4 5 72 225,000
b0 100 4 10 36 125,000
b1 100 4 10 36 150,000
b2 100 4 10 36 175,000
b3 100 4 10 36 200,000
b4 100 4 10 36 225,000
c0 100 4 20 18 125,000
c1 100 4 20 18 150,000
c2 100 4 20 18 175,000
c3 100 4 20 18 200,000
c4 100 4 20 18 225,000
d0 100 5 5 72 125,000
d1 100 5 5 72 150,000
d2 100 5 5 72 175,000
d3 100 5 5 72 200,000
d4 100 5 5 72 225,000
e0 100 5 10 36 125,000
e1 100 5 10 36 150,000
e2 100 5 10 36 175,000
e3 100 5 10 36 200,000
e4 100 5 10 36 225,000
f0 100 5 20 18 125,000
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Table A2. Cont.

Test
Velocity

[mm·s−1]
Defocusing

[mm]
Number of

Hatches
Angle Increment

between Hatchings [◦]
Pulse Frequency

[Hz]

f1 100 5 20 18 150,000
f2 100 5 20 18 175,000
f3 100 5 20 18 200,000
f4 100 5 20 18 225,000
g0 200 4 5 72 125,000
g1 200 4 5 72 150,000
g2 200 4 5 72 175,000
g3 200 4 5 72 200,000
g4 200 4 5 72 225,000
h0 200 4 10 36 125,000
h1 200 4 10 36 150,000
h2 200 4 10 36 175,000
h3 200 4 10 36 200,000
h4 200 4 10 36 225,000
i0 200 4 20 18 125,000
i1 200 4 20 18 150,000
i2 200 4 20 18 175,000
i3 200 4 20 18 200,000
i4 200 4 20 18 225,000
j0 200 5 5 72 125,000
j1 200 5 5 72 150,000
j2 200 5 5 72 175,000
j3 200 5 5 72 200,000
j4 200 5 5 72 225,000
k0 200 5 10 36 125,000
k1 200 5 10 36 150,000
k2 200 5 10 36 175,000
l3 200 5 10 36 200,000
l4 200 5 10 36 225,000
l0 200 5 20 18 125,000
l1 200 5 20 18 150,000
l2 200 5 20 18 175,000
l3 200 5 20 18 200,000
l4 200 5 20 18 225,000
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Abstract: We present a proof of principle experiment on single-shot near edge soft X-ray fine structure
(NEXAFS) spectroscopy with the use of a laboratory laser-plasma light source. The source is based
on a plasma created as a result of the interaction of a nanosecond laser pulse with a double stream
gas puff target. The laser-plasma source was optimized for efficient soft X-ray (SXR) emission from
the krypton/helium target in the wavelength range from 2 nm to 5 nm. This emission was used to
acquire simultaneously emission and absorption spectra of soft X-ray light from the source and from
the investigated sample using a grazing incidence grating spectrometer. NEXAFS measurements
in a transmission mode revealed the spectral features near the carbon K-α absorption edge of thin
polyethylene terephthalate (PET) film and L-ascorbic acid in a single-shot. From these features,
the composition of the PET sample was successfully obtained. The NEXAFS spectrum of the
L-ascorbic acid obtained in a single-shot exposure was also compared to the spectrum obtained a
multi-shot exposure and to numerical simulations showing good agreement. In the paper, the detailed
information about the source, the spectroscopy system, the absorption spectra measurements and the
results of the studies are presented and discussed.

Keywords: NEXAFS; soft X-rays SXR; SXR absorption spectroscopy

1. Introduction

X-ray absorption fine structure (XAFS) spectroscopy allows for the chemical environment of the
sample to be investigated by studying X-ray absorption of the sample in the vicinity and above the
core level binding energy of the considered atom. A modulation in the X-ray absorption spectrum
of an atom carries information about its physical and chemical states. A near-edge X-ray absorption
fine structure (NEXAFS) spectroscopy is typically performed in the energy range from a few eV below
the absorption edge of the investigated atom to, typically, 20–30 eV above the absorption edge. It is
a well-established technique for the characterization of chemical and environmental compounds [1],
including organic materials (composed of carbon, oxygen, and nitrogen) that exhibit absorption edges
in the soft X-ray (SXR) spectral region, λ = 0.1–10 nm wavelength. The SXR NEXAFS yields information
about elemental composition through the observation of the spectral features in the vicinity of the X-ray
absorption edge [2], for studies of the intermolecular bond structure of polymers [3] and saccharides [4],
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or for obtaining polymer fingerprint of the material [5]. NEXAFS was also used to study the functions
of low dimensional nanostructures [6], to investigate liquids [7] and nanomaterials [8], or probing
electronic and chemical states of battery materials [7,8].

NEXAFS spectroscopic investigations are usually performed using synchrotron radiation
(SR) facilities, which provide radiation of very high brilliance and intensity over a broad
wavelength/energy range in the X-ray spectral region. However, for SR NEXAFS spectrum acquisition
a wavelength//energy scanning approach is used, which is time-consuming and does not allow for
time-resolved studies. A concise overview of this can be found in the article, in which motivation for
an easy accessed complimentary NEXAFS technique based on a compact X-ray source was pointed
out [9]. Several NEXAFS systems, operating in the SXR range, have been developed using laboratory
laser plasma light sources driven with picosecond and nanosecond lasers [10–13]. These systems
were used in the studies of various materials in vacuum [11–13], while the NEXAFS system based
on the source driven with a picosecond laser was used in the investigations on photo induced phase
transitions studies [14]. More recently, high order harmonic generation (HHG) sources were also used
for soft X-ray spectroscopy [15] reaching even the “water window” spectral range (λ = 2.3–4.4 nm) [16].
Most of the studies, however, required relatively long, multi-pulse exposure to acquire a single
NEXAFS spectrum [12], which may become an obstacle to investigating biological specimen or
samples that change with time. An example of this is a single-gas jet laser-plasma SXR source
employed for NEXAFS experiments [17], in which a very long exposure time, reaching up to ten
thousand pulses [18], was necessary to reach sufficient signal to noise ratio to obtain a single NEXAFS
spectrum. Such approach discards the possibility for high throughput measurements. To overcome this
limitation, a single pulse (single-shot) has to be used for NEXAFS spectrum acquisition. A single-shot
NEXAFS has been demonstrated recently using a laser plasma light source based on a solid target [19].
However, solid targets that are known to produce debris associated with laser ablation products,
which is a highly undesirable effect. Moreover, the design of the spectrometer, including two separate
off-axis zone plates, may be prone to mechanical, vibration instabilities, errors in the alignment of the
sample and reference spectra for two spectra acquired separately and integration errors in the minute
curvature of lines of equal energy in the spectra obtained using off-axis zone plates.

In this paper, we demonstrate a single-shot NEXAFS experiment with the use of a laser plasma
light source, based on a double stream gas puff target, which injects two gasses into the laser-matter
interaction region, to improve the overall photon yield from such produced plasmas [20]. The target
was irradiated with modest (a few joules) energies of the laser pulses. In the gas puff target, the inner
gas was chosen for a specific elemental emission, while the outer gas that surrounds the inner gas
decreases the density gradient of the inner gas in the direction of the nozzle axis. This significantly
increases the target density in the interaction region and allows to obtain higher extreme ultraviolet
(EUV) and SXR yields at more modest pumping conditions. Moreover, the gaseous target does not
have a problem with a debris production.

Thus, in this work, we demonstrate single-shot NEXAFS measurements on the thin organic
samples with the laser plasma SXR source employing a double stream gas puff target. The SXR
emission from krypton/helium plasma, allowed one to perform NEXAFS with a 1.3 ns exposure
time. As a proof of principle, a 1 μm thick polyethylene terephthalate (PET) and L-ascorbic acid
samples were used. Optical density spectra of both samples were obtained with a single SXR pulse
exposure and composition of the PET sample was evaluated to confirm the applicability of laser
plasma source, based on a double stream gas puff target, to NEXAFS measurements, obtaining a useful
single-shot signal.

As a result, a NEXAFS system was developed, based on 10 J, 1 ns Nd:YAG laser system. In this
approach, a simultaneous acquisition of reference and sample spectra was possible, through a specially
designed SXR spectrometer equipped with long entrance slit. Such construction facilitates the much
more accurate acquisition of the spectra, which are independent of source energy fluctuations as well
as mechanical instabilities of the system. The spectral resolution of this compact system is comparable

150



Materials 2018, 11, 1303

with early synchrotron-based works. In the following sections, the details about this system will be
presented and discussed.

2. Experimental Setup

The experimental setup for the single SXR pulse NEXAFS system using the emission from
krypton/helium plasma is depicted in Figure 1 and the photograph of the system is depicted in
Figure 2.

Figure 1. Optical arrangement for single soft X-ray (SXR) pulse experimental near edge soft X-ray fine
structure (NEXAFS) system employing laser plasma source based on a double stream gas puff target.

 

Figure 2. Photograph of the single SXR pulse NEXAFS system.

An Nd:YAG laser beam, emitted from an NL 129 laser system, maximum energy 10 J, (EKSPLA,
Vilnius, Lithuania), with laser pulse energy ranging from ~2 J to ~7 J, depending on the measurements,
and ~1.5 ns time duration, is focused by an f = 10 cm focal length lens onto a double stream gas
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puff target. The target is produced by a collinear set of two nozzles, driven independently by two
electromagnetic valves.

The diameters of the nozzles are 0.4 mm for the inner nozzle and 0.7–1.5 mm for the outer,
ring-shaped nozzle. The inner nozzle was pressurized with krypton gas (working gas) at an optimum
backing pressure of 11 bar, while the outer nozzle was connected to helium (outer gas) pressurized
to 5 bar. The double stream gas puff target approach was used to increase the gas puff target density.
It is done by injecting Kr gas into a hollow stream of He gas to shape the flow of the inner gas into
a vacuum through the use of the outer gas. In such case higher inner gas density and SXR yield is
obtained comparing to single stream gas puff approach [21]. The valves were driven separately by
a dedicated two-channel controller, which is capable of independent adjustment of the delay and
opening time for each valve. Moreover, driving signals for both valves are synchronized with the
laser oscillator.

Due to the interaction of the laser pulses with the gaseous target, a laser produced plasma is
created. Such plasma emits radiation in the broad range of wavelengths, from soft X-rays to infrared,
depending on the gas used as a target, laser beam and focusing system parameters. In this experiment,
an efficient soft X-ray emission from krypton was achieved (as depicted in the inset of Figure 1,
for E = 6.7 J laser pulse with 1.3 ns time duration) and employed for a single SXR pulse NEXAFS
spectroscopy. The radiation from krypton plasma enters the second vacuum chamber (sample chamber,
see Figure 1), where it illuminates the sample, which is being investigated, placed 355 mm from the
plasma. The sample holder is designed in such a way to allow simultaneously for the SXR light to be
transmitted through the sample (sample beam), but a portion of the SXR light (reference beam) also
enters undisturbed the entrance slit of the spectrometer, see inset in Figure 1, located 875 mm from
the plasma. Thus, in this system, in contrary to other compact systems [9] and similar to our recent
measurements with the compact NEXAFS system [22,23], a simultaneous acquisition of the two spectra
has been achieved. This solution has significant advantages. One of them is that the system remains
unaffected by the energy fluctuations of the source, but it is also immune to mechanical instabilities
of the system that may occur during a separate acquisition of sample and reference spectra. This,
in turn, may lead to unpredicted spectral shifts and difficulty in calculating the optical density of the
sample in the vicinity of the absorption edge. For simultaneous acquisition of two spectra the SXR
beams enter the spectrometer through the elongated entrance slit, 15 mm in length, which width was
12 μm. The slit was fabricated in a 50 μm thick brass foil by repetitive ablation of the material due to
interaction with a focused laser beam with a metal sheet.

The NEXAFS spectra are obtained using a home-made spectrograph with a grazing incidence
diffraction grating from Hitachi High Technologies America Inc., Baltimore, MD, USA, having
2400 lines per mm, wavelength range from 1 nm to 5 nm, and a back-illuminated CCD camera
(GE 20482048, greateyes GmbH, Berlin, Germany), placed downstream the diffraction grating,
in configuration reported in [24]. The camera has a chip with 2052 × 2046 pixels, each 13 × 13 μm2

in size. During the experiments the chip was cooled down to −40 ◦C to reduce its internal noise and
the background.

For the efficient emission in the SXR region used in the NEXAFS experiment, especially to
be able to record high signal to noise ratio reference and sample spectra in a single SXR pulse,
the krypton/helium target laser plasma source was properly optimized. The optimization concerned
the gas puff target delays in respect to the synchronization pulse from the laser oscillator, arriving
1 ms before the laser pulse, yielded delay times for krypton equal to 500 μs and krypton valve opening
time of 800 μs, while the same parameters for helium were 500 μs and 700 μs, respectively. More about
synchronization and timing can be found in [22,25]. To avoid reabsorption of SXR radiation generated
from laser-plasma, the laser focus was located not in the center of the nozzle but shifted in direction of
the optical system by 0.5 mm. Moreover, the working and outer gas pressures were also optimized
for maximum SXR photon yield from krypton/helium laser-plasma resulting in optimum pressure
values of 11 bar for krypton and helium pressure of 5 bar. If the pressure of the gas is being increased,
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the density of the target increases as well, and so does the photon yield. After the optimum value of
the pressure is reached, further increasing the backing pressure causes the target density to decrease.
This is due to the fact that high backing pressure in the valve reservoir prohibits the valve to fully
open, because of limited energy stored in the capacitor bank that is discharged through the valve coil
while it operates.

The key part of the single SXR pulse NEXAFS system is a high spectral resolution grazing
incidence SXR spectrometer. For its proper operation, a precise calibration of the spectrometer is
essential because the spectral features near the absorption edge ought to be properly defined and
distinguished with energy accuracy of a fraction of an eV. The laser plasma SXR source based on a
double stream gas puff target allows one to perform such calibration easily because the change in
spectral emission can be obtained by changing the inner, working gas. For that purpose, initially,
three different gasses were used: argon, oxygen, and nitrogen. Those gasses have in their emission
spectra single, well visible, and easy to recognize isolated emission lines [26].

Such lines are shown in Figure 3a for those three gasses and their wavelength range spans from
λ = 2.1602 nm line from O6+ ion in O2–based plasma, through two well-defined and most intense SXR
nitrogen lines: λ = 2.489 nm and λ = 2.878 nm from N5+ ions, till λ = 4.873 and λ = 4.918 nm lines from
Ar8+ ions. In this experiment, however, instead of three different gasses for spectrometer calibration
we prepared and used an Ar:N2:O2 (1:1:1 by volume) gas mixture for easier, faster and more precise
calibration of the spectrometer, since in one spectrum multiple transitions (spectral emission lines)
from different gasses are present and could be used for the calibration process. Those lines were used
to obtain the calibration curve for the spectrometer, Equation (1). To do that a parabolic function was
fitted to the data with R-squared fitting equal to 0.(9)6648, (1 − R2 = 3.52·10−7), resulting in maximum
wavelength error for 2.878 nm N5+ line equal to 0.017% and minimum error of −0.031% for 2.489 nm
line from N5+ ions.

y(x) = 6.36·10−7x2 + 1.27·10−3x + 0.43 (1)

where y is the wavelength in nm, while the x value defines the pixel index in the CCD camera image,
horizontal axes in Figure 3a,b.

Figure 3. SXR spectrometer calibration. SXR spectra (a) of the pure gasses (three bottom plots) and a
1:1:1 (by volume) of Ar, N2, and O2 gasses for different energies of the laser pulses. A mixture (mix) is
more convenient to perform calibration and allows one to see all lines of interest, later used to obtain a
spectrometer calibration curve, depicted in Figure (b).

The resolving power of the SXR spectrometer, equipped with 12 μm entrance slit, was estimated
in the vicinity of the carbon absorption edge by measuring an isolated line at 4.409 nm wavelength
(2s22p3-2s22p2(3P)3d transition from S9+ ions from SF6 gas, the photon energy of 281 eV). It was
observed that the line has FWHM width of 0.3 eV, thus E/ΔE was estimated to be ~ 940.
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3. Experimental Results for a Single SXR Pulse near Edge X-ray Absorption Spectroscopy of PET
and L-Ascorbic Acid

To demonstrate the performance of the experimental system for a single SXR pulse NEXAFS
spectroscopy a proof of principle experiment for obtaining NEXAFS spectra from 1 μm thick PET foil,
(C10H8O4)n, (Lebow, USA) was performed. This experiment was already performed using the compact
NEXAFS system, however, for single NEXAFS spectrum acquisition typically 100 SXR pulses were
required [22]. In this experiment, the foil was partially covering the elongated aperture in the sample
holder to allow two beams (sample and reference beams, indicated in the inset in Figure 1) to enter the
spectrometer slit. Thus, the sample Ssam(E) and reference spectra Sref(E) were acquired simultaneously
with one SXR pulse from krypton/helium plasma. Typical optical density OD NEXAFS spectra for
PET foil obtained with this system are depicted in Figure 4, for various laser energies ranging from
6.3 J to 6.7 J, and were obtained with Equation (2):

OD(E) = − ln

[
Ssam(E)
Sre f (E)

]
. (2)

Figure 4. Polyethylene terephthalate (PET) NEXAFS spectra—optical density as a function of SXR
radiation energy. The figure depicts a comparison between NEXAFS spectrum obtained using a
synchrotron radiation [3], 100 SXR pulses from the compact system [22] with NEXAFS spectra of the
same material and thickness, obtained with a single SXR pulse, generated by a laser interaction with a
double stream gas puff target. The spectra are presented for three different laser pulse energies ranging
from 6.3 J to 6.7 J and 1.3 ns laser pulse duration (FWHM).

The reference spectrum, which is the emission from Kr/He plasma, spans typically from 2.2 nm
up to a detection limit of our grazing incidence spectrometer (GIS), which is 5 nm, corresponding to
the energy of 225 eV to 560 eV. The sample spectrum shows clearly the carbon K-α absorption edge in
the vicinity of 4.3 nm wavelength, above which the absorption of carbon is low. This results in a very
well distinguishable and characteristic features in the NEXAFS spectrum, depicted in Figure 4.

The NEXAFS spectrum is typically slightly smoothed out using the Golay-Savitzky algorithm,
following [9], or by averaging the separately acquired spectra. A NEXAFS spectrum of PET, presented
in Figure 4, was obtained by vertical integration of 101 spectral lines using a single data set and single
laser pulse, 1.3 ns in duration, without any filtering procedure or multiple spectra accumulations.
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Similarly to compact system data (100 laser pulses with energies of 650 mJ and pulse duration 3 ns),
reported in [22] (second-from-top plot in Figure 4), the most prominent feature of the spectrum is a
π*C=C bond from the aromatic ring in the PET structure at an energy of 284.4 eV and 285.1 eV. The other
peaks in the spectrum were also identified and are listed in Table 1. The peaks were assigned based on
the synchrotron data for poly(ethylene terephthalate) [27].

Figure 5. A NEXAFS spectrum of a 1 μm thick PET foil in the vicinity of carbon edge, obtained with
one SXR pulse. Measured data points are indicated with circles, thick solid line depicts the fitting.
Each contribution to the fitting is depicted by a thin solid line. A combined approach [9] was used,
in which for each peak a separate 10% step function was employed. From the peaks composition of the
PET sample was subsequently calculated.

Table 1. Energy positions and assignments of features depicted in Figure 5, taken from [27], in the C-1s
NEXAFS spectrum of PET foil, based on synchrotron data.

Peak Energy (eV) Main Character 1s → (Orbital) Area (%) Analysis (Renormalized) (%)

284.4 ring π*C=C 10.9 29.5
285.1 ring π*C=C 8.7 23.6
287.0 carbohydrates σ*C–H 1.4 3.8
287.8 carbonyl (C=O) π*C=O 6.5 17.6

288.7 ring/C=O π*C=C,
π*C=O

8.1 22.0

289.8 ring π*C=C 1.3 3.5
291.0 —— questionable —— 8.7 -
292.7 σ* 31.1 -
296.0 σ* 2.6 -
303.0 σ* 20.7 -

The spectral resolution of the NEXAFS data is sufficient to successfully fit two spectral
contributions in a π*C=C bond from the aromatic ring in the PET structure at photon energies of 284.4 eV
and 285.1 eV, in accordance with synchrotron data [27] and similarly to synchrotron measurements [3]
(top plot in Figure 4). Based on the resolving power of the spectrometer the spectral resolution of this
single-shot NEXAFS system, ~0.3 eV, is comparable with early synchrotron-based works, however,
more recent data [3] report better spectral resolutions of ~0.1 eV.

For chemical composition analysis the peaks, corresponding to certain bonds in the molecular
structure, as well as a step function, describing the profile of the absorption edge, are fitted, similarly
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to other works [9,19] and to our previous measurements with multiple SXR pulses and compact
NEXAFS system [22]. The result of the fitting is depicted in Figure 5. For the step function, arctan
was used, while for the peaks a pure Gaussian function was utilized [1]. To perform the peak fitting
to the experimental NEXAFS spectral data a dedicated MATLAB software (R2018a, MathWorks,
Natick, MA, USA) based on a nonlinear programming solver that searches for the minimum of an
unconstrained multivariable function using the derivative-free method, was used. In the peak fitting
algorithm, the only assumed parameters were the peak/step positions (energies) and the width of
the step functions. All other parameters, such as all widths and amplitudes of the peak contributions
(Gaussian functions) and heights of the step functions (based on the amplitudes of peak functions),
were fitted automatically.

During the data processing, we found that adding 10% arctan local step function to each spectral
contribution described by a Gaussian peak function is sufficient to perform accurate fitting to the
spectral data. This method, presented in [9], was used since it is not trivial to determine the exact
position of a single, arctan global step function [1] for the measured data. The height of each step was
set to 10%, because for the PET the ratio of absorption lengths around the carbon edge is equivalent to
~10%, according to the CXRO data [28].

3.1. Chemical Composition Analysis from a Single Pulse SXR PET NEXAFS Spectrum

For the elemental composition analysis, it was assumed that the area under each Gaussian peak
curve assigned to certain resonance is proportional to the frequency of occurrence of this binding form
of the studied element [29,30]. This allows one to approximate the composition of the bound elements.
The spectral components, listed in Table 1, were fitted to the spectrum (thin gray curves under the
dotted spectrum data points). The sum of all fitted curves is depicted as a blue line and it matches well
the experimental data points. The energy positions and bond assignments were based on synchrotron
data [27]. The spectral components listed in Table 1 are not the only ones that contribute, however,
those are the most probable transitions, according to the literature, and were used for assignment of
the peaks.

For composition analysis, the sum of areas under each fitted spectral component was normalized
to obtain a probability of occurrence of a particular bond. Not all spectral components from Table 1
were used for this normalization. The contribution of the σ* bonds has been accounted for from
the π* orbitals, thus, components above 292 eV were left out of the estimation. Moreover, due to a
disagreement in the assignment of the spectral component at 291 eV in the synchrotron data (Table 1
in [27], Okajima et al.) for PET, this contribution was also not accounted for. In different sources [27,31],
the other spectral components are defined precisely with an energy accuracy of ~0.3–0.4 eV, while this
particular spectral feature is assigned as carbonyl only in the data in [27] (Okajima et al.) while in the
other reference it does not exist. Thus, since the existence and assignment of this component are not
well established, we have decided to omit that contribution in the composition analysis.

The results of composition evaluation for PET, compared to theoretical values, are presented
in Table 2. For more information how the assignment was performed, based on the probability of
occurring bonds please see [9,22]. By a comparison to the theoretical value, calculated as a percent
by weight, w/w %, of the composition, the error of composition analysis was evaluated using a
root-mean-square deviation approach defined by Equation (3):

δ =
1
N

√√√√ N

∑
i=1

(CTi − CMi)
2 (3)

where N is the number of elements, considered in the composition analysis (N = 3) and i defines the
index for each element {C, H, O} = {1, 2, 3}. CTi is a theoretical and CMi is a measured percentage value
for each element in the molecular structure.
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From the error analysis, the global error was found to be ~2% for the composition analysis based
on the experimental data. By value, the lowest error was found for hydrogen, equal to 0.4%, while the
highest for carbon, equal to 5.1%.

Table 2. The experimental elemental composition of the analyzed PET sample compared to the
theoretical composition values. A 10% step function for each Gaussian type peak fitting curve was
used as a fitting method.

Sample PET Foil 1 m
Thick (C10H8O4)n

Method Comment
Composition (%) Global Error (%)

C H O

Theoretical w/w% calculated from the chemical
formula 62.5 4.2 33.3 0

Experiment 10% step for each peak NEXAFS spectrum from Figure 5 67.6 3.8 28.6 2.3

3.2. The NEXAFS Spectrum of L-Ascorbic Acid and Comparison to Numerical Simulations

Moreover, to validate the experimental NEXAFS spectra an organic sample of L-ascorbic acid,
C6H8O6, was used. The L-ascorbic acid (99.9% purity, ~10 mg) in a powder form (Stanlab Sp.J., Lublin,
Poland) was dissolved in distilled water (10 mL) using an ultrasonic cleaner. A 3 μL drop was then
placed on top of 75 nm thick Si3N4 membrane acting as a support and dried in a nitrogen atmosphere
for 5 min. The NEXAFS spectrum of L-ascorbic acid was obtained with a single SXR pulse, created
by a 7.6 J and 1.6 ns in duration laser pulse. Such single-shot spectrum was compared with the one
obtained with the compact NEXAFS system, in which NEXAFS spectrum using multiple SXR pulses
was acquired. Moreover, both spectra were also compared directly with numerical simulations based
on fdmnes software [32]. The comparison can be seen in Figure 6, where the correspondence between
spectral features in both spectra is visible. The relative values of the optical density are chosen to
separate the plots vertically.

Figure 6. The relative values of the optical density of the L-ascorbic acid sample obtained near the
carbon K-α absorption edge for multiple SXR pulses (compact system reported in [22]) and a single
SXR pulse, compared to fdmnes numerical simulations (top plot).

The fdmnes simulations were performed with the region of interest of R = 7, and convolution
parameter of 0.3 eV, based on lattice parameters and positions of atoms obtained from [33], with lattice
parameters of a = 6.390(1) Å, b = 6.262(1) Å, c = 17.127(4) Å, α = γ = 90◦, and β = 99.36◦. The multiple
SXR pulse NEXAFS spectrum was obtained using 300 SXR pulses emitted from the Kr/He plasma
generated by the interaction of 0.6 J energy and 3 ns duration Nd:YAG laser pulses (laser beam diameter
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of ~7 mm), focused by an f = 25 mm lens. To obtain such spectrum 300 SXR pulses were necessary.
A single SXR pulse NEXAFS spectrum was obtained using radiation from Kr/He plasma as well,
however, the plasma was formed by the interaction of 7.6 J energy and 1.6 ns duration laser pulse
(laser beam diameter of 25 mm and 100 mm focus lens) with a double stream Kr/He gas puff target.
The focusing numerical apertures were similar, NA = 0.138 for the smaller system, comparing to
NA = 0.124 for higher energy system. Thus, the beam diameters were also comparable. Even though
the peak power for the latter case was 4.75 GW, comparing to 200 MW for the smaller laser, roughly
24 times smaller, the much more efficient Kr plasma emission allowed to obtain a NEXAFS spectrum
for the same material of similar quality with just a single SXR pulse.

4. Conclusions

In conclusion, the proof of principle experiment, showing the applicability of laser plasma source
based on a double stream gas puff target to a single-shot NEXAFS, was demonstrated. The single-shot
capability is important from the point of view of possible time-resolved studies. In this case, the time
resolution of such studies is comparable to the duration of the single SXR pulse, 1.3 ns for PET and 1.6 ns
for the L-ascorbic acid sample. This work demonstrates, that the laser-plasma source based on a double
stream gas puff target can be employed for NEXAFS measurements in the laboratory environment,
obtaining a useful single-shot signal. The table-top system based on this source was developed, and its
application to study a polymer sample, showing its applicability to the near edge X-ray absorption
fine structure spectroscopy, was demonstrated. The obtained PET spectrum is comparable in quality to
the spectrum obtained with another compact desk-top system, requiring, however, 300 SXR pulses
acquisition. The spectrum exhibits the expected peaks at the characteristic positions, which in turn
allows performing the composition analysis, which results match the theoretical values of C, H, and O
composition. Moreover, the NEXAFS spectrum of a real sample of L-ascorbic acid on top of the Si3N4

membrane also compares very well to multiple-shot data and to numerical simulations.
The system allows one to obtain the NEXAFS spectrum from the simultaneous acquisition of

two spectra (sample and reference) with the exposure time of ~1 ns. Simultaneous acquisition of both
sample and reference spectra makes possible for much more accurate data acquisition, independent of
source energy fluctuations and mechanical instabilities of the system. For higher photon throughput,
no thin film filters were employed. The unwanted spectral contributions were removed by the
geometry of GIS and additional beam-stops inside the spectrometer housing.

The gas puff target approach allows one to change the working gas to illuminate the sample
with different emission spectra, currently, the Kr gas was used with an energy range of 250–500 eV.
However, other gasses can be used as well, to facilitate higher emission near other absorption edges of
interest of different materials.

Also, a novelty was to use a specially prepared gas mixture for easier (quicker) and more precise
calibration of the spectrometer, since in one spectrum multiple transitions (spectral emission lines)
from different gasses, present in the mixture, were visible and could be accounted for during the
calibration process.

Such a single-shot NEXAFS system could provide the possibility to perform test experiments on
environmental, biological, and material science samples, to obtain preliminary data on novel materials
and samples, without the immediate need to get beam time on the large-scale facility. Also, it may
allow performing research on materials that may be too fragile or have other constraints and limitations
that preclude measurements at a synchrotron source. This system may also be used for developing
novel approaches to data processing with samples, which are later studied in more detail at large scale
facilities. It also may, in the near future, allow for time-resolved studies and a broader spread of the
NEXAFS spectroscopy to environmental, biological, and material sciences, which in turn, might benefit
the development of these areas of science and technology.
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Abstract: Plastic matrix composite materials are an excellent choice for structural applications where
high strength-weight and stiffness-weight ratios are required. These materials are being increasingly
used in diverse industrial sectors, particularly in aerospace. Due to the strict tolerances required,
they are usually machined with drilling cycles due to the type of mounting through rivets. In this
sense, laser beam drilling is presented as an alternative to conventional drilling due to the absence
of tool wear, cutting forces, or vibrations during the cutting process. However, the process carries
with it other problems that compromise the integrity of the material. One of these is caused by
the high temperatures generated during the interaction between the laser and the material. In this
work, variance analysis is used to study the influence of scanning speed and frequency on macro
geometric parameters, surface quality, and defects (taper and heat affected zone). Also, in order
to identify problems in the wall of the drill, stereoscopic optical microscopy (SOM) and scanning
electron microscopy (SEM) techniques are used. This experimental procedure reveals the conditions
that minimize deviations, defects, and damage in machining holes.

Keywords: laser beam machining; carbon fiber reinforced polymer; hole quality characteristics;
geometrical parameters; roughness parameters; taper; heat affected zone

1. Introduction

Reinforced plastic and polymers were originally designed for improving the physicochemical
properties and reducing the weight of the classic materials, mainly metallic alloys, commonly used in
different industrial sectors. Particularly among them, carbon fiber reinforced polymers (CFRP) are
widely applied in sectors that require lightweight materials, the ability to withstand great efforts, high
stiffness, and excellent conditions for fatigue [1]. These characteristics, especially those related to their
low density, make CFRP materials highly attractive for industrial applications in a great diversity
of sectors, such as the aerospace or automotive sectors. However, changes in global economics and
politics have led to a production standstill of CFRP, even a decrease in certain sectors, due to large cuts,
mainly on the defense sector, although this effect has been diminished by the increase of consumption
for commercial applications. Therefore, some producers expect an increase in demand of about
75% in the industrial sector (excluding the aerospace) by 2020, specifically in energy, transport, and
civil engineering [1].

In the aeronautical industry, the use of non-metal matrix composites (NMMC) has increased
sharply in the last few years as they are becoming more and more used in the building of structural
elements of commercial and military airships. In these cases, organic matrix-based composite materials
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reinforced with high-strength fiber or particles are used [2,3]. Among them, CFRP is one of the most
widely used. These composite materials are characterized by their high compositional heterogeneity
and anisotropy, low thermal conductivity, matrix sensitivity at high temperatures, and the abrasive
nature of the fibers used in their manufacture [4–6]. These features complicate the manufacturing
processes of the airship elements based in CFRPs.

Moreover, most of the CFRP elements used in the airship’s building need to be machined
by drilling or contour milling. However, the aforementioned CFRP features negatively affect the
machinability of these elements when traditional or conventional machining processes are used.
The material heterogeneity and the abrasive behavior of carbon fiber conditions negatively affect
the tool life [7–12]. For this reason, the material and geometry of the tools must be adapted to the
machining conditions required by the material in order to reduce the tool wear and the thermal and
mechanical defects produced during the cutting process to maintain the functional performance of the
manufacturing process [13]. Moreover, tool life is one of the most relevant parameters that condition the
economic performance of the process. However, currently, the optimization of the cutting tools used in
the machining processes of CFRP work pieces is considered a difficult task [14]. In this sense, different
non-traditional machining processes can be thought to be profitable and economical alternatives
to solve the troubles previously mentioned. Therefore, alternatives to this type of machining are
becoming more common, such as abrasive water jet (AWJM), electrical discharge machining (EDM),
ultrasonic machining, or laser beam machining (LBM) [12,15–19].

In particular, LBM possesses several advantages. For example, it is a technology without contact
and without abrasive particles, therefore eliminating contact forces, tool wear, and vibrations during
cutting. In addition, laser cutting can be easily automated and performed at high speed [20–23].
On the other hand, the challenges for the laser to machining the carbon fiber are the minimization or
elimination of the thermal damage due to the great difference between the mechanical and thermal
properties of the material constituents and to maintain a high cutting speed [24–29]. Therefore, defects,
such as the heat affected zone (HAZ), the carbonization of the fiber, the removal or loss of resin, or
the delamination due to intense thermal effects, are the main obstacles for industrial applications of
carbon fiber machining by laser, as seen in Figure 1.

 

Figure 1. Typical defects on the specified surface zones of the material by laser in polymer matrix
composites. At the beam entrance, 1. heat affected matrix, 2. matrix recession, and 3. kerf width. At the
exit: 4. matrix recession, 5. heat affected matrix, and 6. kerf width.

In this paper, carbon fiber reinforced polymer (CFRP) is machined by a fiber laser doped with
ytterbium. In order to analyze the quality of the cut, the influence of the cutting parameters has
been analyzed. Specifically, a number of tests varying the scanning speed (S) and frequency (Fr)
have been performed to obtain holes. The test pieces have been inspected by combining stereoscopic
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optical microscopy (SOM) and scanning electron microscopy (SEM) techniques. Furthermore, macro
and micro-geometric parameters, such as diameter (D), cylindricity (C), straightness (St), roundness
(R-In/R-Out), and roughness (Ra), have been studied. Finally, the quality of the holes has been
evaluated by measuring defects such as the heat affected zone (HAZ) or the taper angle (T).

2. Materials and Methods

2.1. Experimental Procedure

Table 1 includes the main features of the CFRP pieces (80 mm × 80 mm × 5.85 mm) used in this
study. Holes of 7.92 mm diameter, by combining circular trajectories using a fiber laser doped with
ytterbium (Yb), have been laser drilled. This diameter is commonly used for assembling structural
elements in aeronautical industry.

Table 1. CFRP pieces features.

Type of Material Composition Production Method Technical Specification

Layers of unidirectional carbon fiber
with epoxy resin matrix and a

symmetrical stacking sequence of
(0/90/45/-45/45/-45)

Intermediate module
fiber (66%) and epoxy

resin (34%)

Pre-preg and autoclaved
at 458◦ ± 5◦ at a pressure

of 0.69 MPa
AIMS-05-01-XXX

The influence of pulsed frequency, F, and scanning speed, S, on the thermal caused defects
has been analyzed [2,21,22,30]. Thus, Table 2 includes the selected values in this study. The rest of
parameters have remained constant during the tests, Table 3. Before them, trials with each set of
parameters were carried out to determine the thickness of the material in each pass.

Table 2. Cutting parameters selected for the tests.

Parameter Levels

S (mm/s) 25 50 75 100
Fr (kHz) 20 40 60

Table 3. Constant parameters during the tests.

Power
(W)

Wavelength
(nm)

Spot Diameter
(μm)

Working
Mode

Scanning
Distribution

Atmosphere

10 1062 60 Pulsed Shaded Environment

For the realization of the drills, a strategy of marking by shading was chosen. To program
it, Laser Mark software (version 2.3.0) was used. In addition, it is important to mention that each
consecutive pass was performed by modifying the scanning direction by 45◦. In this way, the heat
damage distribution is homogenized among all the fiber directions observed in the stacking sequence.

To distinguish the most significant parameters for evaluation results, analysis of variance
(ANOVA) for a 95% confidence interval was employed. Thus, the F value and the p value have
been analyzed to measure the evidence against the null hypothesis. After that, contour charts for each
variable studied in the experimental (D, DIn, DOut, St, C, Ra, T and HAZ) were obtained.

2.2. Macro and Micro-Geometrical Evaluation

The diameter at the inlet and outlet of the material were evaluated using a digital profile projector
Tesa Visio 300 (Hexagon, Stockholm, Sweden).

To analyze the macro and micro geometric deviations, replicas of the holes were fabricated due
to the impossibility of direct measuring on the material. These replicas were made with a polymer
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type F80 Ra (R.G.X, Plastiform, Madrid, Spain) with the ability to guarantee stability during the
measurement process for diameters greater than 4 mm. In this way, roundness was calculated at
the entrance and exit of the drill (R-In/R-Out), along with straightness (St), cylindricity (C), and
roughness (Ra).

A station of measurement Mahr MMQ44 Form Tester (Mahr, Göttingen, Germany) was used
to measure the roundness at the entrance and exit of the drill, the cylindricity of the entire profile
of the drill, and the straightness in four separate generatrices to 90◦, as shown in Figure 2a. On the
other hand, the evaluation of the micro-geometric defects was carried out using a Mahr Perthometer
Concept PGK120 (Mahr, Göttingen, Germany) equipment to obtain four 2-D separated profiles, as seen
in Figure 2b. For that, a stylus with a 2 μm tip radius and 90◦ tip angle was used for the measurements,
where the surface finishing parameter employed to indicate the surface quality was the arithmetic
mean roughness.

 
(a) 

 
(b) 

Figure 2. Measurements made on the replicas, (a) example of measurement of macro geometry; and
(b) example of measurement of micro-geometry.

2.3. SOM/SEM Evaluation

The test pieces were inspected by microscopy techniques using Tesa Visio 300 (Hexagon,
Stockholm, Sweden). Subsequently, to calculate the taper (T) with the inlet diameter (DIn), the outlet
diameter (DOut), and the thickness of the material (t), ImageJ software (1.50i) was used. Also, to obtain
a thermal damage ratio on the surface of the material, the damaged diameter (Dd) was also calculated.

θ = tan−1
(

DIn + Dout

2t

)
(1)

HAZ =
Dd
DIn

(2)

Finally, to complete the inspection of the defects, scanning electron microscopy Quanta 200 (SEM,
Thermo Fisher Scientific, Waltham, MA, USA) was used.

3. Results and Discussion

3.1. Results of the Analysis

Tables 4 and 5 show the data obtained for each test and the ANOVA analysis, respectively.
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Table 4. Results of the evaluated variables.

Test
S

(mm/s)
Fr

(kHz)
D

(mm)
DIn

(mm)
DOut

(mm)
St

(mm)
C

(mm)
Ra

(μm)
T (rad) HAZ

1 25 20 7.934 0.041 0.057 0.028 0.388 3.15 0.069 1.233
2 25 40 7.929 0.035 0.077 0.036 0.524 2.20 0.099 1.314
3 25 60 7.896 0.045 0.084 0.056 0.622 2.38 0.118 1.355
4 50 20 8.103 0.046 0.092 0.029 0.430 2.84 0.074 1.119
5 50 40 7.878 0.043 0.121 0.039 0.556 2.39 0.100 1.160
6 50 60 8.081 0.045 0.105 0.045 0.722 2.80 0.118 1.194
7 75 20 8.066 0.046 0.138 0.018 0.429 3.78 0.070 1.031
8 75 40 7.996 0.055 0.142 0.042 0.583 2.50 0.097 1.096
9 75 60 8.024 0.070 0.144 0.057 0.719 2.76 0.152 1.097
10 100 20 8.048 0.047 0.123 0.031 0.418 2.68 0.070 1.000 1

11 100 40 8.127 0.062 0.138 0.037 0.616 4.37 0.094 1.049
12 100 60 8.032 0.079 0.192 0.049 0.729 6.22 0.122 1.049

1 Without a heat affected zone.

Table 5. ANOVA analysis of the evaluated variables.

S Fr

Parameter F-value p-value Parameter F-value p-value

D 2.19 0.190 D 0.55 0.602
R-In 4.99 0.045 R-In 3.60 0.094

R-Out 12.80 0.005 R-Out 2.79 0.139
St 0.08 0.970 St 18.02 0.003
C 5.70 0.034 C 128.86 0.000
Ra 0.83 0.229 Ra 0.41 0.686
T 0.83 0.524 T 32.32 0.001

HAZ 143.19 0.000 HAZ 22.61 0.002

3.2. Analysis of Macro and Micro-Geometrical Deviations

3.2.1. Diameter Evaluation

The nominal diameter of the drilled hole was 7.92 mm. The results obtained from the diameter
measurements are shown in Figure 3. In this contour chart, the closest theoretical value was obtained
for low scanning speed and medium frequency level conditions. Under these conditions, 7.929 mm
was the best result, obtained in test number 2. In contrast, measurement values over 8 mm in diameter
were detected for S = 100 mm/s. The analysis of the results shows that a low scanning speed involves
more accuracy for diameter dimensions of the drilled holes. On the other hand, the ANOVA analysis
was not conclusive for rejecting the null hypothesis. However, a higher F-value was shown by S,
suggesting a greater relation between this parameter with respect frequency.

Figure 3. Contour chart of the diameter.
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3.2.2. Roundness Evaluation

In the case of roundness deviations, the ANOVA analysis showed a higher influence of S, allowing
for the rejection of the null hypothesis for the values obtained in the measurement of the drilled hole.
Additionally, a tendency to increase the roundness deviations could be observed for high values of the
studied process parameters (Fr and S), as seen in Figure 4.

Generally speaking, R-In increased Fr and S, although the minimum was found for low sweep
speeds and medium frequency values. R-Out showed a similar trend, but the lowest roundness
deviations were measured for the lowest frequency and scanning speed.

Also, relevant differences could be detected between the entrance and exit sections of the holes,
presenting an important growth in the deviation values for the exit section with respect to the entrance,
as seen in Figure 5. This behavior was specially related to the increase in the number of laser scanning
stages and the focal length variation between stages.

(a) (b) 

Figure 4. (a) Contour chart of the inlet roundness; (b) Contour chart of the outlet roundness.

 

(a) (b) 

Figure 5. Roundness profile, (a) Hole inlet, Test 12. (S = 100 mm/s and Fr = 60 kHz); (b) Hole Outlet,
Test 12. (S = 100 mm/s and Fr = 60 kHz).

3.2.3. Straightness Evaluation

In the case of straightness, the null hypothesis could be rejected using the frequency parameter.
Regarding the scanning speed, the straightness behavior did not indicate a significant tendency,
showing similar behavior for all the S values of the range studied. In contrast, an increasing trend
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have been followed in the straightness deviations as a function of frequency, as can be seen in
Figure 6a. Under these considerations, a maximum value of 0.057 mm is reported for the Fr = 60 kHz
tests. The evaluation of the measured straightness behavior allowed for the confirmation of a direct
dependency with the energy of the pulse, improving the hole features for higher frequency conditions.

3.2.4. Cylindricity Evaluation

Cylindricity deviations were affected by the same considerations as the straightness parameter,
showing a relevant increasing trend as a function of frequency, and obtaining a maximum value of
0.729 mm. In this aspect, a slighter influence from the scanning speed is reported, as can be seen in
Figure 6b. This behavior may confirm that the Fr parameter could be used reject the null hypothesis.
On the other hand, the cylindricity allowed for the calculation of a first approximation of the taper
angle, being directly related as shown in Table 4. Thus, Figure 7 shows the cylindricity profiles in tests
with opposite parameters showing the taper of the drills.

(a) (b) 

Figure 6. (a) Contour chart of the straightness; (b) Contour chart of the cylindricity.

 
(a) 

 
(b) 

Figure 7. Cylindricity profile, (a) Hole inlet, Test 1. (S = 20 mm/s and Fr = 20 kHz); (b) Hole outlet,
Test 12. (S = 100 mm/s and Fr = 60 kHz).

3.2.5. Surface Finish Evaluation

The average roughness parameter Ra was used to assess the surface finish. It was measured by
constructing replicas of the drilled holes. In this evaluation, the dependency between the studied
parameters could not be verified, where the F value of S shows a higher value. However, the highest Ra
values were found for the highest scanning speeds and frequency conditions [29], as seen in Figure 8.
Values of Ra between 2.20 μm and 6.22 μm are reported.
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Figure 8. Contour chart of the roughness.

3.3. Damage and Defects Analysis on the Drilled Holes

Table 5 shows that the p-value may vary as a function of the analyzed response variable (T, HAZ).
First, for taper growth, experimental data confirmed the null hypothesis for the Fr parameter, showing
a direct influence in the defect formation process. On the other hand, the HAZ allowed for the rejection
of the null hypothesis for the different process parameters studied.

3.3.1. Taper Angle

Results obtained from the ANOVA analysis revealed the relevance of Fr in the taper formation, as
seen in Figure 9a. In this way, taper formation became critical for higher values of Fr, resulting in a
maximum value of 0.152 in test number 9. This behavior may have caused an increase in the conicity
of the drill hole as a function of the pulse energy of the laser beam. However, a direct dependency
between S and taper defect was not detected, where similar values are reported for all of the studied
speed range. Under these conditions, Fr may be considered the most influential parameter in the
process of taper development [30–32], according to Figure 10.

3.3.2. Heat Affected Zone

Based on the evaluation of the HAZ, defects caused by heat damages allowed for the rejection of
the null hypothesis. However, its relevant to remark that the F-value showed a higher influence of S
than Fr. In Figure 10b, the taper decreased when the scanning speed increased. This was due to the fact
that, with high S, the laser beam affected the composite surface for a shorter time, leading to a decrease
in the HAZ as expected [33]. Additionally, in Figure 11, the defect caused by heat is shown in detail,
disappearing when higher speeds were used. In addition, it can be seen how the defect appeared
only at the border of the drill, which favors the extension of the zone due to the conductivity of the
reinforcement in the longitudinal direction of the fiber.

(a) (b) 

Figure 9. (a) Contour chart of the taper angle; (b) Contour chart of the heat affected zone.
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(a) 

 
(b) 

Figure 10. Effect of the frequency, (a) Test 7. (S = 75 mm/s and Fr = 20 kHz); (b) Test 9. (S = 75 mm/s
and Fr = 60 kHz).

 
(a) 

 
(b) 

Figure 11. Effect of scanning speed, (a) Absence of reinforcement and matrix at the entrance of the drill,
Test 1. (S = 20 mm/s and Fr = 20 kHz); (b) Hole without defects, Test 10. (S = 100 mm/s and Fr = 20 kHz).

3.4. SEM Analysis

The heat affected zone is considered the most important defect in the machining of CFRP.
SEM analysis allows for more detailed observation distinguishing some typical defects produced in
the material [34–36].

In Figure 12, it is possible to appreciate what has been described in the experimental procedure
related to the number of stages necessary to eliminate material-producing defects similar to
delamination [33]. In addition, charring at the drill wall has been observed, basically caused by
the high temperatures reached during cutting, as seen in Figure 13a. On the other hand, it has also
been possible to identify areas of material with matrix recession. This occurs when the matrix and
fibers are removed at different rates owing to their different thermo-physical properties [27,37,38], as
seen in Figure 13b. In addition, molten matrix deposited on the wall of the drill was also detected.

 

Figure 12. Clearance distance per pass in test 1 (S = 20 mm/s and Fr = 20 kHz).
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(a) 

 
(b) 

Figure 13. (a) Burned fiber debris deposited on the drill wall (charring); (b) Absence of resin due to the
evaporation process. Detail of molten matrix adhered to the drill wall.

4. Conclusions

An experimental study was conducted to determine the influence of process parameters on hole
geometry and kerf wall characteristics in laser beam drilling machining of CFRP composites. Based on
this, the following conclusions can be made:

• The roundness measurements obtained at the inlet and outlet of the drill reveal that smaller
dimensional deviations were obtained when selecting low scanning speeds and pulse frequencies.
In addition, it was found that the deviation of the roundness at the exit is always greater (increasing
in some tests up to 250%), mainly due to the influence of the focal distance.

• Pulsed frequency and scanning speed also affected straightness and cylindricity in a great depth,
especially for the latter. The straightness deviation decreased with frequency and the deviation
of cylindricity presented higher values relating to the taper defect, especially when the pulsed
frequency was increased.

• The roughness of the drilled holes did not seem to have a significant relationship with the
parameters evaluated. However, reduced scanning speeds had better surface quality values.
Specifically, for S = 20 mm/s, measurements of about 2 μm were obtained. Roughness values
were considered low compared to those obtained through other machining processes.

• The taper angle was closely related to the frequency and affected by the speed of scanning, where
an increase in the energy of the pulse decreased the appearance of the defect. The minimum value
of the angle was obtained in trial 1 with 0.069 rad. However, this drill presented high damage
caused by temperature.

• This study showed the direct influence of the parameters proposed in the experiment. However,
the scanning speed determined the appearance of defects in the surface of the material.
In this study, no damage was recorded when selecting high speeds and low pulse frequencies
(S = 100 mm/s and Fr = 20 kHz).

• Similar to the evaluation of the surface finish, the influence of the cutting parameters in the
evaluation of the diameter could not be clearly stated with this test. However, the selection of
reduced scanning speeds seemed to offer a higher dimensional accuracy of the hole.

• SEM analysis detected characteristic defects associated with the laser machining of composites
on the hole’s surface. Thus, charring localization, absence of matrix, and deposition of matrix
remains on it was recorded. These defects occurred due to the high temperatures produced during
the process.
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Abstract: The modeling of laser-based processes is increasingly addressed in a competitive
environment for two main reasons: Preventing a trial-and-error approach to set the optimum
processing conditions and non-destructive real-time control. In this frame, a thermal model for
laser heating in the form of non-penetrative bead-on-plate welds of aluminum alloy 2024 is proposed
in this paper. A super-Gaussian profile is considered for the transverse optical intensity and a number
of laws for temperature-dependent material properties have been included aiming to improve the
reliability of the model. The output of the simulation in terms of both thermal evolution of the
parent metal and geometry of the fusion zone is validated in comparison with the actual response:
namely, a two-color pyrometer is used to infer the thermal history on the exposed surface around
the scanning path, whereas the shape and size of the fusion zone are assessed in the transverse
cross-section. With an average error of 3% and 4%, the model is capable of predicting the peak
temperature and the depth of the fusion zone upon laser heating, respectively. The model is intended
to offer a comprehensive description of phenomena in laser heating in preparation for a further model
for repairing via additive manufacturing.

Keywords: modeling; laser processing; simulation; pyrometer; aluminum

1. Introduction

Simulation tools are crucial in a competitive environment to prevent a trial-and-error approach
to set the optimum processing conditions at a pre-design stage [1]. Moreover, proper modeling
of an industrial process is the key to introduce closed-loop real-time monitoring where signals are
managed for the purpose of control [2], to correct possible deviations of the main factors with respect
to the intended, simulated response. Therefore, two issues must be addressed: the building of a reliable
model structure and the arranging of effective equipment for real-time monitoring.

Regarding the former, the need for developing simulation tools to predict the transient temperature
fields in laser-based processes has been widely presented in the literature [3]. Indeed, irrespective of
the application and the technology, it has been shown that temperature directly affects the mechanical
properties of the final component.

Some effort has been made in this field and a wide range of applications are reported in the
literature, including but not limited to hardening [4], laser ablation [5], laser cutting [6], laser drilling [7],
laser welding [8,9], and additive manufacturing of metal powder [10,11]. Irrespective of the application,
the prediction of the temperature field is crucial for many purposes, including but not limited to
non-destructive real-time evaluation of the process [2], minimization of residual stresses, and heat
accumulation during additive manufacturing [11,12]. In general, advanced complex models are
required to consider beam attenuation in the laser-induced plasma plume when higher irradiance is
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delivered (e.g., in cutting, drilling, and welding). Specific additional references to common assumptions
for modeling will be given in the following relevant sections of the paper.

Once a proper simulation tool has been developed to relate the input parameters on the laser
thermal cycles, signals must be extracted from the process and continuously compared to the intended
output. Therefore, for the purpose of exploiting the transient temperature field in real-time monitoring
and control, a cost-effective, fast, and reliable solution should aim to reduce the error in temperature
measurements. A number of methods and detection sensors have been proposed in the literature:
Thermocouples, photodiodes, and infrared cameras are the main methods that have been tested and
compared [13]. Unfortunately, they are generally unsuitable for laser-based processes in an industrial
environment, since fast measurements at precise locations approaching the laser path are required.
Indeed, sharp temperature gradients as a consequence of fast heating and cooling rates are involved in
laser processing; moreover, the acquisition may be significantly affected by laser radiation and plume
dynamics, depending on the metal to be processed and the operating window [2].

Instead, fiber-optic pyrometers are a valuable method, being contactless and faster, with a response
time in the order of milliseconds [14]. Additional advantages are offered by two-color pyrometers [15]
dealing with the ratio of optical powers at two spectral bands to bypass the dependence of emissivity
on the temperature. A wide theoretical background about detecting with two-color pyrometers is
available in the literature [16].

A model for laser thermal heating in the form of non-penetrative bead-on-plate welds was built
in COMSOL Multiphysics in this study, aiming to simulate the creation of the melting pool due to
laser heating, in preparation for a further model where impinging metal would be fed for repair via
additive manufacturing. Although some effort has been made in the literature to model the process of
material deposition for the purpose of additive manufacturing [17,18], many simplifying assumptions
are usually made in terms of material properties and boundary conditions, given that many complex
phenomena are involved; in this frame, this paper specifically aimed to build a comprehensive model
via a methodical approach contemplating several items. The validation of the process of simulating
mere thermal heating (i.e., bead-on-plate welds) and the creation of a melting pool was required
before moving to a more complex model; with this respect, the results are discussed in this paper.
Namely, aluminum alloy (AA) 2024-T3 was chosen as a base metal, as it is widely used in the aerospace
and automotive industries for high price-sensitive parts requiring maintenance via focused heat
sources, such as laser beams. The reliability of the simulation was assessed in comparison with the
experimental data, i.e., the thermal history around the scanning path and the geometrical response
in the fusion zone upon cross-cutting. Namely, a fiber-optic two-color pyrometer was used to obtain
temperature measurements.

2. Materials and Methods

2.1. Thermal Modeling

2.1.1. Heat Equations

Heat generated by a laser beam above a metal surface is dissipated by means of conduction,
convection, and radiation. The theoretical approach to modeling is provided in the literature [11].
Namely, the heat transport equation can be given as:

ρc
∂T
∂t

= ∇·(k∇T) + αQ (1)

where ρ is the density, c is the heat capacity, T is the temperature, t is the time, k is the thermal
conductivity, α is the absorption coefficient, and Q is the laser heat generation. In addition, convection
and radiation losses qc and qr are given as:

qc = h(T∞ − T) (2)
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qr = εσ
(

T4
room − T4

)
(3)

where h is the heat convection coefficient, ε is the emissivity, σ is the Stefan-Boltzmann constant, and
T∞ and Troom are the gas medium and room temperature, respectively. In the following sections, losses
will be provided in form of boundary conditions, depending on the domain of interest; both T∞ and
Troom will be assumed as 22 ◦C.

2.1.2. Heat Source

The first step to address is a proper description of the laser heat generation. The fundamental
mode of a Gaussian beam [19] is generally preferred [11,20] and a Gaussian heat source is provided,
accordingly. It is worth noting that although a lean description is gained, the assumption of a true
Gaussian beam is not suitable in general, unless high-quality laser beams are considered. Other
theoretical formulations are hence proposed in the literature, including a double-ellipsoid power
density distribution [17] based on the original model suggested by Goldak [21], and a flat-top
beam [19]. The latter is considered in this paper; namely, the heat generated by a super-Gaussian
profile (i.e., a smoothed flat-top profile) of transverse optical intensity of order n can be given as:

Q(r) = Q0 exp
[
−2

(
r

w0

)n]
(4)

where Q0 is the peak intensity, w0 is the beam radius over the incident surface, and r is the radial
distance from the propagation axis. A conventional Gaussian profile results from a super-Gaussian
one of order two; the higher the order, the steeper the edges of the profile. A super-Gaussian intensity
profile of order 20 was implemented in the paper (Figure 1), based on actual data acquisition via
beam profiler. Under this assumption and for P denoting the operating power, the peak intensity in
Equation (4) approaches:

Q0 =
P

πw2
0

(5)

Moreover, since the model is aimed to simulate an application of repairing via metal addition
where a defocused beam must be used [22], the laser beam was defocused to a processing diameter of
3 mm.

With x0 and y0 being the coordinates of the starting point of the beam path, s the traveling speed
of the laser beam along the x-direction, and t the time; a moving heat source was implemented in
a Cartesian coordinate system, hence Equation (4) yielding:

Q(x, y) = P
πw2

0
exp

{
− 2[(x−x0)

20+(y−y0)
20]

w20
0

}
= P

πw2
0

exp
{
− 2[(s t−x0)

20+(y−y0)
20]

w20
0

}
(6)

Figure 1. Distribution of transverse optical intensity: Super-Gaussian profile of order 20.
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2.1.3. Material Properties

Including temperature-dependent material properties in the model is the key to a reliable
prediction of the temperature field. For this purpose, based on the available literature on the
characterization of pure aluminum and its alloys, a number of laws have been included in the
background for the properties involved in conduction, convection, and radiation equations. AA 2024
of typical composition [23] for wrought products is used; solidus and liquidus temperature of 775 and
911 K, respectively, are given.

At first, a functional form for density (kg·m−3) is borrowed [24], depending on the
aggregation status:

{
ρsolid(T) = 2813 + 0.03 × T − 7.4 × 10−4 × T2 + 10−6 × T3 − 5.7 × 10−10 × T4 T ≤ 775 K
ρliquid(T) = 2725 − 0.32 × T T ≥ 911 K

(7)

Within the solidification range between solidus and liquidus temperature, a general rule of
mixtures (i.e., a two-phase model) is implemented:

ρ = θsolidρsolid + (1 − θsolid)ρliquid 775 < T < 911 K (8)

with θsolid denoting the solid volume fraction. Regarding the heat capacity (J·kg−1·K−1), a similar
approach is taken [25,26]:

csolid(T) = 199 + 3.9 × T − 7.4 × 10−3 × T2 + 5.2 × 10−6 × T3 T ≤ 775 K (9)

Constant extrapolation has been set to extend this law beyond the solidus temperature.
An evolution of thermal conductivity (W·m−1·K−1) as a function of temperature in a solid state
is available in the literature [26]. Based on this, a functional form has been extracted and implemented:

ksolid(T) = 137 + 2.9 × 10−4 × T + 1.3 × 10−6 × T2 T ≤ 775 K (10)

Linear extrapolation has been set to extend this law beyond the solidus temperature.
For an opaque material, the absorption coefficient α is complementary to the reflection coefficient

(1–α). Since reflection is one of the main factors affecting the coupling efficiency when processing
metals [27], the trend of reflectivity vs. temperature is required: although constant average absorption
has been proposed by some authors in the literature [11,18], the reflectivity of aluminum in solid state
may decrease from 95 to as low as 60% [28]. Given this, a functional form for reflectivity, for a given
operating laser wavelength of a doped YAG (Yttrium Aluminum Garnet) active gain, has been inferred
(Figure 2), based on two main assumptions: a reduction of reflectivity and, hence, an increase of
absorption, in turn, is reported for increasing temperature [28]; a sharp drop at a measure of 5% is
noticed at phase transition [29] for pure aluminum.

Figure 2. Aluminum reflectivity coefficient as a function of temperature.

176



Materials 2018, 11, 1506

In the assumption of natural convection, a constant heat convection coefficient h = 10 W·m−2·K−1

was fed to the model [17,20]. In the operating range of laser heating, even the dependence of emissivity
on the temperature is mild: a constant value ε = 0.15 [30] was set. Eventually, generation of plasma,
and, hence, beam attenuation, can be neglected since vaporization is prevented in this application [28].

2.1.4. Virtual Specimen and Meshing

Laser heating was modeled over a virtual specimen, 80 mm long, 60 mm wide, 10 mm thick, this
being the size of the plate in the experimental procedure for validation. For the purpose of improving
the consistency of the model, the specimen was divided into two domains of interest (Figure 3):
a central, 10 mm wide, 0.4 mm deep slot for the laser path (domain 1, D1) and the remaining (domain 2,
D2). Indeed, it is worth noting that the main issue in the modeling of a laser-based process is a reliable
implementation of a processing diameter in the order of tenths of millimeters [19]. As a consequence
of this, an ultrafine mesh must be set along the laser path, whereas a coarser mesh is allowed for the
purpose of reducing the simulation time: a triangle mesh of variable size was applied, accordingly
(Figure 4), the edges being 0.15 mm in size within D1 then ranging up to 10 mm across D2 (Figure 5).

Figure 3. Domains of interest: central slot (blue domain, D1), and remaining (grey domain, D2).

Figure 4. Triangle mesh of variable size on the virtual specimen.

Figure 5. Mesh detail at the interface with the central slot.

Boundary and initial conditions are given for each domain. Regarding D1, laser heat generation
Q is provided along the processing path; convection and radiation losses are experienced at the upper
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surface. Regarding D2, convection and radiation losses are experienced at each surface; a condition of
thermal continuity is given with respect to D1 for each shared surface. The initial temperature of the
domains is assumed as room temperature.

2.2. Experimental Procedure

Laser heating in the form of bead-on-plate tests was performed. The operating window to achieve
effective penetration in the cross-section was borrowed from previous works on the same alloy [22],
even aiming for non-penetrative bead-on-plate welds to prevent porosity [31]; traveling speed and
power were considered, and the results of six testing conditions have been found (Table 1). For the
purpose of an easier comparison of the responses, the length of the scanning path was conveniently set
in order to result in 10 s heating, irrespective of the traveling speed.

A thin-disc laser source was used (Table 2). Defocusing of the laser beam was set in order to get
a processing diameter of 3 mm on the top surface. Moreover, a tilting angle of 4◦ was given to the laser
head, in agreement with common practice for highly reflective metals, to prevent back-reflections from
entering the optics train [27]; although reflectivity depends on the angle of incidence and the plane of
polarization of the laser beam, the effect can be neglected at this angle size [28]. The scheme of the
processing set-up was composed of a laser head, a clamping device, and a pyrometer (Figure 6).

Table 1. Processing conditions for laser heating.

Speed (mm/s) Power (W) Scanning length (mm)

4 2000 40
4 2500 40
4 3000 40
6 2000 60
6 2500 60
6 3000 60

Table 2. Main technical features of the laser source.

Parameter Value

Maximum output power (kW) 4.0
Operating nominal wavelength (nm) 1030
Beam Parameter Product (mm × mrad) 8.0
M2 quality factor 24.3
Core diameter of the delivering fiber (μm) 300
Spot size of the laser beam on the surface (mm) 3.0

Figure 6. Scheme of the processing set-up; components are not to scale.

Moreover, to prevent oxidation of the base metal, resulting in defects and additional heating as
a consequence of energy release, argon for inert shielding was supplied to the working area; a steady
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shielding atmosphere resulted, giving grounds to the assumptions of natural convection in modeling.
The plate was clamped at the edges, so that convection in standing argon was experienced and one
may assume conduction is negligible to the purpose of simulating the thermal history at the laser path.

Temperature model validations were performed by means of a fiber-optic two-color pyrometer
which was calibrated in a 290–610 ◦C (i.e., 563–883 K) temperature span to the specific purpose of
monitoring AA 2024; as a consequence of this, underflow and overflow may result below and above
the lower and higher span limits, respectively. For each given testing condition, the pyrometer was
focused halfway in the processing path, 2 mm from the scanning line (Figure 7). The site of interest
to focus the pyrometer is suggested by the need to acquire a response within the calibration range
of the device; as a consequence, direct acquisition of the thermal history along the laser path is not
feasible. A 0.1 ms time step was set for temperature acquisition, thus resulting in 105 sample points
overall, given a 10 s period of total heating. A post-acquisition smoothing algorithm with a 50-point
moving-average was implemented in order to filter noise from the output.

 

Figure 7. Location and detail of the site of interest (x = 32 mm, y = 40 mm, z = 10 mm) for
thermal monitoring.

Further data for model validation were obtained in the transverse cross-section (i.e., parallel to
the xz plane). To this purpose, the specimens resulting from laser heating were cross-cut, mechanically
ground, and polished to a mirror finish, and chemically etched with a solution consisting of 10%
hydrofluoric acid, 15% nitric acid, and water at room temperature [23]. The actual size of the fusion
zone was eventually measured via optical microscopy (Figure 8) and compared to the output of
the simulation.

 

Figure 8. Width and depth of the fusion zone, macrograph resulting at speed of 6 mm/s, power of
2000 W.

3. Results and Discussion

3.1. Local Thermal Cycle

The thermal history at the site of interest during laser heating is a function of the processing
parameters (Figure 9); depending on these, fusion may be experienced at the site of interest. The time-
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scale is started at laser switch-on: since the process duration is dependent on the traveling speed,
the time to get the peak temperature at the site of interest (i.e., to cover half the distance) is 5 s.

 

Figure 9. Thermal history of the site of interest as pyrometer output.

A recurring shape was found for the temperature profile: namely, a settling period, resulting in
a leading thermal spike, was required by the device when entering the window of calibration (i.e., the
operating range of acquisition); a trailing noise was found at the end of the acquisition, due to the
air and argon overheating over the site of interest, instead. The thermal evolution shifted below or
above the calibration limits under extreme conditions of processing, thus resulting in underflow or
overflow, respectively.

For each processing condition, the thermal evolution of the site of interest was simulated
(Figure 10) and compared with the acquisition. The peak temperature (Tp) acquired by the pyrometer
focus was extracted and compared with the predicted peak temperature in order to quantitatively
validate the thermal model (Table 3); the percentage difference between acquisition and simulation
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was given. An agreement in a measure of 2.7%, absolute, on average, was found in terms of peak
temperature; as regarding the conditions of underflow and overflow, the simulated thermal evolution
was actually outside of the calibration window of the device.

Speed 4 mm/s, power 2000 W Speed 6 mm/s, power 2000 W 

 
 

Speed 4 mm/s, power 2500 W Speed 6 mm/s, power 2500 W 

  
Speed 4 mm/s, power 3000 W Speed 6 mm/s, power 3000 W 

  

Figure 10. Simulated thermal history of the site of interest for each processing condition.

Table 3. Peak temperatures, actual vs. predicted.

Speed (mm/s) Power (W)
Tp (K)

Actual Simulated Difference

4 2000 803 815 1.5%
4 2500 848 828 −2.4%
4 3000 overflow 990 n/a
6 2000 underflow 543 n/a
6 2500 753 728 −3.3%
6 3000 851 821 −3.5%
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3.2. Geometry of the Fusion Zone

Since the overall size of the fusion zone depends on the thermal history, further information to
validate the model was gathered upon inspections in a transverse cross-section with respect to the
traveling direction of the laser beam (Figure 8). An indirect measurement of the simulated depth of the
fusion zone had to be conducted: namely, a transverse plane at half-length was considered with respect
to the traveling direction, then thermal contour lines are drawn (Figure 11). As expected, any increase
in the experienced peak temperature yielded a proportional increase in the extent of the fusion zone.

Speed 4 mm/s, power 2000 W Speed 6 mm/s, power 2000 W 

  
Speed 4 mm/s, power 2500 W Speed 6 mm/s, power 2500 W 

  
Speed 4 mm/s, power 3000 W Speed 6 mm/s, power 3000 W 

 

Figure 11. Contour lines to define the extent of the fusion zone for each processing condition.
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Based on the solidification range of the parent alloy, depth and width of the fusion zone were
inferred. Indeed, since 775 K is the lower limit of the solidification range, fusion was experienced by
any point above this temperature limit. For each given processing condition, the depth and width
were compared to the corresponding actual geometry (Table 4). An agreement of 3.7% and 16.3%,
absolute, on average, was found for depth and width, respectively. In order to improve the reliability
of the model in predicting the width of the fusion zone, further investigation must be made and the
dependence of the reflectivity on the starting roughness or oxide amount at the exposed surface should
be considered.

Table 4. Depth and width of the fusion zone, actual vs. predicted.

Speed (mm/s) Power (W)
Depth of Fusion (mm) Width of Fusion (mm)

Actual Simulated Difference Actual Simulated Difference

4 2000 1.55 1.42 −8.3% 5.17 4.22 −18.4%
4 2500 1.71 1.72 2.8% 5.45 4.53 −16.9%
4 3000 2.11 2.19 1.1% 6.81 5.55 −18.5%
6 2000 1.06 1.09 3.3% 4.06 3.57 −12.1%
6 2500 1.55 1.60 4.2% 5.13 4.38 −14.6%
6 3000 1.95 2.00 2.6% 6.21 5.10 −17.9%

4. Conclusions

A model to simulate laser heating was built and validated. The main elements were discussed
and presented, aiming to offer a comprehensive description of the involved variables and phenomena.
A super-Gaussian beam profile was implemented as an external thermal source; losses for radiation
and convection were considered, whereas losses for plasma attenuation were neglected.

Under these assumptions, with an average error below 3%, the model is capable of predicting
the peak temperature upon laser heating in a processing window ranging from 2 to 3 kW power
and 4 to 6 mm/s speed, which is suitable to produce a melting pool where metal must be fed in
additive manufacturing. With an average error below 4%, the model has been capable of predicting
the depth of the fusion zone. Larger errors, of up to 16%, were found for the bead width instead;
these will be addressed in future adjustments of the simulation; indeed, the dependence of the
reflectivity on the starting roughness or oxide amount at the exposed surface should be considered.
Furthermore, the model must be conveniently upgraded with powder or wire feeding to simulate
layer-by-layer fabrication.

Interestingly, an industrial environment where a pyrometer output is used in real-time monitoring
to match the intended thermal history, and, hence, the intended geometry, can be conceived.
Nevertheless, proper actions both at software and hardware stages, must be taken to filter noise
from the pyrometer output, depending on the system set-up, the metal to be processed, and the
laser wavelength.
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Abstract: High-throughput screenings are widely accepted for pharmaceutical developments for new
substances and the development of new drugs with required characteristics by evolutionary studies.
Current research projects transfer this principle of high-throughput testing to the development of
metallic materials. In addition to new generating and testing methods, these types of high-throughput
systems need a logistical control and handling method to reduce throughput time to get test results
faster. Instead of the direct material flow found in classical high-throughput screenings, these systems
have a very complex structure of material flow. The result is a highly dynamic system that includes
short-term changes such as rerun stations, partial tests, and temporarily paced sequences between
working systems. This paper presents a framework that divides the actions for system acceleration
into three main sections. First, methods for special applications in high-throughput systems are
designed or adapted to speed up the generation, treatment, and testing processes. Second, methods
are needed to process trial plans and to control test orders, which can efficiently reduce waiting
times. The third part of the framework describes procedures for handling samples. This reduces
non-productive times and reduces order processing in individual lots.

Keywords: micro-manufacturing; manufacturing systems; production planning

1. Introduction

Steels and aluminum alloys can be used as structural materials, however, they may not have
satisfactory material properties for a given use. For these areas of application, adapted materials
must be developed so that components can fulfil their intended structural function. The mechanical
properties result from interactions between alloy composition and microstructure, which must be
coordinated in many investigation steps. In conventional research and development, the product is
adapted to the material properties [1]. Therefore, it is necessary to define alloy composition and the
setup of microstructure to meet required performance profiles. In this context, Springer and Raabe
have developed a combinatorial process with which varying alloy compositions and heat treatments
are systematically investigated by means of tensile tests [2]. Research into these new compositions of
alloy and microstructure with conventional, standardized methods of materials testing requires a great
amount of time and material effort. For speeding up the testing of materials and identification, Ellendt
and Mädler introduced a new approach for the development of structural materials that is based on the
identification of materials in high-throughput. This high-throughput system can perform examinations
in a few hours or days that would take weeks or months using conventional methods. In order to
increase the productivity of high-throughput screening and further shorten the development time,
the targeted use of screening strategies is necessary [3]. Within the evolutionary high-throughput
system ‘Farbige Zustände’, metallic materials are developed [4]. This system enables the identification
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of new alloys, which meet specific performance profiles, defined by mechanical material properties,
such as the hardness, the elongation at fracture, the young’s module, and other factors. Through
statistical and heuristical processes, an experimental plan is calculated, which shows all steps for the
production and setup of the alloy’s microstructure as well as for the examination to determine the
characteristics of the alloy (Figure 1). To achieve these properties, in addition to the alloy composition,
the targeted thermal and mechanical treatment of the samples is defined [5].

 

Evaluation

Material 
Properties

Experimental
Design

Setup of 
Microstructure

Figure 1. Schematic procedure of the method ‘Farbige Zustände’ [4].

The high-throughput system ‘Farbige Zustände’ greatly differs from conventional screenings
regarding its structure. Conventional screenings of pharmaceutical products or catalyst materials
usually have a linear material flow because these samples are not able to go through a processing station
more than once. High-throughput screening consists of interlinked individual stations, each of which
carries out investigations on samples. These tests are fully automated and optimized for high
throughput. On this basis, high-throughput systems became established in the late 1990s [6]. However,
no intelligent experiments are carried out or combinatorial strategies are applied [7]. In this system,
adapted methods reduce examinations, which usually last weeks or months, to one or two hours
with the same application rate [8]. This is possible because components, temperature, pressure,
and other parameters in the high-throughput experiments can be changed. Especially important for
successful implementation of high-throughput systems are fast data processing and automated systems,
which enable fast sample processing. This makes it possible to process up to 100,000 samples per day
for so-called ultra-high-throughput analyses [9]. Research and development is being industrialized
to further increase output and reduce development costs in the development of active ingredients.
Industrialization is characte rized in particular by the use of high-throughput systems. By means of
automation, parallelization, and minimization of processes, these systems enable a faster acquisition
of as much data as possible from experiments with the lowest possible material consumption [10].
Within high-throughput screenings for mechanical material testing, an individual composition of test
plans for each target of analysis is required. Therefore, the high-throughput screening for structural
materials has a high resemblance with job shop production. In such production systems, machines and
working systems are arranged according to their functions and not according to the production order
of one single product. Orders reach machines in a previously planned sequence for the completion
of a component or assembly [11]. Due to the flexible material flow and the complexity of the system,
which is also caused by the handling of micro samples, the material flow and the processing of the
samples must be controlled. For this purpose, approaches from production technology are examined
that lead to a reduction in throughput time in production systems. The focus is on the evaluation
of individual processes as well as the entire system. The aim is to significantly increase throughput
in order to be able to compare the performance of the high-throughput system with conventional
high-throughput screening and to reduce nonproductive times by handling of parts.
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2. Enhancement of Throughput Time in Production Systems

In recent years, the production of customized products and the associated flexibility of order
processing have come into focus for production systems [12]. In this context, it is often referred to as
one-offs [13]. Flexibility and reaction to short-term changes can be achieved primarily by reducing order
throughput times [14]. According to Nyhuis and Wiendahl, there is a conflict of objectives with the
throughput time and performance. Both show a clear change with the system’s inventory. Increasing
inventory leads to both increased performance and longer throughput times, so a system-specific
optimum operating point must be determined [15]. The main components of the throughput time
are queuing times, transport times, and setup times. In this context, the proportion of processing
time is significantly lower [16]. Nevertheless, the optimization of production systems often focuses
on reducing the processing time. In general, processing times can be planned and offer a reliable
savings potential. Transport times, but above all queuing times, are characterized by a large stochastic
proportion of time, which makes it difficult or even impossible to plan these time-shares. However,
it was shown by Nyhuis and Wiendahl that reduction of the stock has an especially strong positive
effect on the resting time [15].

Production systems are factories or production lines in which a value-adding activity is carried
out. At the end of these activities, usually finished components or assemblies and products are
produced. These systems are supported by methods and strategies to ensure the optimal organization
of the system. The methods describe an integrated production organization that consists of effective
and efficient collaborative subsystems, work systems, concepts, methods, and tools. The focus is on
customer benefit and should be achieved while avoiding waste [17]. For the successful organization
of production systems, their characteristics and interaction with the customer are crucial. There are
different types of orders for production systems, such as make-to-order or make-to-stock, and they are
supplemented by mixed forms (see Figure 2). This shifts the customer decoupling point depending on
the order type. According to the order type, different types of production can be selected, from shop
floor production to paced continuous flow production. The order type determines the basic structure of
production and the arrangement of machines and working systems. Therefore, they have an influence
on the material flow and process type as well as on the entire order processing. In this context, orders
involving a large number of a serial products must be organized in a different way in production than
the manufacturing one-offs. This concerns both the arrangement and connection of machines, and the
scheduling of production orders.

 

Production Method Order Management

Order Fulfillment

2

1

Sequential, divergent, 
convergent, and recursive

Job shop production, flow 
producton

Scheduling

Customer order decoupling 
point

Figure 2. Tasks of production management.

Johnson has designed a framework for reducing throughput time in production systems and
described various methods that lead to a reduction in throughput time. Figure 3 shows Johnson’s
classification of component changes that will reduce the Manufacturing Throughput Time per Part
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(MTTP). These changes are reduction of setup time, processing time, transportation time, and queuing
time [18]. To reduce setup times, entire production lines are sometimes converted to enable faster
set-ups. The use of standardized interfaces or a standardization of work piece carriers are conceivable
options. In the automotive industry, entire product classes are combined on a modular platform,
which also avoids the set-up of machines or the build-up of several parallel production lines. A typical
procedure to fast equipment setups is the Single Minute Exchange of Die (SMED) method [19].
This reduces batch sizes and increases productivity [20,21].

 

Throughput Time

Setup Time Processing Time Transportation 
Time Queuing Time

Figure 3. Reduction of manufacturing throughput time per part [18].

Previous research describes various approaches to reduce process times in production.
For example, other fast technologies can be used for production or assembly times can be reduced
by integrating functions. A learning process for the workers can also lead to an improvement in
process time. In addition to reducing machining time through other machine parameters, the number
of operations can also be reduced by revising components and processes [18]. In 1994 Suresh and
Meredith described in this context an increase in productivity that reduces throughput times by
forming product families that are processed together in production [22]. The transportation time
can be reduced by accelerating transport systems or reducing distance [18]. Likewise, a systematic
determination of lot sizes can influence the transport time per part.

The queuing time makes up a particularly large proportion of the throughput time. Wiendahl
has already found that queuing time represents the largest share of lead time at 75%, but processing
time is less than 10% [16]. In production planning and control, the focus is therefore on reducing these
waiting and idle times before processing. In this context, the dilemma of production was already
formulated in the 1960s. Gutenberg describes this as a contradiction between maximizing utilization
and minimizing throughput times [23]. Thus, it is not possible to achieve short throughput times and
high performance together in one system. An explanation model for this connection is the funnel
model. The stock of a working system can be represented as a funnel whose lower opening represents
the current performance [11]. This means that an inventory in the funnel is required as a buffer so
that capacity utilization can be ensured across performance fluctuations. Too much inventory fills
the funnel and increases throughput times. However, if the inventory is too low, the maximum
performance cannot be reached [24]. This correlation becomes clear in Nyhuis’ and Wiendahl’s
characteristic curve theory. A direct connection between throughput time, performance, and inventory
was established and mathematically documented for the first time. It became clear that the throughput
time increases with growing inventory. At the same time, performance reaches its maximum value
with increasing inventory [15].

The funnel model forms the framework for many methods of loading planning and production
control in job shop production. Logistical control methods achieve short throughput times and
high schedule reliability, resulting in higher flexibility and short delivery times [25]. The result is
a customer-oriented system that needs to be capable of implementing one-offs. Production control
is essential for a flexible and fast production, which is characterized by a high proportion of flowing
material [26]. The aim of these methods is to set the inventory as the control parameter and use
it to achieve logistical target criteria such as throughput time, utilization, and schedule reliability.
The inventory is the total work that is in the system. Depending on the production systems and
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the company objectives, logistical target criteria are weighted, so that the method used for loading
planning varies for each production system. For example, with the very simple Kanban principle,
a shorter throughput time can be achieved than that of a control system using Constant Work-In-Process
(CONWIP) [27]. Workload Control (WLC), on the other hand, has a positive influence on the schedule
reliability and performance of a production system [28]. In the procedure by Bechte, called Load
Oriented Order Release (LOOR), a stock list is maintained that lists both the direct stock of a work
system and the indirect stock. The indirect stock includes work orders that reach the relevant work
system in the future and are included with a discount factor. An order is only released in this method
if the direct and indirect stock does not exceed a previously defined limit value [29]. Even today,
many order release procedures are still based on the concept of controlling inventories.

Another approach to reduce waiting and queuing times is lean production. This method was
developed in the 1980s at Toyota in Japan and has become known worldwide as the Toyota Production
System (TPS) [30]. The aim is to reduce non-value-adding activities and minimize waste. The focus
is exclusively on value-adding work [31]. Lean production also focuses on reducing inventories and
waste as these are seen as a great potential for hiding inefficient processes. In this way, resources can
be better used. A further development of lean production was further expanded to support the volatile
and competitive business environment [32,33]. Continuous Improvement (CI), the introduction of
pull principles and a zero-defect strategy in production by simplifying processes, are of particular
importance in lean production. Employee orientation and goal-oriented leadership through visual
management are also tools of lean management [34]. Thus, a Lean Production System (LPS) is
created that provides for a company-specific orientation of the production system using the eight
basic principles [35].

3. Acceleration of High-Throughput Systems

A classification between the characteristics of production systems and high-throughput
systems shows comparable theories in organization, order management, material flow, order type,
manufacturing type, and process organization. Similar to production organization, orders in
high-throughput systems are controlled by a process chain, and processed at various workstations.
Orders initiate activities in these systems. One kind of activity by order release is the definition
of a fixed sequence. In addition, due dates and the number of samples are also specified while
releasing the order [36]. Due to a similar behavior between production systems and high-throughput
systems, many approaches from the production organization can be transferred in their principles
to high-throughput systems (see Figure 4). In addition to the development of methods for process
improvement, enhancements in transportation between stations and control as well as in handling
contribute to a reduction in throughput time.
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Figure 4. Framework for high-throughput system acceleration.
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3.1. Development of Testing Processes

The ‘Farbige Zustände’ method requires the development of processes for short-term
characterization that are suitable to describe structural materials in terms of their suitability for
a given performance profile. In their approach to develop this high-throughput method, Ellendt and
Mädler describe that previous, partially standardized methods for sample generation and material
testing can be applied to a limited extent only, since the material and time requirements exceed the
possibilities of the high-throughput system. Therefore, methods for the generation of metallic samples
as well as for the treatment and testing of samples are developed or adapted for the high-throughput
system [1]. This process is capable of producing several thousand individual samples per day.
These must then be subjected to rapid processes to change and characterize the properties of the
sample. These methods together form the basis for multi-stage screening. Micro samples are produced
in a droplet generator for microscopic spheres, in which the sample size can be specifically adjusted
by a controlled solidification process [37]. Thus, the investigation of new alloy compositions is
based on the use of micro samples with a diameter of less than one millimeter. This combination
saves both time in alloy evaluation and the amount of material [38]. The particular challenge is to
determine the micro-properties, although the macro-properties differ significantly from the intended
areas of application. The use of micro-samples results in special size effects that affect both the
microstructure [39,40] and the macrostructure [40]. These are taken into account by a predictor-based
optimization approach in the determination of micro process parameters, so that a high quality of
information can be expected [5]. In this context, the use of microspheres offers the advantage that they
exhibit homogeneous microstructure without macro segregations immediately after generation [4].
This structure is specifically adjusted in a subsequent heat treatment, which takes the scalability into
account. Laser-deep-alloyed samples are also available. This process offers the generation of different
alloy compositions and graded compositions in short intervals [41].

In addition to the alloy composition, the microstructure of materials is decisive for the mechanical
properties of structural materials. These can be specifically modified by thermal and mechanical
treatments. An example of this is the multistage contact deep rolling that produces an increase in
surface integrity. For example, the rolling process can cause partial strain hardening of material and
thus specifically adapt the mechanical properties of the sample [42]. These modified properties are
investigated in various short-term characterization processes that allow conclusions to be made on the
material properties of the samples [38]. In addition to methods of nanoindentation, X-ray diffraction
and hardness measurement based on laser induced shock waves, a method for dilatometry, are part
of the characterization process [4,43,44]. High-throughput dilatometry can be used to examine micro
samples that have a high cooling rate due to their small volume and large surface area. Cramer
et al. have developed a special dilatometer tailored to the needs of the high-throughput system,
with which the thermal expansion of samples can be investigated [45]. These methods, which are
developed with the aim of short process times, standardized sample transfer, and a specific testing
target for high-throughput systems, form the basis for the development of a high-throughput system
for materials testing.

3.2. Efficient Logistical Control for High-Throughput Systems

Logistics control already plays a central role in production today and essentially involves the
coordination of industrial production. Acceleration of high-throughput systems cannot be achieved
solely through technological improvements. Due to the complexity of the system, the enhancement
of the logistical targets has to be expanded by organizational methods. Procedures for logistical
control for high-throughput testing in materials testing are developed on the model of production
control. The findings of the production are applied to high-throughput systems and adapted to their
requirements. This way, a high throughput and a short throughput time of test orders will be achieved.
For the use in high-throughput systems, the order generation, order release, sequencing, and capacity
control are of great importance, these assume the central tasks for order organization and have a high
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influence on the logistical targets. The aim is to achieve an optimum of short throughput times,
high throughput, and high utilization when planning the schedule of high-throughput tests.

The objective for the use of planning and control methods in high-throughput systems for
materials testing is to improve reactivity, flexibility, and throughput. This sometimes results in
boundary conditions that are untypical for other high-throughput systems. Schneider et al. describe
that stations in conventional material testing are decoupled and not connected by an automatic logistics
unit. Instead, samples are often transported manually between the test stations [36]. This results in
an undirected material flow, which is also present in a variable process sequence. An individual test
plan is created for each sample, which only contains tests that are assigned to a specific test objective.
These can also be influenced by the sample characteristics and the test results already available.
Furthermore, it may be necessary for material tests that stations have to work within temporarily
paced sequences. This results in a variable pace in these sections, where orders have to be processed
in certain time slots [46]. It is also necessary to provide decision patterns for re-tests and partial
tests in the logistical control in which a test is carried out a second time or carried out partially [47].
Thus, special requirements for logistical controls for high-throughput systems mainly comprise the
material flow complexity, the number of variants, and the production principle (see Table 1). In addition,
Nyhuis and Wiendahl described criteria to be observed for the implementation of a production control
system [15]. These criteria must also be taken into account when selecting a suitable control system due
to the similar structure and organization of high-throughput and production systems. In particular,
a distinction between make-to-order and make-to-stock or job shop and flow production is fundamental.
In addition, the qualification and motivation of employees must also be taken into account as so-called
soft factors in the development of management [15].

Table 1. Logistical control requirements [47].

Characteristics Job Shop Production Screening for Material Testing

Material flow Undirected Undirected
Process chain Depending on order Depending on order and aim of analysis

Variety High High
Re-routing Rare case, should be avoided Common, standard process

Ad hoc changes Processing according to order content Schedule changes depending on measured values

The control method for high-throughput systems is capable of minimizing the effects of ad hoc
changes, sample re-routing, temporary paced sequences, and quantity changes in order throughput.
Thus, the throughput and flexibility of the system are to be maintained. In the case of ad hoc changes,
the test plan of orders is changed spontaneously so that these samples follow a different process chain
through the system. This can occur, for example, due to an overload of the originally planned work
systems or by changing the test plan on the basis of measured values. Figure 5 shows process chains
of different orders in an exemplary system. The blue, green, purple, and yellow jobs have a different
order through the system so that they represent ad hoc changes, rerouting of samples, and temporary
concatenation. The purple order is re-routed on the basis of a repeat check. The order is forwarded
to working system (WS) 6 after being processed at WS 3. Then, the step at WS 3 and the test at WS
6 are repeated. The blue order represents the throughput of a paced order. It is assumed that the
machining operations on working systems 2, 4, and 6 must take place in a paced sequence. Therefore,
these working systems are treated as virtual flow production and the order is controlled accordingly.
As an example of ad hoc changes, the orange order controls the working systems 5 and 7 at short
notice, while the green order explains the effects of changes in unit quantities.

In addition to the tasks of short-term control, logistical planning and control must also include
medium-term planning for a machine schedule. Schedule planning tasks include scheduling orders
and machines. This results in detailed scheduling taking the current capacity into account. Based on
the order and system data, forward scheduling is carried out for each order, without considering the
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order’s situation. The earliest possible start and end date is determined. Conventional throughput
time scheduling has been supplemented by additional block times to take dynamic paced sequences
into account. As soon as a station is processed in a paced sequence, all other stations of this sequence
must be reserved for a seamless connection. In addition, the orders are sorted according to urgent and
normal orders to ensure fast processing of higher-priority orders in overloaded work systems. Normal
orders are sorted according to the First-in-System-First-out (FiSFo) rule to generate even throughput
times. In subsequent capacity requirements planning, capacity buffers must be planned in order to be
able to react to unforeseeable changes in the demand program. The capacity requirements planning
can be used to identify overloads [48].

 

WS 3

WS 1 WS 4 WS 7

Re-RoutingOrder Working SystemWS Paced Sequence

WS 2 WS 5

Figure 5. Structure of high-throughput systems for material testing [46].

Based on this planning status, the orders are released for processing and checking in the short-term
logistical control system. To do so, a high-throughput-specific sequence of orders is first created.
A typical procedure for this is the use of the planned due date from the schedule. The closer the planned
due date is to the current time, the further forward the order is taken into account. The structured
orders can then be checked for order release. A special challenge for order release has turned out
to be the consideration of repeat and partial tests, as well as the efficient control of temporarily
timed sequences. Onken et al. presented an approach, in which a reduction in throughput time and
the proportion of blockages in the system was achieved through specific order release. The use of
a modified Decentralized Work in Process-oriented Manufacturing Control (DEWIP) also significantly
increased the output of individual work systems [47]. A further development of the logistic control
regarding the consideration of temporarily paced sequences also shows a further reduction of the
throughput time compared to order release using the FiSFo. The investigations have shown that even
with the use of an order release regulation, the throughput time is reduced by more than 50 percent [47].
A machine-specific analysis of capacity utilization has shown that it fluctuates widely and is in some
cases below ten percent. For other work systems, good capacity utilization of over 90 percent is
achieved [46]. Schedule planning has not been taken into account, which can be expected to improve
the utilization significantly.

3.3. Multimodal Handling

The beginning of technologies for enabling high-throughput can be marked with the invention of
the micro titer plate in the 1950s, a carrier for a multitude of liquid samples that fast became a standard
in the field. In the following decades, the efficiency was increased by increasing the automation,
with automated plate readers and multichannel pipettes [49]. The size of the sample was more and
more reduced by introducing 96-, 384-, and 1536-well plates, which reduce the cost, time, and amount
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of material. While a 96-well plate carried 100–200 μL, the sample size on a 384-well plate was reduced
to typically around 50 μL and to 5 μL on a 1536-well plate. Even 3456-well plates have been reported,
but these small samples have not been established in the field [50].

The example of HTS in chemistry and biology show the requirements and catalyzers
for high-throughput systems, which are easy handling on standardized carriers, automation,
parallelization, and miniaturization. These basic concepts of high-throughput systems have also
been applied in other fields, as for example materials research. Examples include the development of
thermoelectric materials [51] and the development of abrasion resistive surfaces [52]. In these cases,
the objects under test are functional materials, which can be tested by their surface characteristics.
This allows for easy sample creation by using surface technologies like physical vapor deposition
(PVD). The samples are created directly on a substrate, which acts as a sample carrier. This means that
many examinations can be carried out on such large-area samples.

For the development of structural materials, most tests cannot be performed on thin films on
a carrier. Tests like nanoindentation or hardness measurement based on laser-induced shock waves
require a sample as bulk material, due to changes made to the geometry and microstructure of the
processes. To provide these, the generated microspheres are used as samples. Similar to the process
in chemistry, these samples can be created in high masses with gradually changing characteristics.
The most important difference to previous high-throughput systems is the existence of single samples,
which have to be prepared individually for the different testing stations within the high-throughput
system. Due to the size of the spheres and the required low handling times, an individual handling
of the samples raises new challenges for the automation. In order to achieve a system with high
throughput, methods from production engineering have to be applied. A particular challenge is
that the adhesion forces in the micro area can exceed the weight force. Adhesion forces are Van
der Waals forces, capillary forces, and electrostatic forces [53]. Two different concepts are known
for the handling of micro components. Similar to macro and meso components, micro components
can be handled individually. They can be handled by grasping and moving them with the help of
micro grippers, or without grasping them with contactless methods, for example with electrostatic
or electromagnetic forces [54]. Fantoni et al. lists magnetic, suction, and Van-der-Waals grippers in
addition to conventional frictions grippers [55], which use the size effects of micro components in
a targeted manner [56]. This makes it difficult to release and place the components, for which active and
passive systems can be used. The challenge is precise and controlled depositing, which can, however,
be compensated with additional technology such as measuring systems or targeted introduction of
force into the component [55,57].

If micro parts are made from semi-finished products, the application of linked parts can be
reasonable. During production, micro-components are left in the semi-finished product that is used as
conveying and positioning equipment. It enables an easier handling of the parts in flow productions.
As long as the parts are linked together, they can be handled as macro material. Depending
on the connection between the individual parts, the linkage can be described as line-compound,
ladder-compound, or comb-compound [58]. In the case of a totally linear processing, the linked parts
could run through the whole system without any costly reordering. In the case of a multi-dimensional
factorial experiment, the effort for separating and reconnecting the linked parts would grow fast.
In this case, the system cannot benefit from its strengths.

In order to optimize the throughput of the system, it has to be possible to create optimized
batches for different processes. Therefore, a core requirement is the possibility of relocating individual
samples and grouping them together to benefit from a parallelized handling in batches. Because of
the multitude of different generating, treatment, and testing processes with different requirements,
a multimodal handling system is used, which can transfer between different preparation methods and
relocate samples for optimized batch processing. Examples for different modes are bulk handling,
separation in trays, and fixated samples on a carrier. For the fixated handling on carriers, there are
different types, depending on the requirements of the actual process. These may be requirements
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to the resistance to vertical and lateral forces, temperatures, chemicals, or other requirements as for
example electrical conductivity. A constant identification of the components is ensured in order for the
sphere’s position to be linked to the obtained measurement results.

In order to allow relocation, any fixation method must be releasable. A promising method for
the fixation of microspheres, which allows fast fixation and release with a small temperature impact,
is the embedding in low melting alloys. These are alloys, which have melting points as low as
room temperature [59]. This ensures damage-free dissolution of the samples, without changing their
mechanical properties and microstructure in a high-speed handling, in order to prevent bottlenecks
caused by embedding and re-bedding. Thus, complex process chains with different sample preparation
requirements are achieved for each treatment or testing process.

4. Discussion

The acceleration of high-throughput systems for testing structural materials will be achieved
through a holistic approach. Aspects of production, setup of microstructure, and test processes as
well as aspects of logistics and handling must be considered. Actions must be taken in each of the
three areas to accelerate these areas individually. This is the only way to introduce high-throughput
screening for testing structural materials. The validation of fast methods for material characterization
is particularly important for implantation, since conventional material testing methods cannot be
performed on microspheres. However, due to their rapid generation in the droplet generator and their
homogeneous microstructure, these are well suited as samples within high-throughput screening.

The acceleration of the entire high-throughput screening process by adapting logistical concepts
from production management is promising. Simulations have shown success in reducing throughput
times and increasing capacity utilization by using individual components of logistical control. However,
further research needs to be addressed in this context, as the improvement achieved does not yet
allow for highly productive operation. Further methods and targets need to be developed that
reflect the order requirements of individual work systems more clearly. Overall, a fully developed
high-throughput system for testing structural materials can thus be used in all areas of design and
development. Especially in combination with the development of highly stressed components or the
need for special component properties, material development with the ‘Farbige Zustände’ method
is useful.

The completed high-throughput system will give new insights into the principle relations between
microstructure and mechanical properties of the material. On the one hand, the predictor function itself
will point out connections between measured characteristics and microstructure. These connections
may help the scientists to better understand the basic principles of the material’s behavior. On the other
hand, the high-throughput system ‘Farbige Zustände’ as a tool can not only be used to find purpose
specific materials, but also to get a better overview of the possibilities of material and structure
combinations. The fast process sheds light on the white spots in the homogenous parameter space
of material composition and treatment. The high-throughput system will allow researchers to
find interesting compositions and to investigate them faster than ever before. For the industry,
the fully developed high-throughput system will enable the use of specifically fitted materials for their
requirements. This results, for example, in lighter or stringer parts, which will help to save energy or
make products more durable.

5. Summary and Outlook

High-throughput systems for testing structural materials offer an approach to rapid
characterization of material properties. The use of micro-samples allows for the investigation of
a large number of alloy compositions with a small material and time input. In addition, various
mechanical and thermal treatment processes are available to change the microstructure and thus the
material properties. A fast generation of defined metallic samples in combination with fast tests enables
the combination to a high-throughput screening. In addition, initial studies show that a logistical
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optimization can reduce throughput times by more than 50 percent. In contrast to conventional
high-throughput screenings, systems for the examination of structural materials show a dynamic,
non-directional material flow. Overall, the complexity of the system is increasing, so that actions must
be taken to organize the system. This is a well-known problem in the field of production planning
and organization. In industrial production systems, the focus is usually on economical operation and
high added value. In this context, many processes have been developed that enable a productive
and flexible production system. Transferring these approaches to high-throughput systems enables
an increase in performance and a reduction in throughput time.

The framework for the acceleration of high-throughput systems makes partial use of these
methods. A reduction of the throughput time in high-throughput systems can be achieved through the
areas of process, logistics, and handling acceleration. The improvement of the individual processes in
terms of throughput time is achieved by developing methods that are adapted to the aim of the analysis
and the used samples. In this context, standardized sample carriers are used, which have uniform
interfaces and are used for various types of examinations. This also provides an advantage when
handling the samples to be tested. A standardized interface enables fast onward transport without
any re-embedding processes in the meantime. In addition, these sample carriers offer the possibility
of combining samples of different properties in one batch and reducing handling effort. As a third
component, the framework for the acceleration of high-throughput systems includes measures for the
efficient organization of the system. The focus is on load planning, taking ad hoc changes like re-tests,
partial testing, and temporarily paced sequences into account. Inventory control through the use of
a logistical control system is also part of order processing.

The development of the high-throughput system has mainly been carried out on individual
components. Especially for the logistic approaches, an evaluation of the overall system is important.
In this context, future work will create an organizational connection between the individual processes
in order to induce interactions between work systems and logistical control. It is to be expected that
order combinations will be generated by the test planning and logistic control, which will achieve
synergy for better system utilization. In this way, the system’s productivity will be increased overall.
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Abstract: Designing, changing and adapting organizations to secure viability is challenging for
manufacturing companies. Researchers often fail to holistically design or transform production
systems. Reasons are often the conflict of interests between production and maintenance, the temporal
divergence of their activities and their organizational structure. Thus, the aim of this study is to
propose a holistic approach of how production and maintenance can be designed, changed or
managed. Hereby, the Viable System Model was applied. This structure can be applied to any kind
of structured organization and for its management with goals to be achieved in modern society;
however, focus of the research is the coordination of production and maintenance management.
The goal of the developed model is to be able to react to some potential production environments by
taking coordinated decisions correctly and in the right moment based on the needed information.
To ensure this, standardized communication channels were defined. In conclusion, this proposed
approach enables production systems to have internal mechanisms to secure viability depending on
all potential environment scenarios.

Keywords: cybernetics; system dynamics; production management; maintenance management;
Viable System Model; automotive industry

1. Introduction

The global logistics flows have increased dramatically in recent years due to a globalized
economy that introduces inherent challenges to the establishment of international business [1] (p. 10).
This evolution is combined with the demands of customers who want to be served with shorter
delivery times [2] (p. 1) as well as with the increasing product variants in manufacturing and assembly
processes that expose planning and control logistics to new challenges [3] (p. 797). The reasons are
mainly the variability of final customers favored by competition activities. Other factors that generate
uncertainty effects in the planning within the supply chain are, for example, minimum quantities
in production as well as deviations of delivery lead times that make more difficult the production
planning reducing the planning quality. The conventional answer to this challenge is to increase safety
stocks to ensure the expected service level [4] (p. 179).

The success of the actors involved in a cooperative supply chain depends in an essential way on
the extent to which they are able to deal with the dynamic market requirements [1] (p. 101)—together
with efficient supply processes in costs, a reliable planning within the supply chain as well as robust
production and logistics systems play a fundamental role for the long-term success of the actors
within the supply chain. Robust production systems avoid negative effects on production processes by
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identifying potential disruptions and enabling an early adaptation [5] (p. 575). The result of a survey
within a study of the German Association of Logistics ratifies this statement detailing that the reliability
of logistics and production systems is the factor with greatest relevance considering logistics costs,
reaction capabilities, flexibility and use of resources [6]. The logistics goal of robustness defined as
the capacity of a system to deal with breakdowns, deviations and changes of the system environment
without necessary changes in the structure or in production capacities [7] (p. 34) is gaining more and
more importance as strategic feature to secure competitiveness.

Information in real time and its processing for production planning and control can give the correct
answer how to face increasing dynamic requirements. However, the current planning and control
logics do not provide the necessary support for this, which causes unexpected deviations in planning
which cannot be compensated in the short term [7] (p. 160). The turbulences in production and in
the supply chain create uncertainties that generate the need for coordination of planning processes,
which has not been considered in a methodical way for the current concepts of production planning
and control [8] (pp. 36–37). In this way, the insufficient collection and use of planning information lead
to delays and deficits in the transmission of information that must be compensated through additional
costs [9] (pp. 3–5). Moreover, due to the increasing automation and implementation of process control
systems, more and more decentralized maintenance units are located next to production areas. Based
on these facts, the common task for both production and maintenance must be developed to optimize
the availability and condition of production plants to guarantee the satisfaction of the final customer.
From a production point of view, maintenance has evolved from the “auxiliary need” to the holistic
maintenance management, in which production and maintenance share a common goal [10] (p. 9).

According to a survey carried out by the VDMA (Mechanical Engineering Industry Association)
organization of 240 European companies of all sizes and of different industries, in 2006, 78.5% of
managers claimed that the importance of maintenance has increased significantly in recent years and
67.1% that it will continue to increase in the future [11] (p. 38). Considering this, it is prioritized between
maintenance and production tasks. The negative long-term effects of insufficiently implemented
maintenance measures are often accepted due to short-term production needs. Without denying
the character of service, the role of maintenance is different if it is more widely understood as
holistic maintenance management. Maintenance management is an essential component of production
management but should not be used only to meet the production objectives (production of goods and
services), but also the objectives of generating value, human objectives and environmental aspects of
the company [10] (pp. 9–10).

Many approaches have been considered to make production and maintenance planning as efficient
and flexible as possible. All pursue and many theoretically achieve the partial or total optimization
of global production systems by making them efficient. However, when applying these theoretical
internal logistics management models to practice, information systems should be used as a vehicle
to communicate the necessary information to be managed within the organization. The reasons
why the majority of applications of such concepts in information systems, as in ERP (Enterprise
Resource Planning) systems, have failed are: the delay or lack of information, the misuse of production
planning tools and maintenance, lack of coordination or conflict of interest between the production
and maintenance departments, the non-consideration of the environment and the requirements of the
final customer in a dynamic process of continuous improvement, leading all of them to take strategic,
tactical or operational decisions at an optimal time or in an optimal way.

Research focus is the design and simulation of a coordination model for production and
maintenance management using as a basis the current state of the art and pursuing high adaptability
to environment changes. To achieve this, the Viable System Model (VSM) is used as a methodological
structured approach and system dynamics is used to describe interrelationships between parameters
and control loops in production and maintenance. The goal of the research is to generate an approach
of how to design and develop production systems to be successful in all potential future environment
scenarios considering developments in other areas of the company and in external fields of a company
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such as customer and supplier needs and conditions, politics, economy, technology, environment and
energy regulations and society. In this context, simulation serves as tool to prove the approach in some
potential future scenarios for production and maintenance coordination.

The initial hypothesis is that a production system built using the structure of the VSM will be able
to react faster to environment changes and therefore to improve short-, medium- and long-term goals
of every producing company.

2. Materials and Methods

This chapter contains a literature review of the viable system model, system dynamics as well as
a description of the simulation technique and software employed.

2.1. The Viable System Model (VSM)

The Viable System Model (VSM), a cybernetic management model, was developed by Stafford
Beer throughout his life [12] (p. 57). Beer deduced the VSM by taking the central nervous system
of the human being and cybernetics as a basis to deal with complex systems. The VSM is built on
three main principles: viability, recursivity and autonomy [13] (p. 434). The cybernetic model of every
viable system consists always in a structure with five necessary and sufficient subsystems that are in
relation in any organism or organization with the ability to conserve its identity with independency of
its environment [12] (pp. 21–22).

To validate the research methodology, research and practical applications using the VSM were
searched. Many authors have used the VSM as basis to describe and develop models how to deal with
complex challenges in social and industry fields. Some of the topics worked and that give an indication
of the scientific value of the approach are: organizational models for companies [14] (pp. 74–76),
lean methods in terms of attenuating and amplifying variety [15], production system focused on
“make-to-order” manufacturing [16], optimization of patient care in university hospitals [17], order
booking process in mass production companies [18], production master program during launch
processes [19], production planning in real time in the consumer goods industry [20] and integrated
planning of distribution networks [21].

As described in the literature, the VSM is an unmatched conceptual and methodological tool
for the modeling and design of organizations and its areas with the goal of being viable [22]
(p. 16). Thus, the aim of the research is to propose a self-regulating approach of how designing
and coordinating production and maintenance within manufacturing companies. For this reason,
the Viable System Model is applied for this purpose.

2.2. System Dynamics (SD)

System dynamics is a computer-guided approach for studying, managing and solving complex
feedback problems with focus on policy analysis and design [23] (p. 342). The origin of system
dynamics [24] is the field developed by Forrester called “Industrial Dynamics” [25]. It proposes a
methodology for the simulation of dynamic models by studying the characteristics of the information
feedback of industrial systems.

SD has been applied to a great set of systems from corporate strategy to the dynamics of diabetes
as well as for the cold war arms race between the USA and USSR. System dynamics can be applied to
any dynamic system, with any time and spatial scale [24] (pp. 41–42). In a firm context, SD addresses
three important issues: it helps to determine which policies should be used to control the behavior
of the firm over time and, when the circumstances change, how these policies should be designed in
order to have a robust response against change and how the organization can design its information
feedback structure to assure the correct implementation of effective policies [26] (p. 3). The use of
System Dynamics Modeling in Supply Chain Management has re-emerged in recent years after a
long-stagnated period [23] (p. 342). The application of systems dynamics for the coordination of
production management and maintenance makes sense since the cause–effect relationships show
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the interrelationships between the elements of the system and help to evaluate the influences of the
different decisions in the global system. Therefore, it is selected for the research purpose.

2.3. Simulation Software

According to “VDI-Richtlinie”, simulation is “the reproduction of a system with its dynamic
processes in an experimental model capable to gain knowledge that can be transferred to reality” [27]
(p. 48). Simulation models are mainly used to support decision-making because they show the
dynamic behavior of a system [28] (p. 28). Simulation is the only practical way to test models because
our mental models are dynamically deficient, omitting feedback, time delays, accumulations and
nonlinearities [24] (p. 37). For all these reasons, simulation is used to reproduce the conceptual
model and to validate initial hypotheses. In the market, there are different software packages that
enable system dynamics modeling such as: AnyLogic, DYNAMO, iTHINK, POWERSIM, STELLA and
VENSIM [29] (p. 43). From all of them, VENSIM simulation software was selected for the research
work. VENSIM is a registered trademark of Ventana Systems Inc., Harvard, MA, USA) serves as
platform to build stock and flow model diagrams as well as causal loop diagrams. VENSIM also
provides very powerful tools for analysis and validation of results and model structure as well as to
determine most convenient policy options.

3. Literature Review on Production and Maintenance Management

This chapter provides the basic terminology needed to successfully perform this work.

3.1. Production Management

Production is the foundation of human activity. Natural resources are transformed into useful
products through production processes to meet the needs of society [30] (p. 319). Production
management contains the tasks of design, planning, monitoring and control of the productive system
and business resources such as people, machines, material and information [31] (pp. 249–273).
The multi-dilemma of production planning originates discussions repeatedly in the context of divergent
objectives. This conflict of goals is shown in Figure 1 [32] (p. 36).

Figure 1. Multi-dilemma of production planning [32] (p. 36).

To analyze the tasks of production management, the Aachener Production Planning and Control
(PPC) model, which is a reference model for its analysis, evaluation and design, is used [33] (p. 29).

All tasks are distinguished vertically in Figure 2 according to their strategic, tactical or operational
nature [33] (pp. 30–32). In the past, the focus was on operational and tactical problems; however,
to successfully manage logistics in the future, an active level of strategic planning is also required [34] (p. 1).
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Figure 2. Production management tasks acc. to the Aachener PPC [33] (p. 30).

3.2. Maintenance Management

Industrial maintenance is defined according to DIN (German Institute for Standardization) 31051
as the “combination of all technical, administrative and management measures during the life cycle
of an observation unit in order to maintain the functional status or restoring it so that it can fulfill
the required function” [35] (p. 26). The greater degree of complexity of technologies, systems and
processes has considerably increased the demands on operating time. The increase of maintenance
importance is a logical consequence since maintenance processes affect the quality, delivery time and
costs and therefore company’s performance [15] (pp. 16–17). An optimal strategy must be found
between the costs of preventive maintenance and the costs of machine failures [35] (p. 25). The basic
maintenance strategies are corrective, periodic, preventive oriented to the condition of the object and
predictive [35] (p. 104). The three “classic” maintenance strategies are still justified as seen in Figure 3.

Figure 3. Survey result of 240 European companies on maintenance strategies [11] (p. 41).

The “ideal maintenance organization” does not exist [35] (p. 65) but depends on optimally
combining the organizational forms with their advantages and disadvantages for the respective
company [11] (p. 23).

According to experts, German companies spend around 140,000 million euros annually on
maintenance of machines and installations. This, together with the fact that between 75% and 80% of
the execution time of a maintenance order are activities without added value, defines a great potential
for savings in production companies. Many of the time losses are in the interfaces between the different
areas. The management of maintenance processes must ensure the change from a functional orientation
to an orientation towards processes [35] (p. 60). For this purpose, tasks of maintenance management
are: planning, control, analysis and measures execution [36] (p. 173).
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3.3. Coordination Concepts of Production and Maintenance Management

Maintenance management of production units affects not only the maintenance personnel but also
all the employees of the whole company [35] (p. 104). In the last two decades, there has been a general
rethinking of industrial maintenance philosophy, from the maintenance of functions to a philosophy
of value creation. However, for many maintenance tasks, there is a lack of adequate methods and
instruments as well as information technology solutions [11] (p. 69).

Logistics can be described as an interdisciplinary strategy to optimize production. Availability is,
therefore, a key factor for logistics and is also the link between logistics and industrial maintenance [35]
(pp. 4–6). Maintenance should be “integrated” and dependent on all the functional areas involved
in the added value [36] (pp. 9–10). This maintenance concept refers to the function and not just to
the maintenance department within an organization. This is characterized by a distribution of the
maintenance function “on several shoulders” [11] (p. 38). For all the above, some of the approaches to
integrate or manage maintenance within the productive system are [36] (pp. 4–9):

• Total Productive Maintenance (TPM),
• Lean Maintenance,
• Total Lifecycle Cost Strategy (TLC),
• Reliability Centered Maintenance (RCM),
• Knowledge Based Maintenance.

4. Results

Within the research work, a conceptual model is developed and simulated for the integrated
planning of production and maintenance based on the Viable System Model (VSM).

4.1. Conceptual Model Design Applying the VSM

4.1.1. Methodology

This chapter describes the components of an integrated planning model for production and
maintenance management. In a first step, the planning tasks are presented according to its planning
level (strategic, tactical, and operational). Later, the recursion levels of the VSM are described.
Then, the planning tasks are associated with the different recursion levels and the information flows
are defined between recursion levels and systems of the VSM.

4.1.2. Production and Maintenance Management Tasks Acc. to Their Planning Horizons

Production systems are considered important in relation to aspects of quality, time and costs [37]
(p. 1). As explained before, planning tasks can be classified into strategic, tactical and operational
planning depending on the respective planning horizon. Therefore, this classification was performed
for the production management tasks in Figure 4. Moreover, with the increase of automation levels
and the decrease of personnel in production, the importance of maintenance is increasing. With the
same methodology, maintenance management tasks are also classified into the different time horizons
in Figure 5:
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Figure 4. Production management and planning tasks acc. to time horizons (own elaboration).

 

Figure 5. Maintenance management and planning tasks acc. to time horizons (own elaboration).
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4.1.3. Recursion Levels Definition

A company is assumed as a viable system that is the first level of recursion in which the five
systems neededto ensure viability are found. Therefore, in this research work, four levels of recursion
can be differentiated as it is shown in Figure 6:

• The highest level, company (n − 1),
• The recursion level of production (n). In the same recursion level it can be found finance, human

resources, IT, research and development, etc.

� The recursion level of plant or production workshop, for example production management
activities in an automotive production or assembly shop (n + 1),

� The level of machine group, machine or installation with the associated activities for
the different production activities such as preparation of the machine, change of tools,
operation, control of production, etc. (n + 2),

• The recursion level of maintenance (n). In the same recursion level can be found finance, human
resources, production, etc.

� The recursion level of plant or production workshop—for example, maintenance
management activities in an automotive production or assembly shop (n + 1),

� The recursion level of installation or machine with the associated activities for the different
maintenance activities: preventive, planned repairs, corrective, etc. (n + 2).

The activities in the recursion level n + 2 are no longer viable systems in contrast to the higher
recursion levels because they do not contain a structure like that of the VSM, since they are the elements
of production or maintenance execution.

Within this first level of recursion, company, the different functions of a company can be found,
such as production, maintenance, commercial, finance, research and development, information systems,
etc. In this research project, production and maintenance tasks will be analyzed in detail, recursion
level n, but also considering the function of system 2 at the company level, n − 1, whose function is to
coordinate the different functional areas of a company.

 

Figure 6. VSM recursion levels for company, production and maintenance (own elaboration).
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System 2 at company level plays the role of coordinator between the functional areas of the
company trying to solve conflicts between them. Moreover, systems 1 at company level are all
functional areas of every company such as production or maintenance. At the recursion level of
production and maintenance (n), it is assumed that the different production plants or workshops will
be the respective system 1, which also contains a viable system in each of these locations. The VSM of
production and maintenance management within a company is described in the next paragraphs by
the tasks performed by its five necessary systems:

• System 5 establishes the production and maintenance objectives and communicates them to the
other management systems, systems 3 and 4.

• System 4 observes and collects essential information from the external environment of
maintenance and production. Production environment is mainly represented by the demands
of customers, but also by other factors such as information systems offered by the market for
the management, planning and control of production, new manufacturing technologies and,
in general, all factors affecting the production system such us market standards, delivery times,
production strategies, delays, production costs in external companies for example to help in
making decisions about outsourcing or to not manufacture certain parts or about the assembly
of certain sets, etc. Maintenance environment could be described by the costs in the market for
maintenance activities, average reaction times in the market as well as service level standards,
information systems for maintenance, technology development, environmental and work safety
regulations and customer delays. With these and other information from the external environment
and information from system 5, system 4 creates a vision of what the production and maintenance
areas have to be, and which should be the measures to be followed to reach that state. This vision
is validated internally with system 3 so that system 4 makes the decision and system 3 makes the
changes internally.

• System 3 is responsible for maintaining the internal stability of the model by optimizing the
use of internal resources using the information received by system 4 about the clients as well as
the information on the different divisions of system 1 through system 2. It would be related to
functions such as operative production and maintenance management and control, information
management, quality management, operative logistics planning and control, etc. Moreover,
system 3* allows a quick response to possible emergencies in the manufacturing process or in the
production control and monitoring by acting before information flows through system 2. It is
capable of performing actions in real time if something happens outside of normal limits such as
making changes in sequencing and production scheduling to avoid stopping production flow.

• System 2 is represented by the functions of coordination between the different production locations
in daily activities. This system receives all the information of the different production plants and
acts as a filter so that only the necessary information reaches system 3. The difference between
both is in the time horizons of action. While system 2 performs functions in daily activities,
the tactical system optimizes the performance of the internal system over a longer time horizon.

• System 1: each plant or workshop within the production system is an operational unit that
includes the management of the unit and the division that performs the operational activities.
An example could be an assembly workshop that contains the planning and production control
departments responsible for the components of the workshop with their team leaders together
with the operators that finally perform the production tasks.

• Environment: represents all the external factors that influence the production and maintenance
management in a company. Figure 7 shows the environment of the entire maintenance area as
well as of each plant or workshop.

Figure 7 was developed as a result of applying the VSM for maintenance management.
In the same way it was done for production management following the descriptions of the
previous paragraphs:
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Figure 7. VSM analogy with maintenance management (own elaboration).

4.1.4. Association of Planning Tasks to Recursion Levels

Production and maintenance management tasks were assigned to the VSM systems at recursion
levels n and n + 1 defined before. In Table 1, the strategic production management tasks are classified
and the tactical maintenance tasks and its classification to the VSM systems are shown in Table 2.
It was done for all other production and maintenance tasks in the same way:

Table 1. Strategic production management tasks and its classification to VSM systems (own
elaboration).

Key Performance Indicator Production Recursion Level Plant Recursion Level

Systems of the VSM S5 S4 S3 S5 S4 S3

Principles, guidelines (1.1) X - - X - -

Definition of product program (1.2) X - - - - -

Organizational structure (1.3) - X - - - -

Creation of investment program (1.4) - X - - - -

Production strategy planning & master data (1.5) - X - - - -

Continuous observation & evaluation of
production environment (1.6) - X - - - -

Target system (quality, cost, time) (1.7) - X - - - -

Production system design, production location
distribution (1.8) - X - - - -

Production master program: sales planning,
requirements and resources planning (1.9) - X - - - -

“Make-or-buy” decisions (1.10) - X - - - -
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Table 2. Tactical maintenance management tasks and its classification to VSM systems (own
elaboration).

Key Performance Indicator Maintenance Recursion Level Plant Recursion Level

Systems of the VSM S5 S4 S3 S5 S4 S3

Maintenance requirements planning (2.1) - - X - - -

Planning and distribution of costs (2.2) - - - - - X

Rough planning of maintenance resources:
personnel, tools, materials, spare parts (2.3) - X - - - -

Rough planning of maintenance orders (2.4) - X - - - -

IT systems selection (2.5) - - - - X -

Creation of maintenance programs (2.6) - X - - - -

Suppliers selection (2.7) - - X - - -

Continuous observation & evaluation of internal
performance of machines, personnel, stocks (2.8) - - - - - X

Knowledge management (2.9) - - - - X -

4.1.5. Identification of Information Flows between Recursion Levels

Current technical literature agrees that the connection interfaces between recursion levels is
extremely important [38] (p. 59). The goal is to determine basic links that can be transferred to any
VSM in any company. The intensity of this connection between the levels varies according to the
company [38] (p. 59). An exchange of information within the company and between levels of recursion
is necessary to control the corporate environment, which generally has more information than can be
processed in the company [14] (p. 287). Between the recursion levels, the following communication
flows for both production and maintenance can be found:

• Between the company environment and system 4 at the production/maintenance recursion level,
• Between systems 5 of company and production/maintenance,
• Between systems 4 of company and production/maintenance,
• Between systems 3 of company and production/maintenance,
• Between systems 2 of company and production/maintenance,
• Between the operating units, systems 1, of company and production / maintenance,
• Between the alarm/monitoring filter (System 3*) of the company’s recursion level and system 4 of

production/maintenance.

Between the two normative systems of company and production/maintenance, there is a flow of
information that defines the degree of freedom of decision-making in which production/maintenance
recursion level can act. Specifically, it means that the decisions taken by the management of the
company are communicated to production and maintenance management defining its guidelines
for autonomous decision-making within the respective areas. These guidelines can be financial,
on personnel, on affectation to other areas, etc. In the same way, the objective levels such as production
in term, production quality and production costs and adaptation capacity are influenced by decisions
from the management, defining the priorities and the limits for the coordination among production
areas. An example could be: the direction of the company in its strategic plan establishes the target
production volume for the following years as well as the required flexibility in percentage on the
production as well as the decrease in target costs. Of course, these decisions would influence the
decision-making framework for production and maintenance that should adapt their methods and
tools to be able to optimize costs, times and quality based on that flexibility also securing the required
availability and adapting its maintenance strategy.

As explained during the research work, basic communication flows were defined. In total,
88 information connections were defined for the production recursion level specifying if the
communication goes from company’s recursion level to production recursion level or between systems
in production recursion level. Moreover, for the recursion level of maintenance, a total number of 77
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information connections were defined specifying if the communication goes from company’s recursion
level to maintenance recursion level or between systems in production recursion level. An extract is
shown in Table 3 for the communication flows of the production recursion level:

Table 3. Extract of information flows in the production recursion level (own elaboration).

No. Information on the Production Recursion Level From . . . to . . .

1 Information about stopped facilities From System 1 to 2/3
... ... ...
28 Number of orders and quantity produced From System 1 to 4/5
29 Number of orders that have met the required deadlines and quantity From System 1 to 4/5
30 Average Delivery time of the products From System 1 to 4/5
31 Number of defective Deliveries From System 1 to 4/5
32 Number of Deliveries with claims From System 1 to 4/5
33 Total number of changes made to production schedules From System 1 to 4/5
... ... ...
88 Information about the economic environment of a productive plant From environment to 4/5

4.2. Applying the Conceptual Model to an OEM Production System

The automotive supply chain is composed of suppliers at three levels (Tier 1–3),
OEM (car manufacturers), distributors. For the work, we are going to focus on the production
process of an OEM [39] (pp. 23–32):

1. Press shop
2. Bodywork shop
3. Paint shop
4. Engines shop
5. Assembly shops
6. Final assembly shops

Efficient logistics management is becoming a reality to survive in the automotive sector.
The fragmentation and segmentation of vehicle models (such as hatchbacks, sedans, vans and
pick-ups, cross-over coupes, roadsters, two-seater vehicles, SUVs, etc.) are growing. The complexity of
customized models and variants is on the rise, especially as regards the way individual vehicles are
equipped. The key trend in automotive production is the standardization of construction modules in
common platforms. The modules refer to groups of components and related systems. The diversity of
models is an important sales argument and delivery time is the key factor for the automotive market
and in the manufacturing process. These requirements involve a change in assembly operations that
need to be more flexible and agile [40] (pp. 24–25).

In the automotive industry, there are two approaches depending on when to start the assembly
process. In the current market, most OEM producers use both to a greater or lesser extent:

1. Build-to-forecast: the assembly process starts before you have a customer for that
car configuration.

2. Build-to-order: the assembly process is started only when there is a customer associated with
that variant that is to be assembled.

On the other hand, and regarding the importance of maintenance in the automotive industry,
it can be foreseen that, with the increase of automation and mechanization in the automotive
industries, the production processes are becoming very sensitive to the machines and the human factor.
Consequently, the role of equipment maintenance in the automotive industry as a mean to control and
reduce costs while achieving the highest standards of reliability plays a fundamental role [41] (p. 514).

4.3. Model Simulation Using System Dynamics for an OEM Production System

In this step, the conceptual model for a manufacturing process is specified. To do this,
the interrelations between indicators are defined by Causal Loop Diagrams (CLD). Later, the concepts
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are modeled in the VENSIM commercial simulation program. The simulation models present a
simplified depiction of a real production and maintenance process to quantify the effect of decisions in
a production system. Moreover, it contains the validation of the models and the presentation of the
results obtained. Finally, the main conclusions are summarizedas well as a critical reflection of the
work including a perspective for future research activities.

4.3.1. Casual Loop Diagrams (CLD)

The possibility of developing simulation models for production and maintenance management
starts from the knowledge of the interrelations between its elements. Using casual loop diagrams
(CLD), the effects of the changes of certain factors in their dependent parameters are shown. Five CLDs
are developed from production management to maintenance planning. Figure 8 shows the CLD for
the production system as an example:

Figure 8. CLD for the production system.

4.3.2. Methodology, Assumptions and Comparison Conditions

The aim of the simulation is to observe the impact of the delay in decision-making in a chain of
manufacturing processes from the steel stamping process to the end of assembly in the automotive
industry. The hypothesis is that a simulation model applying the VSM will present better results in
terms of study parameters compared to the one that does not apply the VSM or that has delays in
internal decision-making. The methodology for the simulation design is:

1. Definition of the objective, hypothesis and methodology
2. Number of simulation models
3. Simplification of the complexity of the conceptual model through assumptions
4. Criteria that make possible a comparison between models
5. Definition of quantitative parameters to obtain results and compare models
6. Definition of the production flow
7. Creation of the model based on the CLD (Casual Loop Diagrams)
8. Validation of the behavior of the simulation models
9. Determination of scenarios, simulation and extraction of results
10. Evaluation of the results and derivation of conclusions

First, assumptions are defined to simplify the model with focus on the simulation goal:

• Production times for car models are not variable
• Times for material transport and employee movements are not variable
• Distribution of finished products as given
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• Procurement of raw material as given
• Demand does not change if customer service is better or worse
• Each order has a production unit
• Bill of materials are not considered

Some elements are equal in all models to make possible a comparison between the models under
the same conditions:

• Same demand, same patterns of demand, demand replication
• Same production capacities per production step
• Same breakdowns per production step
• Same reaction times depending on the location
• Same task execution times
• Same workforce capacity
• The same maintenance capacity is considered for the same class of worker

4.3.3. Key Performance Indicators (KPIs) for the Simulation Model

The objectives can be qualitative or quantitative. The research goal is to study the behavior of the
different models in different situations of demand and configuration of maintenance and production
areas. The results are quantified to evaluate the response according to the following key performance
indicators:

1. Production on time (% per week)
2. Total production (# thous. cars)
3. Total downtime (days for all workshops)
4. Availability of final assembly workshop (%)
5. Capacity utilization of final assembly workshop (%)
6. Cumulated stocks (# Mill. cars)
7. MAD (Mean Absolute Deviation) (# thous. cars)
8. Cumulated demand (# thous. cars)

4.3.4. Definition of the Production Flow in the Simulation Model

The production process consists of a process from steel stamping to the final revision shop.
The plants in the process are shown in Figure 9:

 

Figure 9. Simulation production flow (own elaboration).
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• Press shop
• Bodywork shop
• Paint shop
• Pre-assembly shop—assembly 1
• Mechanical assembly shop—assembly 2
• Final assembly shop—assembly 3
• Final inspection shop

All of them are in different shops and have production and maintenance units associated to each
one of them.

4.3.5. Design of the Intra-Organizational Simulation Model for Production and Maintenance
Management

As shown in Figure 10 the model is designed according to the following criteria:

1. Time restrictions: first, the modeler must define a time horizon and units of time. It is easy to
fulfill that step by asking to what extent the simulation should be considered. In the case of the
study, it has been decided to simulate four working years to evaluate influences in the medium
and long term.

2. Production strategy: the model offers the possibility to manufacture according to the push or
pull principle. A mixed strategy can also be chosen. It assumes the existence of a single product
or model in the production flow.

3. Maintenance strategy: the simulation allows defining a preventive maintenance ratio so that it
reduces the corrective according to a factor that is assumed.

4. Capacity and production methods: in the model there are two methods: CONWIP (CONstant
Work in Progress) in which the quantity of products in production process is always the same
and BOA (Workload-dependent order release) that initiates production of an order based on the
current and expected workload for the plants.

5. Organizational structure and tasks distribution between production and maintenance:
the simulation allows personnel changes in the areas of maintenance and production as well
as between them. In addition, assumptions about the influence of the changes are made,
for example, if there are more maintenance personnel, it will take less time to perform preventive
maintenance tasks.

6. Demand characteristics and forecast: the model makes different forecasts using two different
methods: moving average and linear regression.
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Figure 10. Ishikawa Diagram of Hypothesis for the simulation model (own elaboration).

4.3.6. Simulation Model Validation

The validation of the simulation models can be done using different methods. In this process,
some simulation variables will be used to observe their behavior and to evaluate if the models will
be validated. Sterman defined 12 possible methods to validate system dynamics models [42] (p. 6).
One of them, the test of extreme values, is used to validate the simulation model that shows that the
response of the model is plausible when taking extreme values for different input parameters. For all
models, the same input and output variables are chosen to analyze and validate the models. These
input variables are the total number of employees, the initial stock in work in progress (WIP) and the
production strategy, make-to-order vs. make-to-stock.

• For a lower number of employees, production on time (%) must be lower and the total stock should
be higher because the production facility provides more products than employees can process.
Moreover, utilization of shop capacities should be lower and therefore also the production output.

As shown in Figure 11, it can be observed how the model behaves as expected. With 20 employees
of maintenance and production per shop, the results for production on time (%) are 25% higher than
with 15 employees and 50% higher than with 10 employees. In addition, total production and capacity
utilization are higher for 20 employees than for 15 or 10 employees. Finally, cumulated stock over time
is higher for 10 employees than for 15 and 20 employees because, with a lower number of production
and maintenance employees, production volumes decreased.
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Figure 11. Validation with extreme values: number of employees.

• For higher initial stocks in WIP (work in progress) at initial time, production on time (%) must be
higher and total stock should be higher in the first weeks because the production facility has more
products within production process at the beginning. Moreover, utilization of shop capacities
should be higher and therefore also the production output in the first weeks. Afterwards, due to
the CONWIP method, the production WIP converges to a CONWIP goal that is equal to one week
of demand and therefore all other indicators also converge.

In Figure 12, it is shown the model results for 500, 300 and 100 WIP products as initial WIP
stocks in all intermediary stocks. The results show how initially the total stock, capacity utilization,
production on time and total production at the beginning are higher for 500 WIP products at initial
WIP; however, after 20–40 days, all of these performance indicators are equal for all set-ups of the
initial WIP stock because the model initiates production of more products if the initial stock is low due
to the CONWIP method set-up.
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Figure 12. Validation with extreme values: WIP Initial stock.

• For a make-to-order production, it is expected to have less stock during the production process,
less capacity utilization and production output as well as less production on time than with a
make-to-stock production.

As shown in Figure 13, it can be seen how the model results are as expected. In a make-to-order
production stock, the stock after painting is lower than in make-to-stock production. Capacity
utilization is 20% lower for make-to-order than for make-to-stock. Total production is higher for
make-to-stock than for make-to-order because, in this configuration, only the customer orders are
produced and if these orders are lower than the capacity, the extra-capacity is not utilized. Moreover,
in a make-to-stock production, more products are served on time.

The model is validated because logical expected values are obtained for three different input
parameters influencing multiple key performance indicators of the simulation.
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Figure 13. Validation with extreme values: Make-to-order vs. Make-to-stock.

4.3.7. Scenario Definitions

Four case studies are proposed in which two different model configurations are simulated, trying
to reflect the importance of decision-making. The VSM model takes earlier these decisions and therefore
can benefit earlier from the new production system configuration:

1. Case study 1—reorganization of production and maintenance employees: the production area
transfers workers to the maintenance area when there is a low customer demand. With this
scenario, how the utilization of production workforce for maintenance activities could increase
global production performance, if the decision is made in an early moment when demand starts
to be lower than production capacities, is studied.

2. Case study 2—reorganization of production and maintenance employees: the maintenance area
transfers workers to production when there is a high customer demand. With this scenario,
how the utilization of maintenance employees in production activities could increase global
production performance, if the decision is made in an early moment when demand starts to be
almost at the maximum level of production capacities, is analyzed.

3. Case study 3—comparison between the CONWIP and BOA methods: for the same customer
demand, the order initiation method varies. CONWIP (CONstant Work in Progress) initiates
production of new orders maintaining the same WIP cars while BOA initiates production of new
orders depending on current and future equipment workload. BOA tries to optimize utilization
and CONWIP in the model tries to maintain a week of production demand always as WIP.

4. Case study 4—comparison between preventive and corrective maintenance: for the same demand,
a low level of preventive maintenance activities and a high level of maintenance activities is
simulated. With this scenario, the effect of the preventive level of maintenance activities can be
simulated. In the models, a parametrization is done considering that preventive activities require
a certain employee capacity but reduced the unexpected downtimes of the production shops.
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4.3.8. Simulation Results

For the four scenarios, the following results are obtained:

1. Case study 1—reorganization of production and maintenance employees with a low demand:
2. Case study 2—reorganization of production & maintenance employees with a high demand:
3. Case study 3—comparison between the CONWIP and BOA methods:
4. Case study 4—comparison between preventive and corrective maintenance:

5. Interpretation of the Simulation Results

1. Case study 1: the production area transfers workers to the maintenance area when there is a
low demand for production. This decision is only taken in the VSM simulation model and
moves three employees of a total of 20 employees from each production area to its respective
maintenance area. The logic reason for this change is, since production employees cannot be
fully utilized, they can help the maintenance units to perform maintenance activities in order to
improve the production system performance. As it can be seen in Table 4, downtimes are more
than 30% lower and production on time is almost 1% higher.

2. Case study 2: the maintenance area transfers workers to production when there is a high
production demand. In this case, the Non-VSM model presents in one case 20 maintenance
and production workers per plant or workshop while the VSM model changes to 23 workers for
production and 17 for maintenance. Therefore, maintenance activities have less capacity while
production capacity is increased. As it can be seen in Table 5, the VSM model presents downtimes
almost 30% lower, total production is higher by 2000 cars, production on time is 0.2% higher and
stocks are 26% lower.

3. Case study 3: it can be observed in Table 6 how the BOA method has better results in terms
of quantity produced by almost 5%, in terms of production on time by 0.8% and in terms of
capacity utilization by 4.3% since it starts the production of orders according to the workload.
However, the BOA method has more cumulated stocks, 17% more than the CONWIP method,
because orders are more time in production flow while securing capacity utilization. Therefore,
in a VSM model of a manufacturing company, it can be decided whether to use BOA or CONWIP
depending on company goals.

4. Case study 4: in the simulation model, there is a parameter that indicates the level of intensity of
preventive maintenance. As it can be seen in Table 7, when making the decision of increasing
preventive maintenance, availability increased by 3.7% and unexpected downtimes decreased
by 39%.

Table 4. Case study 1—Results.

KPI-No. Key Performance Indicator
Without Reorg. of

Employees (non-VSM)
With Reorg. of

Employees (VSM)

1 Production on time (% per week) 98.4 99.2
2 Total production (# thous. cars) 458 458
3 Total downtime (days for all workshops) 139 97
4 Availability of final inspection shop (%) 94.1 94.1
5 Capacity utilization of final inspection shop (%) 76.3 76.3
6 Cumulated stocks (# Mill. cars) 3.3 3.3
7 MAD (# thous. cars) 23 23
8 Cumulated demand (# thous. cars) 458 458
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Table 5. Case study 2—Results.

KPI-No. Key Performance Indicator
Without Reorg. of

Employees (non-VSM)
With Reorg. of

Employees (VSM)

1 Production on time (% per week) 96.9 97.1
2 Total production (# thous. cars) 579 581
3 Total downtime (days for all workshops) 143 100
4 Availability of final inspection shop (%) 94.2 94.2
5 Capacity utilization of final inspection shop (%) 96.5 96.8
6 Cumulated stocks (# Mill. cars) 5.7 4.2
7 MAD (# thous. cars) 12.3 12.3
8 Cumulated demand (# thous. cars) 582 582

Table 6. Case study 3—Results.

KPI-No. Key Performance Indicator CONWIP BOA

1 Production on time (% per week) 96.3 97.1
2 Total production (# thous. cars) 542 568
3 Total downtime (days for all workshops) 143 100
4 Availability of final inspection shop (%) 94.2 94.2
5 Capacity utilization of final inspection shop (%) 90.4 94.7
6 Cumulated stocks (# Mill. cars) 4.6 5.4
7 MAD (# thous. cars) 12.3 12.3
8 Cumulated demand (# thous. cars) 577 577

Table 7. Case study 4—Results.

KPI-No. Key Performance Indicator 10% Preventive 100% Preventive

1 Production on time (% per week) 97.1 97.1
2 Total production (# thous. cars) 579 579
3 Total downtime (days for all workshops) 192 117
4 Availability of final inspection shop (%) 91.3 95.0
5 Capacity utilization of final inspection shop (%) 96.5 96.5
6 Cumulated stocks (# Mill. cars) 5.1 4.9
7 MAD (# thous. cars) 12.3 12.3
8 Cumulated demand (# thous. cars) 579 579

Based on the results presented, it can be said that the VSM simulation model improves relevant
KPIs when making the decision to move employees and can help production systems when deciding
which production methods should be used as well as deciding the optimal percentage of preventive
maintenance to be performed.

6. Conclusions

After completion of the research work, the importance of the design and management of a
productive system that integrates the planning tasks of production and maintenance of a company has
been proved. In addition, the following points can be successfully concluded:

• Identification of the objectives, key performance indicators and functions of production and
maintenance management as well as basic methods and tools

• Clear evidence of the need for new approaches in the coordination of production and maintenance
management after reviewing the state of the art

• Confirmation of the need for new communication and coordination systems as well as integral
management of internal logistics as one of the biggest potentials to deal with current and future
challenges in the manufacturing sector

• The application of the structure of the Viable System Model (VSM) for the design of the conceptual
model for production and maintenance management provided a structure that has allowed the
definition of information flows, planning levels as well as mechanisms of autonomy and escalation
between levels within a company and within the areas of production and maintenance.

• System Dynamics has provided the notation and functions necessary for the design of simulation
models using VENSIM as commercial software.
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• The comparison of the different models for the four cases presented has shown the relevance of
the organizational structure decisions and methods for production and maintenance management.
In addition, it was proved how production and maintenance performance can be optimized by
making decisions at the right moment. Key performance indicators such as total production,
service level, downtime, etc. improved significantly when moving employees, changing
production method or the maintenance strategy.

According to the results of the comparison, it has been demonstrated that correct and early
decision-making through the application of the VSM gives a better response of all the key performance
indicators. A similar response of the models without application of the VSM can occur when there
are no external or internal changes that affect the productive system, that is, if the production system
would be in a static situation. As environments and companies are always dynamic, the usefulness
of the VSM as a principle for the definition of responsibilities, interfaces, escalation methods and
decision-making are confirmed.

In conclusion, this proposed approach can increase the efficiency of internal logistics models such
as the productive system in its interaction with industrial maintenance. Finally, it is important to point
out new ways of research or new ways to continue improving the project carried out:

• Improve the conceptual model with all the different methods and tools by level of recursion and
task as well as its inclusion in the simulation model

• Extend the study for all internal logistics processes to generate a tool to help management,
since, as we have seen, the markets require flexibility and right now the companies do not have
mechanisms to make the right decisions in most of the cases. Many of them centralize maintenance
units and a few years later they decentralize it again, which suggests that there is no strategic or
tactical direction.

• Apply the simulation model based on the VSM for a real productive system
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Abstract: Feature-based approaches have been profusely used in the last decades to incorporate
domain-specific knowledge in the design and development of technical systems that, according to
the new Concurrent Engineering approaches, involves not only the definition of the product, but also
of the required manufacturing/inspection/assembly process and the corresponding production
system. Although the ability of feature-based modeling to ease and integrate knowledge intensive
processes has always been recognised, in practise the different feature-based modeling proposals
are strongly dependent on the domain and on the development stage of the solution (conceptual,
detailed, etc.). On the other hand, inspection process planning, including the design and selection
of the technical system to realize the dimensional and geometrical verification of the manufactured
artefacts, has been traditionally considered separately from the rest of the manufacturing process
planning, and even also from the product functional specification tasks. In this work, a feature-based
framework for inspection process planning, based on a similar approach to the one applied in GD&T
(Geometrical Dimensioning & Tolerancing) specification, analysis and validation of product artefacts,
is presented. With this work, the proposed framework and feature concept ability to model interaction
components belonging to both the product and the inspection system (inspection solution) is proved.
Moreover, to facilitate the Collaborative and Integrated Development of Product-Process-Resource,
the Inspection Feature has been conceived as a specialization of a generic Feature previously proposed
by the authors.

Keywords: feature-based modeling; inspection planning; dimensional and geometrical specification;
process specification; collaborative and integrated product-process development

1. Introduction

To face nowadays intense global competition, companies require manufacturing systems
to be more flexible, adaptable, reactive and interoperable. This circumstance, together with the
development of new information and communication technologies, such as Service-Oriented
Computing (SOC)/Service-Oriented Architecture (SOA) or Cloud Computing and Web Services,
has given rise to the emergence of several manufacturing technical and operational paradigms
such as Digital Manufacturing, Reconfigurable Manufacturing, Service Manufacturing or Cloud
Manufacturing, among others [1–5].

To be able to cope with the above-mentioned characteristics and to encourage collaboration in
complex current manufacturing systems, a more reactive, adaptable and distributed Process Planning
with an enhanced connection to production scheduling and product design is required [6–8]. The need
that Process Planning has these characteristics and that is configured as a central element in an
integrated product-process-resource system, was already stated many years ago, from one of the first
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proposals by the authors of [7] up to the proposal of a framework for the Collaborative and Integrated
Development of Product, Process and Resource (CIDP2R) process [8,9]. In order to reach high levels
of integration and adaptability, the proposal by the authors of [8,9] is based on a service-oriented
architecture and locates Process Planning as a central activity interacting with Design and Production
Planning and Control activities. In addition, this last proposal fosters an approach based on (central
part of Figure 1): (a) a unified activity model valid for any process planning activity; and (b) a unified
product-process-resource information model. This information model is based on a feature concept
able to consistently support the development of solutions to meet functional requirements in the
different involved domains (product design, manufacturing process planning, inspection process
planning, etc.) at any abstraction/specialization level.

Figure 1. Functional architecture of the Collaborative and Integrated Development of Product,
Process and Resource (CIDP2R) process [8].

These feature-based approaches are also the basis of recent works in the newest and current
Cloud-based Design and Manufacturing contexts. The need of a feature-based approach together with
service-oriented architectures for data exchange in Cloud-Based Design and Manufacture contexts
is stated in [10]. Similarly, cloud and feature-based Functional Blocks (FB) technologies to develop
a Cloud Distributed Process Planning system that works as a central service aimed at increasing
responsiveness and adaptability in current collaborative environments is adopted in [3]. However,
all these proposals make use of a very specific feature concept and highlight the need of a generic
feature concept able to support frameworks such as the previously mentioned CIDP2R one.

The unified activity model developed in the CIDP2R (Figure 1) considers the integration of
the activities and their relationships in two dimensions [11]. One of the dimensions refers to the
development process maturity and distinguishes three levels: aggregate, supervisory and operational.
The second dimension refers to the perspective and takes into account the product, the needed process
plans and the required resources. In [11], the supervisory level and process planning activities are
thoroughly described, and particularly the manufacturing and inspection processes integrationin
order to encourage the use of new in line inspection (in and post process) capabilities, especially
on-machine measurement, to obtain even real-time performance information and improve system
reactivity. This has been in increasing need in recent years, due to the appearance of hybrid
machines that combine processing technologies (e.g., subtractive and additive manufacturing) with
new measurement technologies.

The requirement of a generic feature concept to support the CIDP2R process, led to the proposal
of the Unified Application Feature (UAF) framework, which includes the definition of a generic
Application Feature, and which will be briefly reviewed in the next section [12]. In addition,
a Specification Feature, such as a specialization of the Application Feature, was proposed in [13].
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This Specification Feature considers geometry with defects to support all the activities of the CIDP2R
process where the consistent representation and treatment of dimensional and geometrical variations
is essential: product specification, process (manufacturing and inspection) specification, and resource
assignment. Additionally, in the same work, a system-oriented and tolerance-driven artefact model was
also defined, where the workpiece is understood as a part of an assembly (assembly model), valid for
all the product life cycle phases (final product assembly, machining process assembly, inspection
process assembly), which is required to achieve unification.

According to the above, and in addition to the definition of a specific feature for the inspection
domain, this work aims to prove that the UAF framework, based on the proposed Application Feature,
has the sufficient generality to provide the required flexibility in order to define feature specializations.
These Application Feature specializations are not only in the product domain, but also in the process
planning and resource assignment and configuration domains.

The rest of this paper is organised as follows. In Section 2, a generic specification feature model
developed by the authors in previous work is briefly summarized. Section 3 presents the proposal of
an Inspection Feature, as a subtype of Specification Feature, which enables Supervisory Inspection
Plan specification and validation based on the inspection assembly, resulting from the assembly of the
subject part for inspection and the measurement resource (including fixture, probe, equipment, etc.).
Finally, Section 4 concludes with a summary of the main contributions and indicates some future work.

2. Background and Methodology

Traditionally, the dimensional and geometrical specification exercises are carried on the assembly
corresponding to the final product and their objective is to establish and validate product functionality
through the geometric specification of all its individual parts. However, along the different product
lifecycle stages, each of these parts participates in other assemblies required for its realization
(manufacturing and inspection). These process assemblies (manufacturing and inspection) that are
established for process plan specification, analysis and validation (inspection blueprints), in addition to
the part, include the resources on which the part is fixtured in the different process set-ups. Therefore,
a feature-based framework for specification is necessary to enable, in a dual and consistent manner,
a uniform product and process plan specification considering, analyzing and validating two different
types of assemblies: product and process assemblies (manufacturing and inspection).

Before presenting the Feature-based Framework for Geometric Specification, in the first part of
this section, a general review of feature concept and feature-based modeling frameworks is carried
out. One of the generic featured-based frameworks used for geometric specification and aimed at
fulfilling the requirements of a consistent product and process plan specification, is summarized in
the second part of this section. This framework has been presented in prior published authors’
work [12,13]. The third part of this section presents the parts of the framework for geometric
specification that includes a geometry model, a specification feature model and an assembly model.
Finally, the section ends with a summary of the methodology used to develop and validate the proposal
of an Inspection Feature.

2.1. Literature Review on Features Definitions and Modeling Frameworks

The feature is a concept that was incorporated in the design and development of technical systems
by the end of the last century, especially in the Computer Aided Design and software product line
engineering fields. In the first one, a feature represents the engineering meaning of the geometry
of a part or assembly [14]. In the second one, feature modeling is a common approach to manage
variability supporting the establishment of a product line configuration that meets multiple, and often
contradictory, requirements [15]. However, in recent decades this approach from the software domain
was progressively applied to the management of technical systems, and particularly to mechatronics
systems [16]. This fact has been fostered by the customised mass production paradigm, since feature

227



Materials 2018, 11, 1504

modeling offers a transparency for capturing and visualizing optional and alternative conceptual
design solutions that the traditional requirement specification process does not provide [17].

If the feature concept and definition in specialised literature is analyzed, it can be noted that the
feature usually depends on the context of the application domain and that, additionally, the concepts
used remain still ambiguous and very often contradictory, even when the domain context is perfectly
established. The consistency of the meaning given to the feature in different engineering areas
was analyzed in [18], concluding that the feature concept has been employed with very different
representation purposes such as an abstract concept, a set of properties, the material it is constituted
of, a component structure, etc. Although the authors of [18] reveal this reality, the reason for it is not
explained. From this paper author’s perspective, the reason for this reality is that during the design
exercise (intent) the engineer needs the support of different entities, although they should be unified to
ensure consistency.

In addition, feature generic definitions and frameworks aimed at unifying the concept and the
development of feature-based models and to support the interoperability among the applications can
be found in all domains, from the most specific to the most general ones. A very general definition
describes the feature like anything about the thing being designed that’s from interest [19]. Based on
this definition [19] establishes three types of feature: Functional, Behavioural and Structural Feature.
Other authors define more specifically the feature as: (1) An information object (feature type), always related
to an artefact, that specifies engineering intent [18]; (2) A property that is relevant to some stakeholders and is
used to discriminate between concept instances. In the case of technical systems, these properties can be
structural (e.g., shape, size), behavioural (e.g., an operation mode) and functional (e.g., cruise control of
a car) [20]; or (3) As abstractions or groupings of requirements describing structural, behavioural or functional
properties of a system that are relevant and understandable for different stakeholders [21].

Considering all the previous definitions, it can be concluded that the feature must always be
understood as something that facilitates the specification and therefore, in order to do so, it must be
perceived as an informational object that belongs to the design solutions space. In this design solutions
space, two different sub-spaces can be distinguished: the design (functional) rationale one and the
design (structural) components one. Both sub-spaces can be established at different abstraction levels.
The feature is able to describe solutions either in one of them or in both (mapping the functional
solution with the structural solution).

Moreover, instanced feature objects must always be described in a simplified way (label),
according to [17] by a single word or a short line of text. This last circumstance and the fact that the
feature is always related with the function (Functional Feature), with the technical product (Structural
Feature), or with both, is the reason why the feature is frequently mistaken with a function and/or
with a product. A car, a car impeller or a car body are instances of (functional) features at different
conceptual levels present in the feature (tree) model representing the design intent (rationale) analysis.
Likewise, an engine, a piston or a rod are also examples belonging to more specific analysis levels
and that are linked with their embodiment, facilitating the relation with the components and their
(structural) features, which represent the virtual product structure.

According to [22], the engineering community lacks a common way to represent features, which is
suitable to support data sharing and interoperability between systems and communities. Two feature
frameworks, both using Unified Modeling Language (UML) class diagrams, are highlighted by [22]:
the Generic Feature proposed by [23] and the Unified Application Feature proposed by [12].
The Unified Application Feature (UAF) is the basis for this work and, therefore, it will be briefly
described in the next section.

2.2. Unified Application Feature Framework

The UAF framework is based on the essential need that the feature encapsulates the design intent,
as proposed by de PPO (Product-Process-Organization)model [24,25], and is enhanced with ideas from
feature modeling techniques in software domain, such as FODA (Feature-Oriented Domain Analysis),
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and particularly, with the approach proposed by [15] who considers different types of feature. The UAF
framework has been represented using UML class diagrams. The choice of UML as representing
language is due to two main reasons. Firstly, UML is normally used in many engineering domains
to describe a data model. Secondly, UML conceptual descriptions translate well to OWL, which is a
language commonly employed to develop ontologies.

This framework defines a generic feature, the Application Feature [12,13], as a container of
different feature categories, likewise other authors had already done [15,16]. The Application Feature
is able to support any design solution, including the mapped functional and structural design solutions
and independently of the abstraction/specialization level.

The proposed Application Feature, which is described in Figure 2 using a UML class diagram,
is defined as an aggregation of other features (Object Feature). An Object Feature, which represents a
valuable aspect for the stakeholders, is an information entity of one of the following four categories:
(a) Functional Feature, which represents the way in which the artefact may interact with other systems.
Therefore, it represents a functional solution for a functional requirement (resulting from, for example,
product or process specification); (b) Interface Feature, which represents the artefact elements that play
a port role in the interaction with other systems; (c) Structural Feature, which represents the artefact
configuration, that is, the artefact components and their structural relationships (e.g., part of, composed
of, formed by, etc.); and (d) Parameter Feature, which contains all other non-functional properties with
required quantification by values or quality assignment (e.g., colour, weight, volume, etc.).

Figure 2. Updated basic structure of the Application Feature Model and its relation with the
Product-Process-Organization (PPO) model.

Figure 2 also illustrates that the four Object Features are specializations of the three fundamental
classes (Component, Interface and Function) of the PPO model. In this way, the fundamental classes
inherit the properties of the PPO, easing collaborative work [24,25]. Additionally, the labels of the
association relations established between the PPO classes determine the relationships typical of an
engineering process driven by the design intent.

In contrast to [23], the UAF model also supports the feature-based description of the design
solutions and, as can be seen in Figure 2, includes the relationship with the components hosting the
features (Artefact) and the relationship with the functions (Functional Requirement) fulfilled by the
features. In this sense, the proposed definition of the Application Feature is also in line with the
concepts behind of the so-called Configurable Components used in product platform design that
are understood as autonomous knowledge-carrying configurable generic subsystems [26]. Another
shared characteristic of the Application Feature with the Configurable Components is that they allow
component links through their interface and interaction elements. Thus, the Application Feature is an
information object that enables product and manufacturing system (technical artefact) design based on
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the definition of the corresponding platforms. In addition, similarly to the Configurable Components,
the Application Feature makes no distinction between the product artefact and the manufacturing
system artefact, considering both in the same way (technical artefact). This allows for the establishment
of interrelationships between product and manufacturing system Application Features by means of an
Interaction Feature relating Interface Features of the Product and the Manufacturing System.

2.3. Feature-Based Framework for Geometric Specification

As has been mentioned, the geometric specification exercises are carried out on assemblies
(product or process). These assemblies, which represent technical solutions for product or
process functional requirements, are made of parts interacting through their geometric interfaces.
The representation of these geometric interfaces for the specification exercise requires of appropriate
geometry models in order to consider and limit the geometric variability. These geometry models are
described in the first part of this section. The proposed geometry models are used in the Specification
Feature Model presented in the second part of this section. Finally, the Assembly Model, which enables
the establishment of a chain for each functional requirement, is presented.

2.3.1. Geometry Model for Specification

During the product specification task, the designer works with imaginary geometries with defects
of the parts of the product assembly. Based on these imaginary geometries and considering the
geometrical conditions of the final product function, the designer carries out several simulation
exercises on the product final assembly, with the aim of specifying permissible geometric deviations
(tolerances) for each individual part of the assembly. Likewise, during the inspection process
specification task, the planner works with imaginary geometries of the components of the measurement
assemblies, devised solutions to measure the subject part of the inspection, and carries out different
simulation exercises in order to specify the permissible uncertainties for the planned measurement
assembly. In this way the appropriateness of the measurement assembly solutions (reference
surfaces, fixture, probes, etc.) established to determine the GD&T (Geometrical Dimensioning &
Tolerancing) characteristics specified for the subject part of the inspection is validated. The types
of supported geometric defects need to be compatible with the selected simulation tool used and
with the type of deviation that the measurement instrument or equipment is capable of extracting.
Alike simulation exercises are also present in the specification of any manufacturing process, such as
the machining process, with the aim of specifying the manufacturing systems (dimensional and
geometrical) capabilities.

From all the above-mentioned, it can be gathered that process (manufacturing or inspection)
specification exercises, similar to what the GPS (Geometrical Product Specification) standard establishes
for product specification and its verification, are also based on the distinction between the real
world, where several and different realizations of the part exist, and the imaginary models (surface
models), used to represent those realizations. The GPS standard establishes a similar distinction for
product specification and its verification [27] defining three types of surface models (nominal, skin and
extracted).

Figure 3 shows the digital models with defects considered in this work that can be used in the
different simulation tools and that are linked to the conceptual skin model. Two types of these surface
models are considered: ideal models, which are defined by a parametrized equation, and non-ideal
models, which can be defined by a set of surface patches (continuous) or by a set of points, segments
or tessellation elements (discrete). In practice, it is unfeasible to obtain the non-ideal continuous model,
since it would require a large amount of complex information. Therefore, discrete models, which are
obtained by sampling on the real part, are used in the specification exercise. This discrete model is
the one considered by GPS, and hence always assuming a measurement method based on discrete
digitalization. The non-ideal models can be simplified to different ideal models. If the simplification
process neglects the form and orientation defects of the surfaces, models with dimensional (linear)
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defects and models with angular (position) defects are obtained respectively. The simplification process
can lead to skeleton models with defects, when the geometries participating in the functional condition
of the assembly are geometric elements derived from surface elements. If the simplification process is
applied to ideal models, substitution and/or reduction operators are involved. Extraction operators
are the ones involved when simplifying from a non-ideal continuous model to a discrete model.

Figure 3. Geometry models for product/process specification.

Although in recent literature discrete models to represent the geometry with defects have
been proposed [28], the majority of the analysis methodologies and tools use ideal continuous
geometries and geometric tolerancing models based on variational geometries that do not include
form defects (Degree of Freedom–D.o.f., Small Displacement Torsor–SDT, etc.). Therefore, if the
analysis is carried out using one of these techniques, the representation of the geometry with defects
(skin model) is either an ideal surface, including location, orientation and size defects, or a skeleton
model. During specification, transformation between different geometric models might be required.
These transformations are ruled by an operator consisting of a set of GPS basic operations such as
partition, extraction, filtration, association, reduction, etc.

2.3.2. Specification Feature Model

The three specification exercises (product, manufacturing plan and inspection plan) involve the
management of geometrical variability, although different names are used in each specification field:
tolerance in product design, natural process tolerance (capability) in manufacturing and uncertainty
in inspection. For that reason, the three specification exercises should be based on a unified feature
model where the geometrical interface is represented using the same geometry model as described in
the previous section. Based on this assumption, authors of this work proposed a unified Specification
Feature (Figure 4) that will be briefly summarized in this section [13]. This feature aggregates the three
types of object feature considered in any Application Feature: Geometry Feature (geometric interface),
Specification Structure (structural elements) and Condition (functional geometrical condition for which
the structural elements are a solution).

As Figure 4 shows, that the geometric interface contains, the nominal geometry (Nominal
Feature) and additionally the representation of the deviations for this geometry (Geometry with defects
Feature) in any of the tolerance models (GPS, TTRS, etc.) necessary to support the corresponding
specification exercise. The Geometry with defects Feature aggregates three features: (1) Extracted Feature,
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which represents the geometry in the form in which it is extracted from part surfaces with defects;
(2) Substitute Feature, which represents an ideal and continuous geometry related to the geometry
with defects; and (3) Reference Feature, commonly known as Datum Feature, which represents an ideal
geometry that positions extracted and substitution geometries. An Extracted Feature can be of two types:
Discrete Geometry or Envelope. When it is a discrete geometry, it is made up of a set of points, segments
or tessellation elements. Otherwise, if the extracted geometry is of type envelope, it is made up of a
set of (two) trimmed ideal and continuous lines or surfaces enveloping, internally and/or externally,
the real geometry with defects. This second type of extracted geometry is not considered by the GPS
standard, where only extracted models able to support the way in which coordinate measurement
machines take measures are considered.

Figure 4. Specification Feature Model (updated from [13]).

2.3.3. Assembly Model for Specification

The geometry with defects (Geometry with defects Feature) of the Specification Feature, seen in
Figure 5, is the central element of the Assembly Model for Specification. This is a key model in
order to establish conditions on kinematic loops associated with a mechanical assembly (product
or process simulation exercises). These loops are determined according to the different assembly
configurations established by the set of joints between the geometric interfaces of the different
components. Therefore, for the specification exercise a model including both the assembly architecture
and the chains and functional conditions is required. The links in these loops establish the relationships
between the geometric interfaces that may belong to the same or to different parts. These interfaces
will be represented by the corresponding geometry with defects included in the Specification Feature
previously described.

The model establishes the relationships between this geometry with defects and other concepts
involved in the simulation exercises, such as the specification architecture and loops (Specification
Assembly Architecture and Chain). In particular, an assembly is characterised by an architecture defined
as an aggregation of all contact conditions (Contact Condition) between the geometry with defects
of all features, either in the product or in the process assembly. The types of contacts considered
in the model are Floating, Fixed and Sliding Contact [29]. The model also considers the non-contact
conditions (Non-Contact Condition) that establish either a condition within the same part or a separation
condition between two different parts. In addition, a Chain aggregates all the associations between the
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features including the information about the geometry with defects required to close the functional
loop. From all links included in the Chain, just one of them is associated with the condition (Condition)
to be fulfilled (either product or process condition), and the rest of the links will be associated with
other conditions (contact or non-contact).

Figure 5. Assembly Model for Specification (updated from [13]).

2.4. Methodolgy

The methodology used to develop and validate at a conceptual level the proposal of the Inspection
Feature can be summarized as follows:

1. Development of a functional model for inspection process planning in an integrated product and
process (machining an inspection) development context, especially fostering in-line inspection.
In this way, part quality inspection plans can feed product quality assurance and the resulting
activation of management strategies. These strategies allow for smooth defect propagation
throughout the process stages and to the final customer. The functional model, developed
using IDEF0, enables to identify the main information requirements and shows at the aggregate
level the relationships between the tasks involved in inspection process planning, machining
process planning and product design. Furthermore, in order to ease the integration of all
these planning tasks, a dual activity model for both process planning tasks is established.
This activity model is supported by a common part representation based on a single feature
concept, the Specification Feature.

2. Study of the following topics:

• Tolerance information models used in CAT (Computer-Aided Tolerancing) applications,
both for the interpretation models (such as vector equation model, variational surface
model, kinematic model, degree of freedom (DOF) model, etc.) and for the representation
models (such as surface graph model, technologically and topologically related surface
(TTRS) models, category theory model, GeoSpelling model, ontology-based model, etc.).
In particular, the concepts considered by the Geospelling language and the GPS standard
are revisited.

• Measurement processes and systems. More particularly, the ways in which the part can
be situated (oriented and/or located) in relation to the geometries of the measurement
resource are studied. Additionally, the alignment operations, either physical or by means
of calculations (verification operator), that are performed during the verification process,
are also analyzed.
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• The role of tolerancing in the context of the uncertainty management, in order to ensure that
the product meets its functional requirements.

3. Development of a proposal for the specification exercises carried out in inspection process
planning, which is dual to the one established for the specification exercises in product design.
Accordingly, inspection plan specification (including analysis and validation) is addressed using
similar assembly models, geometry models, which incorporate the representation of defects,
and tools and techniques for variability management.

4. Analysis of the general UAF framework and Specification Feature Model to determine their
suitability to provide a specific solution for inspection planning.

5. Development of an Inspection Feature Model and an Inspection Assembly Model based on
the general UAF framework and Specification Feature Model. In particular, the models for the
inspection planning domain should be adequate to support the definition, analysis and validation
of the set-ups included in the inspection plan and the allocation of the inspection resources.

6. Categorization of Measurement Resources in generic types that include all type of measurement
equipment, ranging from basic instruments to coordinate-based machines. The generic types of
Measurement Resources have been established based on the degrees of freedom characterising
the movement axes of the inspection equipment and the axes including sensors to register
measurement data.

7. Development of an Inspection Feature Library. The library classes are based on the study, from
measurement viewpoint, of the different geometry types that can be present in mechanical
parts. The definition of the different types of features considers the way each type of feature
interacts with the resource interface features corresponding to the defined Categories of
Measurement Resources. The knowledge about compatibility between the part and resource
interfaces is essential for the inspection planner in order to allocate the most appropriate resource.
This knowledge is embedded in the form of compatibility constraints and properties of interaction

8. Validation of the proposed models by the application to several case studies. The aim is just
to validate that the concepts supporting the Inspection Feature Model are adequate to select
and analyze an inspection solution. A developed graph-based methodology that supports the
inspection chains representation corresponding to each characteristic to be verified in one set-up
is used in order to facilitate analysis and validation exercises of the inspection solution.

In this work, only stages 3, 4 and 5 are covered due to space limitations, although a simple case
study is presented so that the reader can see how the Inspection Feature can support the involved
tasks in the inspection process plan specification. The rest of the stages are out of the scope of this
work and they will be the object of future publications.

It should be noted that author’s interest does not aim the development of an object-oriented
application for inspection planning. Therefore, although UML notation has been used to show
the concepts of the proposed model, the UML classes have not been detailed with their attributes
and operations.

3. Results: Feature-Based Framework for Inspection

As already mentioned, product specification involves:

a. The definition of an assembly (product artefact) that can be a technical solution for the required
functionality expressed as functional conditions. The technical solution is a set of parts with their
particular geometrical shapes that are kinematically related through their geometrical interfaces.

b. Since the part geometrical interfaces will have defects (intrinsic or extrinsic), different
characteristics limiting them have to be specified. A specified characteristic is a characteristic
with the permissible (maximum and minimum) limits, where a characteristic is a linear or
angular distance defined between geometric elements (ideal or non-ideal) [27]. Each specified
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characteristic requires the definition of a GPS operator that establishes the procedure to obtain it
from the data of the involved geometrical elements.

c. The validation whether the total assembly performance (tolerance) meets the functional
condition. This is calculated through a chain that considers the characteristics of the assembly
components (individual parts) and the contact conditions.

Similarly, for each specification to be verified, the inspection plan specification involves:

a. The definition of an assembly (inspection artefact), formed by the subject part of the inspection
and a set of components (measurement resource, fixture, probe, etc.). This assembly must be a
technical solution capable of extracting part geometric information needed for the verification of
the specified characteristic.

b. Since the extracted part geometry will have defects, the planner, similarly to the designer,
uses ideal geometry models that enable him/her to represent the measured geometry with
defects. Working on these imaginary ideal geometries with defects, which belong to both the
part and the rest of the assembly components (measurement resource, fixture, probe, etc.),
the planner establishes the GPS operator to obtain characteristics to be measured corresponding
to the specified characteristics.

c. The validation whether the total uncertainty (method and implementation) of the
inspection assembly meets the requirements of the verification of the specified characteristic.
This uncertainty is calculated through a chain that considers the characteristics of the assembly
components (part and inspection resource) and contact conditions.

As is clear, in product specification and inspection plan specification very similar tasks must
be undertaken. Furthermore, both specification exercises work on a common representation of the
geometry with defects of the part, either of the conceived or of the real one. GPS operators are applied
to the geometry with defects in order to quantify the characteristics and their variability. When the
operators used for both exercises are coincident (duality), then uncertainty is minimised.

Hence, the specification of the inspection process plan involves establishing GPS operators on the
verification geometries of both the part and the components of the inspection resource and analyzing
the contacts between the previous geometries. Therefore, in the first part of this section the specific
geometries needed for verification (part and inspection resource) are going to be studied. In the next
two parts of this section, an inspection feature and assembly models are proposed. These models are
based on the verification geometries. Finally, a case study is presented.

3.1. Geometry Model for Verification

Usually, in product specification the designer considers skin and/or skeleton models with defects
for a GD&T analysis process based on simulation [29]. These models are constructed from the nominal
model based on ideal geometries with imagined dimensional and angular defects. As shown in Figure 6,
these imagined geometries with defects are represented by the Substitute and Extracted Features
defined in relation to a reference geometry represented by the Reference Feature, which usually is the
same as the Nominal Feature.

However, in the specification of the inspection plan the planner considers skin and/or skeleton
models with defects imagined as a result of the extraction process. The type of these imagined extracted
geometries depends on the type of extracted geometry that the inspection resource can provide.

The Geometry of the Part

In order to verify a part characteristic, the inspection planner must have an adequate
representation of the part real geometry. This representation should enable the planner to establish
the verification GPS operator, as a set of several GPS operations (partition, extraction, association,
etc.). This GPS operator will include a last evaluation operation to allow for the verification of the
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characteristic. The representation of the part geometry, gathered during the measurement process,
is referred in this work as “verification primitive model”. Hence, the GPS operator established by the
planner will operate on this verification primitive model transforming it into simpler ones from which
the required linear and angular distances to complete the evaluation operation of the characteristic can
be computed.

The verification primitive model for inspection plan specification, unlike product specification,
is very often a discrete model, obtained by sampling a finite number of points, segments or tessellation
elements on real part surfaces. The vast majority of specialised literature, including the GPS
standard, assume that inspection plan specification starts with this type of verification primitive
model (discrete model).

However, this situation in only present when metrological systems based on coordinate measuring
processes equipped with (mechanical and optical) probes are used. When basic metrology, such as a
calliper, is employed, the verification primitive model is a much simpler one, since from the available
information only an ideal profile model with dimensional defects (due to linear and/or angular
variations) can be obtained. As Figure 6 shows, this profile model does not consider part form and
orientation defects, since these are neglected by the contact surfaces of the inspection resource assumed
geometrically perfect.

Figure 6. Part geometry models for verification.

Then, the verification primitive model is a representation of a real instance of the part geometry
that depends on the extraction method and the inspection resource used, and can be of two main
different types (Figure 6, left):

1. Discrete models with defects (integral or derived profiles/surfaces) consisting of sets of points,
segments or tessellation elements (with a particular pattern). These models are obtained when
measurement is performed by equipment that provides coordinate information, such as CMM
(Coordinate Measurement Machine), optical equipment, surface form/texture metrology, etc.
The coordinate information is referred to the equipment coordinate system that is realised by
the movements of its guideways. To make this equipment very flexible, its guideways can
be linear, resulting in rectangular coordinate systems, or a combination of linear and angular
movements, resulting in spherical, cylindrical, etc., coordinate systems. There is equipment with
two guideways that can be used to obtain two dimensional discrete models and others with three
or more guideways that can be used when three dimensional discrete models are required.
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2. Ideal models with dimensional defects that keep the nominal form. These models are obtained
when measurement is performed either by conventional equipment (calliper, micrometer,
goniometer, etc.) or by equipment and set-ups used in comparison measurements. The first ones
provide a specific linear or angular distance between two ideal geometries that are embodied by
the measurement equipment. The second ones provide two linear or angular distances (maximum
and minimum deviations) that enable the construction of two ideal geometries (surfaces or
profiles) that are internally or externally enveloping the real part geometry. The construction
of these two ideal enveloping geometries is performed by the movement of the measurement
equipment guideways (sweeping movement). When surface models (3D) are required, it will
be necessary to use two axes for the sweeping movement (two isoparametric lines), resulting
in an enveloping surface. However, if plane profile models (2D) are desired, just one axis for
the sweeping movement will be required, resulting in an enveloping line. When surface models
of a complete partitioned geometry using any of these two types of measurement processes
(conventional equipment or set-ups for comparison measurements) are desired, measurements
in several planes (parallel, coaxial, etc.) will be required in order to cover the whole partitioned
surface. Obviously, the uncertainty of these surface models with dimensional defects will depend
on the possibility of coincidence of the reference geometry with these profiles, as it will be
explained in the next section.

From these primitive models, the verification GPS operator can establish other simplified models
(Figure 6, right) required to assess the part specified characteristics. In particular, the verification
operator can establish the following simplified continuous surface/profile geometric models with
defects: (a) Non-ideal models, which are generated by reconstruction operations (fitting and
interpolation) from the primitive models with the aim of obtaining the points that match with the
sampling points established in the specification; (b) Ideal models with angular defects; (c) Ideal models
with linear dimensional defects; and (d) Ideal derived models that can be obtained either by a GPS
derivation operation from the previous simplified models or directly from a derived primitive model
resulting from a measurement process.

Figure 6 also shows that when the primitive models are ideal, they are the same as the
corresponding simplified models (b–d). Although it is often unnoticed, very often the primitive
geometry itself already contains information (measurements) about the specified characteristics
and, therefore, no subsequent transformation of the geometry will be necessary to obtain these
characteristics. This is the case of many dimensional characteristics associated with a specific
geometrical element that are obtained by direct measurements of dimensions (angle, diameter, width,
etc.) or by sweeping processes. When using sweeping processes, the measurement process or
equipment does not register deviations of specific points of the geometrical element of the part,
and provides only the total deviation produced in the sweeping process of specific profiles or of the
complete surface. A classic example of this type is the measurement of the straightness of a plane
using a rule and an indicator.

The Geometry of the Inspection Resource

In addition to the real part geometry, in verification, an inspection resource is also involved in the
measurement process. This inspection resource has real geometries of high quality that are always
assumed to be ideal, neglecting their defects, since they are usually very small. Examples of these
geometries are the surface of a plate, the axis of a chuck, etc. Based on this assumption, the real
geometries of the inspection resource are represented using ideal models (without defects) for all the
reasoning and computing processes required to obtain the measured characteristic. The uncertainty of
the measured characteristic is influenced by the quality of the real geometries assumed as perfect.

Generally, in order to obtain a measured characteristic between two geometries (target and datum)
the comparison of the real target geometry in relation to the datum frame geometry (specification
reference geometry) is required. This comparison involves obtaining linear and angular distances in
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relation to this specification reference geometry. In turn, this specification reference geometry can also
be considered as a target geometry, whose measurement involves comparing it with another datum
frame geometry (measurement reference geometry).

Therefore, every measurement reference geometry can be used as a specification reference
geometry. The measurement reference geometry, in relation to which linear and angular distances
are obtained, is always realised by the inspection resource. This realization, as it will be explained
later in this section, can be of different types, such as a flat surface contact, an axis of a revolved
surface, etc. On the other hand, the specification reference geometry, which is always required for the
measurement of a specified characteristic, is obtained either by a measurement process comparing
it with a measurement reference geometry, or by doing it coincident with a measurement reference
geometry embodied by the inspection resource using an alignment process.

In general, these three geometries (tolerance geometry, specification reference geometry and
measurement reference geometry) are involved in the measurement of a specified characteristic
(Figure 7). According to the specified characteristics and the selected measurement process, some of
these geometries are the same. For example, when form characteristics are verified, the specification
reference and the target reference can be the same. When orientation and location characteristics are
verified, the specification reference and the measurement reference can be the same.

Figure 7. Geometries involved in verification.

The real geometries of the inspection resource considered as ideal models are normally known
as embodiments in the metrological domain. The linear or angular distance values obtained by
the inspection resource are always referred to these embodiments that are the reference for the
measurements. Embodiments to establish the measurement reference can be also other ideal geometries
that are of the same type to the previous ones (real geometries of the inspection resource). They are
usually an offset of the real ones and are established during the equipment set-up process. For example,
when a parallelism specification is inspected by means of a set-up using a surface plate, a height
gage and a dial indicator, the reference measurement can be the surface plate itself contacting the
specification reference. However, an imaginary plane parallel to the surface plate with a specific offset
controlled by the height gage could also be used as the measurement reference.

The embodiment of the “measurement references” by the inspection resource can be of one of the
following types:

a. Positioning embodiment, when the reference is realised by physical contact with surfaces of the
equipment or set-up (e.g., gusset plates, mandrel, precision jaws, precision fixture, etc.) or is
realised as an offset of the previous ones by gauges used during the setting or calibration process
of the equipment.

b. Kinematic embodiment, when the reference is realised by the movement of the measurement
equipment guideways. Obviously, this reference is located in the inspection resource, since the
guideways used to generate it have a specific location in the equipment. The number of
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measurement equipment guideways has to provide the minimum number of independent axes
required by the type of tolerance geometry.

c. Calculated embodiment, when the reference is obtained by mathematical association operations
using the part extracted points, segments or tessellation elements and appropriate criteria such
as least square, minimum outer diameter, etc.

Not all types of references embodied by the inspection resource can be used with all types of
primitive models of the tolerance geometry. In particular, the reference as calculated embodiment (c)
leads to discrete part primitive models of the tolerance geometry, which can be simplified to ideal
geometries if appropriate. On the other hand, kinematic embodiments (b) or positioning embodiments
(a) lead to an ideal part primitive model of the tolerance geometry. More specifically, the ideal part
primitive model obtained using a kinematic embodiment is a set of two ideal geometries enveloping
the real geometry. These two ideal enveloping geometries are of the same type and are generated
simultaneously with the kinematic embodiment geometry. However, the positioning embodiment
leads to an ideal part primitive model that is an ideal geometry establishing a single boundary (external
or internal) of the real geometry.

As has been mentioned, the measurement reference is embodied by the inspection resource,
whereas the tolerance geometry to be extracted exists on the part. In addition, to obtain the measured
characteristic a specification reference also existing on the part is required. This specification reference
must be located (usually by coincidence) in relation to the reference embodied by the inspection
resource. This is the so-called alignment process that always introduces an additional uncertainty
in the inspection process. If a misalignment between the real geometry of the part and the reference
geometry appears, a misalignment error is also present.

The aim of the alignment process is basically to make two geometries, one of the parts and one of
the inspection resources, coincident (orientation and situation). The measurement reference geometry
is realised by real geometries of the resource (high precision surface plates, gusset plates, mandrels,
etc.) known as simulated datum. The defects of these real geometries of the resource are neglected
compared to the part geometry defects and, therefore, they are considered to be ideal geometries.
It must be noticed that the effect of this assumption is included in the resource uncertainty obtained
during the calibration process. The lower the quality of the real geometries of the inspection resource,
the higher the measurement (implementation) uncertainty. The part geometry must contact with these
real (assumed ideal) geometries of the inspection resource. However, since part geometry is not ideal,
there is no one single stable solution for the contact. Due to the significant effect of this circumstance
on the uncertainty, the use of some requirements to rule the relative location is required, such as the
minimum requirement or the minimum rock requirement [30].

Very often, the alignment process is realised locating the part by physical contacts with the
inspection resource minimising the deviations between part and inspection resource geometries.
In these alignments by physical contact, two cases can be distinguished depending on whether the
part contact surface is the same or not as the specification reference. An example of the first case
is when a part flat surface directly contacts with the surface plate that orients the part and is used
as reference. An example of the second case is the clamping process of a cylindrical part using a
roundness measuring instrument where dial indicator values on the cylindrical surface when turning
the part around the equipment axis are minimised.

In coordinate-based measurement processes, the alignment process is the calculation of the
measurement reference. In this case, the alignment process involves calculating an ideal geometry that
is used as specification/measurement reference and probing on its normal direction.

3.2. Inspection Feature Model

In this section, and based on the concepts related to the geometries with defects explained in
the previous section, an Inspection Feature Model is proposed and described using UML diagrams.
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The Inspection Feature is defined as a subtype of the Application Feature considered in the UAF
framework outlined in section.

The Inspection Feature (InspF) shown in Figure 8, as subclass of the Specification Feature class, is an
aggregation of the classes with the information about the structure (Inspection Structure), the geometric
interface (Inspection Geometry Feature) and the functional geometric condition (Inspection Condition),
which are established as requirements on the characteristics to be measured (Characteristic Measurement)
in order to obtain the values of the specified characteristics (Inspection Requirement) that points to the
self-geometries of the InspF. These specified characteristics have been established along the product
design stating their GPS specification operators and their variation limits (tolerances).

Figure 8. Inspection Feature (InspF) Model.

The inspection process plan specification starts analyzing those specified characteristics in order
to define the part geometry using the feature types from the InspF Library (feature recognition) and to
establish the Inspection Condition. The part recognition using the InspF Library developed as stated in
the methodology section, is essential to ensure: (1) that is possible to extract the measurement data for
the specified characteristic calculation and (2) that there exists inspection resource type able to execute
the data extraction. These inspection resource types facilitate the selection of one or more technical
solutions to carry out the InspF measurement.

In the same way that Inspection Condition relates the InspF with the product functional structure,
the Inspection Structure relates the InspF, and more specifically its Nominal Feature, with the component
structure of the planned inspection assembly, in which part participates. For this, the Inspection
Structure contains the topological structure of the InspF and positions it in the part framework.

The Inspection Geometry Feature aggregates two feature: (1) The Nominal Feature, which represents
the nominal geometries of the feature that are defined as ideal geometries; and (2) The Measurement

240



Materials 2018, 11, 1504

Defects Feature, which is used to represent the real geometries participating in the measurement process
as ideal geometries that model form and location (orientation and situation) defects. The Measurement
Defects Feature aggregates three features: (1) The primitive geometries extracted in the measurement
process (Measurement Extracted Feature); (2) The reference geometries (datum frame) used to obtain
the previous ones (Measurement Reference Feature); and (3) The required geometries resulting from
simplification processes applied on the primitive geometries (Measurement Substitute Feature).

The extracted geometry with defects (Measurement Extracted Feature), which is a representation of
the real geometry obtained as described in Section 3.1, can correspond to discrete primitive models
(Discrete Extracted Geometry Feature) or to ideal primitive models (Enveloping Extracted Geometry Feature)
as an envelope model, consisting of one or two ideal geometries limiting the real one.

As it has been previously explained in Section 3.1, the Measurement Reference Feature, which is
the reference for the measured values, can be a Positioning, a Kinematic or a Calculated Embodiment.
The Measurement Reference Feature can be any of the invariance classes geometries [27,29,31,32].

As Figure 8 shows, the Inspection Condition aggregates the characteristics to be measured
(Characteristic Measurement). The Characteristic Measurement is an associative class that, in general,
characterises the relation between Measurement Defects Features. This characterization is expressed
according to Geospelling language as a set of sequenced GPS operations to establish and obtain the
value of a characteristic (linear or angular distance) between any of the three components of the
Measurement Defects Feature (Extracted, Substitute and/or Reference). The Characteristic Measurements
can be of two main types: (a) Extracted Characteristic Measurement, which are characteristics between a
Measurement Extracted Feature and a Measurement Reference Feature directly obtained by the inspection
resource as linear or angular distances; and (b) Calculated Characteristic Measurement, which are
characteristics between a Measurement Substitute Feature and either another Measurement Substitute
Feature or a Measurement Extracted Feature obtained as linear or angular distances after applying
mathematical/geometrical operations to values given by the inspection resource. The second type
(b) of characteristic measurements are the most common ones when using inspection resources
that provide a big amount of part geometrical data, such as the widely used coordinate-based
measurement equipment. The latest standard developments in this field mainly focus on this type of
measurement equipment.

Two types of Extracted Characteristic Measurements can be distinguished:

a. The Distance Measurement is the relation between an extracted discrete geometry (Discrete
Extracted Geometry Feature) and a reference geometry (Measurement Reference Feature).
For example, the measurement of a distance between a point and a plane.

b. The Projected Distance Measurement is the relation between an extracted enveloping geometry
(Enveloping Extracted Geometry Feature) and a reference geometry (Measurement Reference Feature).
For example, the measurement of an angular distance using a goniometer where both instrument
probes contact part surfaces resulting in two ideal geometries (straight lines) whose included
angle is the characteristic measurement. Both ideal geometries are enveloping extracted
geometries (only one limit in this case) from the part and result in two substitute geometries
(Measurement Substitute Feature) through an operator (Measurement Substitution Feature) that
in this case is as simple as the identity. It must be noticed that one of them is used as the
measurement reference (Measurement Reference Feature) being the alignment (Alignment) in this
case the identity. Obviously, the type of reference in this case is established by the part-instrument
contact (Positioning Embodiment). In the case of enveloping geometries with two limits, these will
have the same form and location than the reference surface used for the measurement and are
obtained by a sweeping process on that reference surface. This sweeping process is performed
using the measurement equipment guideways.

Similarly, two types of Specified Characteristic Measurements can be distinguished:
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a. The Point-Ideal Dimension Measurement establishes the relation between an extracted discrete
geometry (Discrete Extracted Geometry Feature) and a substitute geometry (Measurement Substitute
Feature) as a sequence of GPS operations that results in the quantification of the characteristic
to be verified. For example, when for the verification of a parallelism between two planes a
surface plate and a height gauge are used. In this case, one of the planes contacts the surface
plate (Positioning Embodiment) establishing the measurement reference (Measurement Reference
Feature) and the ideal substitute geometry (Measurement Substitute Feature) by an alignment
(Alignment) that is the identity. The other plane is sampled with the height gauge obtaining
a discrete geometry (Discrete Extracted Geometry Feature) as a set of points. The GPS operator
to verify the specified characteristic is the result of the difference between the maximum and
minimum height (measured from the reference plane) of the set of sampled points.

b. The Ideal-Ideal Dimension Measurement establishes the relation between two ideal substitute
geometries (Measurement Substitute Feature) as a sequence of GPS operations between those
ideal geometries resulting in the quantification of the characteristic to be verified. For example,
using the previous example of a parallelism specification between two planes, but now using a
CMM. In this case, both planes are sampled as a set of points in relation to the same reference
measurement (Measurement Reference Feature). From the extracted geometry of both planes
(Discrete Extracted Geometry Feature) the corresponding ideal substitute geometry (Measurement
Substitute Feature) is obtained by an appropriate substitution operator (Measurement Substitution
Feature). Between the two ideal substitute geometries, a GPS operator containing basically
construction and evaluation operations is used to quantify the specified characteristic.

As has just been described, a key entity of the Inspection Feature is the Measurement Defects Feature
that represents the real geometry of the part with defects through a combination of three geometries:
the Measurement Extracted Feature and Measurement Substituted Feature, representing the defects on the
part, and the Measurement Reference Feature, required in every measurement process for verification in
order to orient and/or locate the first two. In addition, the model includes several associative classes
to characterise, through GPS operators, the relationships between these three geometries, either for
simplification and alignment purposes (Substitution Operation and Alignment Operation) or for the
evaluation of the characteristic to be verified (all subtypes of Characteristic Measurement). The latter is
related to the Inspection Condition, which is also included in the Inspection Feature.

3.3. Inspection Assembly

As mentioned in Section 2, the inspection planner task for the verification of a specific characteristic
consists of defining an assembly, made up of the part and the inspection resource. This assembly must
be able to extract the part geometric information required for the evaluation of the characteristic by a
GPS operator. In addition, the planner must also validate that total uncertainty of the selected assembly
is adequate for the limit established for the inspection condition. The extraction of the part geometric
information, as it has been explained in the former section, involves the selection of reference surfaces
in relation to which deviations, as linear or angular distances, are measured. On the other hand, the use
of dual verification and specification operators will reduce the uncertainty.

The complete inspection process plan specification will include all the assemblies required to
measure the InspF involved in the verification of all specified characteristics of the part. Obviously,
in order to optimise the inspection process, the number of assemblies used should be minimised.
Each assembly will require a set-up including the orientation and location of the part in the inspection
resource, which has been previously referred as the alignment process. This alignment process can be
more or less time consuming depending on the type of inspection resource and alignment and will
have an influence on the uncertainty.

As previously mentioned, the established inspection assemblies are made up of two components
(the part and the inspection resource) and two interactions exist between them. Each interaction
includes all associative classes that describe the relations between part and resource features. The two
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interaction types are: (a) the location interaction, which holds, orients and/or positions the part in
relation to the equipment reference system; and (b) the measurement interaction, which generates
the stimulus, by contact or without contact between the probe and the part, for the registration of
the sensors signals. Although the inspection resource or equipment itself is a mechanical assembly
made up of several components and their interfaces, it will be considered as a whole (black box),
characterized by a global uncertainty accompanying all the values of measurements carried out using
that resource.

Figure 9 shows the model for the inspection assembly that enables the planner to analyze
and specify the inspection process by reasoning on the assembly chains or loops (Inspection Chain).
An Inspection Chain aggregates Inspection Contacts, which represent all the fixed location interactions
between the part and the inspection resource defining the assembly architecture, and Inspection
Conditions, that aggregate one or more Characteristic Measurement. Each Inspection Chain is useful
to analyze one of the Inspection Condition that corresponds to an Inspection Requirement. Usually an
Inspection Condition is related to measurement operations that results in measurement data. This type
of Inspection Condition is a Measurement Condition. However, when the part is inspected using gages,
only the conformance is checked, but no measurement data is available. This type of Inspection
Condition is a Gage Condition.

Figure 9. Inspection Assembly Chain Model.

These chains allow for the planner the establishment and validation of the final solution through
the analysis of the required D.o.f. (Dof Chain) and the uncertainties (Uncertainty Chain) introduced
by the different involved elements. The uncertainty chain includes the uncertainties (Inspection
Uncertainty) of all the relationships between geometrical measurement defects features of the part
and of the inspection resource as a whole that have to be stacked up to fulfil the inspection condition.
The D.o.f. chain includes the information about the required active and inactive D.o.f. (Inspection Dof )
for part location, sweeping and measurement.

3.4. Case-Study

In this subsection, a simple case study is described with the aim of showing how the proposed
Inspection Feature Model supports the reasoning carried out in some of the tasks typical of the
inspection process planning. The example considers a very simple part (see central part of Figure 10)
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with just one key characteristic. This characteristic has been established using a standard position
tolerance specification that restricts the deviation of the hole axis in relation to a datum defined by
plane A and plane B.

Figure 10. Graph including the InspF for the case-study.

The specification of the process plan begins with the recognition of the toleranced geometry
(cylinder and planes A and B) based on the InspF types established in the Library. In this case,
the planner identifies the hole surface as one Cylinder InspF type and the two plane surfaces as two
Plane InspF type. Additionally, taking the tolerance of the specified characteristic (0.2 mm) as basis,
the planner establishes the Inspection Requirement with the statement: “To measure the deviation
of the hole position with a maximum uncertainty of 0.03 mm”. This uncertainty value complies
with the 1/6 relation usually established between the specified tolerance and the uncertainty of the
measurement process.

Once the functional requirement (Inspection Requirement) has been established, the planner must
find a solution to measure the characteristic. Previously, however, he/she will have to define the
Measurement Substitute Features (MSF) that are capable of obtaining and evaluating the measurement
of position characteristic by the application of the required construction, calculation and evaluation
GPS operations. In this case, the MSF defined are two, one corresponding to the Cylinder InspF and
another one aggregating the two Planes InspF of the compound datum AB. When these MSF have
been determined and taking into consideration the requirements compelled by the InspF types they
belong to, different inspection solutions can be examined.

For this, several alternative Measurement Reference Features (MRF) for each MSF can be considered.
Next, for each of these alternatives, a series of requirements must be established on the Characteristic
Measurements necessary to fulfil the Inspection Requirement. These Characteristic Measurements,
which constitute the Inspection Condition, are established in terms of uncertainties and D.o.f.

In particular, for this case study, the MDF that could be linked to the MSF corresponding to the
hole and to the datum AB could be any of the types considered in the model (Kinematic Embodiment,
Calculated, Positioning Embodiment). However, some of these MDF would be difficult to realise and
should be disregarded. Furthermore, if as usual the MDF are kinematic embodiment or calculated,
the Measurement Extracted Features (MEF) required to obtain the MSF should also be defined.

Usually, since several alternative MRF will have been defined for each InspF, the planner should
study whether an MRF corresponds to more than one InspF, because the existence of MRF common to
several InspF helps to minimize the number of required inspection assemblies (set-ups). In the case
at hand, given its simplicity, it is clear that the two MSF can be obtained using a single inspection
assembly and the following alternative solutions could be considered:
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1. Measurement of the cylinder using a resource of type “measurement on axis” (e.g., center bench).
Planes A and B would be used to locate the part on the resource by means of a location gage 3–2.

2. Measurement of the cylinder and of plane B using a resource of type CMM. Plane A would be
used to locate the part on the resource.

3. Measurement of the cylinder and of planes A and B using a resource of type CMM. No specific
location of the part is required in this case.

Although the specification of any of the three alternatives could be object of study, only the third
is going to be analyzed. The analysis will be supported by the construction of the graph shown in
Figure 10. Following the previously described procedure, MSF are first placed in the graph and later
the MRF and the coordinate system of the resource are also placed. In this case, as the selection of
solution has already been made, only one MRF is represented for each MSF, all of them of Calculated
type. Thus, three MEF are also incorporated in the graph. These MEF correspond to the cylinder and
the two planes. Proceeding with the graph construction, the thus far represented entities are linked
by lines that symbolise the relationships established among the entities. In this case, two types of
relationships can be established, i.e., Distance Measurement and Substitution Operation. The whole set
of links is a graphical representation of the Inspection Chain that supports the identification of the
involved uncertainties and D.o.f. chains.

As the graph shows, there are some entities that belong to the part (placed above the interface line)
and others that belong to the resource (placed underneath the interface line). It can also be noted that
there are some links that cross the interface line. These links are instances of the Extracted Characteristic
Measurement and represent the measurement interaction between the part and the resource. In this
case, there are no links representing the location interaction, since part location is not involved in
the measurement.

Finally, although the objective of the present research work is not the development of an
object-oriented application for process planning, as already mentioned in the methodology subsection,
Figure 11 shows some instances of the entities and relationships defined in the case study for the
Cylinder InspF using a UML object diagram. The aim is to help the reader in the comprehension of the
case by detailing some of the attributes of the classes of the InspF Model. As can be seen in Figure 11,
among the object attributes those required to build and analyze the D.o.f. and uncertainty chains can
be found.

Figure 11. Some object instances and relations of the case study.
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4. Conclusions and Future Work

In this work, a feature-based framework for inspection has been proposed. This framework is
a specialization of a more general feature-based framework that supports the specification, analysis
and validation of any technical solution (artefact). In this general framework, the Application
Feature plays a key role since it is an informational object that carries the mapped functional and the
structural solutions.

The development of the proposed feature-based framework for inspection has enabled to
prove that the general feature-based framework is adequate not only for the specification, analysis
and validation of GD&T characteristics on components of product artefacts (assemblies), but also
for process artefacts (assemblies), more particularly for inspection assemblies. These inspection
assemblies participate in the execution of the operations included in a set-up of the inspection plan.
An inspection assembly (set-up) is made of two components: the subject part of inspection and all
measurement devices (chucks, rules, plates, gages, probes, guideways, etc.) that together constitute
the measurement resource.

As part of the feature-based framework for inspection, the Inspection Feature (InspF) is an
essential element because it contains the necessary information to check the compatibility between
the part and resource features allowing, as exposed in the included case-study, the specification and
validation of inspection assemblies.

The results of this research show the possibilities of the proposed Inspection Feature for the
development of knowledge-based applications in the field of inspection planning. The proposed model
supports the design/selection of inspection solutions in collaborative production contexts, described in
the introduction. However, from a conceptual point of view, additional work to validate the proposed
approach is still needed. To that end, it is proposed, on one hand, to study in depth the inspection
interaction from the resource perspective, and, on the other hand, to test the model consistency by
stating an ontological model implemented in OWL (Ontology Web Language) and SRWL (Semantic
Web Rule Language). In addition, the ontological approach will allow the incorporation of knowledge
required to support process planning tasks, enabling the automated reasoning, the capture of new
knowledge through the addition of new rules, etc.
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Abstract: Customer-oriented management of manufacturing systems is crucial in service-oriented
production and product service systems. This paper develops the selection of dispatching rules in
combination with alternative process flow designs and demand mix, for a maintenance, repair and
overhaul center (MRO) of turbo shaft engines, both for complete engines and engine modules.
After an initial systematic screening of priority dispatching rules, the design of experiments and
discrete-event simulation allows a quantitative analysis of the better rules for the alternative process
flows with internal and service metrics. Next, the design of experiments with analysis of variance and
the Taguchi approach enables a search for the optimal combination of process flow and dispatching
rules. The consideration of extra costs for overdue work orders into the costing breakdown provides a
quantitative evaluation of the optimum range of load for the facility. This facilitates the discussion of
the significant trade-offs of cost, service, and flexibility in the production system and the operational
management alternatives for decision-making.

Keywords: priority dispatching rules; simulation optimization; job shop scheduling;
flexible manufacturing systems; service-oriented manufacturing systems; maintenance; aircrat engine
repair and overhaul (MRO)

1. Introduction

In a global competitive market, service-oriented manufacturing systems follow a path where
gaining and retaining the customer becomes fundamental for sustainability. From product service
systems (PSS) [1] to classical flexible manufacturing systems [2], passing through service-oriented
flexible manufacturing systems to a different extent [3], all of these taxonomies refer to system
configurations where classical or new manufacturing competitive factors trade off system performance
for service through operational decision-making. Maintenance, repair and overhaul (MRO) highly
qualified manufacturing activities are offered with strong competition in the current global economy.
MRO systems include the industrial activities of assembly and disassembly, components repair,
inspection, as well as replacement or fault correction of an aircraft or its components, in order to
preserve the airworthiness conditions and to guarantee aircraft safety operations [4]. MRO companies
follow the technical requirements that aeronautical authorities establish [5]. The MRO sector includes
the original manufacturer of the equipment (OEM), airlines or aircraft operators, and MRO independent
companies [6]. In this market, OEMs are the biggest players through their after-sale services, with 56%
share achieved by 2014 and still growing [7].

Fleet maintenance cost of aircraft operators reached USD 61,100 MM in 2014 [8], and it represented
from 10% to 15% of the total operational cost of the aircraft operations [9]. A trend of 3.8% annual
growth is expected, reaching about USD 90,000 MM by 2024 [8]. Engine MRO represents about
40% of the total. The MRO activities expansion evolves with heavy competence [10], so MRO
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companies must focus on excelling their operational effectiveness by reducing costs, stocks and
job shop times [9], while holding high quality and reliability, at the level of the aeronautical regulations
and standards. In a competitive market, operational flexibility and resources utilization is important
in accordance with the business goals in MRO [11]. At the MRO facility level, these requirements
are highly qualified experienced personnel together with a proper integration of scheduling and
provisioning in the supply chain, both upstream (suppliers) and downstream (customer) [5,12]. In this
path, different operational techniques and strategies formerly used only in conventional manufacturing
organizations are becoming important in MRO production activities. For instance, conventional repair
shop layouts have been transformed into cellular systems in order to improve MRO performance [13].

In this context, both the operations practice and its research can benefit from discrete-event
simulation of manufacturing system models. The real complexity of the system can hardly be
represented through analytical models and it is only partially tackled by the simulation model [14],
but it provides an off-the-line test bench to foresee potential trends of performance and to help in
decision making or to validate analytical models [15]. Manufacturing system simulation bears the
additional advantage of low cost experimentation close to the configuration of real systems [16],
and it can help to improve decision making on new manufacturing systems design. Discrete-event
simulation techniques have a broad scope [17]. Four different fields of work can be considered:
simulation model development, model use, field application, or discrete-event simulation with other
simulation techniques. In the manufacturing research area [18], initially three main different areas
of work are the design of the manufacturing system, manufacturing operations study, and software
development. In addition, the following can be included [19], the programming of maintenance
activities, job shop task scheduling, and the research on simulation of meta-models and optimization.

The increasing importance of manufacturing service activities requires a proper combination of
production internal operations with customer service goals. Operations quality improvement in a
broad sense enables the increase of sales and the reduction of production costs [20]. Beyond the
conformism of an adequate performance, current paradigms of improvement look for waste
elimination (lean manufacturing). The Taguchi approach to quality combines the classic meaning
of conformity with the aim of optimizing system performance [21] by considering that the gap
with the optimum is a waste. Moving from the conceptual approach to the real operations in a
MRO facility, customer satisfaction can be influenced by repair quality in a highly regulated activity,
but also by the lead-time of maintenance and due date compliance. The concurrent analysis of
programming, scheduling, system capacity management, and their metrics follow-up is a complex
task [22]. Operations management becomes an integrated effort of customer care and of internal process
and resources management [23,24]. In consequence, dispatching rules are important decision-making
criteria in the daily operation management, with impact on the overall system results and its logistic
operating curves [25].

Dispatching rules define job shop scheduling by priority rules based on performance metrics.
There are many different designed and studied dispatching rules. A first classification [25] includes
four groups: rules based on the processing time, rules based on the due date, combined rules from
the former groups and a group including all the rest. Other classifications have been proposed [26],
based on the input data to the rules and the priority rule itself, sorting more than 300 existing rules
into nine groups. It can be inferred that choosing the proper rule is neither immediate nor easy.
It would depend on the operational context, the own production system, and the more valuable
performance metric. A multi criteria approach of processing time, work order tardiness, and utilization
of resources [27–30] seems to be suitable for production systems focused on service.

Sequencing can be considered a decentralized process in the decision problem. Specific research
in scheduling service-oriented job shops [31] not only considers the mean time to completion of work
orders, but also the overdue orders tardiness accumulation. This last study is based on discrete-event
simulation on a schematic facility. Even without detailed description of the processes, it shows that
when using finite resources at different degrees of utilization, the ordinary need of tracing the serial
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number of specific parts adds extra complexity to the repair process. This increases the effort of
coordination in final assembly, adding extra time and inventories involved in operations. The priority
rule “shortest processing time first” was identified as the best option towards reducing mean flow
time. Focused on the service metric of overdue work orders, scheduling by “earliest due date first”
was more effective. Also, rules based on the complexity of the bill of materials (BOM) to speed
assembly, reparation, and disassembly activities seem to be only effective for simple product structures,
with difficulties arising of the serial part number matching. A significant simulation based on field data
inputs from a capital goods industry [32] can be considered that partially approaches the scheduling
constraints of MRO, in particular for spare parts production. It concludes with a better behavior of the
“most remaining operation first” rule for spare parts at product level, but the “shortest operation first”
rule is better at component level. In the particular field of aircraft engine MRO, this last result suggests
that the system could require for schedule optimization different priority rules in the cases of complete
engines overhaul maintenance or only modules maintenance.

MRO is a multi-project scheduling problem due to the diversity of tasks that cannot be fully
determined a priori at the work order entrance. Studies that revisited the overall problem of
multi-project scheduling [33] show the convenience of different priority rules for different local
or global objectives.

A more specific recent study of aircraft engine maintenance [34] includes the relevance of the
unsteady flow of work orders content in MRO and the main barrier in reaching due dates with origin
in parts procurement and part repair. This study is limited to only one process flow for priority rules
analysis, based on simulation and design of experiments. The main result suggests the application
of the “slack” rule (higher priority in work orders with the lowest difference between the remaining
time to completion date and the remaining processing time), in a decentralized application. Real field
tests of the rule gave positive results, maintaining system performance while facing a significant
load increase.

A recent research contribution seeks an integrated approach combining the study of dispatching
rules with parts pooling sourcing for service [35]. In addition, recent research prospects look for an
overall optimization of service-oriented production and business management [36]. This study uses a
simple example of theoretical sequencing to illustrate the integration of cost penalties of tardiness in the
operation decisions. Work planning is shown in two levels: project and scheduling. Better results are
reached in project performance giving priority to jobs with small resource workload. The “minimum
worst case slack” rule gives the better results at scheduling level. Former research trends in the
integration of planning and logistic factors converge with the recent outlooks of a main aircraft
manufacturer [37]. It outlines the increasing importance of inventory pooling and the increasing use
of maintenance planning tools by the aircraft owner, together with a need of MROs improvement in
speed turnaround time, reducing the time in the job shop.

Improving and extending former studies, this paper presents a combined optimization of
alternative process flows with a selection of significant priority rules. Different from the former
studies on priority rules that are based on fictitious generic processes or a single process as a bench
case, this paper approaches the design of the MRO system to real options configuration, facing the
problem of mix work orders (overhaul and modules maintenance) in aircraft engine MRO. In addition,
the study includes the analysis of overall costing results of service penalties, a real situation only
conceptually treated in former studies.

This paper is organized as follows: in Section 2, the process flow of the MRO is analyzed. Section 3
presents the MRO system models development for discrete-event simulation. Next, Section 4 includes
the selection of a set of dispatching rules by testing them through simulation, and a scoring process.
System behavior and its implications in operational curves are analyzed. Section 5 covers the analysis
looking for the best combination of process flow and dispatching rules in relationship with system
metrics, with the Taguchi techniques, and cost analysis including charges for overdue work orders,
and presents a synthesis of discussion and analysis of the former results with concluding remarks.
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2. Materials and Methods

2.1. MRO Production System: Layout and Process Flow

Turbo shafts are aircraft engines ordinarily used as helicopter power plants. They are characterized
by their compact size, low weight, high power, and high reliability [38]. Current aircraft engines,
in particular the turbojet engines and their variants, are based on modular design and manufacturing.
The modular conception has also implications for operation, fault diagnosis, and maintenance [39].
The typical configuration of a turbo shaft engine includes a cold section module, made up of the
compressor; the hot section module, including the combustion chamber, and the high-pressure turbine,
which drives the compressor, and finally the power section module that delivers the power to the
main shaft.

The more complex and deeper maintenance program is the overhaul. It includes the overall engine
inspection and repair. The modular build of the engine allows conduction of the maintenance of every
module independently, so personnel, tools and shop layouts are focused on each module. There are
eight main chained stages of maintenance: (1) engine shop income; and a (2) pre-analysis that allows a
proper planning of the tasks in relationship with the customer’s requirements and engine condition
records; (3) initial inspection, with general cleaning that allows a proper visual inspection looking for
faults and component damage (corrosion, wear, etc.); (4) engine disassembly, to separate modules from
each other; (5) module repair, based on its condition, including cleaning, disassembly sub-sets and
detail inspections with proper recovery of condition, followed by re-assembly; (6) engine assembly
from modules; (7) bench test; and (8) engine conditioning and storing before the delivery to the
customer. These steps can be more clearly identified in the Figure 1 process chart.

Figure 1. Cell-oriented overhaul process flow.

Across the different overhaul steps, quality assurance includes an airworthiness guarantee of
engine components. The physical layout of the plant is an important productive factor of flexibility,
response capability and finally competitiveness of the MRO organization. The shop includes reception
and shipping areas, assembly/disassembly zones, special inspections (non-destructive inspection and
testing) area, and in-house repairs of different techniques.

The alternatives of production organization can be oriented to the process or to the product [40].
These orientations influence production plant layouts, so production lines follow the sequence of the
processes, and production cells typically support families of products (engine modules in this case).
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Production with layout process-oriented is in relationship with a high volume and low variety
of the product. The division and specialization of labor and a proper line of balancing provides high
labor utilization. In addition, a proper design of capacity for a stable demand is required to reach high
efficiency. In the extreme case, a production with forecasted demand without uncertainty could be
optimized in dedicated lines. In the case of modular aircraft engines of a particular model or family,
the maintenance and production can be planned in a sequence where every module is refurbished
in every work center of the line. Because the necessary repair operations at each stage are not the
same for every engine, it appears the unavoidable imbalance in queues at each work center of the
production line, with the result of longer lead times.

In the case of production layout and product-oriented planning, human and material resources
are organized by thinking of the variety of products and customer needs. Instead of the same rigid
sequence of operations of the production line, production systems organized by product can allocate a
great variety of different sequences (routing across the layout) depending on the product configuration.
Nevertheless, a general big drawback could be a lower utilization of resources. This type of production
system configuration can be applied in engine overhaul to every engine module, so its maintenance is
planned and executed independently.

Another current main type of production system is the manufacturing cell. It is oriented to
product, but taking into account the process commonalities of the different products of a family.
This means that the families share processes, more than the product functionality. The organization
around production cells requires the identification of those commonalities across the product portfolio,
placing high skilled workers and transforming the layout design around the cells. Efforts to reduce
waste in all forms guide their configuration. This organization provides good results in throughput,
productivity, and quality [41]. Inspired in the principles of waste reduction of lean manufacturing,
MRO facilities have initiated the adoption of this approach, but less generalized than other ordinary
manufacturing systems. That is because MRO is frequently focused on customer satisfaction over the
product or process constraints [13].

In the case of aircraft engines, its modular architecture gives commonality in the operations of
maintenance across engine models. That is, for instance, the maintenance tasks for the hot section of
different engines share similar processes. A process of engine overhaul under such premises is depicted
in Figure 1. It contains cells by the two different types of compressors, the combustion chamber and
the two turbines. This configuration in cells requires extra working shop area and investment, but it
obtains some independence and specialization in the processes, from which a shortening of production
time with better service is expected. This will be the basis of the production layout considered hereafter
for study.

The layout determines the routing of the engine or its components across the plant. For every
engine, its modules or part of them (just components in general), can be repaired by routing them
to every step (disassembly, inspection non-destructive testing, repair, and assembly) and after task
completion they wait in a meeting area until the three modules have been finished at that step, in order
to pass to the next one. This flow process guarantees the engine (work order) evolves through the
facility together as a whole entity, with easier flow control of work orders. In the case of work orders
of modules, they do not wait, so they pass through the system without visiting the waiting area. For
complete engines or modules, we call this process flow synchronous, model S.

Alternatively, the components can be routed to the proper repair shop independently and once
the tasks have been finished, they can wait in a meeting area downstream to the rest of the components,
just prior to final assembly. We call this asynchronous flow, model A.

2.2. MRO Model and the Discrete-Event Simulation of the System

The base model of Figure 1 under two workflows, synchronous S and asynchronous A,
is considered for discrete-event simulation, using ARENA software, Rockwell Automation. In the
simulation model, the components (modules or part of them, also named modules for simplicity) are
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entities of four types: motor AA (full engine including its three modules), module TP (power turbine),
module SC (hot section), and module SF (cold section). The entity attribute declares the properties to
route or make decisions about every module. The following attributes are associated with each entity
(work order): STEP (routing step), NSTEP (locate at meeting area), PRODUCT (product identification at
each step entrance), TPROCESS (time of process at every process step), TINSPECTION (inspection time
at non-destructive testing NDT), PRIORITY (priority assignation at the queue).

2.2.1. Maintenance Sequence

The sequences defined in the model are used to establish automatically the order of process
execution in inspection and repair and to establish the processing times and priorities, Tables 1 and 2.
The assignation is done by accounting for every entity and its status, at every step of the
maintenance process.

2.2.2. Production Process, Process Time, and Resources

One of the advantages of discrete-event simulation is an easy modelling of process duration
variability and the events occurring by probabilities distributions [42].

In order to choose the better probability distribution to fit the variability of the process times or
events occurrence, the proper behavior of the modelled feature is essential. Some functions are used to
approach real behavior: triangular distribution for the process time, Table 2, at each workstation or
exponential distribution to simulate the arrival of entities and uniform distribution to assign the type
of component.

Table 1. Sequences of inspection and repair for each entity.

Command Function Sequence

Sec Mod TP Inspection route for module TP dye penetrant inspect—waiting area
(1)—repair zone

Sec Mod SC Inspection route for module SC eddy current inspect—waiting area
(1)—repair zone

Sec Mod SF Inspection route for module SF magnetic particles inspect—waiting area
(1)—repair zone

Command Function Sequence Assignation

MEC1 Special repair route assignation
machining—welding—machining—heat
treatment—bonding—waiting area
(1)—assembly area

Mod. TP: 36%
Mod. SC: 15%
Mod. SF: 46%

MEC2 Special repair route assignation
machining—welding—machining—heat
treatment—bonding—waiting area
(1)—assembly area

Mod. TP: 30%
Mod. SC: 0%
Mod. SF: 15%

SOL1 Special repair route assignation
machining—welding—machining—heat
treatment—bonding—waiting area
(1)—assembly area

Mod. TP: 14%
Mod SC: 25%
Mod. SF: 16%

SOL2 Special repair route assignation welding—machining—bonding—waiting
area (1)—assembly area

Mod. TP: 9%
Mod. SC: 20%
Mod. SF: 12%

REC1 Special repair route assignation bonding—waiting area (1)—assembly area
Mod. TP: 11%
Mod. SC: 40%
Mod. SF: 11%

Engine assy Assembly engine route assignation waiting area—assembly area
(1) Applicable only to simulation in model A.
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Table 2. Process times.

PROCESS TIME [man hour] Min Mean Max PROCESS TIME [man hour] Min Mean Max

Initial inspection 10.6 12 14.3 Welding repair (SC) 6.1 7 8.3
Disassembly/Inspection (TP) module 22 26 29.8 Welding repair (SF) 19.3 23 26.1
Disassembly/Inspection (SC) module 20 24 27 Heat treatment (TP) 8.4 10 11.4
Disassembly/Inspection (SF) module 40.7 48 55.1 Heat treatment (SC) 4.9 6 6.6

Engine disassembly 14.9 18 20.1 Heat treatment (SF) 13.8 16 18.6
Eddy current inspection (SC) 3.6 4 4.8 Bonding repair (TP) 10.1 12 13.7

Magnetic particles inspection (SF) 30.1 35 40.7 Bonding repair (SC) 9.8 12 13.3
Dye penetrant inspection (TP) 25.6 30 34.6 Bonding repair (SF) 33 39 44.7
Dye penetrant inspection (SC) 4.2 5 5.6 Assembly TP 51.8 61 70
Dye penetrant inspection (SF) 35.6 42 48.1 Assembly SC 37.1 44 50.2
General repair (TP) module 85.6 101 115.9 Assembly SF 136.4 160 184.5
General repair (SC) module 24.5 29 33.2 Balancing (TP) 13.1 15 17.7
General repair (SF) module 283.1 333 383.1 Balancing (SC) 9.5 11 12.9

Machining repair (TP) 13.1 15 17.8 Balancing (SF) 8.9 11 12.1
Machining repair (SC) 3.7 4 5 Engine assembly 22.3 26 30.2
Machining repair (SF) 55.3 65 74.8 Inspection and final test 10.7 13 14.5
Welding repair (TP) 5.1 6 6.8 Delivery to customer 2.6 3 3.5

Engine assembly total [man hour] 1265.17
TP module total [man hour] 292.68
SC module total [man hour] 160.64
SF module total [man hour] 787.42

Processes and resources are both companions in the modelling process. Every process is
accomplished by its machinery and/or human resource assignations. The simulation framework
computes their use associated with the task so the utilization can be calculated. The duration of the
tasks together with the limited number of resources assigned to them, both bound the capability
of the workstations to tackle every work arrival, so the queues couple workflow and workstation
capabilities. Different types of specialized human resources are assigned to the different processes
including technicians for general tasks, specialists in different processes, and propulsion engineers like
supervisors and/or decision-making [43].

2.2.3. Simulation Runs

In addition to the setup of the simulation model described above, a proper simulation requires the
minimization of bias in the results by the effect of initial conditions. The initial behavior of a system
awaiting and empty is not the stable state that is sought through simulations studies. The method
adopted to determine a stabilization time [44] consists of two steps. First, the number of run replicates
necessary to reach the half-width of desired maximum variability, by (1). Where η is the number of
necessary replicates, η0 the number of initial replicates (set to 10), h0 the initial half-width reached,
h the desired half-width. Next, graphically the point is established where the transient period finishes.

η = η0 · h0
2/h2 (1)

The calculations show that at least 22 replicate runs for model S and 15 for model A are necessary
to come up with the desired half-range in the worst case. The next step requires fixing the overall
conditions of the simulation. The particular setup conditions include: 22 warm up replicates for model
S and 15 for A, 400 days for stabilization plus 1825 days of simulation run, an average of eight units per
month with random demand under exponential distribution, seasonality with high demand in winter
and low demand in summer following a cosine curve. Labor days of 16 h are used with continuous
availability of resources, and neglecting at first approach the transportation times inside the facility.
The full model programmed in Arena is run to determine the overall behavior, as in Figure 2 [43],
in order to estimate the stabilization period of the different parameters across the baseline time.
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(a) 

(b) 

Figure 2. Simulation warm-up period estimation: (a) For model S, (b) for model A.

3. Results

3.1. Integrated Analysis of Process Flow and Dispatching Rule

Operations management in an MRO facility holds two main global objectives: customer service
and internal performance. Customer service is defined as the proper quality level, including the
technical proficiency that complies with regulations and achieves the agreed short lead times at a
competitive cost. The internal objective requires operations with a proper resource assignation, so that
the full capacity of the facility should be used effectively under variable demand. The implications of
the operations under uncertainty involves trade-offs of service ratios and manufacturing flexibility [45],
including the external position (market share) and internal performance (maximum capacity
compatible with the intended service ratios and proper resources utilization at partial load).

Dispatching rules are tools for operations management and decision-making. In the customer
service field, this includes reaching the due dates to avoid extra costs for delay, but taking into account
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the complex relationship of multiple work orders in processes of different customers, with different
task times, number of operations or engine delivery due date.

In the MRO operational context, choosing the more convenient priority rule is not at all evident.
In a first screening process, eight noteworthy dispatching rules from the literature are studied, Table 3.
They are selected based on the objective, but also on the practical applicability. The simulation model
of the MRO facility is run under these different rules and for different demand profiles.

Table 3. Selected priority rules.

Rule Name Formulation

Critical Ratio and Shortest Processing Time (CR+SPT) [27] Z = processing time × max
{

due date−current date
remaining processing time , 1

}
Critical Ratio (CR) Z = due date−current date

remaining processing time
Slack Time Remaining (STR) Z = due date − current date − remaining processing time
Slack Time Remaining/Operation (STR/OP) Z =

due date−current date−remaining processing time
remaining operations

Earliest Due Date (EDD) Z = due date − current date
First In, First Out (FIFO) Ordering according to entrance time to the system
Largest Processing Time (LPT) Ordering according to processing time
Shortest Processing Time (SPT) Ordering according to processing time

The first five rules have the main objective of reducing the delay time and the number of delayed
deliveries, which is to say, coping with customer service. They include operation parameters like due
date, processing times, as well as the total process time or remaining operations at each step. The rules
largest processing time (LPT) and shortest processing time (SPT) take global consideration of the work
order content. The rule LPT prioritizes work orders of engines under overhaul, instead of engine
modules, taking care of the higher costs to the customer due to the engine out-of-service cost (including
leasing or insurance charges). Meanwhile SPT gives precedence to work orders of engine modules
before the overhaul of engines. Engine modules require less repair time and the delivery times are
shorter. Finally, the FIFO (first in, first out) rule is an initial reference baseline for comparison purposes.

Considering the setup of the simulation model of Section 3, the results are included in Table 4.
The average values allow a comparison of synchronous (S) versus asynchronous (A) models. It can
evaluate the general limitations of the facility model in a pair wise comparison across priority rules.
The model A behaves slightly better in the metrics associated with work orders and time. Model A
performs better than model S for work orders accomplishment, about 8% in wait time, reduces 11%
due work orders and 3.6% in work in process (WIP). In relationship with time metrics, Model A
improves 4.8% value added and a 4.5% in total lead-time, while utilization is similar for both A and S
flow processes.

This result brings a first consideration that in a broad approach across priority rules and with
the portfolio of engine modules and overhauled engines, the asynchronous model A performs better
than S. It improves service ratios in work orders completion and time metrics. The A flow process
is more appropriate in terms of service, speeding up work orders better across the system, and in
an exchange with the reduction of inventories (work in process), with similar dedicated resources.
That is, the service is improved by reducing intermediate stocks with the same resources over the
period. The overall capacity remains practically the same (see the number of complete work orders
and utilization).

The relative performance of every priority rule is different for every different metric. The selection
of the most appropriate priority rule is a multi-criteria decision-making problem. In order to compare
the relative performance between them, the simple well-known FIFO rule can be a reference level,
frequently used in queues studies and stock management. Note that the rules LPT and SPT do not
reach a simulation solution under the limiting condition of a maximum number of work orders
in process, so they are left aside initially from any further investigation. Counting the number of
performance criteria that are over those obtained by the FIFO rule allows a simple initial ranking of
priority rules that outperforms FIFO. The score weights equally the work orders (WO) throughput,
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average cycle time, and the performance across customer WO. As a result, the rules CR+SPT, EDD,
and SPT (this one only for the synchronous flow S) obtain total positive scores, outstanding over the
FIFO reference. In addition, the CR rule performs better for overhauled engines than FIFO. Therefore,
the rules CR+SPT, EDD, and CR (for full engine overhaul) are selected for further study by a design
of experiments.

Table 4. Overall performance under selected priority rules: work orders and time.

Priority Rule # Completed Works # Due Works % Late Works Work in Progress (WIP) (units)

S A S A S A S A
CR 413 425 152 153 36.8 36.0 10.7 10.8

CR+SPT 413 414 152 136 36.8 32.9 10.6 10.2
STR/OP 412 410 163 143 39.6 34.9 11.1 10.4

STR 421 415 169 150 40.1 36.1 11.2 11.0
EDD 415 417 153 128 36.9 30.7 10.9 10.5
LPT 421 NA 186 NA 36.9 NA 12.7 NA
SPT 415 NA 151 NA 36.9 NA 10.5 NA
FIFO 412 414 159 148 36.9 35.7 10.7 10.4

average 415.3 415.8 160.6 143.0 37.6 34.4 11.0 10.6
NA: Due to Arena software restrictions, it was not possible to take data

Priority
Rule

Value Added (days)
Wait Time

(days)
Lead Time

(days)
Value Added

Time (%)
Utilization (%)

S A S A S A [%] A S A
CR 48.3 48.3 71.5 66.0 48.2 46.5 40.3 42.2 67.4 69.1

CR+SPT 48.2 48.3 67.6 62.6 46.8 44.9 41.6 43.5 67.9 68.1
STR/OP 48.2 48.2 74.1 67.2 49.3 46.6 39.4 41.8 67.8 67.4

STR 48.3 48.3 71.9 71.5 48.9 48.5 40.2 40.3 68.4 68.2
EDD 48.2 48.2 72.8 68.6 48.1 46.5 39.8 41.3 67.5 68.1
LPT 48.1 NA 87.6 NA 54.8 NA 35.5 NA 68.6 NA
SPT 48.3 NA 66.7 NA 46.3 NA 42.0 NA 68.1 NA
FIFO 48.3 48.3 69.5 65.9 47.6 46.6 41.0 42.3 67.6 67.5

average 48.2 48.2 72.7 66.9 48.8 46.6 40.0 41.9 67.9 68.1
NA: solution not reached under setup constraints due to inventory overflow
S = synchronous model; A = asynchronous model

3.2. Logistic Operating Curves

Even when in the case of MRO its service metrics play the main role in decision making,
conventional internal manufacturing trade-offs can be surveyed by the logistic operational curves [25].
They are put into relationship output with the product level inventory (work orders in process).
Note that the spare parts inventory and its availability is another face of the whole MRO operational
scenario, not tackled directly in this study. For given resources, a priori operation with high output
and low level of inventory contributes to internal efficiency and service.

We can consider the slope value of the operating curves as a sign of performance per unit of
inventory (WIP) for the completed work orders (QC). Conversely, the quantity of late work orders
(QR) and the lead-time in the system (TTS) are sought to be reduced, so the lower the slope of the
curve, the better performance with respect to inventories. These operating curves, Figure 3, show the
system performance for a demand mix with 70% engines for overhaul.

The results show that the synchronous flow S performs slightly better under the rule CR+SPT
for the maximum total output (QC). In terms of lead time (TTS) and late work orders (QR), the rule
CR+SPT works also better over 10 units of WIP, and all three rules have a similar behavior under
that level.

Under the asynchronous flow A, the system reaches the higher output (QC) managed by the CR
rule, but at the cost of worse (TTS) and (QR) metrics, while the best is EDD.
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Figure 3. Logistic operating curves under selected priority rules and process flow models.

Comparing the results between models, the output the asynchronous model A reaches higher
output ruled by CR, followed by CR+SPT. In general, the operating curves show higher slopes
under 10 units of inventory than over the 10 units. That level of work-in-process can be considered
an operative reference level convenient for the size of the system under study. Under that level,
the growth of inventory serves to increase output, but after that level only marginal increases of
output are obtained, and always at the cost of increasing lead-time in the system (TTS) and late work
orders (QR).

4. Analysis and Discussion

4.1. Operations Variability and Evaluation through the Taguchi Approach

Even when the simulation model includes variability in the internal conditions of operations
of processing times, the variability of controlled and not controlled factors can be studied in a more
systematic manner through the design of experiments (DOE) and the Taguchi approach. The goal of
this analysis is to find the more robust internal control factors opposed to the external uncontrolled
factors that cause variability. Operational metrics are the numbers of late work orders, average total
time of work orders in the system, inventories (work-in-process), and the relative cost evaluated
through the utilization of resources. In particular, for the experiments, the work order mix (percentage
of overhauled engines versus engines modules) and the priority rule are controllable factors, Table 5.
Meanwhile, the demand level, the learning or progress curve and the percentage of rework in the
shops are variability factors included as noise factors bounded in each simulation.
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Table 5. Design of experiments (DOE) factors, levels and ranges.

Factor Type Range Number of Levels (#)

Dispatching rule (A) Controllable CR-EDD-CR+SPT CR (1)-EDD (2)-CR+SPT (3)
Type of component (B) Controllable Engines: 0–100% 60 (1)–70 (2)–80 (3)
Monthly demand (C) Noise 6–10 units 6 (1)–8 (2)
Learning curve (D) Noise 95%–85% 95 (1)–85 (2)

Rework (E) Noise 5%–15% 5 (1)–15 (2)

The response variables correspond to the operational metrics that are sought to be robust, Table 6.
This represents the optimization of its value (maximum or minimum objective) versus its variability
(noise); that is, the Taguchi approach of maximizing the signal-to-noise ratio. This DOE considers the
analysis of four different response variables: Total time in the system (TT), late or delayed works (DW),
relative cost from the utilization of resources (BRC), and in process inventories (work-in-process, WIP).

Table 6. DOE response variables and set-up.

Response
Variable

Magnitude Objective Maximizing

Total Time
(TT) days Smaller-the-better S/N[db] = 10·Log

[
1

1
n ∑n

i=1 TT2
i

]
= 10·Log

[
1

TT2+σ2
n−1

]

Due Works
(DW) work orders Smaller-the-better S/N[db] = 10·Log

[
1

1
n ∑n

i=1 DW2
i

]
= 10·Log

[
1

DW2+σ2
n−1

]

% Busy
resource cost

(BRC)
BRC% =

Busyresourcecost
Total resourcecost Larger-the-better S/N[db] = 10·Log

[
1

1
n ∑n

i=1 BRC2
i

]
= −10·Log

[
1
n

n
∑

i=1

1
BRC2

i

]

Work-in-
process
(WIP)

work orders in process Smaller-the-better S/N[db] = 10·Log
[

1
1
n ∑n

i=1 WIP2
i

]
= 10·Log

[
1

WIP2+σ2
n−1

]

L9 (32) Inner Array L4 (23) Outer Array

Treatments
Controllable factors

Treatments
Noise factors

A B C D E

1 1 1 1 1 1 1
2 1 2 2 1 2 2
3 1 3 3 2 1 2
4 2 1 4 2 2 1

5 2 2
DEGREES OF FREEDOM (DOF)6 2 3

7 3 1 factor Quantity Level Number of DOF

8 3 2 Controllable 2 3 2 × (3 − 1) = 4
9 3 3 Noise 3 2 2 × (2 − 1) = 2

The criteria of the smaller-the-better minimizes the mean and the standard deviation of the
response when maximizing the signal-to-noise ratio [46]. The case of larger-the-better criteria,
maximizes the mean and minimizes the standard deviation. Finally, the criteria nominal-the-best
minimizes the standard deviation or variation. The experimental setup and array are also detailed in
Table 6. It includes internal and external orthogonal arrays for the controlled and noise factors, and the
number of levels that allow discrimination of the influences.

The results of the experiments through simulation are summarized in Table 7. The column
signal-to-noise ratio shows the results of the best level of the controllable factors (LEV) together
with the contribution to the variability (VAR) of the mix and the priority rule. The contribution
result is included only when the variability contribution of the priority rule is significant. In the
column signal-to-noise the optimum levels show the results through the criteria of smaller-is-better
or larger-is-better, as per Table 6. As labelled, in the column signal-to-noise ratio nominal the best,
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the optimization criterion minimizes only the response variability. Finally, the column mean response
gives the results for the sensitivity of the response parameters.

Table 7. DOE and ANOVA analysis of results.

Process
Flow

Model

Resp.
Signal-to-Noise Ratio Mean Response

Signal-to-Noise Ratio
Nominal the Best

Mix Rule Mix Rule Mix Rule

LEV VAR LEV VAR LEV VAR LEV VAR LEV VAR LEV VAR

S

TT 60 90 60 90 60 80 CR+SPT 10
DW 60 60 EDD 30 60 50 EDD 40 60 75 EDD 20
BRC 80 99 80 99 60 85 CR+SPT 10
WIP 60 90 60 90 60 80 CR+SPT 10

A

TT 60 90 60 90 60 70
DW 60 70 CR+SPT 25 60 65 EDD 30 60 80 CR+SPT 15
BRC 80 99 80 99 60 75
WIP 60 99 60 90 60 70

Process flow model: S-synchronous; A-asynchronous; Mix: % of full engines in the work orders mix; LEV: experiment
setup level; VAR: % contribution to variance; Resp.: response variable; TT: total time in the system; DW: due work
orders; BRC: busy resource cost ratio; WIP: work-in-process.

The synchronous (S) process flow model exhibits a better general behavior for the mix of 60,
because is the best level for TT, DW, and WIP. Note that the criteria of larger-the-better for the relative
utilization in the synchronous model require a facility working with 80% work orders for overhaul
engines; an exigent situation from the point of view of customer’s service management. Simultaneously
the criteria nominal-the-better presents the best response (minimum variability) for the 60% mix in
combination with the CR+SPT priority rule for three of the criteria, but DW is always better for
EDD. In overall terms, the synchronous flow process (S) presents the best response for a middle mix
(60% overhaul engines and 40% engine modules) in service metrics (TT, DW), and also WIP. In addition,
this mix is favorable for internal facility management because it corresponds to the better level for
internal inventories (WIP) and minimizes the variation of relative cost of utilization BCR of internal
resources (nominal-the-best) that is a convenient departing point for ulterior internal improvement
actions. Focused exclusively on customer service response and in particular on the potential customer
extra costs for late work orders, the rule EDD seems to be more convenient in the synchronous flow
process together with the mix level 60. The rule has a remarkable influence (up to 40%) in the variability
of the mean response of due or delayed work-orders (DW).

The asynchronous flow process A behaves in a similar qualitative overall way, presenting better
customer-focused response in service by working at level of 60. The mix level 60 is better for the
response metrics TT, DW, and WIP. In addition, onlyt focusing on the costs of facility operations,
the higher the level of overhaul engines resulting, the better the performance. Although, the dominating
rule for DW optimization is in this case CR+SPT instead of EDD.

The results of the DOE are compatible and complementary with those obtained in the logistic
operating curves. In these curves, the mix under consideration was at the intermediate level of the
experiments, 70% engines for overhaul, in between 60% and 80%. The operational curves show the
mean results of simulations, but with a fixed setup. Conversely, the experiments evaluate mainly the
variability behavior with alternative setups, more interesting for the design of the system than for its
operations. Both approaches complement each other for system design and operation.

The results of the DOE show little influence of the priority rule when the percentage of full engines
for overhaul increases in the mix. In accordance with the analysis of variance, the optimum results at
the level of mix 80% (utilization ratio, BCR) are practically determined by the mix itself and with very
little influence from the priority rule.

Both models’ results, S and A, show reasonable trade-off trends: the optimization of cost in
the system can be associated with a higher utilization of available resources through full service
(overhaul engines versus modules repair, in an MRO facility). Nevertheless, service to the customer is
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associated with the service ratios DW and TT. Therefore, flexibility for a better response requires the
non-full utilization of internal resources, coping with a mix that contains not only engines, but also
modules. That is, for a good customer response, flexibility maintains a trade-off with the internal
resources utilization. The energetic behavior of internal efficiency—the greater the amount of full
service work orders, the better the utilization that results—seems to be out of the path of service metrics
(DW and TT) and even of the general principles of current facilities management for inventories
minimization (WIP).

These results are consistent with previous studies, and they expand former research. Focused only
on service, the dominance of the rule EDD (earliest due date) first for the synchronous model S is
also in the findings of Guide et al., 2000, even when their research is based on a generic non-detailed
process. In the same sense, a recent contribution based on just one process flow [34] gives the better
result in terms of service using the slack rule. This is the case for the asynchronous model A in the
present study. Note that the combined rule CR+SPT is a hybrid rule of two factors that included the
slack rule rated by the remaining processing time (see Table 3). Since both former studies used different
process designs, the difference between them has not been previously discussed nor their differences
interpreted, so the importance of the coupling of process flow with a priority rule remained hidden,
conversely to the findings of the present study.

4.2. Cost Sensitivity Analysis

The general results show a better behavior of the system in terms of service when a significant
participation of modules in the work orders exists. Conversely, the optimization in terms of cost
for proper resources utilization, BCR, asks for more work orders of engine overhaul. In general,
scheduling a service-oriented manufacturing system must pursue customer satisfaction [47]. Due to
the high value of the availability of aircraft engines, the costs of the operation of an MRO cannot
disregard the contractual charges due to delays or overdue work orders. Airlines exploit aircraft
engines through flight operations, so each day the aircraft is on the ground due to maintenance impacts
with revenues losses [48]. The MRO activity shares these impacts, so charges are agreed for overdue
work orders. The MRO manufacturing service facility must consider them in the operative analysis for
risk management and decision-making.

A cost of 20% contribution of direct overheads in the total cost breakdown is considered.
Its quantification is taken directly from the simulation results. Other direct costs are the materials and
subcontracted repairs that can be up to 70% and 10% of the direct cost, respectively [6]. Indirect costs
associated with the MRO facility include power, consumables, general service maintenance or real
state expenses. Those costs can be up to 40% of the total cost of MRO operations [2].

The charges of delayed work orders should be a function of the value of the hardware and the
amount of the delay. Rates of 20,000 EUR per day for full engines and 15,000 EUR per day of delivery
delay in the case of modules are considered [49]. In fact, those penalty charges are only a small portion
of the real operational cost impact to the customer. The repercussion on customer loyalty and business
reputation might go beyond those figures for the MRO facility.

The cost study is setup with a range of demand from 4 to 10 work orders per month. Profiting from
the best results from the DOE, the model S is run under the rule EDD with a 60% of overhaul. In the
case of model A, the dispatching rule is CR+SPT, and with a 60% of engine overhaul.

The results of the simulations are represented in Figure 4. In the x-axis the total work orders or
units processed are presented. The y-axis shows the different components of unitary cost. The total
cost is composed of direct and indirect components plus the variable cost with origin in the overdue
work orders charges. This extra cost impacts at high load level and establishes an optimal minimum
cost in the range between 300 to 350 work orders in a simulation horizon of 5 years, or an equivalent
average annual demand from 60 to 70 work orders for the system under analysis. In the comparison
the behavior of both process flow models, the asynchronous flow A responds slightly better to high
load, in terms of the expected extra charges for delays. The better behavior of the process flow A
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together with the compound slack rule (CR+SPT) is consistent with the better results found in recent
research [36] where the penalty in MRO operations is explored based on a simple generic process.
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Figure 4. Unitary cost analysis breakdown in a 5 year simulation period.

The situation of overload might not be an ordinary state and it can be considered to establish
facility design boundaries or expansion flexibility [45]. Focusing on the ordinary range of operations,
the total unitary cost is similar for both process flows. The convenient range of lower cost per delivered
unit is from 60 to 70 annual work orders. In this range, the extra costs per overdue work orders could
be around 8% to 12% of the total cost, but operating at around 80 work orders per year can bear
about 25% of extra cost. In addition, note that working at middle load with 40 work orders per year,
with charges only representing 3% of total cost, is a range where the underutilization of resources
dominates the unitary cost, due to the low load of the system.

5. Conclusions

System simulation and the design of experiments allow the quantitative evaluation of the
significant effects in operations and the convenient dispatching rules for each process flow.
System operating curves can be estimated, so the throughput and inventory trade-offs can be assessed.
The influence of work in process inventories in service ratio and in system flexibility are important
reasons for paying attention to the adequate level of inventories in the overall performance in
service-oriented systems. In addition, simulation allows the evaluation of the convenient range
of work load into the system.

The work order mix of the demand (engines and modules) is demonstrated to be an important
influence factor to obtain good operational results. The optimization of the resource utilization leads
to full capacity use through work orders of engine overhaul, but this situation does not represent
the better scenario for service metrics. Being conscious that demand mix cannot be fully controlled,
customer service managers might conduct customer portfolio for the more convenient mix combination
of engine overhaul and modules through demand management. For the detailed model of the MRO
facility under study, the dispatching rules analysis results show a better performance for Earliest Due
Date (EDD) rule and Critical Ratio and Shortest Processing Time (CR+SPT) rule in a system with
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a mix of engine overhaul (60% in the system under study). When each flow is managed with the
proper dispatching rule, there is no conclusive advantage in performance based on synchronous and
asynchronous flow. Synchronous flows appears to be better run through the EDD rule, while the
asynchronous flow better by the the CR+SPT rule. Considering the current maintenance trend to
improve life cycle management and pooling of components, the asynchronous flow with the (CR+SPT)
rule can be an advantage, approaching better the pooling operation of components.

In service oriented manufacturing systems, supplier’s metrics include quality levels and service
ratios, and overdue work orders can generate charges to the supplier. Including the charges of
overdue work orders can become significant for MRO centers operational assessment. The quantitative
results show that with an increase of overdue work orders extra costs would balance the benefits of
increasing load by the reduction of internal cost of the better resource utilization. Other additional
effects of overdue orders are also possible, such as the position in the market or customer loyalty.
The methodology has allowed the assessment of the convenient range of load that minimizes the
unitary cost. In the system under study, when surpassing that range the extra costs of charges increase
rapidly. Below that range, operations can benefit from operational flexibility with a stable unitary
cost over a wide interval of load. Considering the two process flow type alternatives, slightly better
behavior has been shown with high load by the asynchronous flow process in the operating curves and
the unitary cost. When considering mainly the service performance and its variability, the synchronous
model has shown general more robust behavior in the simulation experiments. Beyond the absolute
quantitative differences, it is important that the selection of the proper priority dispatching rule
associated with the flow process, be in accordance with the relative management importance given to
each metric, in a complex multi criteria decision-making process.

The combined methodology of discrete-event simulation and design of experiments (DOE)
through the Taguchi approach allows the detailed consideration of the main influential factors in
system operations in relationship to a particular process flow. The operational decision-making
improves under the complex relationships between system design and operations management
(priority or dispatching rules), looking for the optimal priority rules for a particular manufacturing
system. With the same decision-making metrics, the optimal dispatching rule appears to be associated
with a particular process flow. In the particular case of the engine MRO center under analysis,
many processes and tasks are established by the airworthiness standards, so the system process flow
options can be designed by taking into account an integrated analysis of the internal and service
ratios. Discrete-event simulation combined with the design of experiments is a convenient technique
to evaluate scalable models of manufacturing systems focused on service, including their design
alternatives. In general, the trade-off between productive factors and service ratios recommends
to look for a process flow design and dispatching rules with favorable results in cost, but in tight
relationship with the operational competitive advantages of flexibility and a proper service.

Former results suggest that future research works can benefit from discrete-event simulation,
in addition to other method use (constraint programming, meta-heuristics, agents, etc.). They should
combine the analysis of process flow and priority rules with the flexibility under partial
resource utilization, in order to cope with load fluctuations while reaching the desired service.
In direct connection with the results, the current trend in life cycle management of capital goods
(e.g., aircraft engines) encourages pooling systems of equipment or components. Therefore, the study
of external coupling of MRO scheduling with hardware management might be probably better studied
through asynchronous process flow.
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Abstract: Tapered roller bearings can accommodate high radial loads as well as high axial loads.
The manufacturing process consists of machining processes for ring and component assembly.
In this contribution, the parameters of influence on the measurement procedure were studied.
These parameters of influence were classified as environmental, process, and machine parameters.
The main objective of this work was to optimize the process using real-time measurements, which
required the study of the influence of several parameters on the measurement uncertainty and how
to correct their effects.
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1. Introduction

Bearing manufacturing is a high-precision technology where the material composition, hardness,
and micrometric dimensions need to be ensured to meet the product requirements [1,2].

The quality of the product is an important strategic factor for the competitiveness of the European
manufacturing industry in the global market [3]. In this context, process control, automation, and
optimization are key to having the best quality at a competitive cost [4,5]. Process control ensures
quality and reduces scrap and rework, but requires dimensional measurements (the effect on the
temperature of the grinding process needs to be considered). Automation is the key to achieving
competitive cost by using machines with enough accuracy and cycle time, and automatic adjustment
of the manufacturing process in real time. Current data collection and inspection technologies allow
data to be collected online along the process chain and can significantly increase quality control
and improvements in current dynamic and modifiable environments [6,7]. The real challenge facing
companies is the problem of synthesizing highly heterogeneous data to gain in-depth understanding
of the correlations between the variables throughout the stages of a multi-stage system. This is aimed
at achieving the generation of zero defects at the single process level, and the propagation of zero
defects at the system level through the proactive control of the process [8].

Tapered roller bearings can accommodate high radial loads as well as high axial loads. They have
four main components: inner ring, outer ring, rollers, and cage. In general and in the case
under investigation, these components are metallic, although the cage can be plastic depending
on the application. The manufacturing process consists of the machining processes of rings and
component assembly. The expected quality standard needs to measure each individual part using an
appropriate measurement instruments. These instruments have an uncertainty in their measurements.
Ambient temperature, the temperature of the system, and the temperature of the part under inspection
also influences the precision of the components and of the mounted bearing [9]. Different methods
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can be used to measure the size of the parts: touch probes [10,11], air pressure [12,13], and laser
systems [14,15]. Most of the developments that can be found in the literature regarding bearing
inspection are methods for fault diagnosis and service life estimation. Many experiments and studies
have been performed to explore the nature of bearing defects with the help of several monitoring
techniques such as vibration, acoustic emissions, oil-debris, ultrasound, electrostatic, shock-pulse
measurements, etc. [1,16,17], although some of them estimate the size of the manufacturing defects of
tapered roller bearings with vibration measurement [18].

As stated before, process optimization and online monitoring and control are key factors for
improving efficiency and quality in machining [19]. With the development of intelligent machining,
the optimization of cutting process configuration during actual production has become more accessible,
and optimizing the volume of removed metal by adjusting the grinding time for each part can decrease
the process time and improve tool life [20,21]. Finally, the grinding machine control system can receive
the measurement results of the machined part as feedback information for process verification.

The work described in this article focused on the “in process” verification [22,23] of a tapered roller
bearing. The magnitude under inspection was the outside diameter of the outer ring (D in Figure 1).
Its design tolerance was ±0.025 mm. The measurement result was needed to feedback the real-time
control of the grinding process used to manufacture the outside diameter of the outer ring. The authors
describe the model and analysis of a measurement system and the effects of its main error sources,
namely the temperature and the misalignment of the devices or of the work piece and the master piece.
The influence of the error sources was studied and an estimation of the uncertainty of the system
was provided using simulations programmed using the Monte Carlo method [24,25], and finally the
process improvement achieved when the measurement results were fed back into the manufacturing
process is shown. A general approach for modelling the uncertainty associated with coordinate
measuring systems (CMSs) is given in [26]. Several authors [24,25] have shown a comparison between
the estimation of measurement uncertainty using the law of propagation of uncertainty [27] and that
using the propagation of distribution using the Monte Carlo method [28]. In this case, the method
presented in [28] was the one that better fit our application, as the variables affecting the results of the
measurement presented different distributions, some of them with asymmetrical effects. A comparison
of the results obtained with the simulation using the Monte Carlo method and the experimental results
allowed for the identification of the main error sources and quantified their influence.

a b c 

Figure 1. Cont.
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d 

Figure 1. (a) Tapered roller bearing; (b) Functional dimensions; (c) Measurement device; (d) Synoptic
of operation.

2. Materials and Methods

The measurement of the diameter of the outer ring (“D” in Figure 1) was carried out using a
mechanical comparator, a registration tool to position the ring, and two temperature probes, one per
contact to measure the temperature of the piece and another to measure the ambient temperature.
A scheme of the system taking the measurement appears in Figure 1 and the characteristics of its
components are indicated in Table 1.

Table 1. Components of the measurement system.

Equipment Range Resolution Expanded Uncertainty (k = 2)

Mechanical comparator (probe) −1.5/+1.5 mm 0.001 mm 0.0013 mm
Contact probe thermometer 0 a 250 ◦C 0.1 ◦C 0.39 ◦C

Thermocouple probe thermometer −50 a 100 ◦C 0.1 ◦C 0.40 ◦C

The tooling was adjusted using a standard part (or master). The adjustment of the tooling
consisted of fixing the position in the X direction of the support point p2 (Figure 1). For this purpose,
a master piece was used, the previously-calibrated diameter of which corresponded to the nominal
diameter to be measured with the system (in this case D0 = 112.712 mm). The point p2 shifted in
the X direction until the maximum indicated by the probe was obtained. In this position, p2 was set.
This operation was carried out each time the reference was changed.

Once the tooling had been adjusted, the zero of the comparator with the diameter of the
masterpiece (D0) was set as the reference. This operation was performed every 30 min (approximately
every 50 parts checked). Both the machine and the masterpiece were stabilized at room temperature as
the master piece was kept in the workshop between measurements.

After these two steps, the system was ready to measure the diameter of the outer rings (Dm) after
being rectified so that its temperature (Tm,m) was higher than the ambient temperature at the time
of performing the measurement (Ta,m). The verification of the outer ring was performed at a rate of
approximately 100 parts/h. The system and the masterpiece were kept in the workshop, thus it was
considered that both elements were at room temperature (Equations (1) and (2)).

Tm,0 = Ts,0 = Ta,0 (1)

Ts,m = Ta,m (2)
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where Tx,t is the temperature of the ambience if x = a, of the system if x = s, and of the measured part
if x = m. The temperature changes over time, thus Tx,t indicates the temperature at the moment of
measuring the m-th part if t = m and at the time of measuring the master piece if t = 0.

The following system elements were introduced in the model of the measuring system: Dm,
measurand; H, tooling height; and Lm, probe length in the measurement of the m-th piece. The influence
factors considered and the indicated system elements are summarized in Table 2 together with the
nomenclature used in this work.

Factors due to the measurement process were considered, such as the possible inclination of the
part due to incorrect support in the tooling (θm). This angle depends on the measurement process and
therefore may be different when measuring the master piece and the part to be checked.

Finally, we analyzed the effect of factors influencing the configuration and mechanical behavior
of the system. Therefore, the effect on the result of the measurement of a possible displacement of the
mechanical comparator (λm) and the effect of an angular deviation of the probe from the vertical (ψm)
was studied. It should be noted that when it comes to system factors, it is reasonable to consider that
its values will not be modified between the measurement of the master piece and the measurement of
the rest of the parts, thus their effect will tend to cancel out, as will be verified later (Section 3.3).

The following sections analyze the effect of these factors in detail. The measurement model used
in the mentioned analysis is explained hereafter:

The master piece is measured at a different temperature than the m-th part. In this way, it can
be said that in measuring the master at Tm,0, a diameter D0,0 (Equation (3)) is measured and the
mechanical comparator at temperature Ts,0 provides a reading L0 (corresponding to a length of the
probe L0,0) (Equation (4)).

D0,0 = D0·(1 + α0(Ta,0 − 20)) (3)

L0,0 = L0·(1 + αL(Ta,0 − 20)) (4)

In addition, since there is a slow variation in plant temperature, both the tooling-comparator
system and the master piece are considered at plant temperature, Ts,0 = Tm,0 = Ta,0 (Equation (1)).
At this point, the length of the comparator for which the system reference is defined can be written
according to the height of the tooling, Hs,0 (Equation (5)), depending on the nominal value and its
temperature Ts,0 (Equation (6)).

L0,0 = Hs,0 − D0,0 (5)

Hs,0 = H·(1 + αs(Ta,0 − 20)) (6)

The measurement of the m-th part is performed through a comparison with the master piece.
The temperature of the part will be Tm,m and that of the equipment Ts,m, which is taken as the ambient
temperature at the time of inspection (Equation (2)). When measuring the diameter Dm,m (Equation (7)),
the comparator will provide a reading ΔLm (Equation (8)) (corresponding to a length of the probe Lm,m

(Equation (9)).
Hs,m = H·(1 + αs(Ta,m − 20)) (7)

ΔLm,m = ΔLm·(1 + αs(Ta,m − 20)); (8)

ΔLm,m = L0,m − Lm,m; (9)

where αx is the thermal expansion coefficient of the m-th part if x = m; of the master piece if x = 0; and
of the measuring system and the probe if x = s. In this case, αm = α0 = αs = 11 × 10−6 ◦C−1.
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Substituting Equation (9) into Equation (7) provides the dimension of the diameter (Equations (10)
and (11)).

Dm,m = Hs,m − L0,m − ΔLm,m (10)

Dm,m = Dm·(1 + αm(Tm,m − 20)); (11)

L0,m can be calculated by taking the reference each time the temperature changes (Equation (12)).
Substituting Equation (12) into Equation (10), the part diameter from the master piece data and the
probe reading is calculated (Equation (13)).

L0,m = Hs,m − D0,m; with D0,m = D0·(1 + α0(Ta,m − 20)) (12)

Dm,m = Hs,m − Hs,m − D0,m − ΔLm,m ⇒
⇒ Dm,m = D0·(1 + α0(Ta,m − 20))− ΔLm·(1 + αs(Ta,m − 20))

(13)

In the case of not measuring the reference when the temperature changes, it is possible to estimate
L0,m (Equation (14)) and D0,m (Equation (15)), however, the result of Equations (13) and (15) will only
coincide if the thermal expansion coefficients of the probe and the measurand coincide. In Figure 2,
the error of Equation (15) calculated as Equations (15)–(13) is plotted when αs differs from αm.

L0,m = L0·(1 + αL(Ta,m − 20)) (14)

Dm,m = Hs,m − L0·(1 + α0(Ta,m − 20)) + ΔLm·(1 + αs(Ta,m − 20)) (15)

 

 

a b 

c 

Figure 2. (a) Definition of the reference with D0 at temperature Tm,0 = Ta,0. (b) comparison with the
part under inspection Dm at temperature Tm,m where the ambient temperature is Ta,m. (c) Error (15)–(13)
as a function of the difference between αs and αm for a temperature Tm,m = 30 ◦C and T0,0 = 20 ◦C.
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To obtain Dm, the mechanical comparator reading for the m-th part was compared with the
reading taken when measuring D0, thus the result of the measurement (Dm at 20 ◦C) was obtained
from Equation (16).

Dm =
H·(1 + αs(Ta,m − 20))− L0·(1 + αL(Ta,m − 20)) + ΔLm·(1 + αL(Ta,m − 20))

1 + αm(Tm,m − 20)
(16)

3. Results

3.1. Effect of Temperature on Measurement

The effect of the temperature in the process can be corrected using Equation (16), as the
temperature was known. However, if one of the process temperatures (the ambient temperature
or the temperature of the m-th part) was not known, the following situations could occur, as described
in Table 3.

Table 3. Cases if one or both of the temperature probes are not available. “1” means that the temperature
data are available, “0” means that the temperature data are not available.

Diameter (eq.) Ta Tc ΔT for 0.025 mm Error (◦C)

Dm with ambient and contact thermometer (16) 1 1 Not applicable
Dm w/o contact thermometer 1 0 20.8
Dm w/o ambient thermometer 0 1 19.6

Dm w/o any thermometer 0 0 19.6

The effect of the ambient temperature and the temperature of the m-th part was studied by varying
them independently and evaluating the error (Equation (11)) that they introduced to the calculation of
the diameter in the function of the four cases raised (Table 2). In each case, a variation between 10 and
39 ◦C was introduced for the ambient temperature at the moment of measuring the masterpiece (Ta,0),
the ambient temperature at the moment of inspecting the m-th part (Ta,m), and the temperature of the
m-th part (Tm,m) (Figure 3). From these results, it was shown that by applying Equation (16), it was
possible to measure at any temperature. However, if one of the two probes was not available, an error
was introduced in the measurement. For these cases, the temperature increase necessary to obtain a
measurement error equal to the tolerance (±0.025 mm) was quantified, and is presented in Table 2.
As can be seen, the influence of the ambient temperature at the moment of taking the reference with
the master piece had less weight than temperatures at the time of measuring the m-th part.

a b c 

Figure 3. Cont.
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With ambient and contact thermometer

Without contact thermometer

Without ambient thermometer

Without any thermometer

d 

Figure 3. Temperature compensation depending on the measurement process: correction error of the
cases described in Table 3 (the first case of Table 3 is the reference); (a) Effect of the ambient temperature
variation at the moment of measuring the masterpiece (Ta,0). (b) Effect of the ambient temperature
variation at the moment of inspecting the m-th part (Ta,m). (c) Effect of the temperature of the m-th part
(Tm,m) variation. (d) Legend of the results from using each case of Table 3.

3.2. Effect of Process and Machine Factors on the Measurement

In this section, we analyzed the effect of the incorrect positioning of the part on the tooling
(θm, process factor) and the effect of a possible deformation of the tooling-comparator system
(λm displacement and rotation ψm, machine factors) (Figures 4 and 5).

 

a 

b c 

Figure 4. (a) θm, inclination of the piece when it is placed in the measuring tool. (b) Effect of the
inclination of the m-th part (θm) on the measurement error (comparator reading—Dm,m). (c) Effect of
the inclination of the masterpiece (θ0) on the measurement error (comparator reading—D0,0).

The effect of improper support on the tooling was evaluated, thus a sloping part (θm) was
measured instead of measuring a part that was perfectly horizontal (Figure 4). This can occur both
when inspecting the m-th part (θm) and when measuring the master piece (θ0) and may be due, for
example, to the presence of a chip in the machining process. The geometry of the piece (dimension
C = 23.812 mm) limits the maximum inclination (11◦) from which the measurement would not be
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possible. In the measurement process, a slope close to the indicated maximum would be visually
detected, so the slope range studied was lower (± 1.1◦, Figure 4b,c).

   

a b 

c d e

Figure 5. Effect of the system deformation on the measurement error. (a) Moving the probe λm.
(b) Turning the probe ψm. (c) Effect of λm and ψm on the measurement of Dm,m. (d) Effect of λ0 and ψ0

on the measurement of Dm,m. (e) Effect if λm = λ0 and ψm = ψ0 in the measurement of Dm,m.

If the part is measured with a slope of ± 1.1◦, the measurement error (comparator reading—Dm,m)
is 0.018 mm.

If the machine suffers some type of deformation, the probe may suffer shifts and rotations that
cause incorrect measurement (Figure 5a,b). A displacement (λm) on the X axis prevents correct probing
at the diametrical point of the part, and a rotation (ψm) of the probe on the Z axis introduces a cosine
error in the probe reading. These effects were introduced independently in the measurement of the
master piece (λ0 and ψ0) and the measurement of the m-th part (λm and ψm), but, as is reasonable to
assume, if the system is deformed in the measurement of the master piece, it will also be so in the part,
and the effect is the same as in Equations (17) and (18), Figure 5.

λm = λ0, (17)

ψm = ψ0, (18)

The effect of θm is inverse to that of λm and ψm since θm tends to increase the reading when its
value increases, while λm and ψm tend to increase the length of the probe when taking the reading and,
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therefore, reduce the diameter of the ring when they increase their value, as seen in Figure 5. The effect
of λm and ψm tends to be canceled when their values are the same at the time of measurement of the
master piece and at the time of measurement of the rest of the parts (Equations (17) and (18), Figure 5e).

3.3. Estimation of the Uncertainty and Contribution of Each Parameter

Simulations were programmed using the Monte Carlo method [24,25] to determine the
contribution of each parameter to the final uncertainty. The probability density distributions (PDD) of
each factor were defined based on its calibration data or the characteristics of the process. The PDDs
associated with the measurement equipment, such as temperature probes or the mechanical comparator,
were defined based on their measurement uncertainty. The PDDs associated with the process or tooling
factors were defined from a uniform distribution where the limit values were defined from the analysis
performed in Section 3 and according to the process and characteristics of the tooling (Table 4).

A simulation of the effect of each parameter was carried out by introducing the PDDs indicated
in Table 4. The results of the simulation of the effect of each parameter are shown in Figure 6, where
the distribution of the error in the measurement resulting from the variation of the parameter below it
are presented.

Simulation using the Monte Carlo method allows for the estimation of the value of the
measurement uncertainty according to the “Guide to the expression of uncertainty in measurement”
(GUM) and its supplement 1 [28] from the PDD of the influence factors. From the simulation shown
in Figure 7, the uncertainty values shown in Table 4 were obtained as a function of the parameter
that introduced the variation. At the end of Table 4, the uncertainty obtained when combining the
variation of all the factors appeared. The distribution of the error by combining all the factors is shown
in Figure 8 together with the evolution of the results of the uncertainty estimated as a function of the
number of iterations used. The result stabilized from 105 iterations. Other authors [24,29,30] have
observed a similar number of iterations to obtain a stabilized result with simulation using the Monte
Carlo method.
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a b c 

d e 

Figure 6. Influence of the variability of the factors on the measurement result. Above, variation
introduced in the parameter. Below, the error resulting from the measurement when entering the
variation of each parameter. (a) Ambience (Ta) and measurand (Tm) temperature. (b) Probe length
when measuring the master piece (L0) and the measurand (Lm). (c) Master piece diameter (D0).
(d) System angles, θ and ψ, when measuring the master piece (θ0 and ψ0) and the measurand (θm and
ψm). (e) System length, λ, when measuring the master piece (λ0) and the measurand (λm).
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a 

b 

Figure 7. (a) Distribution of the error by combining all analyzed parameters with their corresponding
distributions. (b) Convergence of the result of the simulation.

4. Discussion

The uncertainty obtained through simulation using the Monte Carlo method can be compared with
the variability of the experimental results. The contribution of each error source can be extracted from
the results presented. In this way, the uncertainty in the measurement of the measurand temperature
and that in the measurement of the probe length with the comparator dial are the error sources with
the main effect in the final uncertainty. The results obtained from the simulation also allowed us to
estimate the number of iterations needed to obtain a stable result of the uncertainty. In this case, if the
number of iterations is greater than 105, then the value of the uncertainty is stable.

In general, the greater the variability of a factor, the greater its contribution will be to the final
uncertainty. For this reason, the variability assigned to each variable affecting the result was taken from
the calibration certificate of the instrument, this was the case for the thermometers and the comparator
dial, or from an analysis of the geometrical characteristics of the part under inspection and the system.
This was the case for the variables of the process and the measurement system, where a study of the
possible inadequate use of the system or defect occurrence in the measurand was made.
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The dispersion of the experimental results (standard deviation: 0.0019 mm) was similar to that
obtained with the simulation by the Monte Carlo method (standard deviation: 0.0018 mm) although
the distribution of the values in the experimental results was not as close to a normal distribution as it
was to the distribution obtained with the simulation (Figure 8a). From these results, the effect of the
temperature on the measurement process and the need to control or monitor it to avoid an increase
of the measurement uncertainty was clear, and its influence and the influence of the other variables
was quantified.

When applied to the machining process of tapered roller bearings, the process measurement
methodology modeled in this work for the external diameter of the outer ring of the bearing and
the feedback of the measurement results showed an improvement in process capability (PPK) and a
90% reduction of rework/scrap. This methodology was tested with other dimensions of the bearing.
Figure 8b represents the results obtained after applying this methodology to the internal diameter of
the inner ring, d, and to the thickness, T (in addition to D, the diameter, the measurement of which
was the object of this work).

   

a b 

Figure 8. (a) Comparison between the results obtained using the Monte Carlo simulation and those
obtained experimentally. (b) PPK results after applying the process measurement methodology
modeled in this work for the external diameter of the outer ring of the bearing (D); and results
obtained after applying this methodology to the internal diameter of the inner ring (d) and to the
thickness (T). “D”, “d” and “T” according to Figure 1b.

5. Conclusions

From the results, it can be concluded that the values obtained experimentally and those obtained
by simulation presented a similar dispersion. The Monte Carlo simulation, instead of being a large
process, provided reliable results and was a useful method to identify the error sources and quantify
their influence by taking into account the correlation between each source (this point could be especially
complicated by applying the law of propagation of uncertainty that is also explained in the GUM [27]).
Thus, when calculating the uncertainty of a system that has a complex mathematical model, it is
preferable to apply Monte Carlo simulation if we can detect and quantify the significant sources that
affect the system.

More generally, it can be added that the implemented methodology allows for complex and
real-time control of the precision manufacturing process by means of contact sensors and temperature
probes, in this case, for dimensions of the tapered roller bearing like “D” and “d”. These measurements
are able to control the grinding process in real time and improve the final part quality, scrap and
rework, and reduce costs by optimizing the cycle time.

Author Contributions: Conceptualization, A.V.Z. and F.C.; Methodology, F.C. and J.J.A.; Software and Validation,
F.J.B. and E.P.; Formal Analysis, F.J.B. and J.J.A.; Investigation, F.J.B. and A.V.Z.; Resources, A.V.Z. and E.P.;
Writing-Original Draft Preparation, F.J.B., F.C., and J.J.A.; Writing-Review & Editing, F.J.B.

282



Materials 2018, 11, 1371

Funding: This research was funded by the Universidad de Zaragoza and Fundación Ibercaja grant
number JIUZ-2016-TEC-05.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the
study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, and in the decision to
publish the results.

Nomenclature

Ta,m (◦C) Ambient temperature when measuring the m-th piece.
Ta,0 (◦C) Ambient temperature when measuring the master piece.
Ts,m (◦C) System temperature when measuring the m-th piece.
Ts,0 (◦C) System temperature when measuring the master piece.
Tm,m (◦C) Measurand temperature when measuring the m-th piece.
Tm,0 (◦C) Measurand temperature when measuring the master piece.
Tc (◦C) Temperature from the contact thermometer (used in the Monte Carlo simulation).
Ta (◦C) Temperature from the ambient thermometer (used in the Monte Carlo simulation).
Hs,m (mm) Tooling height of the system (see Figure 2) when measuring the m-th piece.
Hs,0 (mm) Tooling height of the system (see Figure 2) when measuring the master piece.
H (mm) Tooling height of the system at 20 ◦C.
Lm,m (mm) Probe length when measuring the m-th piece.
L0,m (mm) Probe length from the measurement of the master piece but when measuring the m-th piece.
L0,0 (mm) Probe length when measuring the master piece.
Lm (mm) Probe length when measuring the m-th piece (dimension at 20 ◦C).
L0 (mm) Probe length when measuring the master piece (dimension at 20 ◦C).
Dm,m (mm) Measurand (diameter) of the m-th piece at the moment of measure it.
D0,m (mm) Measurand (diameter) of the master piece at the moment of measure the m-th piece.
D0,0 (mm) Measurand (diameter) of the master piece at the moment of measure it.
Dm (mm) Measurand (diameter) of the m-th piece (dimension at 20 ◦C).
D0 (mm) Measurand (diameter) of the master piece (dimension at 20 ◦C).
ΔLm (mm) Figure, at 20 ◦C, of the difference between L0,m and Lm,m, see Equations (8) and (9).
θm (◦) Angle between a vertical line and the front face of the ring (see Figure 4) when measuring the

m-th piece.
θ0 (◦) Angle between a vertical line and the front face of the ring (see Figure 4) when measuring the

master piece.
ψm (◦) Angle between a vertical line and the axis of the contact prober of the comparator dial when

measuring the m-th piece (see Figure 5).
ψ0 (◦) Angle between a vertical line and the axis of the contact prober of the comparator dial when

measuring the master piece (see Figure 5).
λm (◦) Linear translation on X-axis direction (see Figure 5) when measuring the m-th piece.
λ0 (◦) Linear translation on X-axis direction (see Figure 5) when measuring the master piece.
αm (◦C−1) Thermal expansion coefficient of the m-th piece.
α0 (◦C−1) Thermal expansion coefficient of the master piece.
αs (◦C−1) Thermal expansion coefficient of the system.
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Abstract: Among the multiple factors influencing the accuracy of Computed Tomography
measurements, the surface extraction process is a significant contributor. The location of the surface
for metrological applications is generally based on the definition of a gray value as a characteristic of
similarity to define the regions of interest. A different approach is to perform the detection or location
of the surface based on the discontinuity or gradient. In this paper, an adapted 3D Deriche algorithm
based on gradient information is presented and compared with a previously developed adapted
Canny algorithm for different surface types. Both algorithms have been applied to nine calibrated
workpieces with different geometries and materials. Both the systematic error and measurement
uncertainty have been determined. The results show a significant reduction of the deviations obtained
with the Deriche-based algorithm in the dimensions defined by flat surfaces.

Keywords: computed tomography; surface extraction; Canny algorithm; Deriche algorithm

1. Introduction

Today’s industry increasingly demands faster and more precise systems and metrological
procedures, with better economics of measurement processes and, in some cases, multifunctionality.
In recent years, Computed Tomography (CT) has been acquiring an important role and is emerging
as a valid option in metrological applications, being the subject of numerous investigations [1–5].
However, a considerable amount of work is still needed to ensure traceability in the measurements.
For today’s industry, CT is the only technology available to carry out a wide variety of analyses
simultaneously and non-destructively [4]. While it is true that CT has great advantages, it is also true
that it has some significant limitations.

Among the multiple factors of influence in CT, surface extraction is a significant contributor.
This process is mainly affected by the methodology used to locate the surface and by the algorithm
used in the process of forming it. The location of the surface for metrological applications is generally
based on the definition of a gray value as a characteristic of similarity to define the regions of interest [6].
This gray value threshold is mainly dependent on the properties of the material, the thickness of the
piece, and the radiation intensity that is used in the CT data acquisition; therefore, a standard value
cannot be determined as it is done in medical applications. A typical method for identifying the
threshold value is the ISO 50% method, which has been shown on numerous occasions to result in
a displaced surface [7]. Another method uses the histogram of individual cross-sectional slices with
a separate determination of the threshold value for each stack, although its use is only recommended
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in CT images of parts made of a single material [8]. The surface extraction procedure presented in [9]
is a method that requires the calibration of a reference workpiece to determine a certain correction for
air-material threshold values on the gray scale of the CT volume. An alternative method is based on
the local or dynamic threshold, in which a threshold value can be defined for each of the elements or
zones of the tomographic volume [10]. There are other investigations focused on the determination
of the surface in multi-material pieces [11,12], but they are also based on the determination of a gray
value threshold as a starting point and depend on the user’s experience for its correct use.

A second source of influence comes from the algorithm used in the formation of the surface,
a process for refining the surface location to obtain sub-voxel determination. There are several
algorithms that can be employed to achieve this refinement and they can be grouped into three
categories: reconstruction algorithms, in which the surface is reconstructed from the discrete values
obtained in the surface location step [13]; interpolation algorithms, where the gradient function is
interpolated with a neighborhood of the local maximum [14]; and algorithms based on the calculation
of moments, which use information of the numerical properties of the image to calculate the final
position of the surface (generally, this information comes from the derivative of the gradient of the
image [15]).

An approach different to the use of threshold values is to perform the detection or location of the
surface based on the discontinuity or gradient. According to this approach, an edge or surface of an
image is a significant local change in the intensity of the image that is usually associated with a gray
level discontinuity. This principle allows the derivation of a single operator shape that is optimal at
any scale. The optimal detector has a simple approximate implementation in which edges are marked
at the maximum of a Gaussian-smoothed gradient function [16]. This type of technique uses local
operators based on different discrete approximations of the first and second derivatives of the gray
levels of the image. In metrological applications, it has been demonstrated that an algorithm whose
development is based on the Canny algorithm provides reduced measurement deviations than an
algorithm based on a dynamic threshold and is capable of offering similar or reduced measurement
uncertainty [17].

In this investigation, a comparison is made between two discontinuity- or gradient-based surface
extraction procedures: a Canny-based algorithm and a Deriche-based algorithm. Despite the observed
benefits of the algorithm based on Canny, it requires a high computational cost in the first preliminary
edge detection step. In addition, saving the complete results of step one requires a significant use of
memory. Therefore, in order to optimize the total computational time, the subsequent “Sub-voxel
refinement” is computationally lighter, by taking advantage of the information provided by the
preliminary edge detection step. The Deriche algorithm allows a faster preliminary edge detection,
which permits the “Sub-voxel refinement” step to be more exhaustive, and consequently, may improve
the precision obtained. The preliminary edge detection looks for specific gradient values for each
surface point, which are calculated along the surface normals of the workpiece. Performing the
“Sub-voxel refinement” along the surface normals can increase the independence of the results with
respect to the orientation of the workpiece during scanning.

This study compares the performance of the new approach based on Deriche with the performance
of the Canny algorithm for different surface types (e.g., spheres, cylinders, planes, and free forms).
To perform this analysis, both algorithms have been applied to nine workpieces with different
geometries (including complex geometries) and materials, calibrated standard parts, commercial
workpieces, and multimaterial workpieces. A complete measurement must have a statement of
uncertainty. Therefore, uncertainty from both methods is determined by comparison to calibrated
workpieces. A cone beam CT system has been used for measurements in this study.

The article is organized as follows: First, the algorithms used and the results of the measurements
(deviation and measurement uncertainty), together with the characteristics of the workpieces and the
measurement systems used, are described in Section 2. The results obtained are shown in Section 3.
Finally, the conclusions obtained are explained.
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2. Materials and Methods

2.1. Surface Extraction Procedure

In this work, a new surface extraction algorithm based on the Deriche operator is presented.
In order to evaluate its features, the new algorithm will be compared with the Canny algorithm [17].

2.1.1. 3D Adapted Deriche Algorithm

The 3D adapted Deriche algorithm is a novel approach to surface extraction and is based on the
work of Rachid Deriche [18]. This algorithm is based on the principles of detection quality (all existing
edges should be marked and no false detection should occur), accuracy (the marked edges should be
as close to the edges in the real image as possible), and unambiguity (no multiple responses to one
edge in the real image should occur). The Deriche segmentation algorithm was developed for use in
two-dimensional images and, despite its robust implementation, must be adapted to three-dimensions
for use in CT. Furthermore, the use of CT for measurements requires sub-voxel determination.

Taking this into account, the developed algorithm implements the three following steps:

• Preliminary edge detection.
• Sub-voxel refinement.
• Suppression of no-maximum points.

These three stages are explained below:
1. Preliminary edge detection: In this first step, a gradient operator adapted from the Deriche

operator is applied. In this adaptation (Figure 1), typical filtering is omitted to reduce the computational
cost and avoid loss of information. Therefore, the recursive operator used is the following:

γ+
ijk = Xijk−1 + 2·e−α·γ+

ijk−1 − e−2·α·γ+
ijk−2 (1)

γ−
ijk = Xijk+1 + 2·e−α·γ−

ijk+1 − e−2·α·γ−
ijk+2 (2)

θijk = −(1 − e−α
)2·(γ+

ijk + γ−
ijk) (3)

where Xijk is the gray value for the voxel ijk and α is a parameter of the gradient operator, the value of
which was determined experimentally to be equal to 3.

Applying this operator in each of the three orthogonal XYZ directions of the 3D volume (Figure 1b),
the value of the gradient of each voxel is obtained according to those same directions (θX

ijk, θY
ijk, θZ

ijk).
Using Equation (4), the three values are combined to obtain a single representative value of the gradient
for each point of the volume (Figure 1c).

θXYZ
ijk =

∣∣∣θX
ijk

∣∣∣+ ∣∣∣θY
ijk

∣∣∣+ ∣∣∣θZ
ijk

∣∣∣ (4)

 

 
(a) 

 
(b) 

 
(c) 

Figure 1. Preliminary edge detection process: (a) Scanned part, (b) image slices from 3D volume,
and (c) Deriche edge detection according the three main directions.

2. Sub-voxel refinement: The Deriche and Canny algorithms, as proposed by their authors, define
the surface points of the part only according to the coordinates of the voxels that have a maximum
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value. Sub-voxel determination of the surface position can be achieved using gradient information
of the neighborhood voxels. In this manner, the material transition point can be localized to within
0.01 voxels.

The procedure is as follows: the elements of the matrix θXYZ
ijk with the largest values are taken.

As described in the previous step, these values were calculated taking into account only the three
main XYZ directions. Depending on the orientation of the surface with respect to the reference system,
the limitation of preliminary edge detection for the three coordinate axis directions can result in a shift
of the obtained contour points and, consequently, a reduced dimensional performance. This problem
is solved by applying this sub-voxel refinement along the surface normal.

To calculate the gradient through the surface normal or close to it, the developed Deriche
algorithm is applied along 13 directions: The three main directions (+X, +Y, +Z) and the ten diagonals
between them are shown in Figure 2b. The value of the gradient in each of those directions will be
calculated within a search window of a fixed size and using Equations (1)–(3). The direction with
the largest gradient value is considered to be approximately equal to the surface normal (Figure 2c).
Once the surface normal is estimated, gradient values are obtained for each voxel in the search window.
The center of gravity of the search area gradients is calculated and used to define the XYZ surface
position to less than a voxel, as shown in Equation (5).

X =
∑i=n

i=1 (Xi·θx)

∑i=n
i=1 (Xi)

(5)

where θx is the gradient value of each voxel along the surface normal, and Xi is the respective XYZ
position of each voxel.

 
 

(a) (b) (c) 

Figure 2. Sub-voxel refinement process: (a) Local maximum position detected, (b) calculation of the
gradient along 13 directions, and (c) normal surface obtained from the largest gradient value direction
to calculate the center of gravity.

3. Suppression of no-maximum points: In both the Canny and Deriche algorithms, the objective
of this step is to identify the voxels contiguous to other voxels with higher values. While in the Canny
algorithm, those voxels with lower values were eliminated, in the Deriche algorithm, this information
is used to perform sub-voxel refinement. Therefore, the objective in this phase is both to keep the
value of the voxels in the matrix θXYZ

ijk (i.e., those with higher values) and to not generate new points
too close to other voxels with higher gradient values, which is a risk when those contiguous voxels
with lower values are used. Therefore, once a point has been generated based on the previous step,
those points which, following the direction of the maximum local slope, are at a distance less than
a predetermined limit, will be marked. These marked voxels will be ignored when generating new
points regardless of their value (Figure 3). This step is especially important in multi-material parts,
where the gradient values may exhibit significant variations depending on the interface surface (e.g.,
air-part or part-part) (Figure 3a). Since only one gradient limit is used in the previous step, the right
value for the part-part interface surfaces (Figure 3b) would generate, in this step, several very close
points in the air-part interface surfaces (see Figure 3c). Therefore, it must be considered that, when the
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wall thickness or gaps between elements of very few voxel sizes are expected, this limit should be set
carefully, due to the risk of eliminating one of the two surfaces.

 
 

(a) (b) (c) 

Figure 3. Suppression of no-maximum points in multi-material parts: (a) Profile; (b) situation where the
right gradient limit value generates only one point; (c) situation where the same gradient limit generates
several close points with high gradient values, justifying the need for non-maximum suppression.

2.1.2. Canny Algorithm (CA)

The Canny-adapted algorithm for the 3D surface extraction process was developed by the authors
and is fully explained in [17]. The implementation of this algorithm follows the same three steps as in
the Deriche algorithm, but with two main differences:

1. The preliminary edge detection in the Canny algorithm is based on the application of the Canny
filter to the images along each of the three Cartesian directions, using a 1 × 10 convolution mask,
oriented along the direction. This process leads to a precise determination of the gradient, but it
requires significant computational resources.

2. The second main difference is in the sub-voxel refinement step. In the Deriche algorithm, the point
is calculated along a direction perpendicular to the part surface, while in the Canny algorithm,
the calculation of the optimal position of the point with sub-voxel definition is carried out by
applying Equation (6):

X′ =

i=3
∑

i=1
(Xi•GX,i)

i=3
∑

i=1
GX,i

; Y′ =

j=3
∑

j=1
(Yj•GY,j)

j=3
∑

j=1
GY,j

; Z′ =

k=3
∑

k=1
(Zk•GZ,k)

k=3
∑

k=1
GZ,k

(6)

where Xi, Yj, and Zk are the coordinates of the voxels inside the search window; and i, j, and k are
the voxel indices within the search window. GX,i, GY,j, and GZ,k, with possible values from 0 to
65,535, i.e., 16 bits, are the gray value transitions obtained in the preliminary surface detection
phase for the X, Y, and Z directions, respectively. This refinement is carried out separately and
independently along the three directions, providing the three dimensional coordinates of each
surface point. In order to obtain each of the coordinates, only the 3D image along that direction,
obtained from the previous step, is used.

2.2. Workpieces

In this study, a total of nine calibrated workpieces with different characteristics and materials have
been used (Figure 4). Pieces with primitive geometries (spheres), pieces with dimensions dependent
on each other (outer and inner cylinder), with parallel planes (grooves), with different materials,
and different sizes have been chosen. In addition, a piece with a complex geometry and multimaterial
pieces have been used to assess the behavior of surface extraction procedures in these cases. With the
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pieces used during the investigation, a wide spectrum of geometric and material characteristics are
covered, which makes it possible to ensure the generality of the results obtained.

   
(a) (b) (c) 

  
(d) (e) (f) 

  
(g) (h) (i) 

Figure 4. Work pieces: (a) CT Tetrahedron, (b) Pan Flute, (c) Step Gauge, (d) Dog bone, (e) Toggle,
(f) Lego, (g) Endodontic file, (h) Multi-material TEF-POM, and (i) Multi-material TEF-PVC.

CT Tetrahedron: This part is called the “CT Tetrahedron” (Figure 4a) and is part of the group of
parts used in the “CT Audit” intercomparison [19]. The CT tetrahedron consists of four synthetic ruby
spheres held in place by a structure of carbon fiber: the centers of the four spheres coincide with the
vertices of a tetrahedron. The dimensions analyzed in this piece are the diameters of each sphere (D)
and the distance between them (L). The nominal dimensions are: D1 = 5 mm, D2 = 4 mm, D3 = 4 mm,
D5 = 3 mm, and L = 25 mm (Figure 5a). This piece has been manufactured and calibrated by the
University of Padova [19].

Pan Flute: The Pan Flute Gauge (Figure 4b), like the CT Tetrahedron, was also used in the
intercomparison “CT Audit”. This piece consists of five glass tubes supported by a carbon fiber frame.
The dimensions analyzed are the inside diameters (ID), outside diameters (OD), and the length (L) of
each of the tubes. The five tubes have the same nominal diameters, ID = 1.5 mm and OD = 1.9 mm,
while the tube lengths are L1 = 12.5 mm, L2 = 10.0 mm, L3 = 7.5 mm, L4 = 5.0 mm, and L5 = 2.5 mm
(Figure 5b). The pan flute has been manufactured and calibrated by the University of Padova [19].

Step Gauge: The Step Gauge (Figure 4c) is a 42 mm long slotted pattern that was specifically
designed for the verification of optical systems for micro-fabrication by the Technical University of
Denmark—DTU [20]. The step gauge is made of bisacryl, a material used in dental applications.
In this piece, the following dimensions have been verified: The distance between each of the slots
(R), the distance between each casing (A), and the passage of the slot (P) between each of the slots
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(Figure 5c). Each groove and casing has a nominal distance of 2 mm and the pitch between similar
features is 4 mm. This part was calibrated at the University of Zaragoza.

   
(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

Figure 5. Work piece dimensions: (a) CT Tetrahedron, (b) Pan Flute, (c) Step Gauge, (d) Dog bone,
(e) Toggle, (f) Lego, (g) Endodontic file, (h) male and female in TEF-POM and TEF-PVC, and (i) contact
zone in TEF-POM and TEF-PVC.

Dog bone: This part (Figure 4d) has been manufactured by micro-injection and is used to perform
an analysis of the mechanical behavior of the material. It is made of polyoxymethylene (POM), also
called acetal, polyacetal, and polyformaldehyde. It is a technical thermoplastic used in precision
components that require a high rigidity, low friction, and excellent dimensional stability. POM is
characterized by its high strength, hardness, and rigidity [21]. Two types of dimensions have been
verified for this piece: the length of the piece in four different zones on both sides of the piece (L, a,
b, and c) and the thickness in six zones of the two lateral bodies (A, B, C, D, E, and F). The nominal
dimensions of each of the dimensions are the following: L = 11.80 mm, a and c = 3.00 mm, b = 1.50 mm,
d = 1.35 mm, and the thickness from A to F = 1.00 mm (Figure 5d).

Toggle: This part (Figure 4e) has been manufactured in liquid crystal polymer (LCP) by
a micro-injection process. Three dimensions of this part have been verified: the outside diameter of
the main body (D), the diameter of the central hole (d), and the height of the pillar (A) located
inside (Figure 5e). The nominal dimensions are the following: D = 5.40 mm, d = 1.55 mm,
and H = 0.38 mm [22].
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Lego: This piece is a common block of Lego® (Figure 4f) and has been used in the intercomparison
of coordinate measuring machines “Video Audit” led by the University of Padova. The dimensions
verified in this work piece are the following: The diameter (D) of each of the buttons, the height
(A) of button 1, and the length (L) of each of the sides (LA, LB, LC, and LD). The nominal values
of each dimension are the following: D = 5.0 mm, A = 1.7 mm, LA and LB = 31.0 mm, and LB and
LD = 16.0 mm (Figure 5f) [23].

Endodontic file: In addition to primitive geometries, we decided to analyze the behavior of the
algorithms in a piece with a complex geometry, which is why an endodontic file has been chosen
(Figure 4g). It belongs to the ProTaper mechanical instrumentation system developed by the Dentsply
Maillefer company. The instruments of the ProTaper system are manufactured with an Ni-Ti alloy [24].
All the pieces of this system have geometrical characteristics of great interest from the point of view
of their dimensional characterization: they have a variable conicity that allows the instrument to
reduce stress due to torsion, file fatigue and the possibility of fracture, the angle, and a step of the
variable helix, with propellers of increasing separation as one advances in the direction of the shank
of the instrument. In addition, the ProTapet endodontic files are characterized as having a triangular
transversal section that is convex or rounded. The chosen piece is a file for the endodontics of model
F2. This piece has a red identification ring that indicates that it is a model characterized by having
a greater conicity in the tip, which decreases in the direction of the stem. The dimensions verified in
the work piece are the following: (1) Length of the active part (La), which comprises the active cutting
surface; and (2) diameter (D), which varies along the length of the entire file and is measured from the
center of the tip to the shank of the file, with D0 being the diameter of the tip of the file, and every
millimeter moving away from the file being D1, D2, D3, etc. (Figure 5g).

TEF-POM: This is a multi-material part composed of two slotted elements (male and female,
Figure 4h). It is made of Polytetrafluoroethylene (PTFE) and POM. The Polytetrafluoroethylene or
Teflon is considered to be one of the most versatile among plastic materials due to its many applications,
for which other materials cannot be utilized. PTFE is a high temperature resistant material with a low
friction coefficient and high resistance to the action of chemical agents and solvents, among other
characteristics. PTFE is often considered to be a thermostable polymer and can be used in a continued
process at any temperature between −200 ◦C and +260 ◦C [25]. POM is a technical thermoplastic
used in precision components that require a high rigidity and excellent dimensional stability. POM is
characterized by high resistance, hardness, and rigidity up to −40 ◦C. The most common applications
are sectors such as automotive, consumer electronics, heavy loads transport applications, and in low
temperatures [26].

TEF-PVC: The second multi-material piece is made of PTFE and Polyvinyl chloride (PVC)
(Figure 4i). PVC is a very durable and long lasting thermoplastic construction material that can
be used in a variety of applications, can be either rigid or flexible, and can be produced in a wide
variety of colors. Due to these characteristics, PVC is used in many industries and is found in many
popular and necessary products [27].

Both elements of parts TEF-POM and TEF-PVC have been assembled in a way in which a portion
of their interface is not in direct contact. In addition, the assembly tolerance in the contact zone is an
adjustment without interference, which does not deform any of the elements. The dimensions that
have been evaluated are: The width of the groove (G) and the crellenate (C) and the contact zone
between the two pieces (T). G, C, and T have a nominal distance of 5 mm. Therefore, 15 dimensions
were assessed in total: Five in the female piece (FG1, FC1, FG2, FC2, and FG3), five in the male piece
(MC1, MG1, MC2, MG2, and MC3), and five in the contact zone (T1, T2, T3, T4, and T5) (Figure 5h,i).

2.3. Computed Tomography System

The workpieces were measured on a cone-beam micro-CT eXplore Locus SP machine by General
Electric (Boston, MA, USA). The CT machine has an X-ray source that has a power range from 50 to
90 kV, a resolution (minimum voxel size) of 8 μm, and a cylindrical work volume of 44 mm in diameter
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by 56 mm in height. During the scanning of the workpiece, the temperature was continuously recorded
inside the machine, obtaining a temperature range of 20 ± 2 ◦C for all pieces. Each workpiece was
measured 10 times. The selected parameters used for the CT measurements are presented in Table 1.

Table 1. CT scanning parameters.

Parameter
CT

Tetrahedron
Pan

Flute
Step

Gauge
Dog
Bone

Toggle Lego
Endodontic

File
TEF-POM TEF-PVC

Voltage (kV) 90 90 45 80 80 45 90 45 45
Current (μA) 80 80 120 95 95 120 80 120 120

Angular indexing
step (degrees) 0.2 0.35 0.4 0.4 0.4 0.4 0.4 0.3 0.3

Voxel size (μm) 45.5 16.5 47 8 8 34 28 28 56

2.4. Calibration Systems

2.4.1. Coordinate Measuring Machines (CMM)

Two CMMs were used to calibrate the workpieces used in this study. The Step Gauge, the Lego,
and the TEF-POM and TEF-PVC workpieces [28] were calibrated on a PMC 850S-CNC CMM (Figure 6)
by Carl Zeiss (Oberkochen, Germany), which has a measurement volume of 850 × 700 × 600mm
and a longitudinal MPE = 2.30 μm + (L/300) μm (L in mm). The probing system used was a Zeiss
Vast-XT with an active scanner, allowing working with extensions of up to 500 g in weight and 500 mm
in length.

The CT Tetrahedron and the Pan Flute were calibrated at the University of Padova using a tactile
CMM (MPE = 1.4 + L/300 μm, with L in mm). The measurements were performed following the
procedures indicated during the CT Audit inter-comparison [19].

 
(a) (b) 

Figure 6. (a) CMM Carl Zeiss PMC 850S-CNC used for the calibration of the Step Gauge, the Lego,
and the TEF-POM and TEF-PVC workpieces [28]; (b) image of the measuring process of the TEF-PVC
workpiece with the CMM.

2.4.2. Optical Coordinate Measuring Machines (OCMM)

An optical coordinate measuring machine DeMeet 220 [29] has been used as a reference calibration
system for the Dog bone, Toggle, and Endodontic file parts. The DeMeet 220 machine by Schut
(Groningen, The Netherlands) has a measuring range of 220 mm × 150 mm × 100 mm, backlight and
coaxial light, diascopic illumination with a light ring, and a magnification lens 2×. The DeMeet 220 has
tele-centric optics to avoid distortion around the center of the field of view, can achieve magnifications
in the range of 40× to 400×, and has a field of view of 3111 μm × 2327 μm (Figure 7).
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The OCMM uncertainty for length measurements in the 100–1000 μm range was evaluated,
resulting in a maximum permissible error MPEOCMM = 1.7 μm (i.e., suitable for the diameter
measurements of the endodontic file). For the measurements of the endodontic file with a length
L > 1 mm, the maximum permissible error of the OCMM obtained is: MPEOCMM = 5 μm + (L/150) μm
(L in mm).

 
(a) (b) 

Figure 7. (a) OCMM De Meet 220 [29] used for the calibration of the Dog bone, Toggle, and Endodontic
file workpieces; (b) image of the measuring process of the Dental file workpiece with the OCMM.

3. Results

3.1. CT Comparison Results

CT measurements using each surface extraction procedure are compared to the respective
reference values. In Figure 8, the average absolute deviation over 10 repeat measurements of the
first seven workpieces (single material parts) is shown. This average deviation takes into account
all the dimensions measured for each part. In addition, the maximum and minimum deviations
of all those dimensions from their absolute calibrated values are represented by the error bars for
each part. Deviations from Deriche-based surface extraction are lower in six of seven pieces when
compared to the deviations from Canny-based surface extraction. The largest reduction in deviations
is observed for measurements of the Toggle and Dog Bone, where the deviations are reduced by more
than 50%. Deviation was 7% higher for Deriche-based surface extraction in the measurement of the
Pan Flute. Pan Flute was the only workpiece where the deviation was higher for Deriche than for
Canny. Absolute maximum deviations were lower with Deriche-based surface extraction for all the
measured parts, observing the largest difference, equal to 7.9 μm, between the two surface extraction
methods in the Dog Bone workpiece.

 

Figure 8. Average deviation for the Canny-based method (blue bars) and Deriche-based method
(green bars) and maximum and minimum deviation (error bars) of all the part dimensions from their
calibrated absolute values of single material parts.
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Figure 9 shows a differentiated analysis by the type of surface. On the left side of the graph,
the average deviation of spheres, diameters, or dimensions dependent on these two forms (e.g.,
distance between spheres) is presented, while on the right side are the dimensions dependent on planes.
For dimensions related to spheres and diameters, Deriche-based surface extraction provides lower
deviations in four of five workpieces. The most significant reduction is observed in the measurement
of the Lego piece. With the Canny-based surface extraction algorithm, the average deviation is 3.6 μm
and the maximum deviation is 7.6 μm. Meanwhile, with Deriche-based surface extraction, the average
deviation is 2.1 μm and the maximum deviation is 3.6 μm. In the case of the planes-dependent
dimensions, deviations are lower with Deriche-based surface extraction. The most significant case is
that of the Dog Bone piece, where the average deviation with Canny-based surface extraction is 5.4 μm,
while it is only 2.8 μm with Deriche-based surface extraction. Absolute maximum deviations were
lower with Deriche-based surface extraction for all the measured parts and all the dimension types.

 

Figure 9. Average deviation for the Canny-based method (blue bars) and Deriche-based method
(green bars) and maximum and minimum deviation (error bars) of all the part dimensions from their
calibrated absolute values of single material parts grouped by dimension type.

Figure 10 shows the results obtained in the multimaterial workpieces. In the measurement
of the TEF-POM, the average deviation with the Canny-based surface extraction is only slightly
lower (difference equal to 0.2 μm) than with Deriche-based surface extraction. For the TEF-POM,
the maximum deviation with the Canny-based surface extraction is also slightly lower (difference
equal to 0.3 μm) than with Deriche-based surface extraction. In the measurement of the TEF-PVC part,
the average deviation and the maximum deviation with Deriche-based surface extraction are smaller
than the same deviations with Canny-based surface extraction by 3.5 μm and 7.0 μm, respectively.

 

Figure 10. Average deviation for the Canny-based method (blue bars) and Deriche-based method
(green bars) and maximum and minimum deviation (error bars) of all the part dimensions from their
calibrated absolute values of multimaterial workpieces.
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3.2. Uncertainty Estimation for CT Measurements

In order to evaluate the influence of the data processing on uncertainty, the most accepted
standard currently available for CT sensors is applied to compare both surface extraction methods,
i.e., the Verein Deutscher Ingenieure/Verband Deutscher Elektrotechniker (VDI/VDE) guideline
2630-2.1 [30]. This standard is based on the assessment of the measurement uncertainty by means of
a calibrated workpiece. The expression of the uncertainty is given by Equation (7).

U95, method(i), piece(j), measurand(k) = 2·
√

u2
cal + u2

p + u2
w + u2

b, (7)

For expanded uncertainty with a confidence interval of 95.45%, which is expressed as U95 in this
study, the coverage factor is equal to 2, as shown in Equation (7). The measurement uncertainty value
depends on the surface extraction method (i = Canny or Deriche); the analyzed workpiece (j = 1, ..., 7);
and the measurands (k), which in this work, are mainly separated as spheres and diameters or planes.
The considered error sources in the uncertainty budget are those included in the VDI/VDE 2630-2.1
standard and they are the following:

� The term ucal represents the standard uncertainty of calibration of the workpiece determined by
a CMS (coordinate measuring system).

� The term up is the standard uncertainty of the measurement procedure (repeatability).
� The term uw is the standard uncertainty of the material and manufacturing variations of the

measured process. It is specifically associated with two uncertainty sources: variations in the
mechanical properties of the workpiece (uw1); and variations in the CTEs (coefficient of thermal
expansion) of the workpiece (uw2). In this work, the first factor has been previously included in
up (effects of material composition and shape). A rectangular statistical distribution for 20% of
CTE variation has been established for the second term.

� The term ub is the standard uncertainty associated with the systematic error of the measurement
process: the influence of the temperature variation during the CT measurement (ub1 when
ΔT = ±2 ◦C); and the estimation of the systematic error related to the surface detection technique:
Canny and Deriche (ub2).

The average expanded uncertainty, taking into account all the part dimensions, is shown in
Figure 11 by workpiece and in Figure 12 by type of measured geometry in each item. The error bars in
both Figures represent the maximum and minimum expanded uncertainty of all the part dimensions
for each part. As can be seen in both Figures 11 and 12, Deriche-based surface extraction generally
provides lower average, maximum, and minimum uncertainties U95 for each item.

 

Figure 11. Expanded average measurement uncertainty (U95) for the Canny-based method (blue bars)
and Deriche-based method (green bars), and maximum and minimum measurement uncertainties
(error bars) of all the part dimensions for each item.
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Figure 12. Expanded average measurement uncertainty (U95) for the Canny-based method (blue
bars) and Deriche-based method (green bars), differences between them (grey bars), and maximum
and minimum measurement uncertainties (error bars) of all the part dimensions for each item by
dimension type.

Most of the different uncertainty contributors considered in Equation (7) suppose a similar
contribution in the expanded uncertainty for both Canny- and Deriche-based surface extraction.
Nevertheless, the systematic error contribution (ub2) associated with the surface extraction method
shows the largest difference between U95 obtained with Canny- and Deriche-based surface extraction.
Additionally, ub2 constitutes 30% of U95, so a specific analysis was carried out and shown in Figure 13,
where the contribution ub2 is represented for both methods for the two surface typologies.

(a) 

(b) 

Figure 13. Systematic error source contribution analysis (ub2) by method and by dimension type for
(a) spheres and diameters and (b) planes.
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Analyzing the contribution ub2 of both methods for the two types of surface, curves and planes,
a similar behavior can be observed between both algorithms for the case of spheres and cylinders.
However, for the defined dimensions between flat surfaces, the Deriche-based algorithm slightly
improves the results obtained for most of the pieces.

4. Discussion

The average deviations with respect to the calibrated values do not present, in a general way,
large differences for the two algorithms analyzed, with only a slight improvement in the Deriche-based
surface extraction algorithm. However, a clear difference between curved and flat surfaces is concluded
from this analysis: the reduction of the deviations obtained with the Deriche-based algorithm is evident,
with reductions as large as 50% with the Deriche-based surface extraction for flat surfaces compared to
the Canny-based algorithm. Similar results were observed in measurement uncertainty. The results of
uncertainty obtained for the Deriche-based algorithm are further reduced in the dimensions defined
by flat surfaces.

Both results agree with the main novelty of the Deriche algorithm: the realization of the “Sub-voxel
refinement” in a direction perpendicular to the surface. In flat geometries, a non-optimal orientation
is more detrimental to deviations, and especially to the uncertainty obtained, in the Canny-based
algorithm. In contrast, the Deriche-based algorithm reduces the effect of the orientation in which the
piece was measured.

Also noteworthy are the results of the two multi-material pieces, both with defined dimensions
between flat geometries. In this case, although in the TEF-PVC workpiece the uncertainties are larger
than in any other, so is the reduction that is achieved by applying the algorithm based on Deriche.
This multi-material piece is made of two materials with similar attenuation coefficients, Teflon and
PVC, which makes it more difficult to distinguish them in the contact area. This fact would justify the
greater difficulty in its precise measurement, but it must also be highlighted that the best behavior of
the Deriche-based algorithm is displayed in these difficult conditions.

5. Conclusions

In this paper, an adapted 3D Deriche algorithm based on gradient information has been presented
and compared with a previously developed adapted Canny algorithm for different surface types.
Both algorithms have been applied to the measurement of nine calibrated workpieces with different
geometries and materials. Both the systematic error and measurement uncertainty have been
determined; a significant reduction of the deviations obtained with the Deriche-based algorithm
in the dimensions defined by flat surfaces and a slight improvement in the dimensions defined by
spheres and diameters is observed. Therefore, the use of this algorithm could prove pivotal in reducing
systematic errors and uncertainty in CT measurements.

The approach used in the Deriche-based algorithm can, in certain cases, be a more efficient
alternative for surface extraction. In the Deriche-based surface extraction, the calculations made
in the “Sub-voxel refinement” step are independent of the previous step, which does not happen
in the Canny algorithm. This may improve the efficiency of the measuring process implemented
with a Deriche-based algorithm. For example, in order to use the Deriche-based surface extraction,
the information of the “Preliminary edge detection” could be directly obtained from nominal
information of the piece supplied (e.g., in CAD format). Provided it is possible to perform an alignment
of that CAD model with the position of the piece in the scan, the use of nominal information could
further improve the efficiency of Deriche-based surface extraction. Another possibility would be to
perform the “Preliminary edge detection” using other types of algorithms more efficient but with
limitations in terms of accuracy. This would be the case for the techniques of threshold ISO 50%;
although it is demonstrated that they quickly obtain a fast extraction of surfaces, it is also demonstrated
that the obtained precision is inferior to the one of the gradient techniques. After the “Preliminary
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edge detection” step with the threshold ISO 50%, the Deriche-based algorithm “Sub-voxel refinement”
and “Suppression of no-maximum points” could be applied to improve the performance.
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Nomenclature

CMM Coordinate measuring machine
CMS Coordinate measuring system
CT Computed Tomography
DTU Danmarks Tekniske Universitet (Technical University of Denmark)
ID Inside Diameters
LCP Liquid Crystal Polymer
OCMM Optical Coordinate Measuring Machine
OD Outside Diameters
POM Polyoxymethylene
PTFE Polytetrafluoroethylene (Teflon®)
PVC Polyvinyl chloride
TEF-POM Multi-material part made of PTFE and POM
TEF-PVC Multi-material part made of PTFE and PVC
VDI/VDE Verein Deutscher Ingenieure/Verband Deutscher Elektrotechniker
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Abstract: Surface metrology employs various measurement techniques, among which there has
been an increase of noteworthy research into non-contact optical and contact stylus methods.
However, some deeper considerations about their differentiation and compatibility are still lacking
and necessary. This work compares the measurement characteristics of the confocal microscope with
the portable stylus profilometer instrumentation, from a metrological point of view (measurement
precision and accuracy, and complexity of algorithms for data processing) and an operational view
(measuring ranges, measurement speed, environmental and operational requirements, and cost).
Mathematical models and algorithms for roughness parameters calculation and their associated
uncertainties evaluation are developed and validated. The experimental results demonstrate that the
stylus profilometer presents the most reliable measurement with the highest measurement speed and
the least complex algorithms, while the image confocal method takes advantage of higher vertical
and horizontal resolution when compared with the employed stylus profilometer.

Keywords: surface texture; contact measurement; optical measurement

1. Introduction

The evaluation of a surface texture involves the analysis of a large number of data using complex
models [1]. For this purpose, metrology instruments must scan/measure the surface, obtaining
a finite digital sample. Leach et al. [2] establish that the surfaces to be evaluated are defined by
the measurement method used (measuring principle). The results will be different even when
measuring the same surface with different instruments, since different physical properties are being
measured. According to this idea, the instruments used in surface texture measurements can be
classified into different groups, depending on the measurement technique and the physical property
used to obtain the surface coordinates. When surface texture measurements are carried out on a
mechanical manufacturing environment, the two main groups of instruments are based on tactile and
optical methods.

In this context, tactile methods are mainly based on the use of stylus profilometers (SP), which
are currently the most widely used instruments in the mechanical manufacturing industry [3].
In a common stylus profilometer, a probe, which is in contact with the surface, is physically moved
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over it, so that the vertical movement of the tip allows for characterization of the surface heights.
This kind of instrument is preferably used in 2-D measurements based on profiles.

On the other hand, optical methods present a wide number of techniques for performing the
measurement without surface contact using light instead of a physical probe to measure the surface [4].
The light reflected on the surface and its subsequent detection allows the evaluation of the surface
texture. Conroy et al. [5] pointed out that the most widely used optical methods are interferometry
and confocal microscopy (CM). The present work is focused on the second one, due to better adequacy
when used in mechanical manufacturing environments.

The physical principle of confocal microscopy is based on eliminating the reflected light coming
from the out-of-focus planes. The way to achieve this consists of illuminating a small area of the
sample. The light beam from the focal plane is then taken so the beams from the lower and upper
planes are removed by using a pin-hole. This confocal probe evaluates each point on the surface to be
measured and obtains its height and associated light intensity. A system of lateral scanning allows
having a line profile and areal measurement. The metrological characteristics of these devices are
similar to those provided by the stylus profilometers and are gradually replacing them in specific
metrological approaches [6].

On the other hand, different studies have evaluated and compared different techniques of surface
metrology, emphasizing the characteristics of the equipment and the differences between the obtained
surface parameters but not going into such detail in other non-metrological aspects related with
the measurement.

Conroy et al. [5] measure a specimen consisting of an 80 μm pitch square wave Al-coated etched
grating with a nominal step height of 187 nm and use stylus profilometers (SP), confocal microscopy
(CM), and interferometric microscopy (IM) in their comparison. They do not provide experimental
results of the evaluated surface texture parameters nor employed algorithms and conclude that the use
of any technique requires an understanding of the properties of the sample, limitations of the technique
used, and the analysis required before carrying out the surface measurement. Vorburger et al. [7]
compare four techniques including stylus profiling (SP), phase-shifted microscopy (PSIM), white light
interferometric microscopy (WLIM), and confocal microscopy (CM). They find discrepancies between
WLIM and the other techniques, obtaining similar results among the other three. Poon et al. [8]
compare three techniques—stylus profiler (SP), atomic force microscope (AFM), and non-contact
optical profiler (NOP)—and conclude with a recommendation on the use of the analyzed techniques
when a glass-ceramic substrate is measured. Nouira et al. [9] focused their work on the development
of a high-precision profilometer with both optical (CM) and tactile capabilities and measures a VLSI
Step-Height Standard (SHS 880-QC). Obtained results in their work show that the tactile measurements,
which include stylus profilometers (SP) and atomic force microscopy (AFM), are more accurate than
the optical measurements carried out by confocal microscopy (CM). The comparison of both tactile
techniques reveals that the SP and the AFM measurements produce very similar results. Piska and
Metelkova [10] analyze the relations between 2-D (profile) and 3-D (areal) surface parameters of the
same measured surface, and they observed that both methods, SP and CM, give very comparable
results only if the surface has a good reflection value. Nielsony et al. [11] analyze differences between
a stylus profilometer (SP) and confocal microscopy (CM) in measuring a cladded surface, concluding
that CM values of the roughness parameters are higher than SP values. The same result is obtained
by Merola et al. [12] analyzing the tribological behavior of retrieved hip femoral head by using a
stylus profilometer (SP) and confocal microscopy (CM). These variations in the results can affect the
results of the surface topography [13–15], so the measurement principle should be close to the physical
functional behavior of the surface [2].

Additional works have analyzed the behavior of optical instruments. Thompson et al. [16]
make a quantitative comparison of areal topography measurements by using four optical techniques
on a selective laser melting manufactured part. These techniques are confocal microscopy (CM),
coherence scanning interferometry (CSI), focus variation microscopy (FVM), and X-ray computed
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tomography (XCT). The authors analyze the profile discrepancy between instrument pairs, obtaining
high values (near 50%), due to the poorer capture of smaller scale peaks and pits of the FVM instrument.
In the same line of work, Feidenhans’l et al. [17] compares optical methods for surface roughness
measurement, employing different scatterometers and confocal microscopy (CM). The results are
compatible between instruments, but it is necessary to include a Gaussian smoothing function to
compensate for the differences.

All these results are interesting, although only partially covering the type of parts that the present
work addresses, that is to say, those that are manufactured and used in mechanical manufacturing
processes, such as machining processes. Moreover, algorithms or measuring procedures are weakly
or not described in all that previous work. For these reasons, this work analyses and compares the
application of both techniques, stylus profilometer (SP) and confocal microscopy (CM) measurements,
in the evaluation of a series of surfaces, which include machined surfaces and two roughness
standards (type C1 and C4 spacing standard), by establishing a comparison between them, and
not only considering the results obtained (roughness parameters and their associated uncertainty),
but also the procedure and the requirements and performances that these techniques need and offer.
The work also considers other aspects related with the measurement, such as the set-up operations of
pre-measurement samples, the operating time, operational considerations, data storage requirements,
and the cost of instruments and maintenance.

2. Evaluation Procedure of Roughness Parameters

2.1. Parameters Calculation

In order to perform the proposed comparison, a specific procedure to evaluate the roughness
parameters of a profile from its coordinates (x, z) has been developed. This way, when the results
are compared, only the difference due to the type of instrument, and especially the data acquisition
procedure, will be evaluated, which is not affected by systematic effects due to the calculation software
that is different for each instrument.

The procedure of obtaining results is defined by the following steps:

1. Obtaining the extracted profile measured by different instruments. The file contains the sampled
x coordinates and the digitized z coordinates (xr, zr).

2. Form removal. Due to the impossibility of placing the measured profile fully parallel to the
measurement base, or the presence of geometric errors on the surface of the measurand, it is
necessary to eliminate this form by fitting the data to a nominal shape (line, polynomial, and
circle). Correction can be done in two ways: applying a tilt correction or by subtraction of the
mean. This one will be used when the angle rotated by the surface is very small. The coordinates
(xrFr, zrFr) are obtained. When the fitting to a regression line is employed, its mathematical
representation is:

z = ax + b (1)

The coefficients a and b can be calculated using the least squares method. The line that best fits
the set of coordinates (xi, zi) is:

zi − axi − b + ei ≈ 0 (2)

where ei is the residual. It is possible to solve a linear system, obtaining the coefficients a and b,
using:

P =
(

A · AT
)−1 · AT · B where A =

⎡
⎢⎣

x1 1
...

...
xn 1

⎤
⎥⎦ B =

⎡
⎢⎣

z1
...

zn

⎤
⎥⎦ P =

[
a
b

]
(3)
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Using the same procedure, it is possible to eliminate the form of surfaces that can be adjusted to
quadratic polynomials.

3. λs Filter. The profile is filtered using a low pass filter with a λs cut-off. The primary profile is
obtained with coordinates (xrFrLs, zrFrLs).

4. λc Filter. The profile is now filtered using a high pass filter with a λc cut-off according to the
standard ISO 16610-21 [18]. This way, the waviness profile is eliminated, obtaining the roughness
profile with coordinates (xrFrLsLc, zrFrLsLc).

5. Obtaining the roughness parameters, according to the standards ISO 4287 [19] and ISO 4288 [20].
In order to solve the calculation of the equations described in the aforementioned standards
(roughness parameters Ra, Rq, Rsk, and Rku), a method of integral analytical calculation,
the trapezoidal method, has been used instead of the formula of discrete calculation
(Equations (8)–(11)) to improve the accuracy of the results.

Rp = max
1≤i≤m

zpi (4)

Rv = max
1≤i≤m

zvi (5)

Rz = Rp + Rv ⇒ all calculated over a sampling length (6)

Rt = Rp + Rv ⇒ all calculated over the evaluation length (7)

Ra =
1
l

∫ l

0
|z(x)|dx ≈ Ra =

1
n

n

∑
i=1

|zi| (8)

Rq =

√
1
l

∫ l

0
z2(x)dx ≈ Rq =

1
n

n

∑
i=1

z2
i (9)

Rsk =
1

R3
q

[
1
l

∫ l

0
z3(x)dx

]
≈ Rsk =

1
R3

q

1
n

n

∑
i=1

z3
i (10)

Rku =
1

R4
q

[
1
l

∫ l

0
z4(x)dx

]
≈ Rku =

1
R4

q

1
n

n

∑
i=1

z4
i (11)

Parameters Rt, Rz, Rp, and Rv measure the amplitude of the profile (peak and valley distances),
Ra is used to calculate the average roughness, Rq measures the variance of the amplitude
distribution function (ADF) of the profile, Rsk analyze the asymmetry of the ADF, and Rku
evaluates the spikiness of the profile. Depending on the type of instrument evaluated, different
coordinates (x, z) will be generated, so it will not be necessary to execute all steps.

2.2. Model for Calculating Uncertainties

Following the calculation model of roughness parameters described in the previous section, for
the calculation of the uncertainty of these parameters, the Monte Carlo method is used. This numerical
resolution method has a high application in metrological fields [21–23].

The documents Supplement 1 to the “Guide to the expression of uncertainty in measurement
(GUM)”—Propagation of distributions using a Monte Carlo method [24] and Supplement 2 to the
“Guide to the expression of uncertainty in measurement (GUM)”—Extension to any number of output
quantities [25] have been used for the development of the calculation algorithms.

The calculation algorithms are provided in the following steps:

1. Definition of the output quantities. Parameters Rt, Rz, Rp, Rv, Ra, Rq, Rsk, Rku, and RSm.

2. Definition of input quantities. The sampled coordinates and the digitized coordinates, and scale
division error of the instrument on the z-axis. In this work, only the sources that directly affect the
coordinates of the captured profile, and therefore the variability of the measurements, have been
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taken into account. All of these magnitudes analyze the variations generated by the instrument
in the measurements: noise in the readings, imperfections in the reference of the instrument,
sampling and digitizing process, and rounding-off of the coordinates and software calculations,
as well as the horizontal and vertical resolution of the instrument and the idealization of the
Gaussian filter [26,27].

3. Assignment of the probability density functions (PDF) to the input variables. For the input
variables defined above, it is established that variability due to the process of obtaining the
sampled coordinates responds to a normal distribution with a mean of the raw coordinate
value and a standard deviation equal to 2% of the sampling step [28,29]. In order to analyze
the variability of the z-coordinates, it was necessary to perform a repeatability study of the
measurements [30]. That is to say, measuring the same profile a large number of times, by
the same operator, with the same measurement procedure, same measuring system, and same
operation conditions [31]. After doing different experiments, it has been observed that it is
practically impossible to obtain the same position of the z-coordinate to be analyzed. Therefore,
an analysis of the repeatability of the parameters Pp and Pv is planned, where the parameters Pp

and Pv are the maximum profile peak height of the primary profile and maximum profile valley
depth of the primary profile, respectively. For this type C1 spacing standard, grooves having a
sine wave profile will be measured and the standard deviations S of the previous parameters
will be determined. This study assumes that this variability corresponds to a t-distribution
(employed when a series of indications are evaluated). The standard uncertainty associated with
this variability can be estimated as:

u(x) =

√
νp

νp − 2
S√
n

(12)

where S is the maximum standard deviation of the parameters Pp and Pv, obtained in the
experiment, νp is the degrees of freedom of the obtained parameters, and n represents the
numbers of measurements made in the roughness measurement (typically one). Therefore, the
digitized coordinates respond to a t-distribution of the mean value of the raw coordinate z and a
standard uncertainty equal to the value calculated by the previous equation. The experimental
values obtained are shown in Section 4. The scale division errors of the instrument on the z-axis,
responds to a rectangular distribution of limits [−E, E], where E is the scale division on the z-axis.

4. Propagation. According to the recommendation of Supplement 1 to the GUM, in its Section
7.2.3, it is possible to use a small number of iterations (M) for complex models. Taking into
account this recommendation, the standard deviation and the mean of the values obtained after
performing the M iterations of the model, could be taken as u(y) and y respectively, and can
be assigned to a Gaussian PDF gY(η) = N

(
y, u2(y)

)
. In the simulations, 10,000 replications

have been performed, requiring between 2 and 70 min of calculation on a computer with an
i7-6700HQ-Intel(R) Core(TM) and 16 GB memory.

5. Results. The standard deviation of the resulting values obtained in the simulations, as well as their
mean, is calculated. To determine the amplitude of the coverage interval, the minimum interval
method is used [32,33]. Using the suggestions of Supplement 2 of the GUM, it is possible to
determine the covariance matrix C of the calculated parameters (all parameters will be correlated
to a certain degree, due to the presence of common input variables in all of them). From the
covariance matrix it is possible to calculate the matrix of correlation coefficients r.

2.3. Algorithm Validation

In order to determine the validity and accuracy of the developed algorithms, both reference and
synthetic data sets [34] have been used. These data are the coordinates (x, z) of a series of points
linked to a reference profile. The reference data have been obtained from the Internet-based Surface
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Metrology Algorithm Testing System of the National Institute of Standard and Technology (NIST) [29].
These simulation-generated profiles and F1-type software standards have been generated in accordance
with the specifications of ISO 5436-2 [35].

One of the verifications performed in this work is shown in Table 1. The F1-type standard Mill.sdf
file [29] shown in Figure 1 has been used and its roughness parameters have been evaluated using a
cut-off (λc) of 0.8 μm and a Gaussian filter according to ISO 16610-21 [18] (steps 4 and 5).

Table 1. Reference values vs calculated values (NIST Mill measured profile).

Parameter Reference Value Calculated Value Q1 (×10−6) Percentage Difference (%)

Rt [μm] 1.09408 1.09408 1.5 0.0001
Rz [μm] 0.89833 0.89833 1.9 0.0002
Rp [μm] 0.46672 0.46672 4.0 0.0008
Rv [μm] 0.43161 0.43161 2.0 0.0005
Ra [μm] 0.16764 0.16765 10.3 0.0061
Rq [μm] 0.20479 0.20479 2.2 0.0011
Rsk [-] 0.1388 0.1388 3.5 0.0025
Rku [-] 2.37947 2.37947 6.6 0.0027

RSm [μm] 255.82 255.83 6542.4 0.0025

 
(a) (b) 

Figure 1. Mill F1-type (a) primary and waviness profile; (b) roughness profile.

In order to determine how good the developed algorithms are, the calculated results with the
reference data are compared with NIST data. The difference, in absolute value, between the parameters
obtained by the proposed algorithms and the reference parameters is used.

Q1 =
∣∣∣Rcalculated − Rre f erence

∣∣∣ (13)

In view of the results, it can be observed that the maximum percentage difference was 0.0061%,
which is the reason why we claim the developed algorithms behave in a totally satisfactory manner.
In addition, the algorithms of form elimination and low pass filtering for λs (steps 2 and 3) using
the software provided by the Physikalisch-TechnischeBundesanstalt (PTB) “Software to Analyse
Roughness of Profiles-Version 2.09” [36] have been validated, since they provide similar results to
those shown. A Type D roughness standard has been measured, and the data of the extracted profile
has been introduced in the previous software, obtaining the following results (Table 2).
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Table 2. Reference values vs. calculated values (PTB’s “Software to Analyse Roughness of Profiles”).

Parameter PTB Reference Value Calculated Value Q1 (×10−3) Percentage Difference (%)

Rt [μm] 2.0468 2.0489 2.1 0.1026
Rz [μm] 2.0037 2.0051 1.4 0.0699
Rp [μm] 1.0109 1.0116 0.7 0.0692
Rv [μm] 0.9928 0.9935 0.7 0.0705
Ra [μm] 0.8943 0.8947 0.4 0.0447
Rq [μm] 0.9068 0.9071 0.3 0.0331
Rsk [-] 0.0107 0.0110 0.3 2.8037
Rku [-] 1.0516 1.0511 0.5 −0.0475

RSm [μm] 80.96 80.89 70 −0.0865

3. Methodology of Experimental Study on Roughness

To perform the comparison of measurement characteristics between the image confocal
microscope and some portable stylus measurement instrumentations, three specimens are measured.
The first one is a milled part with the same tool and with different feed per tooth (measurand 1 to 7);
The second one is a Type C1 spacing standard with grooves having a sine wave profile (measurand 8);
The third one is a Type C4 spacing standard with grooves having an accurate profile (measurand 9).
Figure 2 shows the three specimens, as well as their measurement areas.

 
(a) 

 
(b) 

 
(c) 

Figure 2. (a) Measurands 1 to 7; (b) Measurand 8; (c) Measurand 9.

The technical features of the three instruments used in the comparison are detailed below:

• Stylus profilometer 1 (SP-1): portable stylus profilometer with a mechanical probe, brand
HOMMELWERKE, model TESTER T1000 WAVE with probe TKL 300L, stylus tip of 5 μm/90◦.
Measuring range: ±80 μm/±320 μm. Vertical resolution (Z): 0.01 μm/0.04 μm. Transverse length:
0.05–20 mm. X sampling: 0.583 μm (Figure 3a).

• Stylus profilometer 2 (SP-2): portable stylus profilometer with a mechanical probe, brand SM,
model PROFILTEST SM7 with stylus tip of 5 μm. Measuring range: 320 μm. Vertical resolution
(Z): 0.01 μm. X sampling: 2.5 μm (Figure 3b).

• Confocal microscope (CM-3) confocal microscope, brand Leica (Wetzlar, Germany), model
DCM-3D. It uses episcopic illumination, with light source LED type of wavelength 460 nm.
Image Acquisition Sensor: monochrome CCD for confocal applications. The equipment has five
lenses, with amplification between 5× and 150×. A 50× lens was used in the measurements
to provide agreement between amplification and data acquisition speed. This lens has the
following characteristics: Measuring field: 254.64 × 190.90 μm. Pixel size: 0.332 μm and equal to
the lateral resolution (XY). Vertical resolution (Z): <3 nm. Total measuring field of instrument:
114 × 75 × 40 mm (Figure 3c).
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(a) 

 
(b) 

 
(c) 

Figure 3. Experimental setup. (a) SP-1; (b) SP-2; (c) CM-3.

4. Analysis of Experimental Results

The main aspects, as defined in Section 1, are analyzed below and will serve as a comparison of
the evaluated methods, tactile and optical.

First, the repeatability study of the measurements made with the three instruments used in the
comparison is developed. Measurand 8 is measured 25 times. Table 3 establishes the values obtained
in this study. The standard deviations are similar for the three instruments, although the confocal
microscope (CM-3) has the higher vertical resolution.

Table 3. Results of the repeatability study.

Instrument
Standard Deviation

Rp (μm)
Standard Deviation

Rv (μm)

SP-1 0.0685 0.0584
SP-2 0.0539 0.0747
CM-3 0.0545 0.0707

4.1. Tactile Method

• Measuring ranges: In height (z-axis), the smallest measuring field allowed by each instrument
has been selected. In length (x-axis), a profile of length of 5.6 mm (7× λc) has been evaluated.

• Operating time: The effective measurement time, which included the movement of the probe on
the surface, the calculation of parameters by the equipment, and the saving of the data files, has
been less than 2 min. The preparation time of the sample, which includes the positioning and
inclination adjustment by rotation of the SP-1 probing system (Figure 3a), lasted 10 min at most.

• Environmental considerations: Regarding the SP-1 and SP-2 environmental requirements, the
measurements were carried out at a controlled temperature of 20 ± 1 ◦C

• Measurand preparation: It included the cleaning of the measurand by a mixture of alcohol and
ether, as well as the correct placement of the measurand on the basis of measurement (indicated in
the previous point). Prior to measurement, the part had been thermally stabilized for at least 3 h.

• Numeric values of the parameters: Table 4 shows, as an example, the results of measurand
8 when it was measured with the SP-1 equipment for a simulation performed for M = 104.
Figure 4a,b show, by way of example, the histograms of parameters Rp and Rq. It was verified
that these parameters can be reasonably approximated to a normal distribution. Analogous
behavior was obtained for the other parameters. Table 5 shows the correlation coefficients matrix
of the roughness parameters, verifying the presence of correlation between them. Some of them
show high correlation coefficient values (>0.5), due to the fact that all the parameters employ
the same input quantities, that is to say, raw coordinates (xr, zr). Table 6 (columns 2 and 4) and
Table 7 (columns 2 and 4) show some of the values obtained in the measurements of the different
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measurands after applying the algorithm used for the evaluation of roughness parameters. As it
can be observed, there were discrepancies between the values of the equipment, higher for the
amplitude parameters (peak and valley), presenting differences between 11% and 17% of the
value analyzed and minimal when evaluating the amplitude parameter (average of ordinates),
with differences in percentage between 0.2% and 4%. The difference in the spacing parameter was
due to the different x sampling value of each piece of equipment. When comparing measurands,
better amplitude parameter results (average of ordinates) were obtained when a standard was
evaluated (measurand 8). When the piece was measured, differences up to 12% were obtained
due to the impossibility of measuring the same profile with different equipment, and the presence
of irregularities in the surface of the piece. The uncertainty of the parameters was similar when a
standard or a piece was measured. The amplitude parameters (peak and valley) presented values
of uncertainty of hundredths of a micrometer and were at least one or two orders of magnitude
higher than the uncertainty of the amplitude parameters (average of ordinates). This was due to
the process of obtaining these parameters.

• Data storage requirements: The data file, ASC/.txt extension, presented 9598/2241 rows of values,
providing coordinates (xr, zr)/step and zr/z coordinates, with a file size of 260/25 kB (SP-1/SP-2).

• Cost of instrumentation/maintenance: The acquisition cost of the equipment was 12,000/6000 €.
The maintenance was practically non-existent (lubrication of the vertical slide guides of the
probing head for the SP-1 equipment).

Table 4. Results of the simulations of the eight measurand with the SP-1 equipment.

Roughness
Parameter

Parameter
Estimation y

Standard
Uncertainty u(y)

Shortest 95% Coverage Interval

Lower Limit Upper Limit

Rt [μm] 3.433 0.032 3.375 3.496
Rz [μm] 3.367 0.016 3.336 3.399
Rp [μm] 1.679 0.012 1.658 1.703
Rv [μm] 1.688 0.012 1.667 1.711
Ra [μm] 0.9977 0.0009 0.9960 0.9993
Rq [μm] 1.1062 0.0009 1.1045 1.1080
Rsk [-] 0.0019 0.0016 −0.0012 0.0052
Rku [-] 1.4860 0.0015 1.4829 1.4888

RSm [μm] 100.167 0.018 100.142 100.206

 
(a) (b) 

Figure 4. (a) Rp histogram; (b) Rq histogram.
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Table 5. Correlation coefficient matrix of the roughness parameters.

Roughness Parameter Rt Rz Rp Rv Ra Rq Rsk Rku RSm

Rt 1.00 0.72 0.51 0.51 0.08 0.11 −0.01 0.14 0.00
Rz 0.72 1.00 0.71 0.71 0.12 0.17 −0.01 0.22 −0.01
Rp 0.51 0.71 1.00 0.00 0.09 0.12 0.12 0.14 −0.02
Rv 0.51 0.71 0.00 1.00 0.08 0.12 −0.14 0.17 0.00
Ra 0.08 0.12 0.09 0.08 1.00 0.91 0.00 −0.29 −0.04
Rq 0.11 0.17 0.12 0.12 0.91 1.00 0.01 0.01 −0.03
Rsk −0.01 −0.01 0.12 −0.14 0.00 0.01 1.00 −0.01 −0.01
Rku 0.14 0.22 0.14 0.17 −0.29 0.01 −0.01 1.00 0.01
RSm 0.00 −0.01 −0.02 0.00 −0.04 −0.03 −0.01 0.01 1.00

Table 6. Roughness values obtained with the different instruments and methods (measurand 8).

Instrument

SP-1 SP-2 CM-3

Parameter
Estimation

Standard
Uncertainty

Parameter
Estimation

Standard
Uncertainty

Parameter
Estimation

Standard
Uncertainty

Rt [μm] 3.433 0.032 4.015 0.074 3.831 0.034
Rz [μm] 3.367 0.016 3.781 0.036 3.686 0.017
Rp [μm] 1.679 0.012 1.866 0.025 1.947 0.012
Rv [μm] 1.688 0.012 1.915 0.026 1.739 0.011
Ra [μm] 0.9977 0.0009 1.0189 0.0019 1.0180 0.0007
Rq [μm] 1.1062 0.0009 1.1370 0.0020 1.1309 0.0007
Rsk [-] 0.0019 0.0016 −0.0455 0.0039 0.0406 0.0013
Rku [-] 1.4860 0.0015 1.4828 0.0044 1.5104 0.0012

RSm [μm] 100.167 0.018 103.3108 0.027 101.808 0.017

Table 7. Roughness values obtained with the different instruments and methods (measurand 2).

Instrument

SP-1 SP-2 CM-3 (With Outliers) CM-3 (Outliers Removed)

Parameter
Estimation

Standard
Uncertainty

Parameter
Estimation

Standard
Uncertainty

Parameter
Estimation

Standard
Uncertainty

Parameter
Estimation

Standard
Uncertainty

Rt [μm] 2.613 0.046 2.939 0.088 8.484 0.044 3.442 0.090
Rz [μm] 2.243 0.022 2.350 0.038 4.061 0.019 2.632 0.029
Rp [μm] 1.010 0.016 1.064 0.027 2.250 0.014 1.295 0.018
Rv [μm] 1.233 0.016 1.286 0.027 1.811 0.014 1.337 0.023
Ra [μm] 0.3300 0.0008 0.3697 0.0018 0.39844 0.00063 0.3732 0.0018
Rq [μm] 0.4186 0.0008 0.4661 0.0019 0.53093 0.00065 0.4660 0.0011
Rsk [-] −0.2420 0.0084 −0.4338 0.0168 0.338 0.012 −0.375 0.010
Rku [-] 3.0868 0.0191 3.0862 0.0415 12.79 0.13 3.107 0.027

4.2. Confocal Microscope

• Measuring ranges: The evaluation field of 100 μm was selected. In length (x-axis), a profile
of length 5.6 mm (7× λc) was evaluated. Because the field of measurement of the objective
was less than the total length of scanning, 25 measurement fields had to be evaluated and the
overlapping images (stitch) had to be implemented. The option of “profile measuring” was used
in the instrument, obtaining only coordinates (xr, zr), keeping the coordinate yr constant.

• Operating time: The effective measurement time, which included the measurement of the
25 measurement fields on the surface, the calculation of parameters by the equipment and
the saving of the data files, was about 10 to 15 min. Sample preparation time, which included the
placement and inclination adjustment by a tilt table (Figure 3b), lasted between 15 and 20 min.

• Operational considerations: There was a significant probability of obtaining outliers or points
not measured in the sample, so it was necessary to repeat the measurement a high number of
times. Unmeasured points appeared when the Charge-Coupled Device (CCD) sensor of the
confocal microscope did not receive enough light intensity to detect a peak position. This fact
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could be caused by local slope effects, which meant that the reflected light was not picked up by
the target, or that the light intensity selected for the measurement was not adequate (low). On the
contrary, if the luminous intensity of the equipment was very high, the CCD sensor could became
saturated, tampering the peak position, and obtaining incorrect z-coordinate values. These effects
could produce sharp peaks and valleys which were not real, as Figure 5b shows. Also, due to the
geometry of the roughness profile, the illumination beam could only solve slopes with a maximum
angle of 90 degrees. Very fine adjustment of the light intensity used in the measurement, and even
the creation of different levels of illumination according to the depth of the sample, were therefore
necessary. [37]. Likewise, it was be necessary to correct the unmeasured points and outliers by
using interpolation and filtering techniques, respectively.

• Environmental considerations: The equipment was installed in the Laboratorio de Investigación de
Materiales de Interés Tecnológico (LIMIT) laboratory of ETS de Ingeniería y Diseño Industrial (ETSIDI).
The measurements were carried out at a controlled temperature of 20 ± 1 ◦C.

• Measurand preparation: The same as in the tactile instrument.
• Numeric values of the parameters: Table 6 (columns 6 and 7) and Table 7 (columns 6 to 9) show

the roughness parameters obtained when evaluating measurands 8 and 2 respectively. If the
results are compared when measuring the same sample with the stylus profilometers (Section 4.1),
there are discrepancies between both methods, due to the causes mentioned above (outliers and
not-measured points). When the standard was measured, differences of values of the parameters
of between 2% and 15% were obtained. These differences could reach 300% when the piece was
measured. In both cases, the smallest differences between the roughness parameter were obtained
when the amplitude parameter (average of ordinates) was compared. As other authors have
verified, most of the roughness parameters measured with the confocal microscope show higher
values than those obtained with the profilometers. The uncertainty of the parameters showed the
same order the magnitude as those obtained with the tactile instruments. To solve the problem
of discrepancies, a morphological profile filter was employed: scale space techniques according
to ISO 16610-49:2015 [38] so that it was possible to smooth the profile using different circular
disks [39] and the outliers would be eliminated. Figure 6a,b show the results obtained when
applying this technique. Also, it was decided to use a robust Gaussian regression filter [39,40] in
order to improve the results, defined in standard ISO 16610-31:2016 [41]. This way, the waviness
profile would not be affected by possible outliers that were not eliminated in the previous step.
Figure 6c shows the primary profile and the waviness profile, and Figure 6d shows the roughness
profile. By applying these modifications, it was possible to observe how the results obtained
improve considerably when implementing the previous techniques, Table 6 (column 9), obtaining
a maximum difference, when the Rsk parameters evaluated at 50% of its value (without the filtering
technique the difference was 240%). As an average value, the difference between parameters was
14% and 105% without the filtering technique.

• Data storage requirements: The data file had 16,885 points with coordinates (xr, zr) and a size of
310 kB.

• Cost of instrumentation/maintenance: The acquisition cost of the equipment was approximately
120,000 €. Maintenance was practically non-existent (replacement of LED light sources after about
10,000 h of operation).

Finally, the compatibility between the results of the roughness parameters obtained by the different
measurement methods and instruments and the values provided by the calibration certificate of the
type C1 spacing standard (measurand 2) were analyzed. The calibrated parameters of the standard
give the next values: Parameter Ra = 1.003 μm with an expanded uncertainty (k = 2) of 3% of the
value of the parameter; Parameter RSm = 101.3 μm with an expanded uncertainty (k = 2) of 3 μm.
When comparing the previous values with the uncertainty of the obtained measurements, it could be
affirmed that the results were coherent with the certified values (the measured values were contained
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in the interval characterized by the certified value and its expanded uncertainty). Figure 7a,b shows
this consideration. It was verified that the values of the analyzed roughness parameters, obtained with
the confocal microscope, always exceeded the certified values.

 
(a) (b) 

Figure 5. Roughness evaluated profile in measurand 2 (a) SP-1; (b) CM-3.

 
(a) (b) 

 
(c) (d) 

Figure 6. Roughness evaluated profile with a confocal microscope (outliers eliminated):
(a) morphological filter application; (b) raw profile obtained after filtration; (c) waviness profile;
(d) roughness profile.
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(a) (b) 

Figure 7. Comparison of results for: (a) Ra; (b) RSm.

It should be noted that the present work has used parts that could be measured by any of
the two considered techniques, optical or tactile. Therefore, the size and location of the measured
parts had not been taken into account. Both size and location were factors of great relevance, which
in many situations determine the type of measurement to be performed. In this sense, contact
measurement techniques were usually advantageous compared to optical techniques due to the wide
variety of existing profilometers, their portability, and the possibility of working in less restrictive
environmental conditions.

5. Conclusions

This work has developed a comparative study between two kinds of measurement techniques
that can be used in surface metrology, namely, two portable stylus profilometers (tactile) and a confocal
microscope (optical). Measurement results, needed requirements, and available performances of
both techniques have been analyzed. Both the metrological characteristics (measurement precision
and accuracy, complexity of algorithms for data processing, etc.) and the operational characteristics
(measuring ranges, measurement speed, environmental and operational requirements, costs, etc.)
were studied.

The algorithms and procedures for calculating the uncertainties associated with the roughness
parameters have been developed by employing the Monte Carlo method. The correlations between
parameters have been found.

Measurements of several measurands obtained with the portable stylus profilometer have
been shown to be the most reliable method when compared with the certified values of the
measured standard, in line with Leach conclusions [2]. The procedure required little preparation and
measurement time, and the measurement algorithms were simple. As a disadvantage, the low vertical
resolution, i.e., the z-value, of the two instruments employed when compared to optical methods,
could be neglected. With respect to the low x sampling value of the portable stylus profilometer
employed, if compared with the confocal microscope, it could also be neglected. This conclusion, for
other types of stylus profilometers with better metrological characteristics r (higher lateral resolution)
that were not analyzed in this paper, may not be true.

The use of a confocal microscope allows for improving the previous parameters (lower uncertainty)
at the expense of greater measurement and preparation times, as well as a very high cost of equipment.
Besides, it forced the development of more complex algorithms due to the presence of outliers and
points not measured on the sample in order to obtain reliable results. From the experimental study,
it had been observed that when the confocal microscope was employed, it was possible to reduce
nearly 10 times the difference between parameters (compared with results obtained with a stylus
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profilometer) when the profile was filtered employing a morphological profile filter and a robust
Gaussian regression filter.

Further studies would be suitable in order to include more terms that contribute to the uncertainty
of the roughness parameters (standard contribution and sensor interaction (light or tip) among others).
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Abstract: Fault diagnosis presents a considerable difficulty to human operators in supervisory
control of manufacturing systems. Implementing Internet of Things (IoT) technologies in existing
manufacturing facilities implies an investment, since it requires upgrading them with sensors,
connectivity capabilities, and IoT software platforms. Aligned with the technological vision of
Industry 4.0 and based on currently existing information databases in the industry, this work proposes
a lower-investment alternative solution for fault diagnosis and problem solving. This paper presents
the details of the information and communication models of an application prototype oriented to
production. It aims at assisting shop-floor actors during a Manufacturing Problem Solving (MPS)
process. It captures and shares knowledge, taking existing Process Failure Mode and Effect Analysis
(PFMEA) documents as an initial source of information related to potential manufacturing problems.
It uses a Product Lifecycle Management (PLM) system as source of manufacturing context information
related to the problems under investigation and integrates Case-Based Reasoning (CBR) technology
to provide information about similar manufacturing problems.

Keywords: product lifecycle management (PLM); manufacturing problem solving (MPS);
fault diagnosis; smart factory; process failure mode and effect analysis (PFMEA); case-based
reasoning (CBR)

1. Introduction

A manufacturing failure is an event in which some part of a manufacturing system does not
perform according to its operational specifications and therefore it occurs in a specific manufacturing
context. Due to such a failure, production is disturbed to a certain extent. The consequence is that
production targets may not be achieved. The gap between the resulting production state and the
intended production state is thus a problem. A Manufacturing Problem Solving (MPS) procedure starts
when such a situation arises. The first step in an MPS procedure is the fault diagnosis, which presents
considerable difficulty to human operators in supervisory control of manufacturing systems [1,2].
Providing support to these operators, by means of knowledge-based software applications, has been
identified as essential to achieve good results from the solving procedure [3–5].

The characterization of the manufacturing context, where a failure might occur, can be set by
means of processes, process steps, machines, tooling, process parameters, and product manufacturing
features. Therefore, the context of the failure can be described by means of Process-Product-Resource
(PPR) data. When looking at data, historical failure data could be used to assist in the MPS
process. The use of such historical data would require identifying similar failures, which, in turn,
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requires making use of manufacturing context data. Product Lifecycle Management (PLM) systems
are considered the main source of PPR digital information, and therefore their use would facilitate any
attempt to develop a knowledge-based solution to support an MPS process [5,6]. PLM systems are one
of the main components of the digital manufacturing and Industry 4.0 strategy [7,8].

The technological vision of a Smart Factory [9,10] is also included in the strategy Industry 4.0 [8],
and eventually aims to develop a factory model that is context-aware and assists people and machines
in the execution of their tasks. Fault diagnosis can be considered as one of these tasks to be supported.

A typical approach to a Smart Factory [9] is the deployment of smart artifacts, along the value
streams, that are able to collect a large quantity of data from their environment and to communicate
with each other (Internet of Things) [8]. This approach implies large investments, which prevents some
companies from taking their first steps into Industry 4.0 [11,12]. This work presents an approach that
aims to contribute to the technological vision of a Smart Factory but observing the constraints of being
based on existing facilities, existing company data repositories, and with low investment.

The proposed approach is a knowledge-based development that integrates two main types of
software applications: PLM and Case-Based Reasoning (CBR) [5]. The developed prototype assists
human operators during an MPS process. It guides the user through the MPS activity based on the
problem-solving method 8D [13]. The user introduces a query describing a problem that occurs in a
production line, and the developed prototype software proposes several potential causes to be checked
in the line. Based on the user feedback related to these first proposed causes, the system will propose
the next lower level of causes. The process is repeated until the root cause of the problem is identified.
More detailed information can be found in Camarillo et al. [5].

As sources of information, the prototype integrates two repositories. First, the existing company
Process Failure Mode and Effect Analysis (PFMEA) records [14] are stored in the case base of the
Case-Based Reasoning (CBR) system [15]. Second, the company’s Product Lifecycle Management
(PLM) repository contains the PPR data. The Case-Based Reasoning (CBR) system is used to
search for and retrieve information concerning similar problems. The similarity determination
between the current problem and the problems contained in the case base depends on the PPR
data stored in the PLM repository. The architecture of the system is based on SEASALT (Shared
Experience using an Agent-based System Architecture LayouT) [16], which is a multi-case-based,
domain-independent reasoning architecture for extracting, analyzing, sharing, and providing
experiences. Camarillo et al. [17,18] show a description of a first prototype and initial results.
Camarillo et al. [5] shows the MPS process model, the architecture of the developed prototype, the main
ontology to support the MPS process, and the validation of the prototype. This paper provides an
insight into the information and communication models of the developed prototype.

The next sections of this paper are structured as follows. Section 2 contains a review of research
works with similar approaches. Sections 3 and 4 discuss the created information and communication
models, which are implemented in the developed prototype. Section 5 describes the configuration of
the developed system. Section 6 provides a brief description of an application case. The paper ends
with the conclusions.

2. Related Works

The developed approach is grounded on three basic models: an MPS process model, an MPS
knowledge representation model, and an MPS system architecture model [5].

The MPS process model defines the steps to be taken by the user to solve a problem with the
support of the proposed system. This process model basically follows the steps defined in the 8D
method [13] and specifies the kind of interaction expected at each step between the user and the
system. The left side of Figure 1 shows the developed Graphical User Interface (GUI), the center part
of Figure 1 shows the main steps of the MPS process, and the right side of Figure 1 shows the main
systems of the developed prototype. The main steps of the MPS process are explained next and their
links with the developed GUI are shown in Figure 1.
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1. The user inputs a basic description of a manufacturing problem into the system (S1).
2. Based on the user input, the system searches and collects context information related to the

problem from the PLM system repository. The result is shown to the user (S1).
3. Combining the input from the user and the data collected from the PLM repository, the system

creates a global query to search for possible solutions (S2).
4. The system distributes the global query among its agents [16] that look for the most similar

proposals out of their own case bases by applying CBR. The 10 most similar proposals coming
from the agents are presented to the user. Initially, only the proposed containment actions and
problem causes are displayed (S2).

5. The user must check the proposed failure modes or causes at the manufacturing location where
the problem was identified and give feedback to the system. At this stage, the user may decide to
refine his problem formulation and then go back to Step 1 (S2).

6. Once the possible root causes are identified, the system provides the related proposals for
corrective and preventive actions (S3).

7. As part of the lessons learned step, the user gives feedback to be analyzed by a Knowledge
Engineer. When appropriate, the Knowledge Engineer will update the CBR subsystems to extend
the case bases (S4, S5, S6).

Figure 1. Process model of knowledge-based system. PLM, Product Lifecycle Management; PFMEA,
Process Failure Mode and Effect Analysis; CBR, case-based reasoning.

The MPS knowledge representation model is based on an ontology that allows for the
representation of any knowledge related to the MPS process [5]. It comprises the following main
concepts: Problem, Component, Function, Failure, Context, and Solution (Figure 2). The relations
among these six concepts, their associated taxonomies, and their parameters have been designed to
fulfil several constraints: support a generic definition of a manufacturing process and its location,
be compatible with the information structure of the PFMEA method, comprise concepts to describe
different aspects of a manufacturing problem, and to allow case similarity determination.

The proposed ontology defines the concept “Problem” similarly as in FMEA (Failure Mode and
Effect Analysis) [14], where a component performs a function, and the latter fails in a defined mode.
Component, Function, and Failure form a unique trio. The concept “Component” is subdivided into
six subtypes: Process, Man, Machine, Material, Method, and Environment. The concept “Context”
allows for representing the setting of a problem, is subdivided into seven different types of contexts:
Material, Process, Machine, Event, Method, Man, and Environment, and has an associated taxonomy
represented through the relationship type “is part of” pointing to itself. Each subtype of Context has
different types of attributes to specify each type of technical information in the context (e.g., pressures,
temperatures, and dimensions). These attributes are used in the configuration of the PLM system to
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store PPR information explicitly associated with the problem. More detailed information about this
ontology can be found in Camarillo et al. [5].

 

Figure 2. Manufacturing Problem Solving (MPS) top-level Ontology.

The proposed MPS system architecture model is based on SEASALT (Shared Experience using an
Agent-based System Architecture LayouT) [16]. The developed architecture supports the deployment
of the different agents across different manufacturing plants of a company. Within each plant, agents
can be deployed across the areas with different manufacturing processes. In this way, each topic agent,
hosted in a specific manufacturing process of a specific manufacturing plant, will be able to collect and
to store knowledge related to its own area, becoming an expert of its process and plant. By means of
a coordinator agent, a topic agent can communicate and interchange information with all the other
topic agents hosted in different processes and/or plants through the company’s intranet. Each topic
agent has its own case base and uses CBR technology to find the most similar cases related to a user
query. This information exchange supports the MPS process by providing the user with solutions for
the most similar failures stored in any topic agent of the architecture [5].

In the literature review, several relevant works developed by other researchers were identified.
Firstly, in relation to the modeling of PFMEA concepts. Dittmann et al. [19] presented an ontology
to support FMEA concepts. The information model proposed in this work enhanced that ontology
mainly by adding the concepts of Problem and Context [5]. In relation to the use of a PLM repository,
Bertin et at. [6] propose, as part of a Lessons Learned System (LLS), the use of a PLM system as the
central repository of data, but they put the focus on the Engineering Change Request (ECR) process of
the company, whereas this work focuses on problem solving at production lines.

The work of Yang et al. [1] presents a fault diagnosis system for software intensive manufacturing
systems and processes. They also profit from the stored information in the FMEA documents of the
company and use CBR as an Artificial Intelligence (AI) tool. Nevertheless, they propose a second
AI technology, deep-level Bayesian diagnosis network, to be used in cases of dynamic multi-fault
diagnosis with uncertainty. The approach presented in this paper shares with them the use of FMEA
and CBR but remains at a simpler AI level. However, the application scope of this work considers
the sharing of knowledge among different manufacturing processes and plants (represented by topic
agents). Also, contrary to the single-diagnosis suggestion proposed by Yang et al. [1], this proposed
system uses an MPS method to guide the user step-by-step through the resolution of problems,
which allows multiple cycles of problem redefinition, and that is fundamental when addressing very
complex problems.

Finally, two relevant research works were identified in the field of fault diagnosis in aircraft
maintenance: Chiu et al. [20] and Reus et al. [21]. Chiu et al. [20] propose the use of CBR together
with genetic algorithms to enhance dynamic weighting and the design of non-similarity functions.
With this approach, the proposed CBR system is able to achieve superior learning performance. As in
the previous case, the approach presented in this paper remains at a simpler AI level, but proposes
knowledge sharing among different MPS units. Reus et al. [21], as in this work, propose the use
of SEASALT as a multi-agent architecture to share knowledge among multiple units. Nevertheless,
the use of extended context-related information to enrich the similarity calculation is not addressed.
Therefore, the link to a PLM system to enrich the similarity calculation and the search for solutions is
outside its scope.
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The next section introduces the developed information models and their link to the data sources,
with special focus on the data related to PFMEA and the PPR concepts to be supported by the PLM
system repository.

3. Information Models and Sources of Data

The proposed knowledge-based system uses data from four different sources (Figure 3):

• User query: through the developed Graphical User Interface (GUI), the user introduces a rough
definition of the problem that occurs in the production facility. Taking the Kepner–Tregoe
method [22] as a reference, the user should provide an answer to the questions ‘What?’ (a brief
description of the problem), ‘When?’ (date and time), ‘How often?’ (frequency), ‘Where?’ (this
question is divided into three different attributes related to the line and station where the problem
happens and the product that is being produced), ‘Who?’ (operator name), and ‘Why?’ (a brief
description of why it is a problem).

• Problem context: based on the user query, the system receives from the PLM system repository
multiple details about the associated context of the problem.

• Cases from PFMEA: the system needs an initial set of cases (i.e., problems previously solved),
stored in the case base of the CBR system, in order to propose solutions to the user. This work
proposes the use of the company’s available PFMEA documents to generate the initial case base.

• Knowledge engineer: an assigned employee in the company will analyze continuously the
problems solved with the system and will create new cases to be stored in the case base (i.e.,
the reusing of created knowledge).

Figure 3. Top-level view of the proposed system data sources. GUI, graphical user interface; PPR,
Process-Product-Resource; PFMA, Process Failure Mode Analysis.

Figure 3 shows the top-level view of the knowledge-based system. The user manages the system
through the GUI. The GUI represents a Problem-Solving Sheet (PSS) divided into the corresponding
areas of the 8D method. The user inputs the description of the problem through the GUI as described
at the beginning of this section. Based on the input description, a GUI agent will send a query to
the PLM system to receive the contextual information related to the data input by the user. Then,
a comprehensive query, comprising both the user’s input data plus the retrieved context data, is sent
to the CBR system (Coordination Agent). The Coordination Agent will need to collect a first set of
possible solved cases. The Coordination Agent communicates with the different topic agents to request
proposals for similar problems. The case base of each topic agent needs to be populated with an initial
set of cases (i.e., already solved problems). To do so, the company’s PFMEAs are taken as the initial set
of cases. The case base will be continuously extended with new solved problems. A solved problem
is analyzed by an expert to decide whether it is included as a new case in the CBR case bases or not.
A deeper insight to this process is given in the next sections.
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The next subsections focus on the developed information models used to collect cases from
PFMEA and to collect context information from the PLM system.

3.1. PFMEA Data

The initial source of cases for the knowledge-based system is the PFMEA documentation of the
company. Figure 4 shows the information mapping between PFMEA and the knowledge model of
the system [5]. As is shown in this figure, the PFMEA does not contain all the needed information to
match totally the knowledge model of the system. Thus, the support of experts and the PLM system of
the company are needed to translate the identified failures from the PFMEA into useful cases for the
knowledge-based system. This situation derives from the fact that a PFMEA document represents a
detailed analysis of all possible modes of failure associated with a specific production process [14].
However, the PFMEA document does not contain explicit technical information about the context of
the process under analysis, and that information needs to be found in other documents associated with
the PFMEA. In the proposed knowledge-based system, the created cases will be definitely detached
from their original PFMEA documents, and the context information will have to be extracted from the
PLM system of the company. This situation requires an expert to conduct a translation of failures into
cases. A second issue to solve, in the translation activity, is that a PFMEA is a technique to prevent
failures, but it is not designed to contain or to correct failures. Therefore, an expert has to fill these two
fields, as well as define who is involved when the problem might happen (i.e., the parameter “Who”),
a piece of information that is also not explicit in the PFMEA document.

Figure 4. Information match between PFMEA and the knowledge model.

The fields in the PFMEA matrix (Figure 4) marked with 1, 2, 3 (i.e., the process, production facility,
and product under analysis), and 4 (i.e., the component where the potential failure is identified) are
used as input for the PLM to search for and retrieve the context data. The fields 4, 5, and 6 represent
the core of the problem definition (i.e., Component, Function, and Failure). Field 9 (i.e., occurrence)

324



Materials 2018, 11, 1469

defines the frequency of the problem, field 7 the preventive action, and field 8 indicates which failure
causes the problem. The same process is repeated systematically with every new failure.

3.2. PLM Information Model and Manufacturing Context Data

The PLM system has the function of providing the context data related to the user query. For this,
the PLM system has to be customized to fit into the defined ontological model, so the requested context
information can be used by the knowledge-based system. This customization has two main areas
of activity:

• PLM systems are a repository of data related to the product lifecycle, but not all the data are stored
necessarily as data records in the system repository (e.g., technical reports written using a word
processor application could contain product or process parameters, but for the PLM repository
the file is a black box, and it only knows the metadata associated with the “Technical Report” type
of file). Therefore, the parameters defined by experts as relevant for the similarity calculation (i.e.,
the parameters that distinguish one process from another one) have to be declared as parameters
in the PLM repository.

• The context information is retrieved based on the query defined by the user. As was mentioned in
Section 3, the user inputs data about the affected production line, the station, the product, the user,
and the date when the problem happened. Taking these data, the PLM system needs to access all
the context-related data. This means that the system needs to move automatically from element
to element, collecting as much data as possible. For this reason, specific relationships to link all
the related items in the PLM system have to be created.

In the case study presented in this work, the selected company had no prior PLM system available.
The software Aras Innovator (version 11.0) was selected as a PLM system and its installation and
customization were part of the case study. On top of the two customization activities defined above,
an experimental novel PLM information model was developed with the aim of accelerating the retrieval
process of context data.

The taxonomy of the class Context of the ontological model (Figure 5) has six main elements:
Process, Machine, Material, Man, Method, and Environment. These six elements were declared as
main elements in the PLM data structure (“Items” as per the standard terminology in Aras). Figure 5
shows these six elements with their relationships. These relationships will be the key to the process of
information search as previously mentioned.

In the PFMEA methodology [14], on which the created ontology is partially based, the element
Method represents the defined procedures or standards. Following this philosophy, the element
Method contains the technical specification of each of the other component types in the PLM system.

A relevant issue in the management of technical information is that part of the information can be
common for a whole family of components (e.g., a family of hex bolts with a specific diameter and
thread where each one is distinguished from the others by length). In this sense, it is important to create
a configuration in the PLM system that allows this type of information inheritance. This will ensure
higher information consistency in the PLM system and a much easier update procedure. This was
addressed by the creation of an additional element named “Parameter”. A Parameter is defined
as the smallest stored unit of information in the PLM repository. It contains information about a
single attribute, and it is made of the type of the attribute (e.g., pressure or temperature), its limit
type (i.e., max, min, nominal, or not applicable), its value (either numerical or a selection from a set
of possible values), and its measurement unit. Each instantiation of a Parameter can be shared by
multiple instantiations of Method. For example, an instance of the element Process called “Casting
Plate 90” will have a link to an instance of an element Method called “Casting Plate 90 method”, and
this last one will contain a list of instances of the element Parameter, such as “Pressure/Max/10/bar”
or “Temperature/Nom/300/◦C”. These parameters can be also used by the Method instantiation
“Casting Plate 125 method” when the parameter Pressure does not change with the size of the grid.
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Thus, this independency of Parameter-related Method allows the same parameter to belong to
different methods. This inheriting process should not be confused with the type of inheritance between
classes in typical Object-Oriented Programming (OOP). In the OOP case a child class inherits the
attributes of its parent class, but in the proposed structure both an attribute and the specific values
of such an attribute are inherited from an instance of the parent class to the instance of the child
class. With this idea, each of the component subclasses can have links to multiple Method elements
containing several types of technical data related to the family of the component (e.g., a method to
define the material and supplier applicable to all hex bolts made of stainless steel, a method to define
the thread and diameter applicable to all hex bolts with a standard thread and a diameter of 5/8”,
and a method to define the length applicable to a hex bolt with a length of 6”).

Figure 5. PLM structure of items.

The defined relationships and attributes for the PLM system are (Figure 6 shows an example):

• Machine attribute: each machine has a list of processes validated for it. This list can be shorter or
longer depending on the complexity of the machine (e.g., pneumatic cylinder versus complete
assembly line) and depending on the number of products that the machine can produce (each
product can have specific processes).

• Machine to Man: a machine needs one or more human resources to control it. These human
resources are part of “Man”, and they can be of different subtypes (e.g., operator, process engineer,
quality inspector . . . ).

• Machine to Environment: a machine works in a defined environment, which comprises specific
conditions or requirements, for example, a limited range of room temperature, or a stable
power supply.

• Machine to Method: a machine has defined methods, which contain the technical specification of
each of the other element types.

• Material attribute: a material has a list of processes validated for producing it. As in the case of
Machine, this list can be longer or shorter.

• Material to Environment: a material works in an environment.
• Material to Method: a material has defined methods.
• Process to Environment: a process works in an environment.
• Process to Method: a process has defined methods.
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• Process to Machine and Material: a process has two indirect relationships with material and
machine. A process is validated for a pair composed of a machine and a material. Each existing
material has validated processes. Each machine has validated processes. The common process
will define the manufacturing process of that material under production in that machine.

• Man attribute: a man has a list of users validated for it. It is important to highlight the difference
between Man and User. Man represents a type of human resource (e.g., an operator), and User
represents a specific person (e.g., Mr. Müller, who belongs to the type of Man operator).

• Man to Environment: a man works in an environment.
• Man to Method: a man has defined methods that can execute.
• Environment to Method: an environment has defined methods.
• Method to Parameter: a method has a list of parameters.

Figure 6. Example of the PLM structure of items (OEE: Overall Equipment Effectiveness).

Finally, each of the explained elements will have a set of standard attributes that contains the
basic data of the element. These attributes are:

• The Name of the element.
• The Element reference number, which is the identification number in the PLM system.
• The Revision level.
• The State (i.e., released or not).
• The Effective date from which the item is released.
• The Classification (i.e., the position of the component in the Context taxonomy).
• The Item Nature. This is an attribute to indicate whether the component is real or abstract. This

attribute allows the user of the knowledge-based system, during the introduction of the problem
description, to select a general family of products or lines instead of a specific one (e.g., “Casting
Lines” versus “Casting Line 3”). Since the system searches for context data in the PLM repository,
the PLM system must support also these general elements to be able to return data. Specific
elements are tagged with “Real”, and general ones with “Abstract”.

The next section presents the communication models developed for this work. These models
define the communication among the main four actors of the proposed system: user, agents, PLM
system, and CBR system.
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4. Communication Model

4.1. Communication among Agents and Users

The communication model implemented in the developed system is a simplified version of
SEASALT [16]. SEASALT is a multi-agent architecture made of three types of agents that communicate
with each other to provide the user with solutions (Figure 7):

• GUI Agent: there are as many agents of this type as user access points in the network of the
system. It manages the communication with the user, guiding him through the eight steps of
the problem-solving method 8D. It manages also the communication with the PLM system (see
Section 4.2) and the communication with the Coordination Agent.

• Topic Agent: there are as many agents of this type as production units in the network of the
system. Each production plant should have at least one of these agents, and each production
plant can have as many agents of this type as different production processes in the plant. Each
Topic Agent has its own case base with solved cases of problems related to its production process,
and it manages its own CBR engine to extract the most similar cases from its case base.

• Coordination Agent: there is a single agent of this type. It coordinates the communication among
agents, and it is in charge of selecting the 10 most similar cases out of the multiple proposals
coming from the topic agents.

 

Figure 7. Communication model.

The system has to be maintained by one or more knowledge engineers that are responsible for
two main tasks:

• Translating failures stored in PFMEA documents into cases following the model presented in
Section 3.1. This function could be automated to a large extent, but it is not part of the scope of
this work, and it will be considered in future work.

• Analyzing problems that were solved with the system and rating their relevancy as a case to be
added to the case base of a topic agent.
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4.2. Communication with the PLM

The GUI Agent is responsible for communicating with Aras Innovator, the PLM system
implemented in the case study company. The communication language of Aras Innovator is AML (Aras
Markup Language). AML is an XML (Extensible Markup Language) dialect and markup language
that drives the Aras Innovator server. Clients submit AML documents to the Aras Innovator server
via HTTP (Hypertext Transfer Protocol), and the server returns an AML document containing the
requested information.

The central element that builds Aras Innovator is the ItemType. An ItemType is a business object
that represents the template or definition for the items that are created from it. In OOP (Object-Oriented
Programming) terms, the ItemType is similar to the class definition, and the items that are created
from it are the class instances or objects. Almost everything in Aras Innovator is defined through an
ItemType. For instance, ItemType defines properties, forms, or views available for this item, its lifecycle,
the work-flows associated with the item, permissions, relationships, server and client methods and
events to run on the item, etc. ItemType is designed to hold as little information as a name, or as much
information as required for the most complex business objects.

The first step in any retrieval sequence is to get the ID (identification number) of the item that
contains the requested information. Figure 8 shows an example of a message requesting Aras Innovator
to search for an item of type Part (i.e., any mechanical design) and to send back all the data related to it
and the returned message from Aras Innovator.

Figure 8. Example of communication with Aras Innovator.

A very important point in the retrieval process from the PLM system is that the extracted context
information should be that which was released and effective when the problem happened. The date
is the parameter “When” in the user query (see Section 3). For example, the user may investigate a
quality claim about a product that was created several months ago. In this case, the current version of
context information in the PLM repository might not be relevant, because between the current date
and the date when the problem happened several items could have been changed (e.g., new suppliers,
changes in the design, or improvements in the processes). Aras Innovator returns by default the item
released at the time of the request. Nevertheless, in case the release date is later than the date of the
problem, there are functions that return all the previously released versions of an item.

Once the ID of an item is known, a message can be sent to the PLM system to request all its
relationships. In the next example, all the manufacturing methods related to an item are requested.
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<AML> 
  <Item type="Part" id="3F3829DC968D421DB58206C0CAC01F2F" action="get"> 
    <Relationships> 
      <Item type="Manufacturing Method List_Part" action="get"></Item> 
    </Relationships> 
  </Item> 
</AML> 

Following the relationships among elements defined in the PLM information model (Section 3.2),
and with the AML queries presented above, it is possible to extract all the context information of a
problem from the limited amount of information introduced by the user in the query (i.e., ‘What?’,
‘When?’, ‘How often?’, ‘Where?’, ‘Who?’, and ‘Why?’).

4.3. Communication with the CBR System

Section 4.1 described how the Topic Agent hosts the CBR system. For this case study, the open
source system myCBR was selected [18]. Since both myCBR and the multi-agent architecture (on
which the MPS system is built) are developed in Java, the communication between both systems is
done directly through internal Java communication. The classes of both myCBR and the agent
are instantiated in the same source code, and they can interchange information through their
public functions.

The Topic Agent goes through the following communication steps to retrieve from its case base a
set of similar cases related the user query:

• Sending an order to myCBR to load the CBR project of the production area where the agent is
located. This project contains the information model to describe problems (based on the top-level
ontology presented in Section 2), the defined rules to calculate similarity, and the name of the case
base where similar cases will be searched for. These concepts will be explained with more detail
in Section 5.

• Sending an order to myCBR to obtain the main concept of the information model of the project
that was opened in the step before. In this case, this is “Problem”, the upper element of the MPS
ontology (see Figure 1).

• Sending an order to myCBR to open the case base associated with the open project.
• Sending the retrieval parameters, which are the retrieval method and the problem attributes that

are inside of the messaged received from the Coordination Agent.
• Launching the retrieval process.
• Receiving the 10 most similar proposals from of the open project.
• The proposals are sent to the Coordination Agent.

Once the way in which the CBR system receives a query and sends proposals is presented,
the next section explains in detail how the CBR system manages the received data and how it calculates
similarities in order to propose similar cases to the user.

5. CBR System Functioning Description

The CBR systems, which are hosted in each of the topic agents of the network, are responsible
for seeking similar cases that could help the user to solve the current problem. For this function,
they search in their own case base. The search is based on the information contained in the user query
and the PLM context data received from the Coordination Agent. The user and PLM parameters
are shown in the upper right corner of Figure 9. These parameters are presented also in Figure 10
with the format in which they are received by the topic agents. From the user inputs (numbers 1
to 12), some of the parameters (numbers 1, 2, 3, 4, and 6) are used in the request for context data
in the PLM system as was explained in Section 3.2. The output of the PLM repository (number 13
to a previously undefined number “n” of attributes depending on each context case), together with
some of the user query parameters (numbers 2, 3, 4, 5, 8, 9, 10, and 12), are used to create the query
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to be sent to the CBR system. This CBR query is shown in the upper left corner of Figure 9. Finally,
there are some parameters in the user query (numbers 1, 7, and 11), shown in red in Figure 9, which are
not used for the similarity calculation. The problem date (number 1) is used in the PLM system to
find the released context information at the time that the problem happened. The parameters “What”
and “Why” (numbers 7 and 11) are used by the knowledge engineer to understand better the solved
problem, and to make a decision on whether the case will be included in the case base as a new case or
not (see Section 4.1).

 

Figure 9. Information match between application user interface and the knowledge model.

The parameters delivered to the CBR system should match with the internal information model
of myCBR [5], which is built on the general knowledge model of the system, and which is used
to describe the reality under analysis. myCBR works with projects, which are the basic container
of classes, attributes, a Similarity Measure Function (SMF), instances of the classes, and case bases.
Each project can contain one or more classes, and each class contains attributes of different types.
Each numerical attribute has to be configured with its range of valid values, and each taxonomy
attribute type has to be configured with its list of valid values. Finally, each attribute receives an SMF.

SMFs are the functions associated with each attribute used by myCBR to calculate the final result,
which will evaluate how similar is the received query in relation to each of the cases stored in the case
base. Each attribute brings its own similarity contribution to the global similarity result, and the global
similarity result is a pondered weight of all of them. Figure 11 shows the selected weights used in the
case study of this work and the global formula applied in the project. Detailed information can be
found in Camarillo et al. [5].
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Figure 10. Example of query.

Figure 11. Weights for global similarity calculation.
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As previously mentioned, myCBR works with numerical and taxonomy attributes. Numerical
attributes (e.g., numbers 2, 3, 4, 5, 14, or 16 in Figure 10) contain any value between a defined minimum
and maximum. Taxonomy attributes (e.g., numbers 8, 9, 12, 13, or 20 in Figure 10) contain values from
a specific list of valid values. The Similarity Measure Function (SMF) of numerical attributes calculates
the relative distance between the value at query and case of this attribute. For example, in the attribute
number 16, “experience”, if the query has the value 9 years, the case under analysis has the value
23 years, and the defined range for this attribute is from 0 to 45 years, the similarity contribution to the
global value of this attribute would be:

sim(q,c) = 1 − |9 − 23|/|45 − 0| = 1 − 0.31 = 0.69.

The SMF of taxonomy attributes is calculated differently. The nodes of the taxonomy are associated
with position factors, which are set based on experience and a trial-and-error process, until the results
given by the system are satisfactory. The similarity value is calculated based on the value of the
position factor of the common node related to both the query and the case. Figure 12 shows the
example of the attribute “Function”, which is noted with number 9 in the figures above. In this case,
the upper node (i.e., “Function”) was set with a position factor value of 0, the next one with value of 0.5,
the following one with value of 0.75, and the lowest node with value of 1. To calculate the similarity,
the SMF searches for the closest common node between query and case, which in this example is
“Modify”. This node has a position factor of 0.5, and therefore the similarity result of the example is
0.5 as is shown in the figure.

Figure 12. Example of individual similarity for taxonomy attributes.
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A last relevant point related to similarity calculation is the range of supported manufacturing
processes. In that sense, the developed system was designed to work for any kind of manufacturing
process. Therefore, in the case of the context parameters, which are extracted from the PLM repository,
a very wide range of possible parameter types should be expected. For some processes, a parameter
of pressure might be relevant, but for other processes the relevant parameter could be a temperature.
In the presented multi-agent architecture, each topic agent is specialized to the process where it is
located. Therefore, when a topic agent receives a query, it will look for the parameters that it knows.
Thus, all context parameters that are unknown by the topic agent will be ignored (i.e., no contribution
in terms of similarity). It could also happen that not all of the parameters associated with its process
are included in the query. In that case, the parameters that are not found will be assigned a null value,
reducing the similarity result. In this way, cases from the same process will have always the highest
similarity values followed by the cases from similar processes (i.e., processes with similar context
parameters). The cases from very different processes will have the lowest similarity value.

Once the global similarity is calculated, the system displays the corresponding results. The bottom
part of Figure 9 shows how the output in the system looks. In this case, the similarity value is 77%,
and the proposal for the containment, corrective, and preventive actions is displayed to the user
through the GUI.

The next section presents the details of the implementation of the developed system prototype in
a case study company from the battery manufacturing sector.

6. Case Study in Battery Manufacturing

The developed system prototype was implemented as a case study in the company Exide
Technologies, a global provider of stored electrical energy solutions (i.e., batteries and associated
equipment and services) for transportation and industrial markets. Exide Technologies has several
production plants running similar processes in Europe and the USA. For this reason, Exide could
benefit from this research work.

For this case study, two plants of the company were selected: one located in Germany, and another
one in Spain; both plants produce similar products with similar processes. They produce power
batteries for the industrial market (i.e., forklifts or similar applications) with the process denominated
Wet Filling to produce the positive plates. Gravity casting, with which the negative grids are produced,
was also selected to test the performance of the system with a second manufacturing process.

The implementation of the case study can be divided in three phases: the definition of key PPR
(Product-Process-Resource) attributes to ensure proper similarity calculation within the CBR systems,
the collection of cases for the CBR case bases, and the test of the system on the shop floor.

As presented in Section 5, the similarity calculation is done based on a set of attributes that are
selected out of the whole range of attributes that define the PPR reality of the case study. The selection
criteria, and their individual weight in the similarity calculation, are related to the possible variation
range of each attribute. For example, in a defined PPR scenario where the height of the product
never changes across all existing part numbers, height would be a very bad candidate for similarity
calculation, because it is not going to help to distinguish among cases. On the contrary, if the key
differentiating characteristic of a range of products is the color, and there is a variety of colors, then color
would be an excellent candidate for similarity calculation. To identify these key attributes for similarity,
staff from production and engineering in the German plant of Exide were interviewed with a focus
on the wet-filling process. The steps followed in these interviews were the identification of key
PPR elements, the identification of the relationships among them, and finally the identification of
their relevant attributes and their corresponding variability range. This information was used in the
customization of both the PLM and CBR systems.

The next step in the case study was to collect enough cases to fill the CBR case bases of the topic
agents. This activity was focused only on the wet filling production area of the German plant, leaving
the Spanish plant for validation purposes. Four sources were used: the PFMEA of the wet-filling
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process, existing 8D reports coming from quality claims reported in the past, cases taken directly
from the field in the German plant of the case study company, and some other cases from other
manufacturing processes and companies, which helped also to test the capability and flexibility of the
developed prototype. For the collection of cases directly on the shop floor, an unqualified individual
without any kind of industrial background was engaged for two weeks, which helped to demonstrate
that the proposed representation method for production problems is intuitive enough, and it is valid
even for very unskilled operators. Table 1 shows a summary of all collected cases. In the table, the term
“level” refers to any disruption that can be identified in production. The term “case” refers to a set of
levels describing the whole chain of problems, from a visible one to the final root cause. The following
example illustrates these concepts: a pump provides less pressure than defined, because the piston
inside is worn out, because the lubrication oil has contamination particles, because the filter is broken.
This example represents a single case with four levels.

Table 1. Case base of prototype application.

Cases Levels

Wet filling shop floor (German plant) 31 81
8D reports: Wet filling (German plant) 3 13

PFMEA: Wet filling (German plant) 16 60
Other processes/Other companies 16 72

TOTAL 72 226

For the last phase in the case study, several computers were installed in the selected production
lines with access to the multi-agent architecture and to the PLM system. From these computers,
the operators were able to access the problem-solving system to introduce their queries and receive
recommendations from the system.

The group leaders of both plants were trained in the prototype system and they used it together
with other operators to solve 10 problems occurring during their shifts. Since the cases in the prototype
were expressed in English, the support of a translator was needed. The queries introduced by the
users, the applicability of the results of the proposals coming out of the system, and the real solutions
of the problems were all recorded for final analysis. The system was successfully tested, demonstrating
the feasibility of the proposed approach [5].

7. Conclusions

This work has presented the details of the information and communication models of a developed
system prototype to support a Manufacturing Problem Solving (MPS) process. The main contribution
of the proposed system is that it integrates an MPS method with CBR on an agent-based distributed
architecture and with a PLM system as a manufacturing context data repository. This novel approach
had not been proposed in the reviewed literature.

The novelty from the modeling perspective resides in the information model created and
implemented in a PLM system to facilitate the storage of and search for manufacturing context
information that is used to calculate the similarity among production problems on the shop floor.
The relationships among items in the system, and variables for the kind of explicit information related
to each item, have been designed to facilitate the searching process associated with an MPS process,
where the focus is placed on collecting as much contextual information as possible concerning the
problem under investigation.

The approach is also an example of a low investment proposal that can be included in the
conceptual frame of the technological vision Industry 4.0. Even if this case study is far from all
advanced features envisaged today in the Smart Factory concept, it can be understood as a first small
step to motivate some companies to start taking steps into Industry 4.0.
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Abstract: Manufacturing processes involving chemical agents are evolving at great speed. In this
context, managing chemical risk is especially important towards preventing both occupational
accidents and major accidents. Directive 89/391/EEC and Directive 2012/18/EU, respectively,
are enforced in the European Union (EU) to this end. These directives may be further complemented
by the recent ISO 45001:2018 standard regarding occupational health and safety management systems.
These three management systems are closely related. However, scientific literature tackles the
researching of these accidents independently. Thus, the main objective of this work is to identify and
analyse the links and transitional spaces between the risk management of both types of accident.
Among the results obtained, three transitional spaces can be pointed out which result from the
intersection of the three systems mentioned. Similarly, the intersection of these spaces gives shape
to a specific transitional space defined by the individual directives linked to Directive 89/391/EEC.
These results are limited from a regulatory and technical perspective. Thus, the results are a starting
point towards developing models that integrate the management systems studied.

Keywords: risk assessment; dangerous substance; Directive 89/391/EEC; Directive 2012/18/EU;
ISO 45001:2018 standard; emerging risk; major accident; manufacturing; occupational accident;
risk management

1. Introduction

In the past few years, manufacturing processes involving chemical substances have evolved to a
great extent, from the new technologies applied to these processes to the new products and materials
produced and their regulatory framework. The chemical industry is at the heart of the European Union
(EU) manufacturing industry, representing approximately 7% of EU industrial production and a 1.1%
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share of EU GDP. It supplies two-thirds of its production to other sectors within the manufacturing
industry [1].

In regard to the regulatory framework in the EU, two relatively-recent regulations stand out at
first glance. Regulation (EC) No 1907/2006 on Registration, Evaluation, Authorisation and Restriction
of Chemicals (REACH Regulation), aims to protect human health and the environment by ensuring
greater safety in the production and use of chemical substances. The REACH Regulation, which entered
into force in 2007, applies to all chemical substances and thus has an impact on many businesses [2].
The classification and labelling of hazardous chemicals is governed by Regulation (EC) No 1272/2008
on classification, labelling and packaging of substances and mixtures (CLP Regulation). The CLP
Regulation entered into force in 2009 and it enables identification of dangerous substances by means
of classification and labelling, and informing users about their hazards through standard symbols and
phrases [3].

In 2018, approximately 145,000 substances were classified according to the CLP Regulation [4].
Also in 2018, more than 21,000 substances were registered in the European Economic Area under the
REACH Regulation, of which more than 12,000 are used in manufacturing processes. Figure 1 shows
the evolution in the number of chemical substances registered in the European Economic Area under
REACH [5] starting in January 2009, when records first exist, until August 2018. To this end, taking
into account the uses and exposure to these substances, a distinction is made between their global life
cycle and the life cycle applied to manufacturing.

Figure 1. Evolution in the number of chemical substances registered in the European Economic Area
under the Registration, Evaluation, Authorisation and Restriction of Chemicals (REACH) regulation.
January 2009–August 2018 [5].

This context of change generates both opportunities and challenges in many fields of knowledge.
Among these fields, risk management is particularly important, both from a systemic point of view
and from more specific perspectives. Among these specific perspectives, chemical risk management
should be noted in order to prevent both occupational accidents and major accidents in manufacturing
environments where hazardous materials are used. For this, two separate and solid legislative
frameworks exist in the EU.

In the case of the risk management of occupational accidents, Directive 89/391/EEC on the
introduction of measures to encourage improvements in occupational safety and health (OSH) should
be pointed out [6]. This directive has been developed through a broad set of specific directives,
with Directive 98/24/EC on OSH in the field of chemical agents [7] standing out in the context of
hazardous materials.
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In the case of the risk management of major accidents and hazards involving dangerous
substances, Directive 2012/18/EU is applicable [8]. This directive states that its provisions should be
applied without prejudice to the provisions of Union law relating to OSH and the working environment,
and, in particular, without prejudice to Council Directive 89/391/EEC [6].

Hence, these risk management frameworks are closely related [9] and, as a result, are open to
being studied from an integrative point of view. However, despite the importance of this relationship,
scientific literature addresses the study of risk management of occupational accidents and major
accidents involving dangerous materials in an independent and practically excluding manner.

In this regard, using the ScienceDirect database [10], the search for the keyword ‘Directive
2012/18/EU’ anywhere in an article, returns 13,584 papers. Similarly, the keyword ‘Directive
89/391/EEC’ returns 473 papers. However, combining both keywords with the AND operator
returns three articles, which are: Rasmussen et al. [11], Besserman and Mentzer [12], and Li and
Guldenmund [13].

This circumstance defines a closed border between these management systems, making it difficult
to develop integrative techniques and methodologies that favour the reduction of risk due to hazardous
substances. In addition to the described relationship between directives, the recent opportunity defined
by the ISO 45001:2018 standard on OSH management systems [14] should be pointed out.

Thus, the main objective of this study is to identify and analyze the links and transitional spaces
between the risk management of occupational accidents and major accidents involving hazardous
materials. To achieve this goal, the methodology followed by this study is based on researching and
carrying out a comparative analysis of the legal and standardised context described above. To this
end, this work is organised as follows: (1) study of the legal context within the framework of the EU;
(2) comparative analysis between management systems derived from Directive 89/391/EEC [6] and
Directive 2012/18/EU [8]; (3) comparative analysis between management systems derived from the
ISO 45001:2018 standard [14] and Directive 2012/18/EU [8]; (4) analysis of transitional spaces between
risk management of hazardous materials in manufacturing processes; (5) discussion of results; and
(6) conclusions.

2. Legal Context in the European Union (EU)

Directive 2012/18/EU (hereinafter, Directive Seveso III) is applicable in regard to the management
of major accidents and hazards involving dangerous substances. This directive states that its provisions
should be applied without prejudice to the provisions of Union law relating to OSH and the working
environment, and, in particular, without prejudice to Council Directive 89/391/EEC.

The object of Directive 89/391/EEC (hereinafter, Framework Directive) is to introduce measures to
encourage improvements in OSH. To this end, it contains general principles concerning the prevention
of occupational risks, the protection of safety and health, the elimination of risk and accident factors,
the informing, consultation, balanced participation in accordance with national laws and/or practices
and training of workers and their representatives, as well as general guidelines for the implementation
of said principles.

The Framework Directive serves as basis for more specific directives covering all the risks
connected with safety and health in the workplace. Thus, 20 specific directives have been enacted to
date since 1989, as listed in Table 1. Thus, Directive Seveso III is applicable to serious accidents and the
Framework Directive to occupational risk prevention in a wide sense: that is, considering prevention
of occupational accidents, illnesses and other dangers to the safety and health of workers.

Considering that the objectives of this study are linked to major accidents and occupational
accidents, both concepts will be defined below. Then, the main relationships that exist between the
directives involved in the legal context set out here will be analysed.
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Table 1. Individual directives within the meaning of Article 16 (1) of Directive 89/391/EEC on
occupational safety and health (OSH).

Nr Individual Directives Topic
Year

(First Publication)

1 Directive 89/654/EEC [15] Workplace 1989
2 Directive 2009/104/EC [16] Work equipment 1989
3 Directive 89/656/EEC [17] Personal protective equipment 1989
4 Directive 90/269/EEC [18] Manual handling of loads 1990
5 Directive 90/270/EEC [19] Display screen equipment 1990
6 Directive 2004/37/EC [20] Carcinogens or mutagens at work 1990
7 Directive 2000/54/EC [21] Biological agents at work 1990
8 Directive 92/57/EEC [22] Temporary or mobile construction sites 1992
9 Directive 92/58/EEC [23] Safety and/or health signs 1992
10 Directive 92/85/EEC [24] Pregnant workers 1992
11 Directive 92/91/EEC [25] Mineral-extracting industries; drilling 1992
12 Directive 92/104/EEC [26] Mineral-extracting industries 1992
13 Directive 93/103/EC [27] Work on board fishing vessels 1993
14 Directive 98/24/EC [7] Risks related to chemical agents at work 1998
15 Directive 99/92/EC [28] Risks from explosive atmospheres 1999
16 Directive 2002/44/EC [29] Vibration 2002
17 Directive 2003/10/EC [30] Noise 2003
18 Directive 2004/40/EC [31] Electromagnetic fields 2004
19 Directive 2006/25/EC [32] Artificial optical radiation 2006
20 Directive 2013/35/EU [33] Electromagnetic fields 2013

2.1. Major Accident and Occupational Accident

Directive Seveso III defines ‘major accident’ as an occurrence such as a major emission, fire,
or explosion resulting from uncontrolled developments in the course of the operation of any
establishment covered by this directive, and leading to serious danger to human health or the
environment, immediate or delayed, inside or outside the establishment, and involving one or more
dangerous substances.

The Framework Directive and its specific directives do not define occupational accidents. To this
end, others sources are required. For example, Eurostat defines an occupational accident (or accident at
work) as a discrete occurrence during the course of work which leads to physical or mental harm [34].
The ISO 45001:2018 standard defines ‘incident’ as an occurrence arising out of, or in the course of,
work that could or does result in injury and ill health. An incident where injury and ill health occurs is
sometimes referred to as an ‘accident’ [14].

Comparing the definitions for major accidents and occupational accidents, it could be said that a
major accident could also be considered an occupational accident whenever there is harm to workers
(injury and ill health). Among the specific directives developed following the Framework Directive,
Directive 98/24/EC on chemical agents [7] is the one which, in principle, is more closely linked to
Directive Seveso III. Taking this directive into account, it could be said that an occupational accident
involving chemical substances is an occurrence arising out of, or in the course of, work that could
or does result in injury and ill health for workers. All of this is regardless of the level of severity or
seriousness of damage.

In any case, there are other directives besides Directive 98/24/EC on chemical agents [7] that
are closely linked to Directive Seveso III. In order to identify these directives, the definition of major
accident included in Directive Seveso III will be taken into account, considering to this end the
occurrence of a major emission, fire, or explosion.

These events are covered by the industrial safety technologies (IST) studied by Sebastián and
Brocal [35], which can be defined as follows: a set of instruments and industrial processes that enable
the practical use in analysis, evaluation and control of specific risks being able to be classified into: work
equipment; places and workplaces; handling, storage and transport; electricity; fires; and chemicals.
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Sebastián and Brocal [35] studied the relationship that exists between IST and specific, applicable
directives, the (adapted) results of which are included in Table 2. Considering this result, a preliminary
approximation is then offered in regard to the technical–legal relationship that exists between the
individual directives and Directive Seveso III.

Table 2. Industrial safety technologies (IST) linked to individual directives within the meaning of
Article 16 (1) of Directive 89/391/EEC (adapted from [35]).

CLASSIFICATION
OF IST

DIRECTIVE
89/654/EEC

WORKPLACE [15]

DIRECTIVE
2009/104/EC

WORK
EQUIPMENT [16]

DIRECTIVE
773/1997

PERSONAL
PRO.

EQUIPMENT [17]

DIRECTIVE
90/269/EEC
MANUAL

HANDLING
LOADS [18]

DIRECTIVES
2004/37/EC

AND
98/24/EC

CHEMICAL [7]

DIRECTIVE
92/58/EEC
SIGNAL.

[9]

DIRECTIVE
99/92/EC

EXPLOSIVE
ATMOS. [28]

WORK
EQUIPMENT � • � – • � •

PLACES AND
WORKPLACES • � � � • � •

HANDLING,
STORAGE AND

TRANSPORT
• • � • • � •

ELECTRICITY • • � – • � •
FIRES • • � – • � •

CHEMICALS • • � � • � •
• Direct link. � Cross link.

2.2. Activity Involving Chemical Agents

Directive 98/24/EC defines ‘Chemical agent’ [7] as any chemical element or compound, on its
own or admixed, as it occurs in the natural state or as produced, used or released, including release
as waste, by any work activity, whether or not produced intentionally and whether or not placed on
the market. In addition, ‘hazardous chemical agent’ means: (a) any chemical agent which meets the
criteria for classification as hazardous within any physical and/or health hazard classes laid down
in the CLP Regulation, whether or not that chemical agent is classified under that regulation; (b) any
chemical agent which, whilst not meeting the criteria for classification as hazardous in accordance
with point (a) may, because of its physicochemical, chemical or toxicological properties and the way it
is used or is present in the workplace, present a risk to the safety and health of workers, including any
chemical agent that is assigned an occupational exposure limit value under Article 3 of this directive.
Directive Seveso III defines ‘dangerous substance’ as a substance or mixture covered by Part 1 or
listed in Part 2 of its Annex I, including in the form of a raw material, product, by-product, residue
or intermediate.

The main difference observed on comparing the definitions of ‘dangerous substance’ (Seveso III)
and ‘hazardous chemical agent’ (Directive 98/24/EC [7]), lies in the former referencing specific
substances and amounts (Annex I) while the latter has a much broader and general definition,
considering any substance that could give rise to an occupational risk, regardless of whether they meet
the classification criteria laid down in the CLP Regulation [3].

Thus, Directive 98/24/EC [7] will be applicable to any work with dangerous substances according
to Seveso III, given that these dangerous substances will also be hazardous chemical agents.

Additionally, Directive 98/24/EC defines ‘Activity involving chemical agents’ as any work in
which chemical agents are used, or are intended to be used, in any process, including production,
handling, storage, transport or disposal and treatment, or which result from such work [7]. Directive
Seveso III defines ‘presence of dangerous substances’ as the actual or anticipated presence of dangerous
substances in the establishment, or of dangerous substances which it is reasonable to foresee may be
generated during loss of control of the processes, including storage activities, in any installation within
the establishment, in quantities equal to or exceeding the qualifying quantities set out in Part 1 or
Part 2 of its Annex I.
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The main difference observed in regard to criteria regarding the presence of dangerous substances
again lies in the variables collected in Annex I of Directive Seveso III. Thus, Directive 98/24/EC [7]
will be applicable to any occupational activity involving dangerous substances included in Seveso III.

Directive 98/24/EC on chemical agents [7] is complemented by Directive 2004/37/EC on
carcinogens or mutagens at work [20], as collected in Table 2. The CLP Regulation [3] may be
considered the connection point between both directives. Similarly, this regulation is also linked
closely to Directive Seveso III.

With the aim of establishing these links, Table 3 collects 7 dangerous substances. These 7
substances have been selected as follows: (a) of the 48 substances collected in Annex I, Part 2 of
Seveso III, those with a CAS number have been selected, amounting to 35; (b) for each of these
35 substances with a CAS number, the INFOCARQUIM database [36] has been used to determine
those which are carcinogens or mutagens (1A/1B) according to the CLP Regulation; (c) from the 35
substances above, 7 substances have been identified as carcinogens or mutagens; (d) for each of these 7
substances, their H statements have been identified with examples of manufacturing processes, also
by using the INFOCARQUIM database; (e) for the 7 substances above, their threshold limit values
(VLA, Valor Límite Ambiental) have been identified according to the document on the limits of chemical
agents for professional exposure in Spain [37].

VLA are reference values for chemical agent concentration in the air and represent the conditions
for which it is believed that, based on current knowledge, most workers may be exposed to on a daily
basis throughout their work life without suffering adverse effects on their health [37].

Thus, the 7 substances mentioned will be subject to the implementation of Directive Seveso III
according to the figure collected in columns 2 and 3. Additionally, these substances fall within the scope
of Directive 98/24/EC [7] and Directive 2004/37/EC [6] whenever they are found in workplaces. When
these substances may be inhaled by workers, applicable threshold limit values must be considered.
For Spain, these values are collected in Table 3.

Although not contained in Table 3, the applicability of other directives and regulations should
be analysed for every manufacturing process that is studied; for instance, the directives collected in
Table 1. To this end, one of the essential sources of information is the H statement collected in Table 3.
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2.3. Workplace

Directive 89/654/EEC [15] lays down minimum requirements for safety and health at the
workplace. For the purposes of this directive, ’workplace’ means the place intended to house
workstations on the premises of the undertaking and/or establishment and any other place within
the area of the undertaking and/or establishment to which the worker has access in the course of
his employment.

On the other hand, Directive Seveso III shall apply to establishments. Establishment means the
whole location under the control of an operator where dangerous substances are present in one or
more installations, including common or related infrastructures or activities; establishments are either
lower-tier establishments or upper-tier establishments. Thus, establishments under Seveso III are also
workplaces under the definition of Directive 89/654/EEC [15].

2.4. Installation

Directive Seveso III defines ‘installation’ as a technical unit within an establishment and whether
at or below ground level, in which dangerous substances are produced, used, handled or stored; it
includes all the equipment, structures, pipework, machinery, tools, private railway sidings, docks,
unloading quays serving the installation, jetties, warehouses or similar structures, floating or otherwise,
necessary for the operation of that installation.

Also, Directive 2009/104/EC defines ‘work equipment’ as follows: any machine, apparatus, tool
or installation used at work [16]. Installations considered to be work equipment are for example:
surface treatment installations, painting installations, installations composed of a combination of
machines that work interdependently, etc. [38]. As for general service or protection installations, such
as electrical installations, gas or fire protection, annexed to the workplace, that are considered as an
integral part thereof, then Directive 89/654/EEC on workplaces is applicable [38].

As a result, the concept of installation, as defined by Directive Seveso III, may be considered to be
part of the scope of Directive 2009/104/EC on work equipment [16], as well as Directive 89/654/EEC
on the workplace [15]. More specifically, Directive 98/24/EC [7] indicates that work equipment and
protective systems provided by the employer for the protection of workers shall comply with the
relevant EU provisions on design, manufacture and supply with respect to health and safety. Likewise,
the employer shall take measures to provide sufficient control of plant, equipment and machinery or
provision of explosion suppression equipment or explosion pressure relief arrangements.

Furthermore, Directive 98/24/EC [7] specifically points out the need to adopt measures in view
of explosions linked to work equipment and installations. Thus, a direct link is established between
Directive 99/92/EC [28] where ‘explosive atmosphere’ means a mixture with air, under atmospheric
conditions, of flammable substances in the form of gases, vapours, mists or dust in which, after ignition
has occurred, combustion spreads to the entire unburned mixture. However, for example this directive
shall not apply to the manufacture, handling, use, storage and transport of explosives or chemically
unstable substances.

3. Comparative Analysis between Management Systems Derived from the Framework Directive
and Directive Seveso III

Directive Seveso III indicates that member states shall require the operator to draw up a document
in writing setting out the major-accident prevention policy (MAPP) and to ensure that it is properly
implemented. The MAPP shall be implemented by appropriate means, structures and by a safety
management system, in accordance with Annex III of this directive, and it will be proportionate to the
major-accident hazards, and the complexity of the organization or the activities of the establishment.
Table 4 shows the structure of the safety management system according to such Annex III. This Annex
III is linked, in turn, to Annex II regarding minimum data and information to be considered in the
safety report referred to in Article 10 of Directive Seveso III.
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The Framework Directive does not explicitly develop a safety management system. However,
it contains general principles concerning the prevention of occupational risks, the protection of
safety and health, the elimination of risk and accident factors, the informing, consultation, balanced
participation in accordance with national laws and/ or practices and training of workers and their
representatives, as well as general guidelines for the implementation of the said principles.

In themselves, the aforementioned general principles form the basis for a management system; in
this case, a system to manage the safety and health of workers. To develop this, each member state of
the European Union must transpose the Framework Directive into their national legal systems.

By way of example, Law 31/1995 on occupational risk prevention transposes the Framework
Directive into Spanish law [39]. This Law explicitly states that occupational risk prevention must be
integrated into an undertaking’s general management system, across all of the activities and across the
hierarchy thereof, by means of implementing and putting into practice an occupational risk prevention
plan. This occupational risk prevention plan should include the organisational structure, responsibility,
roles, practices, procedures, processes and resources necessary to carry out risk prevention activity
in the undertaking. The management and implementation instruments that are essential to the risk
prevention plan are: the assessment of occupational risk and the planning of preventive action.

Also, Royal Decree 39/1997, which validates the Regulation on Prevention Services, develops
those aspects that make it possible to integrate occupational risk prevention management into the
undertaking’s activities and across the hierarchical levels thereof, based on a plan that includes work
techniques, organisation and conditions [40]. Thus, as shown in Table 4, correspondence may be
established between the structure of the Framework Directive and the management system included
in Annex III of Directive Seveso III.

Correspondence may be classified as strong, weak or non-existent. Correspondence is strong
when an issue in Annex III has its direct equivalence (major risk management vs. occupational risk
management) with one or more articles of the Framework Directive. Correspondence is weak when
an issue only has partial equivalence. And, obviously, correspondence is non-existent whet there is
no equivalence.

Considering this, there is strong correspondence in regard to the following sections of Annex III:
(i) Organization and personnel, (ii) Identification and evaluation of major hazards, (iv) Management of
change, and (v) Planning for emergencies.

Correspondence is weak in sections (iii) Operational control and (vi) Monitoring performance. In
regard to section (iii), the Framework Directive does not explicitly state: the management and control
of risks associated with ageing equipment installed in the establishment and corrosion. In regard to
section (vi), the Framework Directive does not explicitly state: the adoption and implementation of
procedures for the ongoing assessment of compliance with the objectives set by the operator’s MAPP
and safety management system; near misses. There is no (explicit) correspondence in regard to section
(vii) regarding Audit and review.

Furthermore, the Framework Directive contains specific guidelines in regard to chemical agents.
These guidelines may be understood in terms of the relevance of the risk of such agents on occupational
risk overall. Specifically, article 6.2 of the directive states as one of the general principals of preventive
activity: replacing the dangerous by the non-dangerous or the less dangerous. Also, article 6.3.a:
evaluate the risks to the safety and health of workers, inter alia in the choice of work equipment, the
chemical substances or preparations used, and the fitting-out of workplaces. In order to carry out
such assessment regarding chemical substances, Directive 98/24/EC [7] and Directive 2004/37/EC [6],
on chemical agents and on carcinogens and mutagens at work, respectively, are essential.

Considering that these directives are part of the development of the Framework Directive, they
share with it the general principles of risk management. As a result, the minimum provisions for the
protection of workers contained in each directive must be managed under the said general management
principles. Thus, a correspondence may be observed between the said principles and provisions, from
the general to the specific.
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Such correspondence makes it possible, in turn, to relate the sections of Annex III of Directive
Seveso III with the specific provisions of each directive. This correspondence with the aforementioned
directives may be seen in Table 5. The level of detail is lower than that found in Table 4, as in this case,
the aim is to offer a global overview of the common thread described, from the general (Table 4) to the
specific (Table 5).

Table 5. Correspondence between structures of risk management systems of Directive Seveso III,
Directive 98/24/CE on chemical agents and Directive 2004/37/EC on carcinogens or mutagens.

Directive Seveso III [8]
Directive 98/24/CE on chemical agents

at work [7]
Directive 2004/37/EC on carcinogens or mutagens

at work [20]

(i) Organization and
personnel

• Article 8. Information and training
for workers • Article 11. Information and training of workers

(ii) Identification and
evaluation of major hazards

• Article 4. Determination and
assessment of risk of hazardous
chemical agents

• Article 3. Scope–determination and assessment
of risks

(iii) Operational control

• Article 5. General principles for
prevention of risks associated with
hazardous chemical agents and
application of this Directive in
relation to assessment of risks

• Article 6. Specific protection and
prevention measures

• Article 4. Reduction and replacement
• Article 5. Prevention and reduction of exposure
• Article 8. Foreseeable exposure
• Article 9. Access to risk areas
• Article 10. Hygiene and individual protection

(iv) Management of change

• Article 4. (4.2 and 4.5).
Determination and assessment of
risk of hazardous chemical agents

• Article 8. Information and training
for workers

• Article 3. Scope–determination and assessment
of risks

• Article 11. Information and training of workers

(v) Planning for emergencies • Article 7. Arrangements to deal with
accidents, incidents and emergencies

• Article 5. Prevention and reduction of exposure
• Article 7. Unforeseen exposure(vi) Monitoring performance

(vii) Audit and review
• Article 4. Determination and

assessment of risk of hazardous
chemical agents

• Article 3. Scope–determination and assessment
of risks

Thus, comparing the results of Tables 4 and 5 offers the following main learnings: (a) section (i)
Organization and personnel of Directive Seveso III corresponds closely with the Framework Directive,
while this correspondence is weaker with the individual directives analysed, limited mainly to training
requirements; (b) section (ii) to (vi) of Directive Seveso III correspond closely with the individual
directives. This correspondence is the result of going from the general in the Framework Directive to
the specific on issues regarding chemical agents and carcinogens and mutagens pursuant to Directive
98/24/EC [7] and Directive 2004/37/EC [20], respectively; (c) in regard to section (vii) on Audit and
review, which has no correspondence with the Framework Directive, reviewing the risk assessment
whenever necessary is explicitly considered, such as when working conditions change, new scientific
knowledge is achieved on the effects of chemical agents or limit values, etc.

4. Comparative Analysis between Management Systems Derived from the ISO 45001:2018
Standard and Directive Seveso III

Implementing an OSH management system conforming to the ISO 45001:2018 standard enables
an organization to manage its OSH risks and improve its OSH performance [14]. According to this
voluntary standard, an OSH management system can assist an organization to fulfil its legal and other
requirements. The implementation and maintenance of an OSH management system, its effectiveness
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and its ability to achieve its intended outcomes are dependent on a number of key factors which can
include the integration of the OSH management system into the organization’s business processes and
compliance with its legal and other requirements.

As indicated by the ISO 45001:2018 standard, its adoption in a given organization, however, will
not in itself guarantee prevention of work-related injury and ill health to workers, provision of safe
and healthy workplaces and improvement of OSH performance [14]. So, in the context of this work,
that is from the perspective of a risk management system, the adoption or implementation of the ISO
45001:2018 standard [14] may be understood as a tool that may assist an organisation in complying
with the Framework Directive and Directive Seveso III.

As with the previous section, which carried out a comparative analysis between management
systems derived from the Framework Directive and Directive Seveso III, this section contains a similar
analysis, using the same criteria, comparing between management systems derived from the ISO
45001:2018 standard [14] and Directive Seveso III.

Hence, as Table 5 also shows, correspondence may be established between the structure of the
ISO 45001:2018 standard [14] and the management system included in Annex III of Directive Seveso III.
Consequently, the result obtained makes it possible to establish a similar correspondence between the
said standard and the Framework Directive, since Directive Seveso III works as a common denominator.

The results from such analysis establish a strong correspondence with all sections from Annex
III except with section (iii) Operational control, where aspects related to management and control
of the risks associated with ageing equipment installed in the establishment and corrosion are not
explicitly stated by the ISO 45001:2018 standard [14]. This is also true in regard to the Framework
Directive, Directive 98/24/CE on chemical agents [7] and Directive 2004/37/EC on carcinogens or
mutagens [20].

As a result of this correspondence, the ISO 45001:2018 standard [14] is linked closely, not only to
Directive Seveso III but also to the Framework Directive and its individual directives, especially
Directive 98/24/EC [7] and Directive 2004/37/EC [20], on chemical agents and carcinogens or
mutagens at work, respectively.

On the other hand, the OSH management system approach defined by the ISO 45001:2018
standard [14] is founded on the concept of Plan-Do-Check-Act (PDCA). This standard indicates that it
can be applied to a management system and to each of its individual elements, as follows:

• Plan: determine and assess OSH risks, OSH opportunities and other risks and other opportunities,
establish the OSH objectives and processes necessary to deliver results in accordance with the
organization’s OSH policy;

• Do: implement the processes as planned;
• Check: monitor and measure activities and processes with regard to the OSH policy and OSH

objectives, and report the results;
• Act: take actions to continually improve OSH performance towards achieving the

intended outcomes;

The ISO 45001:2018 standard incorporates the PDCA concept into a new framework [14]. This
framework can be integrated with the framework defined by Seveso III, considering the results shown
in Table 4. The result of such integration is shown in Figure 2.
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Figure 2. Integration of the Plan-Do-Check-Act (PDCA) framework defined by the ISO 45001:2018
standard [14] with the management system derived from Directive Seveso III [8].

5. Analysis of Transitional Spaces Between the Risk Management of Hazardous Materials in
Manufacturing Processes

An analysis is carried out below of the main transitional spaces that arise from the results obtained
in the previous sections. Each of these transitional spaces may be understood as the intersection
between the correspondences identified between the different sets analysed: that is, the legal context
and management systems derived from Directive Seveso III, the Framework Directive and the ISO
45001:2018 standard [14].

5.1. Legal Context

As a result of the analysis carried out in the legal context section, Figure 3 shows the main
correspondence observed between the directives studied; that is, between Directive Seveso III and the
individual directives within the meaning of Article 16 (1) of the Framework Directive.

To show these links summarily, the same thread has been followed that configures the structure
of the legal context section. To this end, the basic outline of a general manufacturing process has been

351



Materials 2018, 11, 1915

considered, involving chemical agents (Directive 98/24/EC [7] and Directive 2004/37/EC [20]). Thus,
this manufacturing process may take place in one or more workplaces (Directive 89/654/EEC [15])
where, among other chemical risks, there may be the risk of explosion (Directive 99/92/EC [28]). Such
workplaces may be considered as establishments with installations in the scope of implementation of
Directive Seveso III, other types of establishments (not falling within Directive Seveso III) or other types
of workplaces. In all cases, these workplaces will have installations and work equipment (Directive
2009/104/EC [16]) that will configure the corresponding manufacturing process.

 
Figure 3. Main links formed between the individual directives (Framework Directive [6]) and Directive
Seveso III [8] within the general structure of a manufacturing process.

Analysis of directives related to the safety and health of persons other than the individual
directives within the meaning of Article 16 (1) of the Framework Directive, are not within the remit of
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this study. However, it should be pointed out that there may be connections to other regulations, such
as the REACH Regulation [2] and CLP Regulation [3], or Directive 2006/42/EC on machinery [41].
These examples may be considered as fundamental regulations in the field of safety and health.

The main transitional spaces between these links, as shown in Figure 3, are describe below,
considering in this regard the intersections between Directive Seveso III and the individual directives
within the meaning of Article 16 (1) of the Framework Directive:

• Activity involving chemical agents: Directive 98/24/EC on chemical agents [7] will be applicable
to any work activity linked to a manufacturing process that involves the use of any of the
dangerous substances collected in Directive Seveso III. Additionally, other individual directives
may be applicable depending on the characteristics of the manufacturing process in each specific
case, as well as the chemical agents used; for instance, Directive 2004/37/EC on carcinogens or
mutagens at work [20], as shown for the substances collected in Table 3.

• Workplaces: Directive 98/654/EEC on Workplaces [15] is applicable to any work activity linked to a
manufacturing process integrated in an establishment, following Directive Seveso III. Additionally,
other individual directives may also be applicable depending on the characteristics of the
manufacturing process in each specific case, as well as the chemical agents used; for instance,
Directive 99/92/EC on explosive atmospheres [28]. This could be the case, for instance, in the case
of manufacturing processes that use any of the flammable substances collected in Table 3, such
as: ethyleneimine (H225: very flammable liquid and vapours), Ethylene oxide (H220: extremely
flammable gas) and propylene oxide (H224: extremely flammable liquid and vapours).

• Installation: Directive 2009/104/EC on work equipment [16], as well as Directive 89/654/EEC on
workplaces [15], will be applicable to any work activity linked to any manufacturing process that
involves one or more installations pursuant to Directive Seveso III. In general, a manufacturing
process will be configured by elements that fall within the definition of work equipment and
workplace, which may completely or partially configure an installation pursuant to Directive
Seveso III.

5.2. Management Systems

The four transitional spaces (TS) represented conceptually in Figure 4 are derived from the
results obtained in the two comparative analyses carried out between risk management systems (the
links shown in Tables 4 and 5): that is, between Directive Seveso III and the Framework Directive,
and between Directive Seveso III and the ISO 45001:2018 standard [14].

Transitional space TS 1 is configured by the correspondence that exists between the structure of
the Framework Directive and the management systems derived from Directive Seveso III. Similarly,
TS 2 is configured by the correspondence that exists between the structure of the ISO 45001:2018
standard and the management system derived from Directive Seveso III.

Transitional space TS 3 may be considered a ‘natural space’ between the Framework Directive and
the ISO 45001:2018 standard [14] since the goal of both systems is to manage safety and health at work.
However, studying this transitional space falls outside the aim of this study as such a study would
form part of an analysis process regarding the implementation of the ISO 45001:2018 standard [14] by
an organisation.

In any case, given that the result of implementing the ISO 45001:2018 standard [14] may be
understood as a tool that can help an organisation to meet such legal requirements as complying with
the Framework Directive and Directive Seveso III, the three systems may share an intersectional space,
giving rise to transitional space TS 4.

Additionally, given that the provisions of Directive 98/24/EC on chemical agents [7] and Directive
2004/37/EC on carcinogens or mutagens at work [20] are in line with the general management
guidelines set by the Framework Directive, the correspondence between these directives and Annex III
of Directive Seveso III has been studied and the results are collected in Table 5.
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The said results may be considered as a specific correspondence transferred from transitional
space TS 1 to transitional space TS 4 when the intersection of the three systems takes place. Thus,
TS 4 may be considered to include, at least, the provisions of Directive 98/24/EC [7] and Directive
2004/37/EC [20]. In other words, transitional space TS 4 may be considered to be a specific transitional
space resulting from the intersection of three general transitional spaces.

Even if this specific transitional space has been studied in regard to the aforementioned directives,
it should be pointed out that other directives, from those considered in Table 1, may also be of interest.

Figure 4. Transitional spaces between the following management systems: Directive Seveso III [8],
Framework Directive [7] and ISO 45001:2018 standard [14].

6. Discussion

There are signs of a revitalizing interest in foundational issues in risk assessment and management,
which is welcome and necessary for meeting the challenges currently faced by the field of risk. These
are related to societal problems and complex technological and emerging risks [42] which can exist in
manufacturing processes alongside traditional risks [43].

The second European Survey of Enterprises on New and Emerging Risks reveals that dangerous
substances (or biological substances) are most prevalent in the European Union in certain sectors
such as manufacturing (51.7%) [44]. As a result, new challenges for the management of dangerous
substances in the workplace are emerging, for example, in the area of green jobs (bio-energy production,
new types of energy storage) and in relation to the use of innovative materials (e.g. nanomaterials) and
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technologies with currently unknown health risks (such as 3D printing) and substances recognised as
endocrine disrupters [45].

In this context, Brocal et al. [46] considered that the relationship between the prevention of
occupational accidents and major accidents is especially important. Based on this integrative
perspective, Zio [47] points out to the realization that, to manage risk in a systematic and effective way,
it is necessary to consider all phases of potential accident scenarios together.

There is a general research focus on dynamic risk assessment and management rather that static or
traditional risk assessment [42], which can consider the dynamic evolution of conditions, both internal
and external to the system, affecting risk assessment [48]. The effectiveness in the application of a
dynamic risk management framework in collecting and considering evidence of emerging risks relies
on the continuous development of dynamic techniques for hazard identification and risk assessment,
joined with a proper safety culture [49].

However, this study does not distinguish between the risk management of both types of risks;
that is, between traditional risk and emerging risk. This is due to the general characteristics of the legal
and standardised context in which this study has been carried out, towards meeting the main objective
set out.

In any case, this objective may be extended in future research in the direction of emerging risk
management. In this regard, the CWA 16649:2013 standard on managing emerging technology-related
risks may be considered to be a reference management system [50]. Such a direction may be justified,
among others, by considering the data in Figure 1, which shows that the number of chemical substances
used in manufacturing processes has increased in the past few years. Furthermore, by considering
the hypothesis that, in general, such substances are a source of risk, implementing the TICHNER
(Technique to Identify and CHaracterize NERs) technique developed by Brocal et al. [51], it could be
stated that the situation described in manufacturing processes could constitute an emerging risk.

6.1. Major Accident and Occupational Accident

In regard to the definitions for ‘accident’ considered in this study, ‘major accident’ is defined by
Directive Seveso III, while ‘occupational accident’ is not defined by the directives studied. Therefore,
other sources are required. Besserman and Mentzer [12] consider that each country defines their
statistics differently including different definitions for lost time incidents, non-fatal injuries, and what
constitutes the manufacturing/chemical industry, among others. Furthermore, such authors indicate
that there is minimal reporting of true process safety metrics resulting from the loss of containment of
a hazardous substance.

In any case, a major accident can also be considered to be an occupational accident if harm to
workers exists. Inversely, an occupational accident can also be a major accident when it meets the
requirements set out in Directive Seveso III. The causality relationship between both types of accident
has not been studied here, although its interest in the sphere of safety is evident. In the 1970s, the effect
of human actions and organizational factors on accident occurrence was recognized, but it took until
the mid- 1980s before management became aware that they were key to achieving a good level of both
occupational and process safety [52]. The incorporation of Bayesian networks into risk assessment may
be another interesting focus for both research and industrial purposes, because it allows a systemic
approach considering human error and management influences [49].

6.2. Links and Transitional Spaces

The main correspondence between risk management in both types of accidents is the presence
in the manufacturing process of one or more of the hazardous substances included in Annex I of
Directive Seveso III, for which directives derived from the Framework Directive are also applicable.
The said directives may be understood as the deployment of this correspondence into further links
that are more specific, giving rise to two types of transitional spaces: functional transitional spaces and
regulatory transitional spaces.
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Functional transitional spaces (that is, activities involving chemical agents, workplaces and
installations) are interconnected as briefly outlined in Figure 3. Such interconnection must be
understood as a basic outline that can be extended in different directions in the field of risk management
as, for instance: the safety change management studied by Gerbec [53]; management of exposure to
nanomaterials studied by Hunt et al. [54]; machine safety, which can be generally defined through
Directive 2006/42/EC and the ISO 12100: 2010 and ISO/TR 14121-1: 2012 standards on safety of
machinery [55,56]

As regarding regulatory transitional spaces, they are defined by the intersections between the
risks management systems studied through the Framework Directive, Directive Seveso III and the ISO
45001:2018 standard.

The links shown in Table 4 between management systems derived from the Framework Directive
and Directive Seveso III, have been classified as: four are strong (Annex III sections (i), (ii), (iv) and
(v)), two are weak (Annex III sections: ((iii) and (vi)), and one is non-existent (Annex III section (vii)).

This result is coherent under the perspective of the Framework Directive, which compiles a set of
general guidelines that are further developed by specific directives, as shown in the results in Table 5.
Therefore, the set established by the Framework Directive and individual directives completes and
strengthens the seven links above, configuring the transitional space TS 1.

As regards the correspondence between management systems derived from the ISO 45001:2018
standard and Directive Seveso III, shown also in Table 4, 6 of these links have been classified as strong
and one as relatively strong (sections Annex III: (iii)), configuring transitional space TS 2.

These results are also coherent with the aim of an OSH management system as defined by the ISO
45001:2018 standard. Moreover, these results make it possible to draw up a coherent correspondence
between the structures of the ISO 45001:2018 standard [14] and the Framework Directive, configuring
transitional space TS 3.

As regards TS 4, given that it may be considered to be a specific transitional space resulting from
the intersection of three general transitional spaces, it is key to defining and channelling the transitions
between systems by means of the corresponding individual directives in each case, including at least
Directive 98/24/EC on chemical agents [7]. This consideration is still valid when the intersection
occurs between two systems, and the linking and transitional role played by the individual directives
is equally important.

The risk assessment techniques are a key structuring element between the functional and
regulatory transition spaces, as shown in the results of Table 4 and, especially, of Table 5. However,
according to Brocal et al. [9] it is necessary to deepen through future research on the analysis of
differentiating and applicative criteria between the techniques used in the field of safety occupational
and safety linked to major accidents.

These links and transitional spaces may facilitate system integration. In this regard, Li and
Guldenmund [13] point out that according to the literature, an integrated management system is more
advanced than independent safety systems, as safety is just one of the comprehensive organization
management objectives.

In the process of integrating systems, besides the existence of transitional spaces, non-traditional
spaces also exist as a result of the specific aspects of each system that have no direct correlation with the
other systems. These non-transitional spaces have not been studied here, yet may be equally important
in any integration process, since they define the frontiers necessary to avoid unwanted interference
with the transitional spaces.

7. Conclusions

The main objective of this study has been met through identifying and analysing the links and
transitional spaces between the risk management of occupational accidents and major accidents that
involve hazardous substances in manufacturing processes. To this end, the risk management systems
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derived from Directive Seveso III, the Framework Directive and the ISO 45001:2018 standard [14] have
been analysed, obtaining three main results.

The first result of this analysis, the main link identified between the risk management of both
types of accidents, is the presence in a manufacturing process of any of the hazardous substances
included in Annex I of Directive Seveso III, for which the directives derived from the Framework
Directive are also applicable, and the principles and guidelines of the ISO 45001:2018 standard are
applicable on a voluntary basis [14].

As a second result, the intersection of Directive Seveso III, the Framework Directive and the ISO
45001:2018 standard, configures three general transitional spaces (TS 1, TS 2 and TS 3).

In turn, and as a third result, the intersection of these three general transitional spaces configures
a specific transitional space (TS 4), which is key to defining and channelling the transition between
systems by means of the individual directives that may correspond in each case, which will, at least,
include the directive on chemical substances. This will enable integration processes between the
systems considered.

The above results are limited from a regulatory and technical perspective. In regard to the
regulatory perspective, the context is limited to the EU, as well as Directive Seveso III, the Framework
Directive and any individual directives that further develop it. Other directives and regulations
that are especially relevant in the sphere of safety, as for instance the REACH Regulation [2] and
CLP Regulation [3], are open to further analysis to enable their integration into the management
systems. From a technical perspective, no distinction has been made between traditional risk
management and emerging risk management. Similarly, no distinction has been made between
static and dynamic approaches.

The results and limitations stated above may point towards future paths of research, from which
models to integrate the risk management of occupational accidents and major accidents may be
developed based on real experiences and data.

By way of final conclusion, the identification and analysis of the links and transitional spaces
carried out by this study aspire to being a starting point that will inspire other researchers to continue
and further develop this study with the end goal of efficiently integrating risk management systems
related to accidents derived from dangerous substances in manufacturing processes.
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Abstract: A Belgian manufacturing company uses pallet movers for internal transport. Despite the
company’s efforts to improve occupational safety, accidents with pallet movers remain noteworthy.
In order to control occupational accidents, it is crucial to have a clear view of the potential accident
scenarios that are present in a company. The bow-tie method is a way to capture and visualize these
accident processes in an integrative way. Included in the bow-tie are safety barriers (both technical as
organizational and human) and management delivery systems that can intervene in these accident
processes. Once bow-ties are composed, they are an excellent point of departure to assign indicators
to the safety barriers and management delivery systems in order to control (i.e., prevent or mitigate)
accident scenarios. Two types of indicators can be distinguished. Firstly, there are general indicators
that are assigned to management delivery systems interrupting multiple accident scenarios, which can
yield a higher safety gain (as they intervene in multiple accident scenarios). Secondly, there are
scenario-specific indicators targeting one specific accident scenario, which can be valuable as they
target a specific problem in the company. For the development of the bow-ties, a multi-method
design with the inclusion of different data sources was used, leading to a comprehensive overview.
This makes the bow-tie analysis of internal transport with pallet movers transferable to other settings
where pallet movers are used for internal transport.

Keywords: manufacturing industry; bow-tie analysis; pallet mover accidents; accident analysis;
safety barriers

1. Introduction of the Study

Internal transport represents a well-known occupational hazard in many modern industrial
environments. Pallet movers (synonyms for ‘pallet mover’ are pallet jack, walkie-rider, pallet truck,
transpallet) are used for internal transport in several industries, and these machines are easy to operate,
compared to, for example, forklift trucks. However, pallet movers are inherently dangerous machines.
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They often operate close to pedestrian workers and, charged with a load, their total mass can be well
above two tons. Often, their load is not secured to the machine, leading to instability when gravity
gets a grip of the load.

The company under investigation in this study is a manufacturing plant located in Belgium,
which is part of an American multinational, producing consumer products all over the world. Pallet
movers are used frequently for internal transport. Like many major American companies, this company
also pays a lot of attention to the safety of their employees. The company uses the so-called 6W-2H and
why-why techniques to analyze its recordable accidents without or with lost work time. The 6W-2H
problem analysis produces a description of the context of accidents (what, where, which, when, who,
to whom, how, how much). The why-why analysis is performed to get to the so-called root causes
of accidents and is based on mapping of what happened during the accident process and why this
happened. Countermeasures are formulated based on the results of these accident analyzes. The entire
accident analysis is the responsibility of the supervisors, but are hereby supported by the Health and
Safety (HSEQ) staff.

According to figures provided by the European safety manager of the abovementioned
multinational, the 6W-2H and why-why techniques did not help in reducing occupational accidents
substantially. As an alternative, a bow-tie analysis is proposed, providing a detailed and comprehensive
insight into potential accident scenarios, including possible safety barriers (both technical and
non-technical) and management delivery systems which can prevent or mitigate the accident processes.
In Section 4, the choice for the bow-tie method is supported.

To test the bow-tie analysis, a pilot project was formulated, focussing on accidents during internal
transport with pallet movers. Accidents with pallet movers represent a significant share of the total
number of accidents. In the years 2015 and 2016, about ten percent of all recordable accidents with lost
work time that occurred at the European plants of the multinational involved a pallet mover.

The research question of this study is ‘Which accident scenarios are possible during internal
transport with pallet movers and which safety barriers (both technical as organizational and human)
and management delivery systems can influence (i.e., prevent or mitigate) these accident scenarios?’.

2. Background of the Plant under Investigation

At the Belgian plant, approximately 300 people are employed. Two out of three employees are
permanent (‘own company employees’) and one out of three is a contractor.

The production process is manifested on several floors. The upper floors are responsible for
supplying raw materials, the production of intermediate products, and supplying these intermediate
products to lower floors, where product finishing and packing take place. The ground floor has
production lines for finishing the products and packing lines. These lines are implanted in an existing
space which was initially not designed for that purpose.

The entire plant is characterized by a lot of load manipulation, which means that products are
stocked in many temporary buffers. For example, on the ground floor, the packing materials are
transported from the warehouse to a first large buffer (by a forklift truck), followed by transportation
from the first large buffer to a second smaller buffer (by a pallet mover), and from the second smaller
buffer to a buffer in front of the production or packing line (by a pallet mover).

The transportation routes of forklift trucks are separated from transportation routes of pallet
movers, leading to (almost) no possible contact between the two types of internal transport.

Figure 1 shows two types of pallet movers being used at the plant: Standard electrical pallet
movers and electrical stackers which can lift loads to approximately 1.8 m. Pallet movers can transport
a load of 1.2 to 2 tons, have a driving speed up to 6 km/h and a standard emergency stop. Maintenance
and repair of pallet movers are performed by the company itself on a regular basis, while inspections
are performed by an external company every three months.

Approximately 75% of the operators handling pallet movers are provided by one steady contractor
company. The contractor staff is characterized by a frequent rotation.
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Figure 2 shows the most frequent loads transported at the plant. Finished products are
not transported with pallet movers, only raw materials, intermediate products, packing material,
and off-quality products.

During the period from 2015 to 2016, eight recordable accidents occurred at the Belgian location.
In three of these accidents, a pallet mover was involved. Two of these pallet mover accidents happened
with a contractor employee, and one with a company employee.

Figure 1. The types of pallet movers—(a): standard pallet mover and (b): stacker.

Figure 2. The most frequent loads transported with pallet movers.

3. Research Methodology

To compose the bow-ties of accidents with pallet movers, a multi-method design was used.
A literature search was conducted using electronic databases of the library of the Delft University

of Technology, the British Health and Safety Executive (HSE), the American Occupational safety
and Health Administration (OSHA), and the American National Institute for Occupational Safety
and Health (NIOSH). Search terms were the following: ‘pallet mover’, ‘pallet jack’, ‘walkie-rider’,
‘pallet truck, ‘transpallet’, and ‘accident’. Safety related articles on pallet movers were rather scarce in
the literature. Therefore, articles on forklift truck accidents (using the search term ‘forklift’) were also
included in the literature study, for as far as the accident processes had similarities with the ones of
pallet movers.

Belgian and Dutch national data on pallet mover accidents were requested. For Belgium, data on
pallet mover accidents are obtained from Fedris, the Belgian federal agency for occupational risks.
For The Netherlands, Storybuilder is used, which is a software tool developed for the Dutch Ministry
of Social Affairs and Employment [1]. Both agencies have provided data on accidents reported to
and investigated by the labor inspectorate. In both databases, the type of equipment involved in
the accidents can be selected. This equipment classification is based on the classification by ESAW
(European Statistics on Accidents at Work). Pallet movers fall under the code 11.04 (‘mobile handling
devices, handling trucks (powered or not)—barrows, pallet trucks, etc.’). It should be noted that the
data obtained does not only cover accidents with pallet movers, but also other equipment falling
under the same code. Hence, national numbers of pallet mover accidents cannot be given. However,
the databases also contain information on types of accident scenarios, root causes, and failing safety
barriers. The latter qualitative information was used to complement the development of the bow-ties.
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Documents and data concerning pallet mover safety available at the Belgian plant (and by
extension at all European plants if available) were analyzed: The material of the pallet mover training
(presentation, syllabus), an observation checklist used to evaluate the use of pallet movers (HSEQ
staff and supervisors use this checklist to evaluate the behavior of operators during pallet mover
use), the minutes of monthly safety meetings, a pallet mover maintenance checklist, the most recent
pallet mover inspection overview, a checklist for interims regarding pallet mover use, and the safety
notifications regarding pallet movers in the incident registration system. During 2015–2016, 127 safety
notifications regarding pallet movers were available at the Belgian plant comprising information on
accidents (n = 9), near-misses (n = 9), unsafe conditions (n = 93), and positive feedback to the operators
(n = 16). All available accident analyzes (the 6W-2H and why-why techniques) performed after a
recordable accident with a pallet mover were also taken into account. In Appendix A, an example of
such a recordable accident is given, containing a short description of the accident and the actions taken
in response to the accident.

At the Belgian plant, observations were being held at the workplaces of the pallet mover operators.
A personal introduction of the researchers and the purpose of the study were given before the
observations, and an introduction was given to the contractors during their daily team meetings.
Observations were complemented with interviews with operators (n = 25), team leaders (n = 5),
the HSEQ staff (n = 3), and management (n = 2). Interviews with operators and team leaders were
performed on-the-job and took approximately fifteen minutes per person. The following aspects were
addressed during the interviews:

• A job description of their tasks involving a pallet mover
• Problems and obstacles encountered during the use of pallet movers
• Facilitating aspects regarding the use of pallet movers
• Accidents, near-misses, or unsafe conditions with pallet movers
• Accidents that are most likely to occur with pallet movers
• Suggestions for improvement regarding the use of pallet movers
• Additional questions based on the observations

Interviews with the HSEQ staff and management were performed in a meeting room and took
approximately one hour per person, discussing topics as the safety management system and findings
during the fieldwork. The staff of the external company that provides the training of the pallet mover
operators was also interviewed.

4. The Bow-Tie Model

The safety metaphor used in this study is the so-called bow-tie (Figure 3). The bow-tie model
originates from the engineering domain and combines a hazard and safety barrier concept, dating
as far back as DeBlois (1926), Gibson (1961) and Haddon (1963), together with a scenario concept,
known from the Swiss cheese model of Reason (1997) [2–8]. A bow-tie model is comprised of a fault
tree (the left-hand side of the model), which represents the risk factors of a failure, and an event tree
(the right-hand side of the model), which represents the consequences of a failure [9].

The bow-tie metaphor illustrates an accident process, starting with a hazard on the left-hand side.
A hazard (or energy) is a source or a condition with the potential for causing harm. Various accident
scenarios, pictured as left-right arrows, can migrate to the center point of the metaphor, the central
event. This central event represents a state where the hazard (energy) has become uncontrollable and,
thus, becomes an undesirable event with a potential for harm or damage. The central event proceeds
the consequences at the right-hand side of the metaphor, such as causing harm to people or damage to
assets or environment.

The strength of the metaphor is its relationship between accident scenarios, technical safety
barriers, non-technical safety barriers, and management delivery systems. A scenario is a sequence
of events and conditions necessary for an accident to occur. Looking at the scenarios, two types
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of events can be distinguished. There are pre-event accident scenarios presented at the left-hand
side of the central event (leading to the central event), and there are post-event accident scenarios
depicted at the right-hand side of the central event (leading to the consequences). The technical
safety barriers, represented as the black boxes in the scenarios, are technical entities that can interrupt
the accident scenario. An example of a technical safety barrier is an emergency stop on a pallet
mover. The non-technical (or organizational and human) safety barriers are represented as the
white boxes in the scenarios, being non-technical entities that can interrupt the accident scenario.
An example of a non-technical safety barrier is the removal of leaking cubitainers (which interrupts the
pre-event accident scenario of losing control over the pallet mover due to leaked products on the floor).
The upwards arrows in Figure 3 represent the influence of management delivery systems. Management
delivery systems influence the quality (in terms of reliability and availability) of the technical and
non-technical safety barriers. For example, maintenance of the emergency stop on the pallet mover does
not interrupt the accident scenario in a direct way, but is a management delivery system influencing
the reliability of the technical safety barrier ‘emergency stop on pallet mover’. Another example of a
management delivery system is the training of pallet mover operators on removing leaking cubitainers,
which influences the reliability of the non-technical safety barrier ‘removal of leaking cubitainers’.

There are two types of safety barriers that can be distinguished. There are safety barriers to
prevent the occurrence of the central event, which are presented in the pre-event accident scenarios,
and there are safety barriers to control or to mitigate the consequences, which are presented in the
post-event accident scenarios.

The bow-tie model has a hidden time factor. Less than adequate safety barriers or management
delivery systems can be manifested over a long period of time. If a hazard becomes uncontrollable
and reaches the central event, scenarios reaching their consequences will usually unroll very quickly.
Pre-event accident scenarios may take days, week, months, or even longer, while post-event accident
scenarios develop in hours, minutes, or even shorter.

After bow-ties are developed, the next step is to assign indicators to the safety barriers and the
management delivery systems [10]. Indicators are able to visualize possibilities for improvement,
to indicate safety improvement or safety decline over time, and create benchmarking (e.g., between
different plants). Once the indicators are developed, targets and limits should be assigned to every
indicator (what is acceptable or unacceptable as a result or for instance tolerable with leeway for
improvement). Additionally, responsibilities have to be set up in order to achieve goals and to define
actions when targets are not met. According to the needs of the company, indicators can be prioritized
(which indicators are for instance more important or more feasible to implement).

Traditionally, the scope of accident and incident investigations, whether performed internally or
externally, is usually limited to investigating the immediate causes and decision making processes
related to the accident sequence. Important factors contributing to the accident are hereby often
overlooked. However, since the method used to analyze incident data and accident information
influences the proposed prevention measures, it should be of no surprise that those investigations don
not directly guide one towards the most effective improvements and solutions. On the other extreme,
methods and models to investigate the socio-technical system, such as those proposed by Rasmussen
(‘drift to danger’ model) [11], Leveson (the STAMP method) [12] or Hollnagel (the FRAM method) [13],
are often too general for the application intention, and this way surpass their goal. The bow-tie method
as employed in this research finds a way between both situations, and thoroughly investigates a
(possible) accident without being too high-level.

The majority of accident modeling techniques has been designed to address process safety.
However, most of these models tend to be also applicable to the field of occupational safety [14].
The same applies for the bow-tie model, which has entered the field of occupational safety through
the European Workgroup for development of the Occupational Risk Model (WORM), which started
with the aim of decreasing the occupational accident rate in the Netherlands by 10–15% [14,15].
The value of this model lies mainly in its suitability for qualitative analysis. In addition, bow-ties have

367



Materials 2018, 11, 1955

been proposed for quantifying occupational risk in the framework of the WORM research project.
An initial [16] and a more general form of the model have been presented in Reference [17]. Bowties
for quantifying occupational risk have been presented in the following cases: Falls from heights [18],
falling objects [19], contact with moving parts of machines [20], activities near moving vehicles [21],
fires [22] and hazardous substances [23].

Figure 3. The bow-tie model.

5. Results

5.1. The Outcomes of the Current Accident Analysis in the Plant under Investigation

At the Belgian plant, pallet mover accidents are being analyzed with the 6W-2H and why-why
techniques. This accident analysis allows us to focus on technical, organizational and human aspects.
However, in the accident analysis of the plant, a trend of ‘blaming the victim’ can be identified.
For example, looking at the pallet mover accident as described in the Appendix A, the following
aspects can be indicated as important contributors for the accident: The area was very crowded
creating a narrow maneuvering space, the load that had to be picked up was not standing in the
designated zone and the production pressure was high. The accident analysis shows that the involved
operator was personally blamed, as disciplinary measures against the operator were taken by the
contractor company.

The countermeasures that are taken based on the results of the accident analysis are also mainly
directed towards the operators, such as giving personal warnings and the retraining of pallet mover
operators. The observation checklist to evaluate the behavior of operators during the use of pallet
movers is often used after an incident occurred, meaning that it is implicitly assumed that the
behavior of the operator is one of the root causes of incidents. Organization-oriented countermeasures
mainly focus on the adaptation of the working environment to create more maneuvering space and a
better overview.

5.2. Bow-Ties of Accident Processes with Pallet Movers

Table 1 presents an overview of the left side of the bow-tie: Possible hazards, pre-event accident
scenarios, preventing technical and non-technical safety barriers, preventing management delivery
systems, and central events of accident processes with pallet movers. Table 2 comprises central events,
mitigating technical and non-technical safety barriers, mitigating management delivery systems,
post-event accident scenarios, and consequences.

Tables 1 and 2 were composed based on the findings of the literature study [24–40], information
available through Belgian and Dutch national accident databases, the analysis of documents and data
available at the Belgian plant regarding pallet movers, and the results of the fieldwork (observations
and interviews).
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6. Assigning Indicators to the Bow-Ties

Once the bow-ties are composed, they are an excellent point of departure to assign indicators to
the technical and non-technical safety barriers and to the management delivery systems in order to
control (i.e., prevent or mitigate) the accident scenarios. Indicators can support a company’s safety
management and provide information on a preferred safety goal.

It is important that the indicators focus on aspects that are applicable to the operating environment.
For instance, it could be an improvement to replace all present pallet movers with new, less heavy
equipment. However, in the context of the company, it is possible that this is not feasible due to
budgetary constraints. Another example is the reorganization of the layout of the floors, which is an
important aspect in order to create more maneuvering space. However, in the plant under investigation,
installations are integrated into an existing space which was initially not designed for that purpose,
leading to space constraints. Additionally, in the past years, several improvements have already been
made regarding the layout of the working space and the work floor, and there is, of course, a limitation
to the possibilities in creating more maneuvering space. A question arising from this space constraint
is whether pallet movers are the best equipment to use at particular spaces in a production facility with
limited maneuvering space and if it would not be better to search for an alternative way to transport
the material. This is related to the inherent safety of a company [41], which will be discussed at the
end of this section.

Besides the applicability of indicators in the company environment, the focus of the indicators can
also be chosen based on the presence of management delivery systems. For instance, as can be seen in
Tables 1 and 2, certain management delivery systems are present in multiple scenarios. It concerns
the following management delivery systems: ‘training of pallet mover operators’, ‘sensitization and
communication’, ‘guidelines and procedures’, and ‘planning of production and staffing’. Indicators
assigned to these management delivery systems can be considered as general indicators, as they are
linked to multiple accident scenarios. As an example, the management delivery systems ‘training of
pallet mover operators’ is further elaborated below.

Next to the general indicators, scenario-specific indicators can also be developed. Decisions on
what scenarios should be focused on can be based on the plant-specific risks regarding pallet mover
use. Two examples of company-specific pre-scenarios will be further elaborated below, being ‘narrow
maneuvering space’ and ‘leaking cubitainers’.

6.1. General Indicators: Training of Pallet Mover Operators

In Table 3, the possible indicators for the frequently occurring management delivery system
‘training of pallet mover operators’ have been elaborated. An indicator of the content of the (re)training
is proposed, and an indicator of the quality control of the (re)training. Additionally, there are indicators
regarding the coverage ratio of the training and the retraining.

Table 3. Possible indicators for the management delivery system ‘training of pallet mover operators’.

Sequentiality in follow-up

Content (re)training

Evaluation of the content of the (re)training every two years: Is the
(re)training completely tailored to the needs of the company?
(yes/no)Aspects to take into consideration:

- Use of examples of specific risks and possible accident
scenarios at the company? E.g., narrow maneuvring spaces,
wet floors, too crowded buffers . . .

- Sufficient rules and guidelines for the target audience?

Quality control (re)training
Yearly evaluation of the percentage of participants of the
(re)training evaluating the training as positively (i.e., a score of 7 out
of 10 or higher)

Coverage ratio training Monthly evaluation of the percentage of starting pallet mover
operators that are trained for pallet mover use

Coverage ratio retraining Yearly evaluation of percentage pallet mover operators receiving a
retraining every five years
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It should be noted that a certain sequentiality is present in the follow-up of the indicators.
For instance, a high coverage ratio of the (re)training is negligible if the content of the (re)training is not
tailored to the needs of the company and if the quality of the (re)training is evaluated as substandard.

6.2. Scenario-Specific Indicators: Narrow Maneuvering Space

A specific risk at the plant under investigation is the narrow maneuvering space. Therefore,
this scenario was chosen to be further elaborated into scenario-specific indicators. Figure 4 shows the
bow-tie of the pre-event accident scenario of a narrow maneuvering space. Only a selection of possible
safety barriers and management delivery systems has been included in the bow-tie. Two non-technical
safety barriers have been included: ‘no pallet mover use at too narrow spaces’ and ‘correct pallet
mover use at narrow spaces’. One technical safety barrier has been included: ‘sandblasting floor’.
Sandblasting of the transportation routes with pallet movers (Figure 5) leads to a better grip and a
shorter breaking distance. The following management delivery systems have been included: ‘traffic
management’ and ‘training pallet mover operators’.

 

Figure 4. The possible indicators for the pre-scenario of ‘narrow maneuvring spaces’.
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Figure 5. An example of a sandblasted and not sandblasted pallet mover transportation route.

As with the general indicators, a sequentiality is also present in the follow-up of the scenario-
specific indicators. For example, when a company does not include correct pallet mover use at narrow
maneuvering spaces in the training, it does not make sense to evaluate non-compliances on this topic.

6.3. Scenario-Specific Indicators: Leaking Cubitainer

Another specific risk at the plant under investigation is the worn drain valves of cubitainers,
leading to spills of liquid content (Figure 6). Products on floors lead to a longer breaking distance
and a higher chance of losing control over the pallet mover. Figure 7 presents the bow-tie of the
pre-event accident scenario of damaged loads, and more specific leaking cubitainers, complemented
with possible indicators for this specific scenario. Again, only a selection of possible safety barriers
and management delivery systems has been included in the bow-tie, namely, the non-technical safety
barriers ‘purchasing cubitainers fit for the job’, ‘removal of leaking cubitainers’, and ‘removal of
leaked product’, the technical safety barrier ‘sandblasting floor’, and the management delivery systems
‘training pallet mover operators’ and ‘traffic management’.

 

Figure 6. A cubitainer with leaking drain valves leading to a spill of the liquid content.
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Figure 7. The possible indicators for the pre-scenario of ‘leaking cubitainer’.

6.4. Evaluation of the Indicators

Once the indicators have been determined, they have to be evaluated. Based on the specificity
of the indicator and the needs of the company, this evaluation can take place on a yearly basis, or if
needed with a lower or a higher frequency.

Additionally, after the development of the indicators, targets and limits have to be assigned to
every indicator. This means that the company has to decide what is acceptable as a result and what is
not. In the example of the coverage ratio of the training, a target could be that 100% of all pallet mover
operators should be trained for pallet mover use. In the example of the number of leaking cubitainers,
a target could be that <5% of the cubitainers is leaking.

An important aspect is that responsibilities have to be indicated: Who does what and when in
order to reach the goals of the indicators. In the example of the (re)training, responsibility has to be
indicated for the subscriptions for the (re)training. The same applies to responsibilities to take actions
when a target is not achieved.

Based on the elaborated examples, it could seem that a lot of collection and registration is needed
for all indicators. However, it should be noted that the given examples and their accompanying
indicators are very specific. Once the entire set of indicators has been developed, it will become clear
that many of them can be collected and registered under the same heading.

In order to facilitate an adequate monitoring of the indicators, a system should be set up to report
and to collect the required data. Such systems are often already (partly) present in a company.

To be complete, something should be said on the necessity of the indicators, which is a reflection
that should be made before developing the indicators. After all, it should first be analyzed if the
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processes that are present in the company are as inherently safe as possible [41]. In the given example
regarding the narrow maneuvering spaces, whether a pallet mover is the safest equipment to use
at these places (and by extension at all places) should be considered. In the example of the leaking
cubitainers, whether cubitainers are necessary and if the process cannot be designed in such a way that
the transportation of the liquid is minimalized (and by extension that a large amount of manipulation
of all loads at the plant is minimalized) should be considered. Kletz’s [42] article entitled “what you
don’t have, can’t leak” is a good resume of this matter.

7. Discussion and Conclusions

The outcomes deriving from the current accident analysis that is used at the Belgian plant under
investigation (6W-2H and why-why technique) does not seem sufficient to take adequate measures in
order to prevent accidents with pallet movers. When preventive measures are taken based on accident
analyses, several shortcomings can be identified. Firstly, preventive measures based on accident
analyzes only focus on accidents that already occurred, leaving all other potential accident scenarios
out of scope. A method that includes not only company specific data, but also generic data sources
such as the literature and national accident data, generates information on the entire accident process,
including aspects that have not (yet) occurred at a specific plant. Additionally, it can be concluded
that the recommendations resulting from the current accident analysis that is used at the plant under
investigation, are mostly individual-oriented. This is however not an intrinsic problem of the 6W-2H
and why-why technique, as this technique focusses on both technical, organizational as human aspects.
Hence, the focus on the human aspects is not a consequence of the technique itself, but of the way the
technique is applied.

To address the shortcomings of the current accident analysis, an alternative method—i.e.,
the bow-tie method—is chosen in order to address pallet mover safety. The bow-tie was chosen for
several reasons. Firstly, the bow-ties were composed using a multi-method design. This multi-method
design leads to a better comprehensiveness of the entire accident process of pallet mover use and gives
a detailed overview of what could possibly go wrong with a pallet mover. In the bow-ties, the possible
causes and consequences of potential accidents are identified. Additionally, the bow-tie includes the
influence of safety measures (safety barriers and management delivery systems) on the evolution of
accident scenarios [43].

Due to the use of a multi-method design to compose the bow-ties, not only company specific
data were included, but also generic data sources such as the literature and national accident data.
This leads to information on the entire accident process, including aspects that have not (yet) occurred
at a specific plant.

Because of the comprehensive character of the bow-tie method, the results are easily transferable
to other production facilities where pallet movers are used for internal transport, assuming that the
hazards are the same. This means that, if this study was conducted in another production facility with
similar hazards and similar a working environment, composition of the bow-ties would have led to a
similar outcome as in Tables 1 and 2 (this does not mean that the process of linking indicators to the
bow-ties is the same, as this is very company specific). In other words, the bow-tie method leads to a
general model that is transferable and applicable in every setting where, in this case, pallet movers are
being used. However, the indicators may be different.

Another advantage of the bow-tie method is that it allows us to make a clear distinction between
preventing and mitigating safety barriers and management delivery systems.

Seven hazards regarding pallet mover use could be identified based on the composition of the
bow-ties: Load, the speed of the pallet mover, acceleration of the pallet mover, the design of the
workplace, conditions of the workplace, conditions of materials (load and pallet mover), and operating
the pallet mover. Through several identified pre-event accident scenarios, these hazards can lead to
different central events: Instability of the load, loss of control over the pallet mover, and a breakdown
of the pallet mover. At their turn, these central events can lead through several post-accident scenarios
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to different consequences: Injury, damage, or economic loss. Several technical and non-technical safety
barriers and management delivery systems to prevent or mitigate the central event could be linked to
the accident scenarios.

The identified safety barriers and management delivery systems mainly focus on organizational
aspects, and, to a lesser extent, on the individual behavioral aspects of operators. The pitfall of
‘blaming the victim’, which is often present in other methods of accident analysis where there is
primarily focused on the individual behavior of the operators, is therefore reduced when using the
bow-tie method.

Once bow-ties are composed and safety barriers and management delivery systems have been
identified, indicators should be developed and monitored consequently. These indicators should be
composed based on their applicability in the company, meaning what is possible given a specific
company environment. When developing indicators, an important distinction can be made. Firstly,
there are general indicators. In the bow-ties, certain management delivery systems can be linked to
many of the accident scenarios. When indicators are developed for frequently occurring management
delivery systems, these indicators can be considered as general because they are not linked to only
one scenario. Secondly, there are scenario-specific indicators. This means that indicators are linked
to specific scenarios that require attention in a plant. With both the general and the scenario-specific
indicators, a certain sequentiality should be acknowledged in the follow-up of the indicators. For all
indicators, it is therefore important to set priorities.

To conclude, indicators are an important result of a bow-tie analysis. When a company reaches
a consensus on a set of indicators to be monitored, a unique insight is obtained on the status and
development of potential accident scenarios. Management can intervene adequately to ensure a
safe production.
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Appendix A

Table A1. An example of a recordable accident with a pallet mover at the Belgian plant (input based
on the 6W-2H and why-why analysis).

Description Accident Based on the Accident Analysis Actions in Response to the Accident

• An operator (contractor) got his foot clamped under the pallet mover,
causing him to trip and pull the pallet mover over his foot, resulting in a
contusion of his foot

 

• A load was urgently needed in order to avoid a line stop, so the operator
broke with normal procedures and did not first remove the loads stocked in
front of the load that had to be picked up

• Therefore, he had to pass through a narrow space and did not follow the
safe practice of walking beside and not in front of the pallet mover

• The operator also did not follow the safe practice of keeping the pallet
mover at arm’s length

• There were too many loads stocked by the forklifts in the area, creating the
narrow space (the forklift truck driver responsible for the stocking of the
area was not consulted during the accident analysis).

• The load that had to be picked up was not standing in the designated zone

• Disciplinary measures against the operator were taken by
the contractor company

• Communication on the accident and safe practices
• Retrain pallet mover operators
• Reorganization layout of the zone: a part of the loads is

now stocked elsewhere, in order to create more
maneuvring space
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