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Abstract: Traditionally, electroencephalographic (EEG) and event-related brain potentials (ERPs)
research on visual attentional processing attempted to account for mental processes in conceptual terms
without reference to the way in which they were physically realized by the anatomical structures and
physiological processes of the human brain. The brain science level of analysis, in contrast, attempted
to explain the brain as an information processing system and to explain mental events in terms of
brain processes. Somehow overcoming the separation between the two abovementioned levels of
analysis, the cognitive neuroscience level considered how information was represented and processed
in the brain. Neurofunctional processing takes place in a fraction of a second. Hence, the very high
time resolution and the reliable sensitivity of EEG and ERPs in detecting fast functional changes in
brain activity provided advantages over hemodynamic imaging techniques such as positron emission
tomography (PET) or functional magnetic resonance imaging (fMRI), as well as over behavioral
measures. However, volume conduction and lack of three-dimensionality limited applications of EEG
and ERPs per se more than hemodynamic techniques for revealing locations in which brain processing
occurs. These limits could only be overcome by subtraction methods for isolating attentional effects
that might endure over time in EEG and may be riding even over several different ERP components,
and by intracerebral single and distributed electric source analyses as well as the combining of these
signals with high-spatial resolution hemodynamic signals (fMRI), both in healthy individuals and
clinical patients. In my view, the articles of the Special Issue concerned with “ERP and EEG Markers of
Brain Visual Attentional Processing” of the present journal Brain Sciences provide very good examples
of all these levels of analysis.

Keywords: EEG; ERPs; brain visual attentional processing; neural markers; intracerebral single
and distributed electric source localization analyses; hemodynamic imaging; psychological sciences;
cognitive neurosciences

1. Introduction

During the call for papers for the Special Issue concerned with “ERP and EEG Markers of Brain
Visual Attentional Processing” of the present journal, I found myself compelled to move from the
Institute of Molecular Bioimaging and Physiology (IBFM), where I spent about twenty years, to the
Institute for the History of Philosophical and Scientific Thought in Modern Age (ISPF) of the Italian
National Research Council (CNR), for a series of reasons that would be too long to explain here.

On my first days at the CNR-ISPF, some of my new theoretical philosopher colleagues asked me
reasonable but at the same time “thorny” questions about my electrophysiological experimental research.

They asked me to characterize my electroencephalographic (EEG) and event-related brain potentials
(ERPs) research as a “research program”, not from the perspective of a series of isolated studies but as a
body of work which, over a period of ten or twenty years, has made definite progress in theory and

Brain Sci. 2020, 10, 350; doi:10.3390/brainsci10060350 www.mdpi.com/journal/brainsci1
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methodology. What was my research program? What questions was I asking? What techniques were
available to answer these questions? Could these techniques, in principle, provide the answers?

Fortunately, I had already dealt with such matters in the past in my editorial endeavors, e.g., [1,2].
Therefore, taking those questions as a challenge to myself, I tried to answer them later on explicitly
during a presentation seminar, after some meditations to update and focus my thoughts on these matters.

I started my presentation by telling them that, for me, the truly big questions concerned human
mental processes—among them, most specifically, visual selective attention processing e.g., [1,3–6],
which I have particularly fancied over many years of my career—and their relationships to overt
behavior. I also told them that, historically, these questions had been addressed at three different levels
of analysis, which I referred to as the mind (psychological or cognitive sciences), the brain (brain science),
and the cognitive neuroscience levels of analysis, very much aware that I might be somehow violating
the common usage of these terms.

I went on to explain that, traditionally, the mind level attempted to account for mental processes in
conceptual terms without reference to the way in which they were physically realized by the anatomical
structures and physiological processes of the human brain [1,7–9]. Psychological theories in this sense
did not use terms such as “superior parietal cortex” or “temporo-parietal junction” of the brain in
relation to visuospatial attention orienting processes. Rather, they used other constructs, such as
“visuospatial endogenous attention orienting” and/or “visuospatial exogenous attention orienting”,
which, traditionally, did not imply any specific physical realization.

The brain science level of analysis, in contrast, attempted to explain the brain as an information
processing system and to explain mental events in terms of brain processes. As such, it allowed
the development of particular explanations, such as “visuospatial attention orienting consists of
computational processes of neuronal circuits located in fronto-parietal and occipito-temporo-parietal
structures of the brain having properties of engagement, disengagement of attention orienting and
selection of relevant in comparison to irrelevant information [10–12].”

Somehow overcoming the separation between the two abovementioned levels of analysis, the
cognitive neuroscience level—which I explained I had enthusiastically embraced for my endeavors
for quite some time—considered how information was represented and processed in the brain, i.e.,
the mental/psychological level. At the same time, an analysis at the cognitive neuroscience level
allowed one to pursue the exploration of underlying functional organization of distributed but often
overlapping brain networks involved as a set of algorithms in mental functions in general and in
visuospatial attentional functions in particular, i.e., the brain/neuropsychological level of analysis. From
this perspective, every statement about mind/psychology was a statement about brain function [12–14].

Now, where did EEG and ERP research fit into this characterization? EEG and ERP are continuous,
multidimensional electrical signal waveforms reflecting brain voltage fluctuations in time. These
waveforms consist of a series of positive and negative electrical voltage deflections relative to baseline
activity [1,2,7,9,15–20]. Only those voltage deflections varying as a function of the changes in the
flow of information during cognitive processing are indicated as intervening EEG spectra or ERPs
“components”—or “scalp manifestations”—of the abovementioned changes [1,2,7,17].

Neurofunctional processing takes place in a fraction of a second. Hence, the very high time
resolution—in the order of milliseconds—and the reliable sensitivity of EEG and ERP in detecting
functional changes in brain activity as well as the noninvasiveness of these techniques provided
advantages [15–19] over hemodynamic imaging techniques such as positron emission tomography
(PET) or functional magnetic resonance imaging (fMRI), as well as over behavioral measures [12,13],
for investigating details of brain functional organization and the timing of the activation of regional
areas of anatomically distributed processing systems involved in cognitive functions [1,2].

It is true that volume conduction and the lack of three-dimensionality limit applications of
EEG and ERPs per se more than hemodynamic techniques for revealing locations in which brain
processing occurs [1,2,7,9,14]. A limitation much less attributable to magnetoencephalography (MEG),
the complementary magnetic signals that simultaneously accompany EEG and ERP signals, which
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should be interpreted together whenever possible [21,22]. However, simply knowing the neural locus
of a given functional activation can in no way explain the mechanisms of a cognitive domain, such as
how we direct our attention to objects and the surrounding space [1,23–26].

I worked to explain that at the cognitive neuroscience level of analysis, the neural localization
of mental domains was considered only as good as the unveiling of the mechanisms underlying the
different mental domains [23–26], such as visuospatial attention processing [1,2,20].

Therefore, while relating variations in EEG and ERPs to changes in psychological processes is
important for adding knowledge of the mechanisms governing mental domains, it cannot by itself
contribute to knowledge at the brain localization level [1,2,7,9,17]. As a consequence, to cope with the
spatiotemporal overlap in the scalp-recorded bioelectrical manifestations of underlying single brain
structure activation and with problems in determining their neurophysiological generators, cognitive
electrophysiologists identify the portions of the recorded waveforms that can be independently changed
by different cognitive conditions as true components of activity in specific cerebral structures. These
components can only be identified by subtraction methods for isolating effects that might endure
over time and may be riding even over several different components. Importantly, these subtraction
methods can be applied to investigate attention effects (i.e., the differential brain response to items that
are attended with respect to those that are not) [1,2,7,17].

With the theoretical backing of modern cognitive neuroscience, high-time resolution EEG and
ERP research has been augmented by new developments at a dizzying speed over recent years. This
occurred thanks to the introduction of new techniques, e.g., Morlet’s wavelet (the time-related EEG
band power-spectra computation [2,16,23]) and algorithms for intracerebral single source analyses such
as Brain Electrical Source Analysis (BESA) [1,2,14,27], and, later on, for distributed intracerebral source
localization analyses such as Low Resolution Tomography (LORETA) [28]. In its upgraded versions,
i.e., exact LORETA (eLORETA) or sLORETA and (swLORETA), the algorithm assumes that extended
segments of the brain cortex can be active simultaneously while allowing the contribution of single
areas to vary over time [1,2,29,30]. Indeed, thanks to the introduction of these new techniques and
of the constrained “combining” with hemodynamic methods (e.g., MRI, fMRI), EEG and ERPs have
contributed, as a research tool, to both cognitive and brain sciences, putting together new knowledge
about humans as integrated sociobiological individuals [1,2,11,12,17,20,31,32].

These contributions also occurred thanks to the application of EEG and ERPs in the evaluation of
psychological and psychiatric as well as neurological patients and to reciprocal relationships between
the clinic and the experimental laboratory in the framework of an interdisciplinary integration of
neurofunctional concepts and cognitive protocols and models, such as those proposed in cognitive
neuroscience [33–35]. With hindsight, I indicated to my new colleagues these contributions and
relationships as being specially relevant for EEG and ERP research, although, in my entire career, I
rather rarely worked with patients and/or clinical populations (e.g., see the “References” section for
my sober “contributions” to the literature [36,37]). These studies, in fact, not only allow the probing of
brain processing when the system is impaired but also the involvement of localized brain districts in
cognitive domains, as is done by traditional clinical neuropsychology for the benefits of patients. Most
importantly, they shed some light on neural sources of ERP components possibly involved in cognitive
processing [1,2,33], as directly pursued in the past by means of intracerebral microelectrode recordings
during surgery in human patients [38] and brain lesional studies in animals to the detriment of fair
ethical judgments.

I concluded my presentation by stating that I believed that cognitive electrophysiology had at
present laid the groundwork for the use of EEG and ERPs, in combination with other available techniques
and analysis methods, as quantifiable “markers” of integrated cognitive and affective processing of
the brain. I added that, using these markers, during my career, I had been humbly able, together with
my colleague Alice Mado Proverbio and our coworkers, to make some contributions to the testing
of existing general theories on the mind and brain, especially with respect to visuospatial attentional
processing [1,2,10], and, perhaps, to advancing fresher and more heuristic ones [39–41]. I also outlined
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that to be successful in this endeavor of exploring how visual attention processing arose from specific
brain structures, I had worked in the context of interdisciplinary cognitive and brain functional theories
as well as with sophisticated methodologies.

I have used these reflections to guide my work when, unexpectedly, after a few months spent
at the CNR-ISPF, I was, for better or for worse, hired as a full professor of general and experimental
psychology from the School of Psychology of Vita-Salute San Raffaele University. Indeed, it is also in
the framework of the theoretical assumptions and “research program” discussed above that I gave my
final evaluations of the reviewing process as a guest editor on the influential papers published in the
Special Issue, out of the several others submitted.

2. The “ERP and EEG Markers of Brain Visual Attentional Processing” Special Issue—Overview

The research articles of this Special Issue—published by a panel of authoritative international
cognitive neuroscientists and electrophysiologists—present state-of-the art developments in the
knowledge of the relationships between visuospatial attentional processing and the brain as investigated
by means of EEG and ERPs in the framework of theoretical orientations of cognitive science and
neuroscience. All the articles compare overt behavioral data obtained in universally renowned visual
selective attention protocols with the electrophysiological data obtained in these same protocols aimed
at investigating different facets of visuospatial attentional processing. The articles have been published
by the Brain Sciences journal at different dates during the call for papers for the Special Issue. Rather
than following their publication order, I thought that it was appropriate to organize their presentation
into relative theoretical and methodological as well as “thematic sections” in order to guarantee to
each of them the deserved regards in the framework of a systematic discussion.

For the cognitive/psychological level of analysis of brain function “EEG markers” section, the
article by Alberto Zani, Clara Tumminelli, and Alice Mado Proverbio [42] robustly proved that EEG
alpha power computed during both a typical normoxia and an atypical oxygenation condition (hypoxia)
in the brain might usefully serve as a marker of visuospatial attention orienting or suppression. Alpha
power was lowest during the exogenous orienting of spatial attention, highest during alerting, and
intermediate during the endogenous orienting of attention, regardless of brain oxygenation levels.
The data also indicated that the dramatic increase in alpha power found in hypoxia over the right-sided
lateral occipito-parietal scalp areas, independent of attention cueing and conflict conditions, possibly
marked an overall suppression or impairment of separate visual attention network functionality.

Most interestingly, Emmanuelle Tognoli’s paper [43] also considered how EEG brainwaves within
the 10 Hz band governed brain visuospatial attentional processing. At the same time, the author
discussed theoretically the salient power distribution and privileged timescale of these waves for
cognition and behavior, hinting positively at the intriguing possibility that a number of other 10 Hz
neuromarkers had function and topography clearly distinct from alpha power, such as an activity
measurement named xi (χ), recorded over the left centroparietal scalp regions when subjects held
their attention to spatially peripheral locations while maintaining their gaze centrally. The author
challengingly outlines several potential functions for xi (χ) activity as a putative neuromarker of covert
attention distinct from alpha power.

Both of the abovementioned papers provide the foremost constraints for further probing the
functions of these 10 Hz brainwaves in close relation to brain neuroanatomy as searched by combining
these brainwaves with hemodynamic and/or single and distributed source modeling data.

Still at the cognitive/psychological level of analysis, Claudio de’Sperati’s paper [44] measured
steady-state visual evoked potentials (SSVEPs) to video speed modulations in a group of observers and
found a clear perceptual sensitivity increase and a moderate SSVEP amplitude increase with increasing
speed modulation strength. Importantly, cortical responses also appeared with weak, overtly undetected
speed modulations. Overall, these preliminary ERP findings suggest that the brain cortex responds
selectively to periodic stimulus speed modulations, even when observers are not aware of them, thus
hinting at an entrainment mechanism that may be the basis of a perceptual automatic resonance to the
rhythms of the external visual world.
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Further contributing to the cognitive/psychological level of study of brain functions, Tugba
Kapanci’s, Sarah Merks’s, Thomas H. Rammsayer’s, and Stefan J. Troche’s study [45] illustrated how
latency measurements of ERP P3 recorded in an increasing demand selective attention task administered
to a sizeable sample of participants allowed them to settle the inconsistency in the literature of findings
on the chronometric speed of information processing as a function of mental ability (MA), with higher
speed in individuals with higher MA vs. the speed of those with lower MA. Indeed, using this
increasing demand task, the authors were able to show that, in agreement with overt behavioral data
(RTs) increases, MA and P3 latency negatively correlated in the standard condition of a continuous
performance test (CPT), and this negative relationship increased systematically from the higher to the
highest task demand conditions (CPT1 vs. CPT2) but was absent in the lowest demand (CPT0) condition.

To test how the brain visual attentional processing system dealt with changes in the relevance of
stimulus features in time and space, Rolf Verleger, Kamila Śmigasiewicz, Lars Michael, Laura Heikaus,
and Michael Niedeggen [46] used a task with rapid serial presentation of two stimulus streams where
two targets (“T1” and “T2”) had to be distinguished from background stimuli and where the difficult
T2 distinction was impeded by background stimuli presented before T1 that resembled T2 (“lures”).
A blue digit among black letters was used as T2, and lures resembled T2 either by alphanumeric
category (black digits) or by salience stimuli (blue letters). Same-category lures were expected to prime
T2 identification, whereas salient lures would impede T2 identification. Behavioral results confirmed
these predictions, yet the precise pattern of results did not fully fit the authors’ conceptual framework.
Selection mechanisms were additionally probed by measuring ERPs. Consistent with the assumption
that color lures attracted more attention, they induced larger N2pc than digit lures and affected the
ensuing T1-related N2pc. T2-evoked N2pc was indistinguishably reduced by all kinds of preceding
lures. A lure-related enhancement of mesio-frontal negativity from the first lure to the third lure both
with digit and color lures also hinted at an increase in expectancy for T1.

Most interestingly, three articles gathered in a “clinical section” of the simultaneous psychological
and brain levels of analysis provide new insights on the use of ERPs in both psychological and
neurological clinical settings and into the fruitful, reciprocal relationships between the clinic and the
experimental laboratory, thanks to the addition of cognitive neuroscience complex protocols to the
traditional clinical ones.

The study by Manon E. Jaquerod, Sarah K. Mesrobian, Alessandro E. P. Villa, Michel Bader, and
Alessandra Lintas [47] provided robust data showing that Working Memory training (WMT) with
a high cognitive load affected the top-down modulation of brain visual attentional processing in a
probabilistic gambling task in young Attention Deficit Hyperactivity Disorder (ADHD) adults compared
with matched controls. ERPs elicited by the choice of the amount wagered in a gambling task were
recorded before and after WMT in a dual n-back task in these two groups. In ADHD, the P1 wave
component was selectively affected at frontal sites, and its shape was recovered close to that of controls
only after adaptive WMT. Based on these findings, they propose that modified frontal site activities
might constitute a neural marker of this effect in a gambling task. In controls, conversely, an increase in
late parietal negativity might rather be a marker of an increase in transfer effects to fluid intelligence.

Yanni Liu, Gregory L. Hanna, Barbara S. Hanna, Haley E. Rough, Paul D. Arnold, and William J.
Gehring [48] provided behavioral and ERP component data positively contributing to closing the gap in
knowledge concerning the developmental trajectory of brain visual attentional processing underlying
performance deficits in children and adolescent youths with ADHD. Compared with healthy controls
(HCs), participants with ADHD obtained slower and more variable reaction times (RT), as well as
reduced post-error slowing, in a congruent–incongruent arrow flankers task; they also exhibited reduced
error-related negativity (ERN) and error positivity effects and reduced N2 and P3 congruency effects.
Most importantly, developmental effects were observed across groups: with increasing age, participants
responded faster, with less variability, and with increased post-error slowing. They also exhibited
increased ERN effects and increased N2 and P3 congruency effects. Increased variability in RTs and
reduced P3 amplitudes in incongruent trials were associated with increased ADHD Problems Scale
scores on the Child Behavior Checklist across groups.
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The study by Julie Bolduc-Teasdale, Pierre Jolicoeur, and Michelle McKerral [49] adds original
findings on different forms of mild traumatic brain injury (mTBI) compared to uninjured controls
by means of a novel and sensitive as well as rigorous ERP task implemented at the diagnostic and
follow-up levels. Thanks to this task, the authors were able to show that both earlier VEPs (P1, N1) and
visuospatial-attention orienting-related N2pc as well as encoding in visual short-term memory (vSTM),
at later stages of brain processing, were as a whole comparable between mTBI and controls. However,
there appeared to be a disruption in the spatiotemporal dynamics of attention (N2pc-Ptc, P2) in subacute
mTBI that recovered within six months. This pattern was also reflected in altered neuropsychological
performance (information processing speed, attentional shifting). Most interestingly, the orientation of
attention (P3a) and working memory processes (P3b) were also affected and remained as such in the
chronic postmTBI period, in cooccurrence with persisting post-concussion symptomatology.

Last but not least, a small collection of three additional papers also directly assessed ERP
manifestations of visual attentional processing with their brain area localizations either with both
single dipole (e.g., D’Angiulli et al.) [50] and distributed swLORETA source modeling (e.g., Orlandi
and Proverbio) [51] or with hemodynamic fMRI data (e.g., Morgan et al.) [52].

The study by Amedeo D′Angiulli, Dao Anh Thu Pham, Gerry Leisman, and Gary Goldfield [50]
sought to examine enhanced brain responses to targets during visual sustained selective-set attention
in preschool children. Notably, the study indicated conceivable novel directions for further tests and
falsifiable hypotheses on the origins and development of visual selective attention brain networks and
their ERP manifestations. ERPs concurrent with target presentation were, in fact, enhanced relative to
distractors, without manual response confounds. Triangulation of peak analysis, ERP-based adaptive
control of thought–rational (ACT–R) modeling, and simulation for the entire ERP epochs up to the
moment of manual response (~700 ms, on average) suggested converging evidence of distinct but
interacting processes of enhancement and planning for response release/inhibition, respectively. The
latter involved functions and structures consistent with adult ERP activity, which might correspond
to a large-scale network involving dorsal and ventral attention networks, corticostriatal loops, and
subcortical hubs connected to prefrontal cortex top-down working memory executive control.

Further emphasizing ERP-related research on brain networks subserving visual attention, the
study by Andrea Orlandi and Alice Mado Proverbio [51] provided evidence on the time course
and activity in the left hemisphere of the brain underlying object-based attention. They recorded
both the behavioral and ERP responses to 3D graphic images falling into different object categories
(e.g., wooden dummies, chairs, structures of cubes) posing alternatively as targets and nontargets in
separate runs of a selection task. Nontarget stimuli elicited a larger anterior N2 component, which
was likely associated with motor inhibition. Conversely, target selection resulted in an enhanced
selection negativity (SN) response lateralized over the left occipito-temporal regions, followed by a
larger centro-parietal P300 response. These potentials were interpreted as indexing attentional selection
and categorization processes, respectively. The left-sided generators of SN were also supported by
distributed standardized-weighted low-resolution electromagnetic tomography (swLORETA) source
reconstruction, which indicated a fronto-temporo-limbic network as a system directly involved in
object-based visual attention.

Importantly, the multi-experiment study by Kyle K. Morgan, Dagmar Zeithamova, Phan Luu,
and Don Tucker [52] used both fMRI and ERP measures to determine whether multiple memory
systems are involved in a categorization task and to evaluate the time course under which these
systems are recruited. Their findings robustly showed that once the participants acquired the task,
clear differences in the left lateral inferior anterior negativity (LIAN), medial frontal negativity (MFN),
and P3b components were seen between visually similar and visually distinct category conditions.
A region-based fMRI multivoxel pattern analysis (MVPA) also showed that the lateral frontal and
parietal regions provided the most reliable classification between the visual categories, consistent
with previous findings that rule-based categorization requires a higher degree of attentional resources.
Additionally, based on the correspondence of MFN latency with the initial orienting of attention in a
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visuomotor association task, the authors propose that the MFN is indexing the controlled attention
allocated to select the memory system best suited for categorizing the perceived stimulus.

As a concluding remark, I would add that, in my view, this Special Issue represents a further step
in the disclosure of “the principles to which brain areas are assigned to functions and get assembled
into circuits [20]” as well as in networks, whose dynamic activations during visual selective processing
may be directly and robustly reflected by EEG and ERP signals, as well as their MEG counterpart.
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Abstract: While electroencephalogram (EEG) alpha desynchronization has been related to anticipatory
orienting of visuospatial attention, an increase in alpha power has been associated to its inhibition.
A separate line of findings indicated that alpha is affected by a deficient oxygenation of the brain or
hypoxia, although leaving unclear whether the latter increases or decreases alpha synchronization.
Here, we carried out an exploratory study on these issues by monitoring attention alerting, orienting,
and control networks functionality by means of EEG recorded both in normoxia and hypoxia in
college students engaged in four attentional cue-target conditions induced by a redesigned Attention
Network Test. Alpha power was computed through Fast Fourier Transform. Regardless of brain
oxygenation condition, alpha desynchronization was the highest during exogenous, uncued orienting
of spatial attention, the lowest during alerting but spatially unpredictable, cued exogenous orienting
of attention, and of intermediate level during validly cued endogenous orienting of attention, no
matter the motor response workload demanded by the latter, especially over the left hemisphere.
Hypoxia induced an increase in alpha power over the right-sided occipital and parietal scalp areas
independent of attention cueing and conflict conditions. All in all, these findings prove that attention
orienting is undergirded by alpha desynchronization and that alpha right-sided synchronization in
hypoxia might sub-serve either the effort to sustain attention over time or an overall suppression of
attention networks functionality.

Keywords: EEG; FFT; alpha desynchronization; attention orienting; alerting; attention
inhibition; neurocognitive perceptual and motor workload; hypoxia; overt motor responses;
hemispheric lateralization

1. Introduction

The human brain continuously receives sensory and cognitive inputs, including even unimportant
and unnecessary information for thriving and survival. Therefore, our attentional system must carry
out a selection of the most relevant information to be thoroughly processed. Two different neural
systems are involved in carrying out this selective function: An endogenous or voluntary system and
an exogenous or automatic system [1,2]. Both hemodynamic and event-related potential (ERP) source
neuroimaging studies identified in the frontal and in the temporo-parietal lobes the visual-spatial
attentional endogenous and exogenous control areas [3,4], respectively. Corbetta and Shulman [3]
and Shulman et al. [5] identified the endogenous attention system in the dorsal frontal-parietal areas.
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Indeed, both processes would primarily engage higher-level cortical circuits including, for endogenous
orienting, frontal, parietal and temporal regions, and particularly the frontal eye fields (FEF) and
the intraparietal sulcus (IPS) [6,7], and, for exogenous orienting, the right temporo-parietal junction
(TPJ) [5,8]. Interestingly, the left frontal areas were more active than the parietal areas, but only during
endogenous attention. In alerting tasks, endogenous and exogenous attention interact, and there
is an increase both in global perceptual sensitivity and in the perception of exogenous spatial cues.
Recently, Han and coworkers [9] showed that anterior insula (AI) is the key structure in endogenously
reorienting of attention after reflexive attention is captured by a salient distractor. In tasks in which
the participants know that a target will appear after a cue, brain responses will be optimized, and
endogenous attention will be deployed [10]. There is an increased activation of the dorsal system
when a stimulus appears at the same point in space of the cue. Top-down signals originate in the
dorsal system and modulate sensory areas activity, detecting the current position of the presented
stimuli [11]. Stimuli presented outside the attentional focus automatically catch attention and activate
exogenous attention control in consequence of which ventral parietal areas and frontal cortex are
activated. These stimuli activate the right-sided TPJ and the left-sided inferior frontal gyrus (IFG) [5].
Compared to exogenous spatial cues, vigilance tasks induce changes in endogenous and exogenous
attention interactions and perceptual sensitivity. The sensitivity is reduced when stimulus onset is
predicted, because an exogenous cue and the prediction time prepare participants to take over next
stimulus [9]. Neurocognitive attentional processes related to the environmental input generate brain
waves and electrical potentials with specific frequencies and amplitudes. In attentional processes,
alpha band frequency, ranging between 7–14 Hz, plays a dominant role. Alpha electroencephalogram
(EEG) activity is renown, like a typical response of the brain during relaxed wakefulness, for example,
when the eyes are closed and/or attention is not heeded to any incoming information. Overall, this EEG
frequency band has an occipito-parietal scalp distribution. It has been proposed that alpha oscillations
provide pulsed inhibition for gamma activity and thereby dynamically route cortical information
flow [12]. Kelly and colleagues [13,14] showed that alpha band activity was synchronized during
visual selective or sustained attention tasks based on the presentation of visuospatial cues. The increase
of this activity showed to be related to the inhibition of active processing of irrelevant and unexpected
stimuli and contributed to the sustaining of top-down attentional control. Magnetoencephalography
(MEG) studies (e.g., [15]) on visual attention perception also showed a pre-stimulus alpha activity.
Most interestingly, a synchronization of alpha power in the parietal-occipital sulcus showed to be
related to a functional modulation of information discrimination ability as undergirded by an overall
inhibition of both the posterior occipital areas and the dorsal visual stream. This inhibition blocked out
irrelevant information and avoided interference in working memory. Additionally, Foxe et al. [16] used
an endogenous cueing task and found a different modulation of alpha rhythm at parietal-occipital areas.
Furthermore, they also found that an alpha band desynchronization—or decrease—related to target
information active processing possibly reflected a preparatory process [17], and that, during the valid
visuospatial cueing task, an asymmetric, contralateral alpha deactivation in visual areas optimized
orienting of visuospatial attention [18]. When a cue appeared prior of a target and the task required a
greater attentional effort, Foxe and coauthors [16] also showed that alpha activity inhibited part of the
visual space field in which interfering flankers were presented. Interestingly, alpha could be localized
to the occipital-parietal areas of both hemispheres, and was active before the presentation of a stimulus,
as if it had a role in the attentional preparatory mechanisms [18]. Indeed, while occipital-parietal
areas integrate cue-related sensory information from multiple sensory modalities for programing the
next engagement of visual attention, the inferior parietal cortex (IPC) would take care of maintaining
attention orienting.

Experimental evidences have been provided showing task-related changes both in alpha power
and scalp hemispheric lateralization or dominance. Indeed, a decrease in alpha power (i.e., alpha
desynchronization) was found at occipital-parietal areas in attention orienting tasks, while an increase
in this index was found during sustaining of attention [19]. Moreover, Li et al. [20] also found that task
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difficulty and visual stimulus handling could change alpha band amplitudes in different ways and at
different points in time during endogenous processing. The participants to the study had to decide
whether an object was a car or a face; alpha activity showed a higher amplitude at the right-sided
occipital-parietal regions when the decisional task was more difficult. Volberg et al. [21] studied
changes in alpha oscillatory activity in tasks of visual attention globally or locally directed by a cue. In
this experiment, the subjects were prompted with a sound associated to the appearance of the target at
a certain point of the screen, and with different sounds associated to the presence of the stimulus at any
point of the screen. They saw that, in a task demanding a certain speed of response and in which the
target was presented at a certain point of the screen, the right occipital-parietal area was activated for
processing of global information, and, consequently, the left homologous region had a greater presence
of alpha band, being inhibited. Conversely, the left hemisphere became more active in response to
a target stimulus fallen at a specific location and the processing of its features at local level, so that
the right hemisphere was in this case inhibited. Interestingly, alpha band was prevalent before the
presentation of the stimulus, as if it had a role in the attention preparatory mechanisms. Alpha rhythm
power measured at frontal-parietal areas during top-down processing was functionally interpreted as
if the brain dealt with participants’ expectations towards the task. Most interestingly, alpha modulation
in the posterior scalp areas is governed by the anterior, prefrontal areas, which have an important
role in attentional selection: this might be a neural signature of executive control, in relation to which
prefrontal and posterior occipital-parietal areas form an attention-related network. Wavelet-based
EEG studies have also found an interaction between top-down and bottom-up processing hinting at
the view that alpha activity preceding a stimulus would reflect a top-down preparatory mechanism
modulating both the response timing and the performance in an attentional task [22].

In selective attention, alpha rhythm is higher on parietal-occipital sites. Furthermore, it has
been proved that prefrontal cortex rules alpha power in posterior area during top-down processing.
Wavelet Analysis studies also measured EEG oscillation bands in terms of spatio-temporal frequency.
A desynchronization of alpha oscillations was related to a perceptual difficulty in identifying a visual
target in a discrimination task (target/mask). Larger pre-stimulus desynchronizations showed to be
closely related to a better performance and to anticipatory attention [23].

As far as brain frequency-specific oscillatory activity in relation to cognitive functions is concerned,
it is an acknowledged assumption that alpha power is affected by its oxygen supply. Indeed, from
an inadequate blood oxygen delivery to the brain, it may in fact derive hypoxia, which is a common
feature in many clinical disorders, including severe anemia, respiratory diseases (e.g., serious asthma
and sleep apnea), and ischemic brain lesions, with or without a coma. This condition often also occurs
in healthy individuals faced with extreme operational environments, such as high-altitude (HA) and/or
low air pressure milieus (e.g., acknowledged alpinists and climbers as well as HA natives), often in
relation with very low temperatures.

Altered EEG recordings, considered by clinicians as indicators of cerebral metabolism and useful
tools for evaluating hypoxia severity—i.e., hypoxia with or without ischemia—in individuals affected
by such a condition (e.g., [24–26]), have generally been reported in many electrophysiological studies
based on different types of both acute and chronic hypoxia. In human EEG studies of transient hypoxia,
for instance, the latter was induced by low oxygen gas mixtures or hypoxic normobaric hypoxia
(e.g., [27]), by simulated HA in hypobaric pressurized chambers (e.g., [28–31]), during rapid ascent to
HA and lowland reoxygenation (e.g., [32–34]), and in HA natives [35]. Overall, a slowing activity of
EEG in hypoxia with respect to normoxia has been generally advanced by all these studies.

As for the specific effects of acute hypoxia—regardless of the method of its induction—on spectral
power density in the alpha frequency band, somehow inconsistent findings can be found in the
literature. For example, 19 min of hypobaric hypoxia resulted in a significant decrease of alpha
power (i.e., 8.9–11.8 Hz) in the spontaneous EEG of healthy volunteers as measured at the P4-O2

bipolar derivation [28]. Schellart and Reits [27] found that alpha content of brain spontaneous EEG
during systemic hypoxia was strongly affected by the “eyes open/closed” volunteers’ condition. In
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contrast to the eyes closed condition, a transient increase of alpha synchronization occurred during
the eyes-open condition. An alpha (i.e., 10–11 Hz) spectral power selective desynchronization at a
reduced air pressure of 3000 m, and a meaningful gradual desynchronization of this frequency with
increasing altitude to 4000, 5000, and 6000 m, respectively, was found in the posterior scalp areas by
Ozaki et al. [29], in volunteers who did not perform any active task during EEG recordings. Conversely,
Papadelis and coauthors [30] showed an absolute significant increase of alpha power during acute
hypoxia as induced by decreasing the pressure of a barometric chamber, compared to 100% oxygen
condition, in right-handed volunteers who performed a simple computerized flight-simulation task in
which participants had to keep a continuously moving aircraft-target as much closer to the center of
a personal computer (PC) screen denoted by a rectangle, in order to avoid the drifting of the target
towards the edges of the screen if no control was applied [30]. Additionally, a significant increase
of alpha synchronization at posterior scalp sites after an HA chronic acclimatization of 30 days, but
not after a sojourn of seven days only, with respect to previous HA EEG baseline, together with a
cogent desynchronization after re-descending to lowland, have instead been described by Zhao and
coworkers [34], in the spontaneous EEG of a group of young soldiers who did not perform any tasks
during the recording sessions.

Inasmuch, both alpha oscillatory synchronization or desynchronization have been associated
with attention, attention-orienting inhibition, long-range synchronization, memory performance, and
inhibition of interfering visual memories (e.g., [36,37]); these inconsistencies represent a nuisance for a
more specific definition of both the functional significance of this EEG oscillatory activity in relation to
attentional functions and, most importantly, of their possible alterations with hypoxia.

However, because attention is not a unitary function, it is important to relate EEG alpha oscillatory
activity to the three specialized networks sub-serving the human attentional system as originally
conceptualized by Posner and Petersen [38]. After the reviewing of many neuroanatomical and
neuropsychological studies, in fact, Posner’s group [39], advanced the view that human attention
system is undergirded by three different networks regulating different sub-processes, which is, alerting,
orienting, and executive control. The alerting system would take care of achieving and maintaining
an alert state; it would be focalized in frontal and parietal regions of the right hemisphere (RH).
The orienting system, driving attentional focus on a specific point of space, would be localized in
the frontal-parietal areas. Executive control, allowing to solve conflicting cognitive situations and
psychomotor responses, would be associated with medial frontal regions and lateral prefrontal cortex.

To analyze the functional activation and interdependence/independence of these networks,
Fan et al. [40] devised a so called Attention Network Test (ANT) based on the presentation of four
different cueing conditions, that is, NC (no cue), CC (central cue), 2C (two vertically lateralized spatial
cues at the same time above and below the fixation point), and LC (one vertically lateralized spatial
cue above or below the fixation point). Each of these cueing conditions was randomly followed by
directionally congruent and incongruent strings of five arrows, of which the central one, which might
point either toward the left or to the right, posed as a target, and the peripheral ones as low-level
(congruent condition) or high-level interfering (incongruent condition) flankers. A third target
condition made up of a central arrow-target pointing either leftward or rightward surrounded by four
simple straight-lines was originally included. Due to some inessential experimental findings and to the
theoretical interpretation of the latter in several behavioral studies, Posner’s group later hemodynamic
(i.e., functional magnetic resonance imaging (fMRI) [41]) and electrophysiological imaging (i.e.,
EEG [42]) studies omitted the 2C cue type and the target-arrow-surrounded by straight-line flankers
condition, and used three cueing types, namely the NC, CC, and LC conditions, and two target-arrow
vs. flanker-arrows conditions only.

1.1. ANT and Functional Meaning of its Cueing Conditions

The ANT has shown to be a useful and simple measure of attentional efficiency so that it can be
used with adults, children, monkeys and patients with various abnormalities of attention [40]. As
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the cueing conditions are concerned, both neutral (CC) and valid spatial cues (LC) serve as a form
of alerting cue, but only the latter provides always valid, predictive spatial information that allows
participants to begin orienting attention to the appropriate location before the target is presented.
Conversely, the central cue (CC) tends to keep reflexive attention focused on one location, which is
the central location at the fixation cross, before the target exogenously attract orienting of attention at
its appearance location. Unlike for these cueing conditions, under NC, there are neither alerting nor
spatial cues and participants see only the fixation cross and the sequence of randomly presented targets
above or below it. According to Fan et al. [40], the NC condition is a relatively low-alertness tonic
orienting condition in which attention tends to remain diffused across the two potential target locations.

Since the three sources of attention, alerting, orienting, and executive attention appear to engage
separate brain mechanisms, Fan et al. [40] investigated the independence and/or interaction of these
networks and concluded that the latter were relatively independent mechanisms. Indeed, while phasic
alerting enhanced flanker interference costs, both LC and NC conditions reduced them. According
to Fan et al. [40], this occurred, in the first case, because participants directed attention to the target
ahead of time, and, in the second case, because the NC condition is a relatively low-alertness condition
and resulted in longer RTs and relatively lower errors. Consistent behavioral and electrophysiological
findings were more recently found by Zani and Proverbio [43], in that both RTs and mean latency
measures of a so-called ERPs conflict negativity (CN) component showed a decreased flanker conflict
interference for both NC and LC cueing conditions as compared to both CC and 2C conditions. Overall,
these findings support the view that, far from being independent from each other, the attentional
system networks somehow directly interact one another.

1.2. Rationale for the Present Study

Purpose of the present study was to identify the most prominent features of EEG alpha power in
the classification of attention modes and response control as related to the ANT neural networks with
the hope of providing alpha-based reliable markers of their functionality. Moreover, we wanted to
assess the possible impact of respiratory hypoxia on these three attention networks because not yet
investigated and renown up to now. More specifically, we wanted to tap possible differences in this
impact between conditions of lower or greater motor and cognitive workload. To achieve these aims
we used the afore-mentioned ANT-SR (ANT-Slightly Redesigned) version and measured the decrease
and/or increase of alpha power synchronization as a function of the possibly independent and/or partly
interdependent activation of the three attention networks. We wondered whether hypoxia would have
affected the three attentional networks independently from one another or in interaction.

Considered that ANT paradigm is an extremely simple task so that “The instructions to the
subjects only require they know how to press a left key for a leftward-pointing arrow and a right key
for a rightward-pointing arrow [40]”, we slightly redesigned it with the goal to carry out a behavioral
and electrophysiological study aimed to find possible differences in the effects of hypoxia on a simple
with respect to a difficult, psycho-motor overloaded attention orienting task. In details, we devised
one cue-target condition in which a valid, spatially informative local cue preceded the delivery of
one out of two different types of arrow-strings which had to be discriminated to provide a dual
motor-choice overt response with the index or medium fingers of the left or right hand, depending on
the type and direction of the arrowhead, no matter the congruency of the flankers. In this difficult
motor variant, defined by us “LCmot”, the participants had to use one out of four fingers to give their
response. The goal was to investigate the mechanisms of visuospatial attention, and, more specifically,
of attentional conflict control situations during the execution of a relatively difficult motor task. In order
to compare the effects of hypoxia on this condition with those possibly occurring in a simple orienting
of attention condition, besides on alerting and executive conditions, we added to our ANT-SR the no
Cue (NC), the Central Cue (CC), and the Local Cue (LC) conditions used in the original version of the
ANT paradigm by Fan and colleagues [40], and in Fan’s et al. [41,42] later studies. However, to make
the four cue conditions comparable from the stimulus-information point of view, the two types of
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arrows were also presented in the three afore-mentioned conditions despite the fact that the volunteers
had not to discriminate between their types and gave an overt motor response using alternatively only
the index fingers of the two hands depending on the target arrowhead orientation.

The ANT-SR [40] was used to investigate the effects of hypoxia on endogenous and
exogenous visuospatial attention orienting modes. Capitalizing on the different set of alerting and
attention-orienting cue-target conditions of the redesigned ANT-SR test [40,44], and assuming that an
increase of alpha synchronization represented an inhibition of attention orienting, we hypothesized that:

1. an increase in alpha power would have been found for the spatially uninformative CC condition
as compared to both the LC and NC conditions;

2. the addition of a perceptual and motor-choice workload (as in the LCmot condition) would have
adversely affected overt motor responses and brain attention orienting capacity as reflected by an
increase of alpha oscillations;

3. alpha power would have been affected differently by exogenous and endogenous attention
orienting modes over the two hemispheres;

4. hypoxia would have resulted in a general increase in alpha power in both exogenous and
endogenous attention orienting modes.

2. Materials and Methods

2.1. Study Compliance with Ethical Standards and Participants

The study was approved by the ethics committee of the Italian National Research Council (CNR)
and was conducted in the Electro-Functional Brain Imaging unit (EFBIu) of the CNR-IBFM Institute
in accordance with American Psychological Association (APA) ethical standards for the treatment
of human experimental participants (APA, Monitor Staff, 2003, vol. 34, n. 1). Furthermore, the
experiments were conducted with the understanding and the written consent of each participant in
compliance with the indications of the 2018 Declaration of Helsinki ethical principles for medical
research involving human subjects by the World Medical Association (WMA Declaration of Helsinki, 9
July, 2018, PDF file).

Ten (10) healthy volunteers (4 females and 6 males), with age ranging from 19 to 27 years (Mean =
24, SD = 2.7) were selected for participating in randomized order in two EEG recording sessions during
which they breathed either ambient air (also indicated as “normoxia”) or a 12.5% O2-impoverished air
mixture (also indicated as “hypoxia”). Besides suffering or having suffered of any neurological and
psychological syndromes or the intake of any psychopharmacological substances, criteria of exclusion
from the study were cigarettes smoking, arterial hypertension, and cardiovascular or respiratory
diseases. In addition, to minimize confounding effects, no participant had to have sojourned at a
higher altitude than 300–400 m in the 4 weeks preceding the study nor had to have been regularly and
intensively engaged in any physical training program. Again, volunteers were required to refrain from
any strenuous physical activity and from unlimited consumption of alcohol, caffeine, and theophylline
containing beverages in the 24 h prior to the experimental sessions of the study. All selected participants
had normal or corrected–to–normal vision and right-eye as well as right-hand dominance and none
of them had any left-handed relatives as assessed by the Edinburgh Inventory. Unfortunately, the
data of two volunteers had to be excluded from the statistical analyses either because of excessive
eye—and body—movement artifacts during EEG recordings or for not completing the two recording
sessions cycle.

Sample Size Limit

The small size of the sample here used introduced a risk of underpowered statistical computations
in the study. However, we kept this risk under thorough control estimating the effect size for the
statistically significant factors by means of partial eta squared values, i.e., η2

p. Additionally, the alpha
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inflation due to multiple comparisons was also controlled by means of Greenhouse–Geisser epsilon
(ε) correction.

2.2. Stimulus Materials and Experimental Conditions

Stimulus materials consisted of strings of five (5) contiguous arrows, serving as targets. Arrows
were of two types: so-called “standard” and “star” arrows. While the former had a tip with a vertically
linear rear side, the latter showed a slightly inward-bound and oblique rear-side at the starting of their
shaft (see Figure 1a). The central arrow of each string consisted of the true target while the flanking two
arrows on each side of the latter posed as potential distracters. Overall, each target-and-flankers-string
subtended 8.7 degrees of visual angle along the horizontal meridian and 1.3 degrees along the vertical
meridian. Regardless of the arrow-type, the tip of the central target arrow could point to the left or to
the right side, whereas the flanking arrows could point toward the same (Congruent flankers) or the
opposite direction (Incongruent flankers) as the target. All in all, then, there were eight (8) different
target strings combinations (see Figure 1b for examples of the latter).

Prior the presentation of arrow-strings, stimulation also included the administration or the
omission of white asterisks in different points in space of the stimulation PC monitor so to produce
four different cue-target conditions. All these stimulus materials were presented on the blackened
background of a 17“- cathode-ray tube (CRT) screen in front of the volunteers. The luminance
of both the asterisk-cue and the two types of target-arrow-strings were measured in candela/m2.
The luminance of the asterisk amounted to 7.3 candela/m2. Conversely, the luminance assessments for
the standard-arrow- and star-arrow-strings were 27.81 and 26.96 candela/m2, respectively, and were
matched across arrow-pointing directions and target-flankers congruency.

Depending on the cue presentation positions (above or below the fixation cross (FC) or centered
over it) or omission, as well as to target-related motor tasks to be performed, four (4) different attention
alerting or valid spatial attention orienting sets were induced in the participants (Figure 1c). More in
details, the latter had to deal with: (1) the sequential presentation at random of vertically eccentric
(above or below the FC) target strings without being preceded by any cue aimed at eliciting a possibly
tonic and unspecific alerting or sustained attention condition over time (No Cue, NC) as well as a
target-related exogenous spatial orienting of attention to the point in space where the arrow-strings
were contingently presented from trial-to-trial; (2) the presentation of a cue overimposed on the FC
aimed at eliciting a phasic attention alerting but not an attention orienting response followed by the
presentation of a target string above or below the FC so to elicit a target-related exogenous spatial
orienting of attention to the point in space where the target-string was delivered (Central cue, CC);
(3) the presentation of a vertically eccentric (above or below the FC) cue aimed at eliciting both a
cue-related phasic attention alerting and an exogenous orienting of attention to the point in space
indicated by the cue, later on followed by a further endogenous orienting onto the target at that same
point because the focus of attention was already centered there (Local or Spatial cue condition, LC).
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Figure 1. Graphical depiction of the stimulus materials, of cue-target conditions, and of trial events used
in the present study (ANT-SR (Attention Network Test-Slightly Redesigned); modified and redrawn
from Fan et al. [40] and Posner [44]). (a) Two kinds of white arrow-target strings were presented:
“standard” and “star” arrows. (b) Congruent and incongruent central targets vs. flanker strings were
presented. Based on the direction of the arrow tip (left or right), eight target-flanker conditions resulted.
(c) Four different cue-target and motor-task experimental conditions were administered in randomized
order: a no cue (NC) condition; a center, alerting but spatially unpredictable cue (Central Cue, CC),
and a valid spatially informative cue (Local Cue, LC). In these three conditions, participants’ motor
response to targets depended on a single-choice reaction time (RT) button-press. In a fourth cueing
condition, LCmot, volunteers had to discriminate both the target-arrow type and orientation in order
to make a double-choice RTs button-press. (d) Schematic exemplification of cue–target stimulus-events
and inter-stimulus interval (ISI) duration during a single trial of the LC condition as well as of the
random inter-trial interval (ITI) length. See text for further details.

For each of these three cueing conditions of the original ANT, on each trial the participants had
to discriminate the direction towards which the central target-arrow-tip of the five-arrows-string
pointed, independent of the arrow type presented (i.e., standard or star arrow), and of the direction of
the flanking-arrows (Congruent and Incongruent), and to perform a single-choice-RTs button-press
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with the index finger of the corresponding hand (right or left). Participants had also to deal with a
fourth, newly introduced, cueing condition of the ANT-SR, defined LCmot. The latter was like LC but
demanded a double-choice-RTs button-press according to the target-arrow type presented. Indeed,
during the LCmot condition participants had to discriminate the type of target-arrows (i.e., standard-
or star-target-arrow), besides the direction to which the latter were pointing to, in order to perform a
double-choice button-press with the index or middle fingers, respectively, of the corresponding hand
(right or left, respectively; See Figure 1b,c again).

No matter the cue-target condition considered, on each trial the cue was presented for 100 ms
followed after 400 ms by the delivery of an arrows-string, which remained on the screen for 1000 ms
before its offset in order to avoid any possibly baffling stimulus-offset, besides stimulus-onset, related
ERP recordings. Inter-trial interval (ITI) randomly varied between 330 and 1000 ms (Figure 1d).

2.3. Procedure

The selected participants took part in randomized order in two 4 h lasting EEG recording sessions,
one week apart from each other. During these two experimental sessions they breathed either ambient
air (or normoxia) or a 12.5% O2-impoverished air mixture (simulating respiration conditions at an
high altitude of ~4200 m (~13,780 feet) at sea level), which may be assimilated to an acute bout of
tolerable and far from pathogenic normobaric hypoxia while performing in four different cue-target
visuo-spatial attention conditions taken and readapted from Fan’s et al. [40] and Posner’s [44] ANT.

Independent of the respiratory session with which the volunteers started their participation in the
study, while being prepared for the EEG recording during their first report to the lab, they underwent
a general psychophysiological screening that included the chronicling of their chronobiological
daily habitual activity patterns (Morningness Eveningness Questionnaire—MEQ [45]). In addition,
we also measured their subjective mood and alert levels by means of so-called paper-and-pencil
psychophysiological Likert-like scales and three minutes speeded-up letter-cancellation tasks. As for
the hypoxia session, just starting from their arrival to the laboratory the volunteers breathed a
normobaric hypoxic mixture obtained removing a controlled amount of oxygen from air (i.e., 12.5% O2)
by means of a MAG-10 hypoxicator apparatus (Higher Peak LLC, Winchester, MA, USA). The mixture
was delivered through a facemask at 30 L/min. Excess air flow was diverted outside the mask to prevent
inspired oxygen pressure from increasing above 90 Torr (see Figure 2 for a visual exemplification).

 
Figure 2. A picture of a participant wearing the mask connected to the hypoxicator apparatus
which provided air impoverished of a 12.5% of oxygen during the electroencephalogram (EEG)
recording session.
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Since there are influential data in the physiological literature indicating that in humans the most
relevant cardiorespiratory and blood plasmatic effects were found in between 2–4 h of serious hypoxic
respiration (see, e.g., [46]), all our volunteers were systematically submitted to the EEG recording session
starting after 2 h of such a respiratory condition, which was spent in the application and jellying of a 128
electrodes electrocap as well as in the filling of the mood and alert paper-and-pencil scales, besides in
an alert letter-cancellation-based task. For experimental standardization and session comparison-sake,
the volunteers started their tasks-related EEG recordings after 2 h during the normoxic session too, a
span of time overall spent in the activities mentioned above besides the electrocap application.

At the end of the preparation time-span, participants were invited to take a seat in a comfortable
easy chair with a high backrest within an electrically and magnetically shielded cubicle (Faraday cage)
in front of a CRT screen with a small white fixation cross (FC) in the center of its black background
placed at a distance of 114 cm (or 3.34 feet) from them. During the EEG recordings, sequences of the
white arrow-strings were randomly presented above or below the fixation-cross at the center of the
visual screen. The central target-arrow of each string fell just in correspondence of the fixation cross
with a vertical eccentricity of ±1.25 degrees of visual angle from the latter. Apart for the NC condition,
an asterisk-cue always preceded the arrow-strings in the CC, LC, and LC mot conditions.

To familiarize participants with the task to be performed in each cue-target condition, before
recording was started volunteers read detailed written instructions and performed a practice run of 30
stimulus pairs. For each of the four cue-target condition, there were four separate blocks of trials, each
containing 128 trials grouped in a differently randomized order and lasting approximately 3.5 min.
To avoid any confounding and systematic interacting effects of practice, fatigue and hypoxia, we also
randomized the order of administration of the respiratory conditions, of the cue-target conditions, of
the type of target-arrows, of the falling of the target in the upper or lower visual field, and of blocks
presentation across participants.

2.4. EEG Recording and Analysis

For EEG recordings we used scalp electrodes mounted in an ANT elastic Waveguard 128-electrodes
electrocap. The electrodes were densely spaced all over the frontal, central, temporal, parietal, and
occipital scalp-sites as proposed by the 5% system [47] devised for high-spatial resolution EEG/ERP
recordings. Two electrodes placed below and above the right eye recorded vertical eye movements,
whereas two further electrodes placed at the outer canthi of the eyes recorded horizontal eye movements.
Linked ears served as the reference lead, whereas a frontal electrode served as a ground site. Electrode
impedance was below 5 kΩ. Both EEG and electrooculogram (EOG) continuous signals were acquired
using directional-current (DC) amplifiers and a digitization rate of 512 samples/s. Offline, automated
rejection of electrical artifacts was performed before EEG averaging to discard epochs in which eye
movements, blinks, or excessive body muscle potentials occurred. The artifact rejection criterion was a
peak–to–peak amplitude exceeding ± 70 μV for EEG signal or ± 100 μV for EOG signal, and, in line
with the trials stimulus events timing, went from 100 ms before the cue-type to 1500 ms after it for each
trial in sequence, until the routine detected EEG values falling within the indicated window-values.
Overall, the rejection rate was ~6.0 %. Although we used the indicated rejection method implemented
in our EEG signals analysis applications package, we are aware that other independent component
analyses would have quite efficiently worked [48,49]. Trials associated with missing (i.e., overt motor
responses falling after 1000 ms from the target) were also discarded, which resulted in a rejection
rate of less the 2%. Overall, then, a global 92% out of the 100% trials administered were accepted
for averaging. Trials associated with motor-response errors (i.e., on the one hand, responses given
with the wrong hand with respect to the left/right target-arrow pointing directions, no matter the
arrow types, for the NC, CC, and LCmot conditions, and, on the other hand, the wrong finger with
respect to the standard/star arrow types, besides with the wrong hand, for LCmot) were also computed
separately as a function of respiratory conditions and discarded from EEG averaging. So, after rejection
procedures and the due mean computations over the sample of participants, the mean percentages of
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correct trials averaged as a function of NC, CC, LC, and LCmot conditions in normoxia amounted to
98%, 99%, 99%, and 94% of the 100% of total trials administered, respectively, and to 98%, 95%, 94%,
and 89%, respectively, in hypoxia. More specifically, in normoxia the percentages of congruent vs.
incongruent trials averaged for the former congruency level of NC, CC, LC, and LCmot conditions
were 50.41%, 49.79%, 50.69%, and 47.29% of the 100% total trials administered, respectively, and 48.35%,
48.83%, 49.15%, and 46.65%, respectively, for the latter congruency level. In hypoxia the percentages of
congruent vs. incongruent trials averaged for the congruent target trials of the four cueing conditions
were 49.90%, 48.61% 47.50%, and 45.54% of the 100% total trials administered, respectively, and 48.32%,
47.23%, 46.70%, and 43.42%, respectively, for the incongruent target trials.

Before selective averaging, accepted EEG signal chunks were digitally filtered with a
half–amplitude band-pass of 0.016–70 Hz. As for the rejected epochs, accepted EEG epochs in
the averages were synchronized with the onset of cue presentation (CC, LC, and LCmot conditions) or
omission (NC condition) and went from 100 ms before the cue-type to 1500 ms after it, the target-related
EEG being elicited 500 ms after cue-onset. In order to compare the averaged EEG epochs relative
to the single-choice motor-workload conditions (i.e., NC, CC, and LC) with those generated in the
double-choice motor-workload condition (LCmot), EEG responses to the different types of arrow-targets
(i.e., standard and star arrows) were collapsed together in all cueing conditions. Furthermore, in order
to increase the signal-to-noise ratio EEG trials related to targets delivered in the upper and lower
visuospatial hemifields were also collapsed together in all cueing conditions.

Hence, for each subject distinct EEG average waveforms were obtained according to respiratory
condition (i.e., ambient-air or hypoxia), cueing-task condition (CC, LC, NC, LCmot), and
target-congruency (i.e., congruent, incongruent) condition. Besides average EEG waveforms for
each single participant, grand-average EEG signals were also computed for the participants’ sample.

2.5. Alpha Power Analysis

To obtain the alpha power as a function of the different experimental conditions, the Fast Fourier
Transform (FFT; [50]) computation was used. The reference point for the FFT analysis or Start Time
was the time of cue presentation, at 0 ms latency, while the End Time was the 1500 ms latency. The time
span of the EEG waveforms was divided in three (i.e., 3) blocks, each with a length of 500 ms, with
a sample count which had the power of two (i.e., 512 Hz). Alpha oscillations content and, more
specifically, alpha amplitude in the range of 7.5–12.5 Hz was computed and averaged over the three
blocks. To allow a better comparison of FFT results over experimental conditions, a normalization of
the computed alpha power in the aforementioned band with respect to the summed power over all
frequency values of the channels with the highest power was carried out, and, as a whole, reported in
μV2. Additionally, the baselines of the spectral analyses were corrected across conditions before FFT
computation. These procedures were automatically applied to each site of the electrodes montage
so to obtain a topographic distribution of the alpha power spectra over the scalp as a function of the
experimental variables. Topographical voltage maps of alpha were obtained by plotting color-coded
alpha power values derived by interpolating frequency content values between scalp electrodes as a
function of respiratory and cueing conditions. Eye-balls inspection of the maps indicated that EEG
alpha power reached higher amplitude values at posterior than anterior scalp regions regardless of
respiratory and attention cueing conditions, and that the topographic distribution of alpha amplitude
at posterior scalp regions changed as a function of experimental conditions considered. In order to test
the statistical significance of these apparent data changes, taking into account previous EEG findings
in the literature, alpha power amplitude was measured at four posteriorly-anteriorly distributed
couples of homologous electrode sites: O1 and O2, mesial-occipital electrodes; PO7 and PO8, lateral
parietal-occipital electrodes; TPP7h and TPP8h, temporo-parietal-parietal electrodes; and F5 and F6,
pre-frontal lateralized electrodes.
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3. Statistical Analyses

3.1. Statistical Analyses for Behavioral Data

Behavioral data, namely both motor response errors and speed (reaction times—RTs), underwent
two separate 3-way repeated-measures ANOVAs whose factors of variability were: Respiratory
conditions (2 levels: Air and Hypoxia), Cueing conditions (4 levels; NC, CC, LC and LCmot) and
Target congruency (2 levels: Congruent, Incongruent). Before being submitted to the multifactorial
repeated-measures ANOVA, error rate percentages were converted to arcsine values because percentage
values do not exhibit homoscedasticity (e.g., [51], which is necessary for ANOVA. In fact, the distribution
of percentages is binomial, whereas the arcsine transformation of the data makes the distribution
normal [52].

3.2. Statistical Analyses for Electrophysiological Data

Alpha power measures were submitted to a five-way repeated–measures ANOVA with respiratory
condition (R, 2 levels: Ambient-air and Hypoxia), attention cueing condition (AC, 4 levels: NC, CC, LC,
and LCmot), arrows-target array congruency (C, 2 levels: Congruent and Incongruent), hemisphere
(H, two levels: left hemisphere, LH, and right hemisphere, RH), and electrode (E, 4 levels; O1–O2,
PO7–PO8, TPP7h–TPP8h, and F5–F6 electrode sites).

For both behavioral and electrophysiological data, the partial eta squared values (η2
p) were

systematically provided to estimate effect sizes [53,54]. Additionally, (ε) Greenhouse-Geisser correction
was applied to compensate for possible violations of the sphericity assumption associated with factors
which had more than two levels. The epsilon (ε) values and the corrected probability levels (in case of
epsilon < 1) are reported. Post-hoc comparisons among means for significant factors with more than
two levels were performed by means of Tukey HSD and/or Newman–Keuls tests.

4. Results

4.1. Behavioral Results

4.1.1. Error-Percentage Rates

The ANOVA carried out on motor response errors proved the significance of the main “respiratory
condition” factor (F (1,7) = 7.276: p < 0.025)), indicating that in air participants showed a 2.51% of errors,
while during hypoxia this rate increased on average to 6.12%. In addition, error percentage-rates for
the various cueing conditions significantly changed as a function of the respiratory condition (F (2.63,
18.45) = 31.25; ε = 0.879; adjusted p value < 0.000024; η2

p = 0.61). Post-hoc comparisons indicated that,
in air, error rates for NC were higher than for both CC (p < 0.0001) and LC (p < 0.0001), but lower than
for LCmot (p < 0.0002). In turn, CC did not differ from LC, but it showed a lower errors rate than
LCmot (p < 0.0001). Again, LC obtained a lower errors rate than LCmot (p < 0.0001; see Figure 3 for
these findings.)

In hypoxia, instead, the post-hoc contrasts indicated that error percentage rates progressively
and significantly increased from NC to LCmot cueing conditions: NC vs. CC, p < 0.0002; NC vs.
LC, p < 0.0001; NC vs. LCmot, p < 0.0001, respectively. Moreover, CC was also different from LC
(p < 0.0002) and from LCmot (p < 0.00001), and, in turn, LC was different from LCmot (p < 0.0001). Due
to the aforementioned increases, with the exception of NC, the CC, LC and LCmot cueing conditions
showed significantly higher error rates in hypoxia than in air (i.e., p < 0.001 for CC; p < 0.0001 for LC;
p < 0.000025 for LCmot; see Figure 3 again).
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Figure 3. Mean percentages (along with standard errors (SE)) of errors committed by participants as a
function of cueing condition and respiratory condition regardless of the target strings congruency.

4.1.2. Reaction Times (RTs)

The ANOVA carried out on mean RTs showed that the measures obtained for the two levels of the
respiratory factor (i.e., Air: Mean = 458.60 ms, standard error (SE) = 13.68; Hypoxia: Mean = 474.21
ms, SE = 15.01) were significantly different (F (1,7) = 4.799; ε = 1; p < 0.05, η2

p = 0.51). The ANOVA also
yielded significant effects of cue-type (F (2, 16; 15, 15) = 176.96; ε = 0.72; adjusted p value < 0.00001,
η2

p = 0.96) and target flanker-type (F (1, 7) = 167.23; p < 0.000004) and a significant interaction between
the two (F (2,58; 18,08) = 39.96; ε = 0.86; adjusted p value < 0.000002, η2

p = 0.85).
Post-hoc comparisons showed that, except for the LCmot cueing type, response times were much

faster for all the other cueing conditions when target-strings were congruent than incongruent (i.e.,
NC (p < 0.00002), CC (p < 0.0002) and LC (p < 0.0002), respectively; see Figure 4). Post-hoc contrasts
also indicated that RTs were slower for NC than for both CC (Cong: p < 0.0002; Incong: p < 0.0002)
and LC (Cong: p < 0.0002; Incong: p < 0.0002), and in turn for CC than LC for both target flanker
types (Cong: p < 0.0002; Incong: p < 0.0002). Further contrast analyses proved that LCmot obtained
much slower RTs than the other three cueing conditions, namely NC, CC, and LC, for both target
congruency conditions (Cong: LCmot vs. NC, p < 0.0002; LCmot vs. CC, p < 0.0002; LCmot vs LC,
p < 0.0002; Incong: LCmot vs. NC, p < 0002; LCmot vs. CC, p < 0.0002; LCmot vs. LC, p < 0.0002; see
Figure 4 again).
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Figure 4. Mean RT and Standard Error (SE) values obtained as a function of the cueing condition
and target congruency over the sample of participants. Note that RTs were measured starting from
the target delivery time, that is 500 ms later than the cue omission or administration according to the
cueing condition.

4.2. Electrophysiological Results

ANOVA showed the significant interaction of Cueing condition x Hemisphere (F(2.17, 15.19) =
6.16; ε = 0.72; adjusted p value < 0.00001). Effect size for this significant interaction was η2

p = 0.47.
Post-hoc comparisons among means showed that alpha power was significantly stronger over the RH
than LH for the LCmot condition only (p < 0.000028; for these effects see maps of Figure 5a–d as well
as the mean and SE values drawn in Figure 6).

Further post-hoc contrasts between the alpha power values obtained for the different cueing
conditions within the two hemispheres also indicated that alpha power was overall greater in the CC
than NC condition over both hemispheres (i.e., p < 0.00001 for LH, and p < 00001 for RH, respectively).
Alpha power was also greater in the LC than in the NC condition over both hemispheres. Conversely,
alpha power was decreased in the LCmot compared to the CC condition (p < 0.00001 for LH, and
p < 0.0033 for RH, respectively). Post-hoc tests also showed a difference between alpha power values
for both the spatially informative conditions LC and LCmot over the LH (p < 0.00001), but not the RH.
Again, alpha showed an enhanced power in the CC than in the LC condition over the LH (p < 0.008),
but not the RH, despite an intriguing trend (p < 0.062).

The ANOVA also yielded a significant triple interaction of Respiratory condition, Hemisphere and
Electrode factors (F (1.74; 12.15) = 3.72; ε = 0.58; adjusted p value < 0.05; effect size η2

p = 0.35) regardless
of the cueing condition (For the topographic distribution across electrode sites and hemispheres in the
two respiratory conditions see the maps drawn in Figure 7), while for the mean and SE values relative to
the afore-mentioned findings see Figure 8). Post-hoc comparisons among means indicated that hypoxia
significantly increased alpha power (p < 0.0005) determining a prominent alpha synchronization
over the right-sided parieto-occipital scalp site (PO8), but not the left occipito-parietal (PO7) site.
Furthermore, alpha power was greater over the right (PO8; p < 0.004) than the left occipito-parietal
(PO7) site.
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Figure 5. Three-dimensional (3D) maps of the topographical distribution of alpha power over the scalp
as a function of the cueing-conditions grand-averaged over the respiratory conditions, and drawn from
the top, the back, the right, and the left points of view, respectively. Time = 0 to 1500 ms, frequency =
7.5–12.5 Hz. (a): NC condition; (b): CC condition; (c): LC condition; (d): LCmot condition. Note that
the scale of alpha power values (in μV2) is unalike in the different attentional-cueing conditions. Note
also that while the alerting but spatially unpredictable, exogenous-orienting of attention to target (CC)
condition showed the highest alpha power, the fully uncued, exogenous-orienting of attention to target
(NC) condition was characterized by the lowest alpha power.
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Figure 6. Mean and SE values of alpha power (in μV2) as a function of cueing conditions and
hemispheres collapsed across respiratory conditions. Note that for an easier readability, alpha power
values were multiplied by 10 before being plotted.

p p

Figure 7. 3D topographical scalp maps of alpha power as a function of normoxia (left side) and hypoxia
(right side) respiratory conditions grand-averaged across the attentional-cueing modes, and drawn
from the top, the back, the right, and the left viewpoints, respectively. Worth of note is the prominent
lateralization of alpha synchronization induced by hypoxia over the right-sided occipital and parietal
scalp areas as compared to normoxia.
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Figure 8. Mean and SE values of alpha power plotted as a function of respiratory mode, hemisphere,
and electrode site. Note that also in this case alpha power values were multiplied by 10 before
being plotted.

Additionally, hypoxia induced EEG alpha synchronization over the mesial-occipital areas of
both the LH and RH (p < 0.04 and p < 0.0072, respectively). Hypoxia also induced stronger alpha
synchronization than in ambient-air over the left-sided dorsolateral prefrontal scalp site (p < 0.0011)
(see Figure 8 again for all these findings). Overall, however, at these anterior scalp regions EEG
alpha synchronization was significantly stronger over the RH than the LH, but in air condition only
(p < 0.034). Moreover, in hypoxia alpha synchronization showed to be much more prominent over the
right parieto-occipital than over the temporo-parietal (p < 0.001) and the prefrontal (p < 0.046) scalp
sites, while this topographical difference was much reduced in ambient-air condition and over the left
hemisphere (p < 0.0011).

5. Discussion

The present study had the manifold aims of investigating the role of alpha synchronization and/or
desynchronization in visuospatial attention orienting, and, more specifically, in the exogenous and
endogenous modes of attention-orienting. Additionally, we aimed to investigate the relationships of
alpha synchronization and desynchronization with the functional activation of brain alerting, orienting,
and executive attentional neural networks. We wished to assess whether the separate attentional
networks might have been independently or interactively affected by a reduced, non-pathogenic brain
oxygenation state—or hypoxia—and, in case of interactions, which of them would have interacted. Last
but not the least, we inquired into possible influences of induced hypoxia on overt motor performance.

From the behavioral point of view, our findings indicated that both error rates and RTs showed
to be affected by hypoxia, in that, during this respiratory condition, the participants showed a tout
court lower performance accuracy and speed than in air—or normoxia—regardless of cueing mode
and target/flanker congruency.

However, error rate differences between cueing conditions also showed to be strongly affected
by the respiratory factor regardless of target/flanker congruency. In normoxia, in fact, the lowest
error rate was observed for both the spatially cued (LC) and the alerting but spatially unpredictable,
centrally cued (CC) targets, without any difference between them (see Figure 3). A higher errors rate
was obtained for uncued targets (NC), and a highest rate for spatially cued, motor-choice overloaded
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(LCmot) targets. Conversely, with the exception of uncued targets (NC), hypoxia markedly affected
performance accuracy in that the latter progressively decreased—i.e., participants committed a greater
number of errors—as a function of both the alerting but spatially unpredictable, centrally cued (CC)
and spatially cued targets, regardless of their demand of a single or a double-choice motor response
(i.e., LC and LCmot). All in all, these overt motor-accuracy findings suggested that hypoxia affected
the original ANT-related attention alerting, orienting, and conflict networks independently from one
another. Moreover, our data suggested that hypoxia also strongly affected the motor-charged attention
orienting cueing mode.

Unlike for error rates, overt responses (i.e., RTs) showed a distinct pattern of significant changes
as a function of cueing conditions in close interaction with target/flanker conflict level, regardless of the
respiratory condition. Shortest RTs were observed for validly spatially cued (LC) targets, intermediate
RTs for the spatially unpredictable, centrally cued (CC) targets, longer RTs for uncued targets (NC)
and longest RTs for spatially cued, motor double-choice demanding (LCmot) targets (see Figure 4).
The relative benefits of original ANT alerting and orienting [40] amounted to about 25 ms and 50 ms,
respectively, while for the motor double-choice-related orienting condition of our ANT-SR, a heavy cost
of about 200 ms, rather than a benefit, was found. Response conflict due to target/flankers incongruency
led to an increase of overt motor response latency with a greater mean RTs cost of about ~40 ms for the
spatially unpredictable, centrally cued (CC) targets than for both the uncued (NC; ~30 ms) and the
validly spatially cued targets (LC; ~20ms), and no cost for LCmot cueing condition.

At least for what concerned the behavioral findings in response to the original ANT-related cueing
conditions in normoxia, the aforementioned pattern of results is in good accordance with those that
were published originally by Fan et al. [40], Neuhaus et al. [55], and by our group (e.g., Zani and
Proverbio [43]), in that the use of either a spatially informative cue (LC) or of a no-cueing condition
(NC) reduced costs for incongruent vs. congruent targets processing as compared to both the 2C and
CC cueing modes. According to Fan et al. [40], this occurred, in the first case, because participants
directed attention to the target ahead of time, and, in the second case, because NC is a relatively
low-alertness condition and resulted in longer RTs and relatively lower errors. In Fan’s et al. [40]
words, “it is possible that the longer time to produce a response due to low alertness can provide
additional time for executive attention processes in the conflict condition, thus reducing executive
costs.” Following the above-mentioned lines of reasoning, it would seem highly plausible that these
same neural mechanisms could be adopted for explaining the lack of any differences between the speed
of motor response to the congruent and incongruent target/flanker patterns for the motor-charged,
LCmot condition (see Figure 4 again).

Generally speaking, we believe that the consistency of our behavioral findings with those obtained
by the studies quoted above strongly supports the views that, despite the relatively exiguous number
of participants analyzed in the present study, the obtained data may be considered sound and reliable,
besides being truly dependent on the manipulation of experimental variables.

As far as the electrophysiological data are concerned, our findings showed to be quite in accordance
with those obtained for behavioral data. Indeed, alpha measures separately changed as a function of
cueing condition and respiratory condition factors, either in interaction with the hemisphere and/or
the hemisphere and electrode factors. Unlike behavioral data, however, electrophysiological data
were not apparently affected by the executive neural processing, neither per se or in interaction with
other factors.

It would seem rather plausible that this slight inconsistency between overt motor responses
and covert alpha processing data depended on the fact that the former were timely closer to the
executive conflict resolution processes than the latter because alpha power computed by FFT starting
from the presentation of cue type, at time 0, up until 1500 ms after cue, with the target falling at
500 ms, included, according to the experimental conditions, time spans of either alpha synchrony or
desynchrony occurring after the emission of the overt motor response. Due to this, it is somehow
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conceivable that alpha power processing occurring during these time spans may have been less closely
related to the executive conflict resolution processes.

As for the specific trend of our electrophysiological data, it is worth of note that, notwithstanding
the small size of our sample of participants, our findings are in line with those of previous studies, thus
confirming the view that a bout of increased alpha amplitude or synchronization recorded at posterior
occipito-parietal areas during a visuospatial attention task reflects an inhibition of attention orienting
towards information presented at an irrelevant point in space [56]. Indeed, brain areas involved in the
processing of task-irrelevant space may be actively inhibited during an increase of alpha-oscillations
synchronization to refrain from processing of distracting information [19,57]. More in details, the data
showed that alpha power changed not only as a function of endogenous and exogenous attention
orienting modes, but also of the different informative content transmitted by the various cue-target
combinations within the former and the latter modes of attention-orienting, regardless of brain
oxygenation condition. They also indicated that attention-related alpha frequency desynchronization
is more prominent in the LH than in the RH, thus suggesting asymmetries that might be regarded as a
sign of cerebral lateralization or hemispheric dominance for this neurocognitive function.

In agreement with these viewpoints, alpha showed the lowest power (i.e., stronger
desynchronization) during the no cue (NC) mode, in which, most likely, brain tonic alerting and utterly
exogenous orienting of attention responses to targets sequentially presented in random order at one out
of the two relevant space locations without being primed by any cue, took place (see EEG alpha-power
maps drawn in Figure 5a, and Figure 6 for mean power values for this condition). At the opposite,
alpha showed the highest synchronization in the ANT condition in which a spatially uninformative,
but alerting cue was delivered to the center of the screen, followed later on by the presentation of a
target at one out of the two spatially relevant locations (i.e., CC condition; see EEG alpha-power maps
drawn in Figure 5b, and Figure 6 for mean power values for this condition). Very likely, this finding
may have arisen because, in this condition, a phasic alerting together with a transient suppression of
attention-orienting might have been elicited by the warning CC, followed by a reflexive orienting of
attention to the stimulated space location as triggered by the target delivery.

As for the endogenous attention-orienting mode conditions, the alpha power recorded for LC task,
where the cue was both alerting and validly informative of the spatial point at which the target would
follow, showed to be somewhat lower than that elicited by CC condition over the LH, but not the RH,
and, in general, pretty higher than that computed by FFT for the NC mode over both hemispheres.
It seems highly plausible that alpha desynchronization found over the left hemisphere in response
to LC condition may have undergirded a fast orienting of attention to the location indicated by the
valid cue. A possibility strongly supported by Posner’s theses [44] who considered the left lateralized
processes as more likely involved with higher temporal (phasic) mechanisms, such as orienting of
attention, and right lateralized processes often more involved with slower (tonic) alerting effects.
Consistent with these views, LC showed a same alpha power as CC over the RH, but a significant
higher desynchronization (i.e., a significant lower alpha power) over the LH (see EEG alpha-power
maps drawn in Figure 5c, and Figure 6 for mean power values for this condition). Interestingly, a right
sided asymmetry in alpha scalp distribution has been shown by several previous studies [21,58].

Most interestingly, the data also indicated that introducing a neurocognitive perceptual (e.g., a
target-type discrimination) and psychomotor overload (e.g., a double-choice motor task) as in the
LCmot condition further increased alpha desynchronization over the LH, but not the RH. This left-sided
increase in alpha desynchronization in LCmot with respect to both CC and LC showed to be of such a
degree that the alpha for this cueing mode did show any differences from that for the exogenous NC task
over the LH as compared to the RH. Conversely, LCmot elicited a same alpha power level as LC over
the RH. As a result of the afore-mentioned changes, a prominent right-sided hemispheric asymmetry
of the alpha power occurred for this motor-charged cueing-mode only (see EEG alpha-power maps
drawn in Figure 5d, and Figure 6 for mean power values for this condition).
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As for the functional meaning of a left-sided asymmetry of alpha desynchronization and a
right-sided asymmetry of alpha synchronization found for LCmot cueing condition, it might be
possible that, in line with Posner’s proposals [44], during this high-motor workload task the LH may
have been engaged in the orienting of attention to the location indicated by the valid cue, as reflected
by an increase of alpha desynchronization, but the demands of the target-type discrimination and of
a decision relative to the double-choice overt response may have required to sustain alerting and/or
attention over time, thus recruiting the slower, tonic processing by the RH, reflected at the scalp by an
increase of alpha synchronization.

As far as hypoxia is concerned, our alpha measures indicated that this deficient-oxygenation
condition mostly increased alpha power at right-sided brain posterior districts, and more in details
striate and extrastriate occipital areas as well as parietal areas (Figure 7). However, some of our findings
also indicated that hypoxia selectively enhanced alpha power at the left-sided anterior prefrontal areas
(Figure 8). As for the effects of this respiratory condition on brain attentional processes, independent of
brain areas involved, our results showed increases of alpha synchronization no matter the endogenous
and exogenous nature of visuospatial attention orienting. Moreover, they also hinted at the view that
hypoxia had diffused influences on all attentional processing networks (i.e., alerting, orienting and
executive control networks), in that, no matter the network activated, hypoxia resulted in a general
increase of alpha synchronization.

At least for the increase of alpha power in response to hypoxic hypoxia obtained at posterior
occipital-parietal areas, our discoveries fully mesh with the findings reported by some previous studies
(i.e., [27,30]). For truth sake, however, it must be said that these discoveries are only partially consistent
with the results of another relatively recent study [32], and clearly in contrast with the results of some
dated investigations (e.g., [28,29]). We believe that rather than to methodological and procedural
differences in (1) the induction methods of hypoxia in neurologically healthy volunteers, (2) the
different alpha frequency band ranges taken into account, and (3) the number of scalp sites at which
the alpha power was computed, the different results obtained by the present investigation as compared
to several previous studies (e.g., [28,29,34]) may be closely due to the participants’ neurocognitive
functional state during EEG recordings. Indeed, while the latter studies analyzed the alpha power in
the spontaneous EEG of volunteers who were not submitted to any active psycho-motor or attentional
tasks, the investigations showing fully consistent findings with our own (i.e., [27,30]) measured alpha
power in EEG recorded either during a presumably more environmentally-aware or attentional-driven
condition—though not directly analyzed or accounted for—such as the eyes-open state, compared to
the eyes-closed one [27] or during a simple, though somehow effortful, computerized visuospatial
attentional task in which participants had to keep a moving target as much closer to the center of a
screen denoted by a rectangle, in order to avoid the drifting of the target towards the edges of the
screen [30].

Despite the lack of any report of the participants’ performance scores by these authors [30], it
may be assumed that the aforementioned task might have been perceived as easier or less effortful in
normoxia than in hypoxia, and that the generalized increases in alpha synchrony during the latter
condition might have represented an alteration or, up-to a certain degree, a suppression of brain
attentional orienting capacity. In support of this view, Zhao et al. [34] found changes of EEG during
hypoxia/reoxygenation confined in posterior right cortices, with increased alpha synchrony related to
hypoxia and increased beta desynchrony related to reoxygenation. Further support derived from our
current data, which showed increased error rates and motor response times as well as of alpha power
in hypoxia with respect to normoxia.

6. General Conclusions

All in all, the modulation of alpha power induced by the cueing conditions used in our study lends
reliable and robust support to the view advanced by several previous studies e.g., [19,56,57] that the
desynchronization versus the synchronization of this oscillatory-band reflects an active orienting versus
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an inhibition of visuospatial attention, respectively. Following this line of reasoning, the generalized
right-sided alpha band synchronization observed in hypoxia as compared to normoxia would reflect
the effort to sustain attention-alerting over time, as mediated by the RH, in order to cope with a transient
impairment or, up to a certain degree, suppression of brain attention-orienting capacity, mediated by
the LH. The lack of any effects of the different attentional cueing and executive conflict conditions on
alpha synchronization induced by hypoxia may also indicate that this enhancement possibly reflected
an overall transient alteration or tout-court suppression of attention alerting, orienting, and executive
networks functionality independently from one another.

7. Study Limits and Wishes

A possible limitation of the present study was the relatively small sample size (n = 8.) The latter,
in fact, was somewhat small and therefore conceivably statistically underpowered. However, the
consistency of our general behavioral and electrophysiological findings with those of previous studies
in the literature lends strong support to their soundness as also championed by partial eta squared
values of computed size effects here provided. Furthermore, the sample size was large enough to
assess the expected pattern of attentional effects predicted by available literature. Another edge for our
data might be our use of parametric statistical tests which require the a-priori hypothesis of variables
with normal distribution, here somehow not assured because of the lack of linearity of FFT values and
of the small sample size. Nevertheless, because of the potential relevance of our findings, we think it is
worth pursuing further research aimed at their sound replication by enlarging the sample size and the
use of non-parametric statistical tests.
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Abstract: With their salient power distribution and privileged timescale for cognition and behavior,
brainwaves within the 10 Hz band are special in human waking electroencephalography (EEG).
From the inception of electroencephalographic technology, the contribution of alpha rhythm to
attention is well-known: Its amplitude increases when visual attention wanes or visual input is
removed. However, alpha is not alone in the 10 Hz frequency band. A number of other 10 Hz
neuromarkers have function and topography clearly distinct from alpha. In small pilot studies,
an activity that we named xi was found over left centroparietal scalp regions when subjects held
their attention to spatially peripheral locations while maintaining their gaze centrally (“looking from
the corner of the eyes”). I outline several potential functions for xi as a putative neuromarker of
covert attention distinct from alpha. I review methodological aids to test and validate their functional
role. They emphasize high spectral resolution, sufficient spatial resolution to provide topographical
separation, and an acute attention to dynamics that caters to neuromarkers’ transiency.

Keywords: EEG; alpha; xi; Posner; covert attention

1. Introduction

A crucial set of experiments by Michael Posner and colleagues [1] buttressed the theory that
minds are equipped with a covert visual orienting system to enhance detection of targets even as they
lie out of the foveal center of the participant’s overt visual attention. This is the notorious spotlight
that had been postulated by James in 1890 [2], and evidenced by Helmoltz [3]—see also the reviews
and controversies [4–8] and overviews of neuroanatomical bases [9–11] that lent credit to a view of
multiple independent networks and processes for attention [9].

In a separate stream of research founded by Hans Berger in the 1920s [12,13], a rhythmic brain
wave at about 10 Hz was shown to transpire from the scalp of human participants and reacted to such
events as eye opening, involuntary attention to sudden startle from gunshot sound, other auditory,
visual, olfactive, tactile, and pain stimuli, voluntary concentration, anesthesia, medications, and a
variety of clinical conditions [12–17]. This brain wave is a dominant activity in human waking
electroencephalogram (EEG) [18]. After the controversy of its cerebral origin was finally settled [15],
what came to be known as the alpha wave [14] rose as one of the most studied electrophysiological
phenomenon, with firmly established correlation to attentive processes [19–22].

Here, we restrict the name alpha to the 10 Hz phenomenon peaking in parieto-occipital regions
when eyes are closed or attention and vigilance reduced. Alpha’s anticorrelation with attentive
behavior was noted from the start [12–14] and continued to be observed [23] after warning signals
of target occurrence [24] and in relation with many tasks derived from Posner’s cueing paradigm,
consensually with a contralateral organization, that is, increase power opposite the stimulus side or
decrease power ipsilateral to it [25–38] after target onset as well as during the cue period [26,39] and
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even in the absence of ultimate target [40]. Alpha is also modulated by temporal expectations [33] and
abides to reverse causal inference that finds more omissions when background alpha is intrinsically
larger [28,41], externally entrained [42] or perturbed [11].

The functional complexity of 10 Hz oscillations in posterior regions has also been noted [43,44].
First, a so-called paradoxical alpha response (increasing alpha during some exemplars of attentive
behavior in violation of the otherwise strong record of alpha suppression during attention, see above)
has led to a fervent debate [19,45–48] that appears to have been resolved with a distinction between
endogenous and exogenous attention [21,46]: Internally-generated attentional processes are purported
to increase alpha to actively inhibit sensory information. This hypothesis retained the idea of a
unitary alpha that equally suppresses exogenous and endogenous distractors, but firm evidence of
complete anatomical and dynamical equivalence remains unfulfilled. Second, studies of oscillatory
power that paid close attention to the timing of oscillatory processes have suggested a complex
temporal organization of posterior 10 Hz activities with different sub-bands of alpha playing a role
at different moments [18,24,49–51], see also [31]. These studies beg for finer-grained models for the
relation between local rhythmic activity and attentional processes. Finally, several studies of functional
connectivity also suggest a complex spatiotemporal organization [11,27,52–54].

In the following, I introduce a case study from a small-scale pilot experiment that asked subjects
to sustain the dissociation between fixation and covert attention (“looking from the corner of the
eyes”). During this task, a 10 Hz neural activity was uncovered that is clearly distinct from alpha
(Figure 1b), and I used its existence to develop the hypothesis on a multifaceted model of 10 Hz
rhythms’ contribution to attentional processes. I based this proposed model on a discrete view of
neural oscillations that are spatially specific (e.g., [55,56] and Figure 1a), appearing intermittently over
time [57]. This view was gained from a large improvement in spectral and spatial resolution of EEG
analysis, and I outline the methodological requirements that might allow to further study the interplay
of 10 Hz rhythms, alpha, and others, in attentional processes.

 

Figure 1. The 10 Hz frequency band carries a number of regionally and functionally specific
neuromarkers: (a) An overview of their peak scalp locations is provided over a colorimetrically-encoded
electrode map (recalling that the inverse problem prevents direct cortical localization); (b) xi is found in
the upper 10 Hz band, with maxima at left centroparietal scalp locations as shown by the green color of
its peak inherited from the colorimetric mapping; (c) an exemplar pair of Rolandic mu (here denoted mu
central left and right) illustrates the limited spatial overlap that left mu has with xi, though both share
the upper 10 Hz band; (d) an exemplar of alpha rhythm shows discrepancy both in spatial and spectral
organization, with alpha having a slower peak frequency (population mode robustly at 10 Hz [57,58])
and a spatial distance to xi of several centimeters, as manifested with the distinct color (inherited
from spatial location and not randomly assigned, see (a) for legend). Spectra from (b), (c), and (d) are
sampled from different subjects and tasks.

2. Materials and Methods

A subject participated in multiple sessions of an EEG recording (protocol approved by Florida
Atlantic University’s institutional review board; and written informed consent obtained prior to the
experiment). The subject was a right-handed male, healthy young adult (early 20s), with no history of
neurological disease, and with normal vision and audition. The sessions were aimed at developing
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a brain–computer interface [59] and consisted of various ideomotor activities such as executing or
imagining movements of the mouth, knees, feet, hands, and fingers by self or other, and lifting of
small objects. To control for the potential confound of spatially shifted attention, especially in the
case of imagined and executed lower limb movements, a small task was added to the protocol asking
the subject to preserve fixation on a crosshair in the center of the computer screen while looking
from the corner of the eyes at an unmarked location at the top or bottom of the screen (alternations
of 15 s epochs looking from the corner of the eyes and 5 s epochs releasing attention to the central
fixation, cumulative duration, 120 s for each direction). This task was created under the rationale that
subjects would comply to fixation (validation with EOG) yet might covertly orient their attention to
the spatial locus where the targeted body part lay. Since there were no explicit state variables to detect
and control for such covert occurrence, we reasoned that sample neuromarkers for this covert activity
were important to collect and characterize spatiotemporally. The experiments were conducted in a
sound-proof electromagnetically shielded chamber. EEG was recorded using a 60-channel EEG cap with
Ag–AgCl electrodes (Falk Minow Services, Herrsching, Germany) arranged according to the 10 percent
system [60] (including midline and rows 1 to 8). Electrodes were laid on standard elastic caps whose
positioning emphasized the accuracy of vertex electrodes (midway between nasion and inion) and the
adequacy of the midline to improve interpretations of lateral symmetries. Electrode impedances were
maintained below 10 kΩ, and special attention was paid to the reference electrodes, a pair of digitally
linked mastoids (subjected to removal of lipidic film with alcohol swab, double abrasion with hair
brush and then gel nuprep, careful adhesive, and compressive securing of the electrodes with tape and
elastic cap), leading to their impedance to be low and matched [61]. The ground electrode was located
at electrode FPz. The signals were fed to an amplifier (Synamp2, Neuroscan, Texas). The signals were
analog-filtered (Butterworth, bandpass from 0.05 Hz (−12 dB/octave) to 100 Hz (−24 dB/octave-)),
amplified (gain of 2010), and digitized at 1000 Hz with a 24-bit ADC in the range 0–900 microV (vertical
resolution of 0.11 nV). Electro-oculographic (EOG) traces were obtained from two pairs of electrodes
placed above and below the right eye (vertical EOG) and on the canthus of each eye (horizontal EOG)
to ascertain compliance with instructions not to move the eyes during the tasks.

Three EEG analysis strategies are succinctly presented below, which have been described elsewhere.
Multielectrode spectra are obtained via the fast Fourier transform on epochs prepared for enhanced
spectral resolution, that is, with the sampling of a longer time interval (e.g., 8.192 or 16.384 s at sampling
rate = 1 k Hz) that provides a bin size of 0.06 to 0.12 Hz, much more detailed than a usual 1 Hz
resolution and therefore amenable to detecting small discrepancies in frequency of the brain’s many
10 Hz activities (Figure 1, see also [55]; strategies to achieve same resolution with smaller epochs can be
found in [56]). The spatiotemporal analysis of band-passed filtered EEG uses gently tuned Butterworth
filters chosen for their flat passband and applied in both time-positive and time-negative directions
to prevent phase distortion [56]. Envelopes are used to scrutinize instantaneous power changes.
They were obtained after mean-removed bandpass-filtered signals were rectified and smoothed with a
moving average of 100 milliseconds.

3. Results

Figure 2b shows a sample of bandpass-filtered EEG activity collected after on-screen instructions
required the subject to covertly move his/her attention to a peripheral location. Xi was observed during
covert attention tasks (up and down), execution and imagination of leg movements, imagination of
someone else’s lifting and releasing a small object, and imagination of self-releasing a grasped object.
It was absent in the other ideomotor tasks for this study (i.e., no specific departure from background
spectral distribution). Note that xi had not been previously observed in studies of rest with eyes opened
or closed, or in a variety of sensorimotor and social coordination tasks (e.g., [56]). The green brainwave
that appeared during the covert attention tasks is uncharacteristic of waking EEG in two respects:
It has an unusually sustained duration that is infrequently observed during mental activities (compare
with, e.g., rest eye opened, with its fast succession of spatiotemporal patterns, see also [56,57,62] for
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reference dynamics generally lasting one or two cycles). Further, its topography remains several
centimeters away from the alpha rhythms. For comparison, Figure 2c provides the dynamics of alpha
during an eye opened and eye closed task in a different subject. Note the ample oscillations dominated
by blue and magenta color that become sustained and ample at eye closure.

 

Figure 2. The transition to xi activity during covert shifts of attention is compared to the onset
of alpha during closure of the eyes: (a) shows a colorimetric map with two electrodes of interest,
CP3 (xi, electrode colored green) and PO3 (lateralized variant left alpha, electrode colored blue, see [63]),
underlined by yellow circles. (b) shows a sample task during which a subject held his attention at the
top of the computer screen while fixating the screen’s center (i.e., fovea centrally located, and attentional
spotlight maintained several degrees away vertically, verified by the absence of saccades or eye
movement in EOG traces). Note the onset of ample waves with green color, about 1.5 s after instruction,
and sustained for seconds. For comparison, (c) shows the 10 Hz band during quiet rest with eye open
(left of the marker) and with eye closed (right) in another subject. Note the characteristic low amplitude,
moment-to-moment variability in spatiotemporal patterns (color change) prior to eye closure, and the
large amplitude activity in posterior locations (colored blue and magenta) afterwards. (b) is filtered in
the 10–13 Hz band, (c) in the 8–12 Hz, in agreement with each target activity’s spectral distribution.

The spatial discrepancy between xi and alpha cannot be attributed to irregular electrode positioning
or idiosyncratic orientation of the alpha generators shifting the forward projection of alpha generators
on the scalp: Analysis within subject confirms that they are two distinct phenomena. They were found
to co-occur at the rough timescale of entire tasks, for instance, during covert shift of attention upward
(Figure 3a), and they differed in both spatial and spectral distribution as shown by their different
color and peak frequencies. They also exhibited distinct temporal organization: Although some alpha
patterns were intermittently present in the tasks where xi was discovered, alpha and xi occurred at
different times (Figure 3b,c).
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Figure 3. Xi and Alpha differ spectrally and temporally. (a) shows a colorimetric spectrum during
covert attentional shift upward. Note that in this single subject, the peak of alpha at 10.62 Hz differs
from the peak of xi at 11.29 Hz. (b) shows a sample bandpass filtered EEG in the 8–13 Hz. Alpha and xi
patterns are outlined (other patterns obscured for simplicity). Note that the patterns are not co-occurring
in time, as if their functional processes excluded each other. To aid segmentation, signal envelope is
plotted in (c).

4. Discussion

In a pilot study manipulating the location of the attentional spotlight away from fovea, we found
clear evidence of a 10 Hz activity distinct from alpha in a subject [59]. The dissociation was supported
by differences in spectral, spatial, and temporal organization (Figures 1–3), and we chose to name
the newly characterized neural activity at electrode CP3 ‘xi’. Naming neuromarkers is instrumental
in beginning to confront and document their anatomofunctional specificities [55,56] and to clarify a
literature record that oftentimes accretes unrelated oscillatory phenomena (see also the spectacularly
detailed insights from [43] along the same lines). In keeping with this logic, like many others, we found
alpha to react to subjects’ drowsiness (more alpha at the end of experimental sessions than at the
beginning), amount of visual stimulation (quantity of movement seen, brightness), and subjective
self-report of task engagements (not shown). By contrast, xi reacted to instructions to look from the
corner of the eyes, and to tasks where covert attending to distal body parts is implicitly assumed.
Alpha was of course increased by inattention; however, inasmuch as it was driven by our instruction
to covertly attend to peripheral location, xi was increased, not decreased, by attention. We therefore
raise the possibility that alpha and xi are two independent attentional neuromarkers within the 10 Hz
band, contributing in unique ways to the functional architecture outlined in the introduction [9,10,64].

In covert tasks such as the above, there are limited tools to cross-validate the subject’s mental
activity and the temporal footprint of their occurrence. Compliance to fixation was verified from
EOG, and a brain–computer interface using xi was successfully developed [59], suggesting that
our instructions were coherently understandable in the training and test phases of such research.
In hypothesizing on the mental activity associated with xi, I ought to raise three possibilities: (1) xi might
represent an idiosyncratic activity that is not shared in the general population and its exposition will
be limited to the present report; (2) xi might represent the neural mechanisms that shift the attentional
spotlight away from the foveal center; and (3) xi might represent the processes that maintain the
dissociation between overt and covert attention, perhaps via oculomotor control areas to repress
saccades. In that respect, discussions with a colleague raised the issue of xi’s spatial and functional
proximity to left Rolandic mu rhythm, a well-known sensorimotor activity, which remains to be more
fully studied (although our specimen of xi were more posterior than most left mus on record with the
montages used in my laboratory). Rolandic mu rhythms could not be distinguished from background
EEG after and during the movement execution tasks, preventing us from making definitive assessments
of the similarity between xi and a left mu rhythm.
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In the task that was set up, subjects had 15 s to best sustain a covert shift of attention. This prolonged
duration (initially designed to gain spectra resolution) likely helped to obtain a robust signal (provided
subjects’ abilities to sustain the mental effort this long). It is possible that xi activity is also buried in
prior cueing tasks, but too brief to rise over the background of a generally dominant alpha activity in
human waking EEG. In that respect, I have introduced some sensitive but time-consuming tools to
achieve a detailed analysis of spatiotemporal dynamics of the EEG and to uncover crucial activities that
are obscured by an unfavorable mixture of small amplitude and short duration: starting with spectra
computed with increased spectral resolution, it is possible to distinguish closely-spaced spatiospectral
activities (e.g., Figure 3a) and avoid a confound where discretely distinct neuromarkers appear as unitary
processes with subtle spatial shift in serial mapping of frequencies with coarse spectral resolution.
The study of spatiospectral organization can be followed with the examination of spatiotemporal
organization of bandpass-filtered EEG (Figure 2b,c and Figure 3b), its envelope (Figure 3c), and in
more details, the phase organization of its oscillations [56,62]. Those painstaking studies allow forming
hypotheses on the nature, sources and coordination dynamics of neural oscillations and are aimed to
precede robust hypothesis-confirming investigations.

5. Conclusions

In conclusion, this case report of a spatial, spectral, and functional dissociation between alpha and
xi supplies the foundation to further experiments, with the potential outcome to break the unitary
view of alpha rhythm and attentional processes, which many other electrophysiologists have already
suggested [24,31,35,37,54,65].
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Abstract: Humans are rather poor in judging the right speed of video scenes. For example, a soccer
match may be sped up so as to last only 80 min without observers noticing it. However, both adults
and children seem to have a systematic, though often biased, notion of what should be the right speed
of a given video scene. We therefore explored cortical responsiveness to video speed manipulations in
search of possible differences between explicit and implicit speed processing. We applied sinusoidal
speed modulations to a video clip depicting a naturalistic scene as well as a traditional laboratory
visual stimulus (random dot kinematogram, RDK), and measured both perceptual sensitivity and
cortical responses (steady-state visual evoked potentials, SSVEPs) to speed modulations. In five
observers, we found a clear perceptual sensitivity increase and a moderate SSVEP amplitude increase
with increasing speed modulation strength. Cortical responses were also found with weak, undetected
speed modulations. These preliminary findings suggest that the cortex responds globally to periodic
video speed modulations, even when observers do not notice them. This entrainment mechanism
may be the basis of automatic resonance to the rhythms of the external world.

Keywords: perception; video; visual motion; speed; cortex; rhythm; entrainment

1. Introduction

The capability of judging the correct speed of a dynamic scene in a video clip is surprisingly poor.
We have recently shown that (i) speeding up a soccer match video by as much as 12% goes completely
undetected [1]; (ii) there are systematic biases in judging the correct video speed, often consisting of
speed underestimation [2]; and (iii) 6–7-year-old children judge videos to be slower, as compared to
older children and adults [3]. Thus, it appears that there is a mechanism in the brain that implicitly
codes a subjective “right” speed of events. This mechanism seems to be specific to event speed, as
judgments of video clip speed and video clip duration are not correlated [2].

These findings led us to ask how the speed of a complex video scene is coded in the brain. Taking
a somewhat different approach as compared to existing work on visual speed processing [4,5], in this
exploratory study we addressed the capability of detecting speed manipulations of complex visual
stimuli, both a naturalistic video clip and a laboratory stimulus (random dot kinematogram, RDK).
We also had a more specific aim: given that observers appear to be unaware of even large video speed
changes, and yet are apparently capable of providing systematic, though often biased, judgments about
video speed, there must be a processing stage that automatically and covertly codes the expected speed
given the available contextual cues. This processing stage may involve sensory mechanisms, decisional
mechanisms, or both. Here, we searched for possible neural correlates of the former, namely, subliminal
speed processing. As an initial step towards a more comprehensive understanding of complex visual
speed tuning, we recorded perceptual as well as cortical responses to a simple manipulation of the
visual stimuli, namely, sinusoidal speed modulation.
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2. Materials and Methods

2.1. Participants

Five adult participants aged between 21 and 35 (all females) took part in this experiment on a
voluntary basis and gave informed consent prior to the beginning of the experiments. They had normal
or corrected-to-normal vision and had no history of neurological diseases. This study was conducted
in accordance with the principles of the Declaration of Helsinki and the “Comitato Etico San Raffaele”.

2.2. Stimuli and Tasks

Observers were seated 57 cm in front of a laptop screen. Visual stimuli (Figure 1) consisted
of (i) a video clip (1280 × 720 @ 30 Hz) depicting sea ripples on a beach that we had previously
used [2]; and (ii) a random dot kinematogram (RDK) (3000 black and white dots, 67 ms lifetime, 5 deg/s
maximal speed, 0% coherence). In order to modulate video speed, the frame-rate of the visual stimulus
was sinusoidally modulated (frequency, 1, 2, or 4 Hz; amplitude, 10%, 30%, or 50% of the original
frame-rate) by controlling in real time the video frame flipping on the graphics board (Nvidia GTX
1060, Santa Clara, CA, USA). As a result, videos acquired a pulsatory rhythm. To ensure uniform
conditions in extracting cortical oscillations (see below), in each trial there were 50 speed-modulation
cycles regardless of the modulation frequency. Therefore, trials lasted 50, 25, or 12.5 s, respectively, for
speed modulations of 1, 2, and 4 Hz. Observers kept their gaze in central fixation and watched the
videos while wearing an electroencephalographic (EEG) recording headset (18 trials: 3 frequencies × 3
amplitudes for each visual stimulus, randomly interleaved). They were asked to mentally focus on the
pulsation of the visual stimulus. Overall, the session lasted about 20 min.

Figure 1. A snapshot of the dynamic visual stimuli used in this study. They were displayed with various
sinusoidal speed modulations, which conferred to them a pulsating appearance. In the experiment,
there was also a central fixation dot. RDK—random dot kinematogram.

In a second experimental session, administered on a different day, observers rated in a
9-point scale the perceived strength of the pulsation (108 trials: 3 frequencies × 4 amplitudes ×
9 repetitions—including catch trials with zero amplitude, i.e., no speed modulation). Observers
were specifically instructed to rate the perceived intensity (strength) of sinusoidal speed modulation.
Phenomenally, such rhythmic speed modulation appeared as a pulsation, periodically speeding up and
slowing down the stimulus at the experimentally imposed frequency (i.e., 1, 2 or 4 Hz). Stimuli and
other conditions were the same as in the first session, except that observers could respond whenever
they wished. Overall, the session lasted about 30 min.
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2.3. EEG Recordings

Scalp electrical activity was recorded through an Enobio device (Neuroelectrics; eight channels,
O1, O2, P3, P4, C1, C2, F3, F4; sampling frequency 500 Hz), using the right ear lobe as reference.
Electrodes were gel-based passive plates (Ag/AgCl coated; impedance <5 kΩ) and were placed on the
scalp by means of an EEG cap. EEG traces were band-pass filtered (0.1–100 Hz).

2.4. Data Analyses

To quantify perceptual responses, we used the subjective estimates of video speed modulation
strength (pulsation rating). By separating null (rating = 0) and non-null (rating > 0) responses, we
transformed gradual judgments into dichotomous yes/no responses, and we applied a signal detection
analysis [6]. Basically, the rating task was treated as a multiple yes/no detection task [7], from which
we calculated hit rate (non-null responses in signal trials, i.e., trials in which speed was modulated)
and false alarm rate (non-null responses in noise trials, i.e., trials in which speed was not modulated).
A correction for extreme values was applied [8]. Given the ten-point rating scale used in this experiment,
there were nine possible pairs of hits and false alarms: ratings greater than 0 were first considered
to be “yes” responses, while a 0 rating was considered to be a “no” response; next, ratings greater
than 1 were considered to be “yes” responses, while ratings less than 2 were considered to be “no”
responses, and so on, until encompassing all nine pairs of hits and false alarms. A receiver operating
characteristic (ROC) curve was thus fitted and the area under the curve (AUC) computed. For each
observer, and for each amplitude and frequency of the two stimuli, the perceptual sensitivity to video
speed modulation was obtained by converting the AUC into a corresponding d’ index [6].

To quantify cortical responses, we used the Eeglab software ERP averaging tool pop_averager [9]
to obtain the averaged traces of each channel over 1-s time windows. Each averaged trace was then
fitted to a sinusoidal model (through the Matlab fit function) to compute the cortical response strength,
measured as the peak amplitude of the fitted function.

Both the perceptual and the cortical responses were subjected to generalized linear mixed models
analysis (GLMM, with diagonal covariance pattern, normal distribution and identity link). The
frequency (Freq) and amplitude (Ampl) of video speed modulation were fixed factors, while the video
clip (Clip) and participant (Subj) were modeled as random intercept terms to reduce overfitting [10].
Following [11], the recording channel (Chan) for the EEG analysis was also modeled as a random
intercept term. The dependent variables were either perceptual sensitivity (PS) or the amplitude of
the fitted sinusoidal function (FA). The models were thus “PS ~ 1 + Freq * Ampl + (1 | Clip) + (1 |
Subj)” and “FA ~ 1 + Freq * Ampl + (1 | Clip) + (1 | Subj) + (1 | Chan)”, respectively, for perceptual and
cortical data.

3. Results

Observers’ capability of detecting video speed modulation is shown in Figure 2. With weak
signals (10% amplitude of video speed modulation), perceptual sensitivity to speed modulation was
practically null with both Ripples and RDK video clips (confidence intervals crossed zero in all cases),
but increased significantly with speed modulation amplitude. Neither speed modulation frequency
nor the interaction frequency × amplitude reached statistical significance (Table 1).
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Figure 2. Perceptual sensitivity to video speed modulation as a function of video speed modulation
amplitude (10%, 30%, and 50%) and frequency (1, 2, and 4 Hz), shown separately for Ripples and RDK
videos. Error bars are 95% confidence intervals.

Table 1. Results of the generalized linear mixed models (GLMM) analysis of perceptual sensitivity.

e t d p l u

Amplitude 0.036 4.437 86 <0.001 0.020 0.051
Frequency −0.0136 −1.312 86 0.193 −0.341 0.070

Amplitude:Frequency 0.001 0.402 86 0.689 −0.005 0.007

Video speed modulation amplitude, but not frequency, or their interaction, was statistically significant. Abbreviations:
e—coefficient estimate, t—t-statistics (Wald t-test), d—degrees of freedom, p—p-value, l—lower confidence bound,
u—upper confidence bound.

By contrast, cortical oscillatory responses (steady-state visual evoked potentials, SSVEPs) were
found at all video speed modulation amplitudes, with mean adjusted R2 for the sinusoidal fittings
ranging from 13% to 36%, which indicated that a relevant component of cortical activity was pulsating
at the stimulus frequency. Although an evident oscillation could not be discerned in all traces (e.g., the
4 Hz, 10% condition of Figure 3), in many cases the cortical potentials followed the rhythm of the video
speed (e.g., the 2 Hz, 10% condition of Figure 3). SSVEP amplitude, as computed through sinusoidal
fitting, was significantly above zero at all amplitudes and frequencies of speed modulation, as shown
by confidence intervals (Figure 4). Also, SSVEP amplitude tended to moderately but significantly
increase as speed modulation amplitude increased, though not as steeply as perceptual sensitivity.
Speed modulation frequency, but not the interaction frequency × amplitude, also reached statistical
significance. The results of these analyses are reported in Table 2. Note also that Figure 3 suggests
little SSVEP differentiation across the cortex: indeed, there was a large overlap among the random
coefficients of the eight recording channels, with the highest contribution to SSVEP variability coming
from F4 (Table 3).
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Figure 3. Examples of electroencephalographic (EEG) recordings from one participant showing the
traces from all channels (shown in different colors, see legend), averaged across a 1-s time window and
superimposed. The sinusoidal best-fitting curves are also shown (black lines; for graphical simplicity,
here only a single curve averaged across channels is shown). Also reported are the values of stimulus
modulation frequency, stimulus modulation strength, and adjusted R2 of the fitted functions.

Figure 4. Steady-state visual evoked potential (SSVEP) amplitude as a function of speed modulation
amplitude and frequency, shown separately for Ripples and RDK videos. Data have been averaged
across participants. Error bars are 95% confidence intervals.

Table 2. Results of the GLMM analysis of SSVEP amplitude.

e t d p l u

Amplitude 16.439 3.030 716 0.003 5.789 27.090
Frequency −144.841 −2.068 716 0.039 −282.341 −7.341

Amplitude:Frequency −2.542 −1.240 716 0.215 −6.568 1.484

Video speed modulation amplitude and frequency, but not their interaction, were statistically significant. See Table 1
for abbreviations.
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Table 3. Coefficient estimates resulting from the GLMM analysis of SSVEP amplitude for the eight
recording channels. See text and Table 1 for abbreviations.

Channel e t d p l u

O1 153.240 1.218 716 0.224 400.210 93.734
O2 85.014 0.676 716 0.499 331.990 161.960
P3 30.566 0.243 716 0.808 277.540 216.410
P4 185.070 1.471 716 0.142 61.900 432.040
C1 141.630 1.126 716 0.261 388.610 105.340
C2 231.030 1.834 716 0.067 478.000 15.944
F3 78.625 0.625 716 0.532 168.350 325.600
F4 377.780 3.003 716 0.003 130.810 624.750

In Table 4, the effect sizes for both perceptual and cortical responses are reported. Perceptual
responses tended to be more affected by speed modulation amplitude than speed modulation frequency,
whereas the opposite held for cortical responses.

Table 4. Estimates of effect size (partial η2) of video speed modulation amplitude and frequency on
perceptual and cortical responses, shown separately for Ripples and RDK stimuli.

Perceptual Responses Cortical Responses

Ripples RDK Ripples RDK

Amplitude 0.598 0.649 0.249 0.170
Frequency 0.164 0.172 0.440 0.381

4. Discussion

The present study provided initial evidence for (i) cortical oscillatory responsivity to speed
modulation in videos either representing a naturalistic scene (a video clip of ripples on the beach) or
RDK (with no directional information), and (ii) dissociation between perceptual and cortical responses,
consisting in the presence of cortical responses with the perceptually invisible lowest stimulus strength.

4.1. Shape and Distribution of Cortical Responses

In some cases, SSVEPs presented rather smooth, sinusoidal-like signal variations, while in other
cases more abrupt changes were observed. In this preliminary study, we took an agnostic position as to
the actual shape of the cortical response and used sinusoidal fitting as a simple method to quantify the
periodicity of scalp potentials, at the cost of losing the details of the full cortical response. We remark,
however, that the choice of using sinusoidal fitting was by no means meant to imply that in our
conditions SSVEPs had sinusoidal-like waveforms, as is the case with traditional SSVEP protocols
where higher stimulus frequencies are used [12]. Given the relatively low frequency of our stimuli, an
alternative way to analyze the data would be to use the traditional event-related approach (e.g., finding
the peaks and latencies of the various components), which would require, however, a more thorough
and systematic consideration of the actual appearance of this particular speed-related cortical potential,
including identifying the relevant components. Future work will allow full characterization of this
cortical response.

A somewhat unexpected finding was an apparent lack of clear regional differentiation in the
amplitude of cortical responses. Luminance-evoked VEPs, as well as cortical responses to motion
onset [13–17], involve mainly posterior cortical areas. Yet, in our study, the coefficients for the random
effect of a channel were largely overlapping, with only a single electrode (F4) showing a contribution
larger than the other ones. One possible explanation is that the oscillatory rhythm we impressed
on video clips results in global cortical entrainment, with several components at play (e.g., sensory,
attentional, motor, imaginative). Indeed, the instruction to mentally focus on visual pulsation may
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have favored such multi-component entrainment, making these responses quite different from typical
motion-evoked cortical responses. Strictly speaking, our RDK stimuli were not even motion stimuli
but speed stimuli (no luminance or directional information), and rhythm/pulsation was the main
distinguishing phenomenal characteristic of both RDK and naturalistic stimuli used in the present
study. For this reason, they are likely to induce high-level resonance that may go beyond sensory
stimulation (see, e.g., [18] for a similar consideration in the auditory domain).

Alternatively, our approach might simply not have been fine-grained enough to detect
small regional differences. It is possible that with a more in-depth approach (e.g., high-density
electroencephalography with event-related component analyses and source reconstruction) and a
larger sample size, some differences would emerge.

4.2. Attentive Subliminal Resonance

We found diffuse cortical responses with the weakest video speed modulation (10%), a condition
that was associated with null perceptual sensitivity. This phenomenon calls for subliminal speed
entrainment, indicative of an automatic resonance process, which may qualify as a form of attentive
subliminal processing [19], or at least at the fringe of awareness. By further noting the disparity
between the steep increase in perceptual sensitivity at increasing speed modulation amplitudes and
the corresponding very moderate increase in cortical responsiveness, it is tempting to speculate that, at
least for certain phenomena, global cortical activation to visual stimuli may reflect automatic processing
without necessarily being the signature of perceptual awareness.

However, especially when null results are obtained under low statistical power, it should be borne
in mind that “absence of evidence” rather than “evidence of absence” is the proper underlying notion.
Furthermore, when the goal is to measure perceptual awareness, null results can be problematic on
their own, as it is often difficult to clearly tease apart null from fringe perception [20]. Perceptual
ratings may help in this regard, as they involve more gradual responses rather than gross dichotomous
responses [21]. Exploiting all possible response criteria behind perceptual ratings through the ROC
curve afforded a reliable index of perceptual awareness [6]. Thus, pending further investigation with a
larger sample size (see below), we believe that most stimuli with 10% speed modulation were closer to
a condition of null than fringe speed modulation perception.

4.3. Limitations

The first limitation of this exploratory study is obviously the small sample size. While for some
psychophysical designs this numerosity may be reasonable, to provide good statistical power, and also
to address possible individual differences, the number of participants should be increased.

Another limitation is the small number of EEG electrodes. With eight electrodes, we did not
even attempt to compute a spatial map of cortical activity. This issue should be addressed with more
sophisticated EEG recordings and analyses. Our goal here was simply to provide initial evidence of
cortical entrainment.

We should also note a limitation of the experimental design. For practical reasons, we administered
the cortical recording session before the perceptual session. This could have introduced a carry-over
effect, i.e., observers’ higher sensitivity in the perceptual session as a result of learning. This could be
one reason for the steeper rise of perceptual responses with video speed modulation amplitude, as
compared to cortical responses. Note, however, that the direction of such carry-over effect, if any (the
cortical session being administered before the perceptual session, and not vice-versa), would reinforce
the evidence for a dissociation between cortical and perceptual responses: the perceptual responses
in the trials with the lowest speed modulation strength were statistically indistinguishable from the
responses in the trials without speed modulation, despite the possible beneficial effect of previous
exposure to the stimuli.
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Abstract: The mental speed approach to individual differences in mental ability (MA) is based on the
assumption of higher speed of information processing in individuals with higher than those with
lower MA. Empirical support of this assumption has been inconsistent when speed was measured
by means of the P3 latency in the event-related potential (ERP). The present study investigated
the association between MA and P3 latency as a function of task demands on selective attention.
For this purpose, 20 men and 90 women performed on a standard continuous performance test
(CPT1 condition) as well as on two further task conditions with lower (CPT0) and higher demands
(CPT2) on selective attention. MA and P3 latency negatively correlated in the standard CPT, and this
negative relationship even increased systematically from the CPT1 to the CPT2 condition but was
absent in the CPT0 condition. The present results indicate that task demands on selective attention
are decisive to observe the expected shorter P3 latency in individuals with higher compared to those
with lower MA.

Keywords: selective attention; mental ability; P3 latency; continuous performance test; mental speed

1. Introduction

Individuals with higher compared to those with lower mental ability (MA) have been reported to
have shorter reaction times (RTs) in a wide range of elementary cognitive tasks (ECTs) [1–3]. ECTs are
so easy that individuals with higher and lower MA do not differ in the number of errors or the use
of cognitive strategies but only in speed of task completion. The most common explanation of the
faster information processing in individuals with higher compared to those with lower MA refers
to a more efficient information transmission in the central nervous system [4,5]. It should be noted
that MA-related differences in mental speed can be observed in simple RT tasks but usually increase
with increasing task demands [6–8]. Only after exceeding a certain level of task demands the relation
between MA and RT decreases in favor of an increasing relation between MA and error rates in the
experimental task [9,10].

To further elucidate the mechanisms underlying the relation between MA and speed of
information processing, psychophysiological studies have probed whether MA-related speed
differences can also be identified in the latencies of the event-related potential (ERP) [5,11]. ERP is
an electrophysiological response to specific events or stimuli [12], which can be observed in an
electroencephalogram (EEG). Different aspects of stimulus processing have been demonstrated to be
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related to the positive and negative components of ERP [13]. The P3 component, also referred to as
P300 and first described by Sutton [14], is a very pronounced positive wave with a maximum peak
at about 300 ms after presentation of a stimulus. If the stimulus is presented but not attended to,
the P3 component does not (or only rudimentarily) emerge, indicating that the P3 component reflects
the allocation of attentional resources [13,15–17]. More specifically, the P3 component is assumed to
represent attention-related inhibition of ongoing brain activity to facilitate the consolidation of the
target’s mental representation in working memory [15,16]. P3 latency, defined as the time interval
between stimulus onset and the peak of the P3 wave, has been assumed to be a reliable index of the
time needed to evaluate and categorize a presented stimulus [18–22]. As suggested by Verleger’s [23]
thorough review, however, the view of P3 latency as a pure speed measure of cognitive processes
unrelated to response processes might be premature, since P3 latency is also sensitive to delays in
response selection when responses are given fast.

As an electrophysiological and reliable measure of speed of information processing [24], P3 latency
also received much attention as a possible correlate of MA. In contrast to RT, however, P3 latency was
found to be less consistently related to MA, with the majority of studies investigating young adults
(but see Reference [25]). In simple and choice RT tasks, for example, a relation between P3 latency and
MA could not be obtained [22,26,27]. Houlihan et al. [28] reported a positive relationship between
MA and P3 latency in a short-term memory scanning task, whereas McGarry-Roberts et al. [22]
reported MA to be negatively related to the P3 latencies derived from a short-term and a long-term
memory task. The only task showing consistently the expected negative functional relation between
P3 latency and MA was the oddball task with shorter P3 latencies in higher- compared to lower-MA
individuals [25,29–33].

From the inconsistent results on the relation between MA and P3 latency, it can be concluded that
P3 latency is not in general related to MA. Rather, this relation seems to depend on the respective task
used to elicit the P3 component or, in other words, on the specific cognitive processes required by the
given task. For example, P3 latency associated with simple or choice reaction time was consistently
unrelated to MA [22,27,28], while studies on MA and P3 latency associated with short-term memory
scanning produced inconsistent results [22,28]. To date, little empirical support is available for a
functional relation between MA and P3 latency associated with long-term memory retrieval [22].
Only the information processing required by the oddball task led to a consistent relation between the
associated P3 latency and MA. Thus, the oddball task represents a good starting point for a systematic
investigation of the task conditions and, thus, the required cognitive processes necessary to yield faster
P3 latencies in individuals with higher than those with lower MA. In the following, we outline why we
expect that selective attention is the crucial cognitive process underlying the negative relation between
P3 latency and MA.

The oddball task consists of a series of standard stimuli (e.g., the letter “O”) infrequently
interrupted by the “oddball” (e.g., the letter “X”), to which participants respond. In other words,
the task requires to direct attention selectively to an infrequently presented target and to respond
with a key press. Given these task characteristics, the oddball task is reminiscent of the continuous
performance test (CPT) [34]. With the CPT, the participants’ task is to monitor a stream of letters
successively presented on a monitor screen and to press a designated key in response to a prespecified
target letter (e.g. “X”). According to Riccio et al. [35], the CPT is one of the most popular clinical tasks
to assess sustained attention and vigilance by means of RT and error scores. A most obvious difference
between the oddball task and the CPT is that the distractors are always the same (frequent) stimulus in
the oddball task, whereas different distractor stimuli are used in the CPT. Nevertheless, the attentional
demands of both tasks (i.e., identifying a target among distractors for a given period of time) are
highly similar.

Given these similarities between the CPT and the oddball task, the first assumption to be
investigated in the present study was that the target-related P3 latency in the CPT is negatively
associated with MA as suggested by the findings with the oddball task. In addition, we assumed that
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the selective-attention demands on the identification of a target among distractors are decisive for
the relation between P3 latency and MA. To investigate this hypothesis, two further CPT conditions
were applied in the present study. In a control condition, the process of selective identification will be
eliminated by omitting distractor stimuli from the task and presenting only target stimuli. The absence
of distractors should reduce the demands on selective attention. If these demands, in fact, account
for the observed relation between MA and P3 latency, the negative association between MA and P3
latency would be expected to vanish in the control condition.

In the case that the process of selectively identifying a target among distractors is the decisive
process underlying the relation between P3 latency and MA, this relation should become stronger with
increasing task demands on selective attention. To test this hypothesis, in an attention-enhanced CPT
condition, the demands on selective attention were experimentally increased. For this purpose,
the stream of letters contained a regular as well as an italic ‘X’ as ‘invalid’ and ‘valid’ target
letter, respectively. The italic ‘X’, but not the regular ‘X’, was defined as the valid target stimulus.
Participants were instructed to identify and to respond to the valid target letter (X) but to ignore the
invalid target letter (X) as a distractor. Thus, during the process of correctly identifying the valid target
stimulus, the letter as well as the font type needed to be attended to. If selective-attention demands
for identifying targets among distractors represent the crucial source underlying the functional
relationship between P3 latency and MA, the association between MA and the target-related P3
latency should increase in this latter condition compared to the standard CPT condition. With this
approach, the present study aims to elucidate the necessary preconditions for a negative relationship
between MA and P3 latency to occur. Learning more about these preconditions will contribute to a
better understanding and conceptual expansion of the mental-speed approach to MA.

2. Materials and Methods

2.1. Participants

The sample consisted of 116 German-speaking undergraduate students. Due to extremely long
RTs in one of the three CPT conditions (four participants) or implausibly low scores in the intelligence
test (two participants), six participants were discarded from further analysis. The remaining
90 female and 20 male participants ranged in age from 18 to 36 years (mean = 22.0 years; standard
deviation = 3.1 years). They reported normal hearing and normal or corrected-to-normal vision.
Only healthy participants were tested and asked to refrain from caffeine and nicotine intake 2 h
and from consuming alcohol at least 24 h prior to the EEG recording. As compensation for their
participation, participants received course credit. Prior to testing, all participants gave their written
informed consent. The study was conducted in accordance with the Declaration of Helsinki and
the study protocol was approved by the ethics committee of the Faculty of Human Sciences of the
University of Bern (Bern, Switzerland) (date of approval: 26 August 2013; project identification code:
No. 2013-8-504570).

2.2. Assessment of Psychometric Intelligence

As a measure of MA, the German version of Cattell’s Culture Fair Test-20 R (CFT-20 R) [36]
was used. It consisted of three subtests with 27 items (series, classifications, and matrices) and one
subtest with 20 items (topologies). Weiss [36] reported test–retest reliabilities ranging from rtt = 0.80 to
rtt = 0.90. Test-taking time was about 60 minutes.

2.3. Continuous Performance Test (CPT)

Apparatus and stimuli. All stimuli were presented on a 17” Dell computer monitor.
Stimulus presentation was controlled by E-prime 2.0 experimental software (Psychology Software Tools,
Inc., Sharpsburg, PA, USA). Stimuli were the letter X (target stimulus) and the letters G, D, A, W, M, S, K,
and R (distractors) presented with a height of 1 cm and a width of 0.5 cm. All stimuli were presented in
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white font (Courier New, size: 28) against a black background. Participants’ responses were recorded by a
Cedrus®response pad (RB-830) (Cedrus Corporation, San Pedro, CA, USA) with an accuracy of ± 1 ms.

Procedure. Individual experimental testing and EEG recording took place in a sound-attenuated
and electrically shielded room. Participants were seated in front of the computer monitor with a
distance of 50 cm ensured by a chin rest.

The experimental task consisted of three conditions (CPT0, CPT1, and CPT2). In all
three conditions, a trial started with the presentation of a stimulus for 200 ms, followed by a black
screen for 1000 ms. The next trial started after an intertrial interval randomly varying between 0 ms
and 1000 ms.

In the 120 trials of the standard CPT condition (henceforth CPT1), the target stimulus (‘X’) was
presented in 24 trials, and each of the eight distractors was presented in 12 trials. Participants were
required to respond only to the target by pressing a designated response key as fast as possible (but to
avoid errors). The order of trials was randomized. The second condition (CPT0), serving as a control
condition, consisted of 32 trials. In each trial, the letter ‘X’ was presented. Participants were instructed
to respond to the onset of the ‘X’ as fast as possible (but to avoid errors) by pressing the response key.
Responses were recorded during the 1200-ms duration of a trial. The attention-enhanced condition
(CPT2) was composed of 240 trials. The target stimulus was the letter ‘X’ (in italic font) presented in
24 trials. In addition to the abovementioned letters, which were presented in 192 trials, the letter ‘X’
(non-italic font) served as distractor in 24 trials. Participants were requested to respond to the ‘X’ in
italic font as fast as possible but neither to the distractors nor to the ‘X’ in non-italic font. The duration
of the CPT0 condition was about 1‘15 min; the durations of the CPT1 and CPT2 conditions were 4’30
and 8’45 min, respectively.

Prior to the task, a general instruction was given and specific instructions; practice trials
also preceded each task condition. The order of the three conditions was counter-balanced across
participants. The total time to perform the CPT was about 15 to 20 min. As dependent variables, mean
RT and error rates in each condition for each participant were determined. Mean RT was based on
correct trials with RTs between 100 ms and 1200 ms. Error rates were analyzed separately for errors
of omission (failure to respond to a target stimulus) and commission (responding erroneously to a
distractor stimulus).

Electrophysiological recording. During the CPT, EEG was recorded using a BrainAmp®amplifier
(Brain Products GmbH, Gilching, Germany) and an electrode cap (EasyCap GmbH,
Woerthsee-Etterschlag, Germany), with 12 Ag/AgCl electrodes referenced to the ear lobes.
To control vertical and horizontal eye movements, electrodes were fixed below and above the right
eye (vertical electrooculogram) and at the temples (horizontal electrooculogram). Impedances were
kept below 5 kΩ. The sampling rate for the EEG signal was 1000 Hz, and the resolution was 0.1 μV.
For further analyses, BrainVision Analyzer 2 (Brain Products GmbH, Gilching, Germany) was used.
The EEG data were high-pass (0.1 Hz) and low-pass filtered (30 Hz). Eye movements were corrected
by the regression-based method as proposed by Gratton, Coles, and Donchin [37]. The EEG was
segmented based on the markers from the CPT sent with every onset of a stimulus. The duration of
each segment was 1000 ms, with a 100-ms pre-stimulus and a 900-ms post-stimulus interval. Using a
semiautomatic artifact rejection, segments with a voltage change above 500 μV within 1 ms, voltage
changes above 200 μV within 200 ms, and values above 100 μV and under −100 μV were marked
and rejected semiautomatically. A baseline correction for the pre-stimulus interval was done for
each segment. Finally, the segments referring to the targets of each condition were averaged for
each participant. A semiautomatic peak detection helped to find out the largest positive deflection for
each individual within a time interval ranging from 190 to 550 ms after stimulus onset. If necessary,
the peak was manually adjusted. This peak was considered as P3 amplitude. We focused on the PZ
electrode site where the P3 component had the largest deflection in all three task conditions. The time
between stimulus onset and this peak was defined as P3 latency.

56



Brain Sci. 2019, 9, 28

The complete experimental session also included an additional Hick RT task not relevant for the
present study. Half the sample worked on the CPT prior to the other task, while the order was reversed
for the other half. The results of the present study were not influenced by the order of task presentation.

3. Results

3.1. Behavioral Data

The mean CFT-20 R score (± standard deviation) was 77.1 ± 7.8, which is equivalent to a
transformed mean intelligence quotient (IQ) of 98.8 (± 11.4). Table 1 provides means and standard
deviations of RT in the three conditions of the CPT. A one-way analysis of variance (ANOVA) with CPT
conditions as three levels of a repeated-measures factor revealed statistically significant differences in
RT, F(2, 218) = 1978.510, p < 0.001, ηp

2 = 0.948. As indicated by Bonferroni-adjusted post-hoc t tests,
RT increased significantly from the CPT0 to the CPT1 condition, t(109) = 46.700, p < 0.001, d = 4.453, as
well as from the CPT1 to the CPT2 condition, t(109) = 17.869, p < 0.001, d = 1.704.

Also given in Table 1 are descriptive statistics of errors of omission in the three CPT conditions
and errors of commission in the CPT1 and CPT2 condition. (Due to the lack of distractors in the
CPT0 condition, participants could not make errors of commission in this condition.) As indicated
by a one-way ANOVA on omissions with the three CPT conditions as levels of a repeated-measures
factor, omissions differed significantly between the three task conditions, F(2, 218) = 11.550, p < 0.001,
ηp

2 = 0.096. There were significantly more errors of omission in the CPT0 than in the CPT1 condition,
t(109) = 4.762, p < 0.001, d = 0.454, while omissions in the CPT1 and the CPT2 did not differ significantly
after Bonferroni adjustment, t(109) = 2.152, p = 0.034, d = 0.205. Errors of commission, however, were
made more frequently in the CPT2 than in the CPT1 condition, t(109) = 11.317, p < 0.001, d = 1.079.

Pearson correlations between RT in the three conditions are reported in Table 2. All three
correlation coefficients yielded statistical significance. Unexpectedly, however, the correlations between
RTs in the three CPT conditions and CFT-20 R scores were not significant and even positive in the most
demanding task condition.

Similarly, CFT-20 R scores did not significantly correlate with errors of omission in the three task
conditions (CPT0: r = −0.006, p = 0.949; CPT1: r = −0.132, p = 0.171; CPT2: r = −0.101, p = 0.293) nor with
errors of commission in the CPT1, r = −0.054, p = 0.578, and in the CPT2 condition, r = −0.116, p = 0.229.

Table 1. Descriptive statistics of reaction times, errors of commission, and errors of omission in the
three conditions of the continuous performance test (CPT) in 110 participants. No errors of commission
were possible in the CPT0 condition.

Condition
Reaction Times (ms) Errors of Commission (%) Errors of Comission (%)

M SD Min Max M SD Min Max M SD Min Max

CPT0 250 23 211 321 - - - - 0.015 0.028 0 0.120
CPT1 416 41 327 530 0.005 0.007 0 0.031 0.003 0.011 0 0.080
CPT2 482 46 381 613 0.012 0.011 0 0.069 0.006 0.017 0 0.031

M = Means, SD = standard deviation, Min = minimum, Max = maximum.
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3.2. Electrophysiological Data

Grand averages of the ERPs in the three CPT conditions are presented in Figure 1. The respective
descriptive statistics for the P3 amplitudes and latencies are given in Table 3. To examine differences
between P3 latencies in the three CPT conditions for significance, a one-way ANOVA was computed,
with P3 latencies in the three CPT conditions as three levels of a repeated-measures factor. Due to a
violation of sphericity, the Greenhouse–Geisser correction was used with ε = 0.740. The main effect yielded
statistical significance, F(1.480, 161.269) = 122.794, p < 0.001, ηp

2 = 0.530. Planned comparisons revealed
significantly shorter latencies in the CPT0 than in the CPT1 condition, t(109) = 10.385, p < 0.001, d = 0.990,
as well as shorter latencies in the CPT1 than in the CPT2 condition, t(109) = 5.493, p < 0.001, d = 0.524.

Figure 1. Grand average waves for the event-related potentials (ERPs) in the three CPT task conditions
at the PZ electrode site. The zero point of the time scale refers to the onset. Negative is plotted upwards.

Table 3. Descriptive statistics of P3 latencies and P3 amplitudes in the three CPT conditions in
110 participants.

Condition
P3 Latencies (ms) P3 Amplitudes (μV)

M SD Min Max M SD Min Max

CPT0 371 39 300 543 7.78 3.73 0.69 26.01
CPT1 418 30 360 526 14.50 5.25 3.00 38.80
CPT2 438 29 361 535 16.49 5.87 6.59 42.44

M = Means, SD = standard deviation, Min = minimum, Max = maximum.

The same analysis was computed for the P3 amplitude as a dependent variable to probe differences
between P3 amplitude in the three CPT conditions. Again, sphericity was violated, so that the
Greenhouse–Geisser adjustment was used with ε = 0.927. The main effect on the P3 amplitude was
significant, F(1.854,202.091) = 185.224, p < 0.001, ηp

2 = 0.630. Planned comparisons revealed that P3
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amplitude was significantly larger in the CPT1 than in the CPT0 condition, t(109) = 14.741, p < 0.001,
d = 1.405, as well as in the CPT2 than in the CPT1 condition, t(109) = 3.786, p < 0.001, d = 0.361.
Thus, P3 amplitudes and latencies were sensitive to the experimental manipulation and increased
monotonically from the CPT0 to the CPT2 condition.

Correlations between MA, P3 latencies, and P3 amplitudes are presented in Table 2. P3 amplitudes
were not associated with MA in the three CPT conditions. The same was true for the P3 latency in the
least demanding task condition. In both more demanding task conditions, P3 latency was negatively
and significantly related to MA.

In a next step, we submitted the P3 latencies from the three task conditions to stepwise regression
analyses to predict MA. In the first model with P3 latency in the CPT0 condition as a predictor of
MA, neither the β coefficient, β = −0.073, p = 0.446, nor the amount of explained variance, adjusted
R2 = 0.000, were statistically significant. The second model with P3 latencies from the CPT0 and the
CPT1 condition as predictors of MA led to a higher amount of explained variance, adjusted R2 = 0.043,
with the R2 change being significant, F(1,107) = 6.234, p = 0.014. The β coefficient of P3 latency in the
CPT1, β = −0.234, p = 0.014, but not the β coefficient of P3 latency in the CPT0 condition, β = −0.067,
p = 0.479, yielded statistical significance. Comparing these first two models, P3 latency in the CPT1
condition explained a significantly larger portion of variance in MA compared to P3 latency in the
CPT0 condition. Finally, with the third model, a statistically significant additional increase in the
amount of explained variance was obtained (adjusted R2 = 0.101) compared to the second model,
F(1,106) = 7.994, p = 0.006. Only the β coefficient of the P3 latency in the CPT2 condition, β = −0.297,
p = 0.006, but not the β coefficients of P3 latency in the CPT1, β = −0.085, p = 0.421, and in the CPT0
condition, β = −0.085, p = 0.355, were statistically significant.

Also given in Table 2 are correlations among RT, P3 latency, and P3 amplitude. P3 latencies in
the CPT1 and in the CPT2 conditions were significantly correlated with each other but not with P3
latency in the CPT0 condition. This result indicated a functional difference of P3 latency in the CPT0
compared to the CPT1 and CPT2 conditions. P3 latencies in the three CPT conditions were positively
correlated with RTs, but only four out of the nine correlation coefficients yielded statistical significance.
Correlations between P3 latencies and P3 amplitudes were all negative, but only four out of nine
coefficients reached statistical significance. Finally, the P3 amplitudes in the three CPT conditions
correlated significantly positively with each other, but negatively with RTs, except for the correlation
between the P3 amplitude in the CPT0 condition and RT in the CPT2 condition (see Table 2).

4. Discussion

The present study investigated the functional association between MA and the target-related
P3 latency in the standard CPT as well as in two further conditions with variations of task demands.
While in the standard condition (CPT1), a target (‘X’) had to be identified within a sequence of distractor
stimuli, the process of selective identification was impeded in the attention-enhanced condition (CPT2)
and omitted in the control condition (CPT0). This variation in task demands led to changes in P3
latency: The P3 latency was shorter in the CPT0 condition and longer in the CPT2 condition compared
to the standard CPT condition. Concurrently, the correlational relationship between MA and P3 latency
observed in the standard CPT condition ceased in the CPT0 condition but was even stronger in the
CPT2 than in the CPT1 condition. As indicated by regression analyses, the significant amount of
variance in MA explained by P3 latency in the standard CPT condition was also part of the variance
explained by P3 latency in the attention-enhanced CPT2 condition. Even more importantly, the P3
latency in the attention-enhanced CPT2 condition explained an additional amount of variance of MA
beyond and above the amount explained by the P3 latency in the standard CPT condition. This pattern
of results strongly suggests that the functional correlation between MA and P3 latency depended on
selective-attention demands.

In the standard CPT condition, attention needed to be directed to each stimulus to decide whether
a target or a distractor was presented. In the CPT0 condition, only simple reactions were required so
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that the demands on selective attention were minimal. Finally, in the CPT2 condition, more selective
attention than in the CPT1 condition was required to identify the target not only by its characteristic of
being an ‘X’ but also by the additional feature of being italicized. Increasing RT as well as increasing P3
latencies and amplitudes from the CPT0 to the CPT2 condition indicated increasing selective-attention
demands across CPT conditions.

In the standard CPT condition, the expected negative relationship between P3 latency and MA
was observed, indicating that individuals with higher MA needed less time to correctly classify,
and thus identify, the target stimulus than individuals with lower MA. This result was consistent with
previous studies on the relation between MA and P3 latency using the oddball paradigm [25,29–33].
As outlined above, the main difference between the CPT, as used in the present study, and the oddball
task was the composition of distractor stimuli. While only one distractor stimulus was used (and
frequently presented) in the oddball task, different distractor stimuli were presented in the present
standard CPT. In both tasks, however, the target stimulus was infrequently presented to be identified
within a series of sequentially presented distractors. The negative relation between MA and P3 latency
in the standard CPT condition supports the idea that the speed of identifying targets among distractors
accounts for the relation between P3 latency and MA—as it was found for the many applications of
the oddball task.

Consistent with the rationale of the present study, the absence of distractors made the identification
of the target vs. nontarget stimulus unnecessary. Without this demand on selective attention, however,
the latency of the P3 component was no longer related to MA. The absence of an association between
MA and P3 latency in the CPT0 condition (i.e., a condition without selective-attention demands) was
not unexpected given the results by McGarry-Roberts et al. [22] or Troche et al. [27]. In both studies,
similar results were reported for the association between MA and P3 latencies in simple reaction time
tasks as in the CPT0 condition of the present study.

P3 amplitude and latency as well as RT and error rates increased from the standard CPT1 to
the attention-enhanced CPT2 condition indicating that the CPT2 condition required more selective
attention to identify the italic ‘X’ among distractors (including the regular ‘X’). In line with our
expectations, the functional relationship between MA and P3 latency became stronger in the CPT2
compared to the CPT1 condition. As indicated by regression analyses, P3 latency in the CPT2 condition
not only explained an amount of variance in MA overlapping with P3 latency in the CPT1 condition
but also a significant additional portion of variance in MA. This outcome provided further evidence
for the notion that the selective-attention demands on target identification are decisive for the relation
between MA and P3 latency.

Both RT and P3 latency proved to be similarly sensitive to our experimental manipulation.
Nevertheless, the correlation between RT and P3 latency as two distinct speed measures was only weak
and not significant in the CPT2 condition. These results provided additional converging evidence
for the notion that RT and P3 latency represent functionally different processes [22]. Despite this
apparent functional independence of P3 latency and RT, it was the most surprising result of the present
study that RT was not (negatively) related to MA in any of the three task conditions. Many previous
studies using the CPT analyzed errors of omission and commission regarding their relation to MA or
as possible indicators of impaired attentional processes in neurologically ill individuals [38–40]. In the
present study with healthy participants, both kinds of errors were extremely rare and no correlations
between intelligence and errors of omission or commission could be obtained. Since errors did not
differ between individuals with higher and those with lower MA and the use of different cognitive
strategies was unlikely, the standard CPT met the preconditions for a systematic relationship between
RT and MA [1,2]. It should be noted, however, that a lacking negative relation between MA and RT is
not unusual in the field of mental chronometry [41,42]—even though the majority of studies revealed
a weak to modest relationship between MA and RT [3].
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5. Conclusions

Previous research on the relation between MA and P3 latency has been rather inconclusive
reporting negative correlations [25,29,30,33], positive correlations [28] or no significant correlations at
all [22,27]. The present study provided first evidence for the notion that task demands on selective
attention play a crucial role for the expected negative functional relationship between MA and P3
latency, as proposed within the conceptual framework of the mental speed approach. The negative
relation between MA and P3 latency increased systematically with an increase of selective attention
required by the task used to elicit the P3 component. As P3 latency and RT were functionally
independent from each other, the failure to obtain a relationship between RT and MA did not necessarily
hamper the interpretation of the relation between MA and P3 latency.

Supplementary Materials: The following are available online at http://www.mdpi.com/2076-3425/9/2/28/s1,
Figure S1: Grand averages (solid lines) and standard deviations (dotted lines) of the event-related potentials
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event-related potentials in the CPT0 condition; Figure S3: Grand average (solid line) and standard deviation
(dotted line) of the event-related potentials in the CPT1 condition; Figure S4: Grand average (solid line) and
standard deviation (dotted line) of the event-related potentials in the CPT2 condition.
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Abstract: In order to study the changing relevance of stimulus features in time and space, we used a
task with rapid serial presentation of two stimulus streams where two targets (“T1” and “T2”) had to
be distinguished from background stimuli and where the difficult T2 distinction was impeded by
background stimuli presented before T1 that resemble T2 (“lures”). Such lures might actually have
dual characteristics: Their capturing attention might interfere with target identification, whereas
their similarity to T2 might result in positive priming. To test this idea here, T2 was a blue digit
among black letters, and lures resembled T2 either by alphanumeric category (black digits) or by
salience (blue letters). Same-category lures were expected to prime T2 identification whereas salient
lures would impede T2 identification. Results confirmed these predictions, yet the precise pattern
of results did not fit our conceptual framework. To account for this pattern, we speculate that lures
serve to confuse participants about the order of events, and the major factor distinguishing color
lures and digit lures is their confusability with T2. Mechanisms of effects were additionally explored
by measuring event-related EEG potentials. Consistent with the assumption that they attract more
attention, color lures evoked larger N2pc than digit lures and affected the ensuing T1-evoked N2pc.
T2-evoked N2pc was indistinguishably reduced by all kinds of preceding lures, though. Lure-evoked
mesio-frontal negativity increased from first to third lures both with digit and color lures and, thereby,
might have reflected expectancy for T1.

Keywords: rsvp; lure stimuli; priming; ERPs; N2pc

1. Introduction

Knowledge about factors limiting visual perception is important to understand how we become
aware of the world around us. This issue has often been studied by means of the rapid serial visual
presentation task (RSVP) where target stimuli are embedded in background stimuli presented rapidly
one after the other. A well-investigated phenomenon is the “attentional blink”, which is the difficulty in
discerning T2, the second of two target stimuli (“T1” and “T2”) when presented at some critical moment
after T1 [1,2]. The present study investigates another handicap to identifying T2: Some background
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stimuli may resemble T2. Such “lure” stimuli, differing from the actual T2 only by occurring before
T1 rather than afterwards, have been shown to impair T2 identification [3–9] and may be considered
a model case for studying the time-dependent changes of relevance which the many objects in our
environment may undergo, because the very same object that is irrelevant when encountered too early
may become relevant later on. Several studies have provided evidence that the process launched by
perception and associated rejection of lures is inhibition of detecting the targets [4–11].

In the studies by Niedeggen and colleagues [4–9] participants had to detect a color change of
the fixation point to red (T1) and then immediately detect or discriminate the direction of coherent
motion (T2) of dots surrounding fixation or, in [7], a flip of surrounding bars. Lags from T1 to T2 varied
between 0 ms and 700 ms. Performance was nearly perfect for all measured lags (Figure 1 in [6]). Yet
T2 identification drastically deteriorated at short T1–T2 lags (most at a lag of 0 ms) when lure stimuli
were presented before T1. This negative effect was cumulative, increasing with the number of lures in
a trial [5,9], well in line with the notion of a gradual increase of central inhibition [8].

Figure 1. Sequence of events in a trial. Participants had to identify the red letter (T1) and the blue digit
(T2) embedded in a stream of background stimuli. At least nine pairs of background stimuli were
presented before T1. In 80% of trials, three of these pairs contained stimuli that resembled T2 (“lures”),
either by their blue color or by their being a digit. The three lures could be on the same side as the
ensuing T2 (as in these examples) or on the other side.

In Zhang et al.’s studies [10,11], T1 was a red letter in a series of white letters at screen center, and
T2 was a white digit, either also presented at center [10,11] or left or right [10]. Lures (i.e., white digits
presented at center before T1) reduced T2 identification.

In Harris et al.’s study [12] a stream of object drawings was presented at screen center. Participants
had to identify the two red objects (T1 and T2) among the other, black objects. The black object that
was presented two frames before T1 could be the same object as the red T2. These lures had negative
effects on T2 identification when T2 was presented briefly after T1. These negative effects turned to
stable positive effects when lures and T2 were rotated or mirrored relative to each other.

In order to embed such time-dependent changes into a spatial dimension, in a previous study,
we presented lure stimuli in dual-stream RSVP. In this task, first implemented by Holländer et al. [13]
and used in our lab in several studies (from [14] onwards), two streams are presented, left and right
from fixation, with T1 and T2 each occurring in either of these streams. In our standard version,
background stimuli are black letters, T1 is a red letter, and T2 is a black digit. In our lure study in this
set-up [15], lures, presented in half of the trials, were black digits like T2. This is similar to Zhang et
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al.’s [10,11] stimuli, except that they did not present two streams. In our paradigm with two streams,
evidence was found for both positive and negative priming exerted by lures on T2 identification,
formally similar to Harris et al.’s [12] results. Specifically, in our task [15] lures had negative effects
on T2 identification when the lag between T1 and T2 was 3 frames, This effect was shifted towards
positive priming when lures and T2 were in the same stream and when the intervening T1 was “out
of the way” in the other stream and when one of three lures was identical to T2. This latter result
apparently differs from the above-reported results by Niedeggen et al. and Harris et al. [4–9,12] where
identity of lures and T2 impeded rather than facilitated T2 identification.

Because of these conflicting results, here we reasoned that both mechanisms might be effective,
either one being triggered by specific relations between lures and T2. To detail, similarity of lures to
T2 might result in positive priming of lure contents for discerning T2 [12,15] whereas the property
of lures to capture attention due to their similarity to T2 might inhibit and impede T2 identification.
In the present study, we aimed at separating these two presumed effects by assigning two different
features to T2 and using two types of lures: Unlike in previous studies [10,11,15], the T2 targets stood
out not only by being digits but also by their color, being blue rather than black. In different trials,
lures were either three same-category lures, i.e., black digits, or three attention-catching, salient lures,
i.e., blue letters. We assumed that digit lures will positively prime T2 identification, whereas salient
lures, being only superficially similar to T2, will not be able to prime T2 identification but will rather
distract attention and, thereby, impede T2 identification. To optimize the presumed distinction of
effects, one of the three digit lures in a trial was identical to T2, like in half the lure trials of our previous
study [15]. Positive priming from lures on T2 might be considered trivial when one of the lures is T2.
But negative identity priming from lures on T2 has been shown as well [12], and moreover, negative
priming from identical irrelevant to relevant stimuli when separated by masks or other stimuli has
often been demonstrated [16–18].

Sample trials of the three conditions no-lures, digit lures, color lures are depicted in Figure 1.

1.1. Stream Change from Lures to T2

The supposed attention-distracting effect of salient color lures may involve a strong spatial
component. I.e., the impeding effect of salient lures on T2 identification may become evident only if
lures and T2 are in different streams, because lures will have attracted attention to their stream which
then turns out to be the incorrect one. Correspondingly, no negative effect, or even some positive effect
on T2 identification, is expected if lures and T2 are in the same stream because, then, the lures will
have attracted attention to the correct stream.

In contrast, by being content-dependent, the supposed positive priming effect of digit lures on T2
identification might be less tightly linked to spatial conditions. Thus, this positive effect should not
differ much between stream change and stream continuity from lures to T2.

1.2. Role of T1 Stream

The preceding considerations were made without taking the relevant and attention-catching
stimulus between lures and T2 into account, which is T1, the red letter. In [15], some evidence was
obtained for the assumption that positive priming effects built up by lure presentations are broken
and even inverted by T1 presentation (signaling that the preceding digits were too early to be T2).
To keep things simple, it may at least be expected here that the spatial position of T1 will have effects
on spatially specific effects: The attention-distracting effects of salient lures on other-stream T2 might
be enhanced by T1 occurring in the lure stream and attenuated by T1 occurring in the T2 stream.

1.3. Event-Related Potentials

Event-related potentials (ERPs) were recorded in order to provide additional evidence on
differential processing of same-category digit lures and salient color lures. This additional evidence
was expected to be particularly relevant to evaluate immediate processing of the lures because there
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were only indirect behavioral measures of lure processing (by their moderating effects on discerning
T2 and T1).

1.4. Lure-Evoked ERPs

When a trial included lures, there were always three of them, occurring in the same stream.
If lures evoke inhibition then this inhibition should accumulate across the three lures. Lure-evoked
ERPs had been measured by Niedeggen et al. [8,9,17], Verleger et al. [13], and Zhang et al. [6].
In all studies, a negative ERP component was evoked by lures at anterior scalp sites around 300 ms.
In Niedeggen et al.’s studies [7,8,19], this component became larger across the three lure positions
within a trial. (Zhang et al. [10] presented only one lure per trial at a fixed position, immediately before
T1). Not occurring in control conditions (where lures did not share features with the target), the increase
was interpreted by Niedeggen et al. [7,8,19] as reflecting frontal “gating” against being prematurely
activated by these stimuli. However, this increase was not replicated in Verleger et al.’s [15] study.
To accommodate this divergence, we assume for the present study that such frontal negativity will not
build up with the same-category digit lures but will do so with the distracting salient color lures.

In addition, our use of bilateral streams allowed for measuring the N2pc component. N2pc is a
negative deflection around 250 ms after onset of laterally presented relevant stimuli, at contralateral
sites above the visual cortex [20,21] reflecting spatially selective processing of these stimuli [22–24].
Measuring N2pc evoked by lures provides a test for the assumption that color lures will attract more
attention than digit lures: If this is true, N2pc amplitudes are expected to be larger with color lures
than with digit lures, particularly with the first of the three lures because when the first color lure has
attracted attention to its side the focus of attention may stay on that side such that the further lures do
not require a shift of attention any more.

1.5. T1-Evoked ERPs

Being a relevant and salient lateral event, the red-colored T1 evokes N2pc in this dual-stream
task [12,23]. One might speculate that the preceding sequence of three lures is helpful to expecting
T1 precisely in time, so T1-evoked N2pc might increase in lure trials. However, no such effect was
obtained in our previous study [13]. What is to be expected, though, is that the shifting of attention by
preceding color lures will affect T1-evoked N2pc. Without lures, attention will be distributed across the
two streams. Color lures will attract attention to their stream. T1 will require less shifting of attention
when presented in the same stream as color lures and will require more shifting of attention when
color lures had occurred in the other stream. Accordingly, T1-evoked N2pc is expected to be smaller
than in trials without lures when color lures and T1 are in the same stream, and to be larger when color
lures and T1 are in different streams.

1.6. T2-Evoked ERPs

Likewise, being a relevant event, T2 will evoke N2pc, too [10,14,25,26]. In Zhang et al.’s study [10],
N2pc was delayed when lures preceded. In contrast, in Verleger et al.’s study [15], N2pc amplitudes
were reduced, but only when lures and T2 were in the same stream. It may be speculated that the
possibly inhibition-related effect of [10] might become evident in the present study after color lures
while the possibly priming-related effect in [15] might become evident after digit lures.

To summarize, the major purpose of the present study was to obtain divergent effects of the two
types of lures on T2 identification, and the ERPs evoked by lures, T1, and T2 were expected to be
helpful in describing the mechanisms of these lure effects.
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2. Materials and Methods

2.1. Participants

Eighteen students (9 male) of the University of Lübeck participated. This sample size was well in
the range of our previous studies using this task where consistent behavioral and ERP effects had been
obtained. Informed written consent was obtained and 7 € per hour were paid. All participants reported
normal or corrected-to-normal vision, normal color vision, and no history of neurological disorders.
Four of those 18 participants turned out to be unable to identify T2 reliably above chance, with
mean identification rates markedly below 20%, and were excluded from analysis. The remaining 14
participants (7 males) were aged 20 to 29 years (M = 25, SD = 2.7). One was left-handed (laterality score
−100), the others were right-handed, with a mean score of +94 (SD 9) in the Edinburgh Handedness
Inventory [27].

2.2. Stimuli and Apparatus

The task is illustrated in Figure 1. Two simultaneous sequences of black capital letters of the
Latin alphabet were rapidly (9/s) presented left and right from fixation. The 17” screen had a white
background (120 cd/m2) and was driven with 100 Hz at about 1.2 m from participants’ faces. Letters
were 8.5 mm wide and 11 mm high (0.5◦ × 0.6◦ visual angle) with their inner edges 10 mm from
fixation (0.6◦). Fixation was marked by a small red cross (0.1◦ × 0.1◦) at screen center. In each trial,
two targets had to be identified. The first target (T1) was a red letter (24 cd/m2; D, F, G, J, K, or L).
The second target (T2) was a blue digit (18 cd/m2; 1, 2, 3, 4, 5, 6, 7, 8, or 9). Background stimuli consisted
of all other letters in black (standard), or in blue (color lures) or of the digits 1–9 in black (digit lures).
Presentation® software, version 14.5, was used for experimental control (Neurobehavioral Systems
Inc., Berkeley, CA, USA).

2.3. Procedure

Participants were seated in a comfortable armchair in a dimly lit room in front of the computer
screen. Their task in each trial was to identify the red letter (T1) and the ensuing blue digit (T2).

Each trial started with onset of the fixation cross. The two simultaneous letter streams started
800 ms later. Each stimulus pair was presented for 110 ms, immediately followed by the next frame.
Background pairs either consisted of two standard stimuli or, in lure trials, of a standard stimulus and
a lure (in three background pairs preceding T1). The three lures were presented in the same stream,
which was either on the same side as the subsequent T2 or on the other side. There were five conditions:
Same-side (as T2) color lures, other-side color lures, same-side digit lures, other-side digit lures, and no
lures; 150 trials of each condition were presented in random order. Standard stimuli were randomly
selected with replacement from the letter set (with a restriction against immediate repetition). T1 and
T2 were randomly selected from the target sets. One of the three digit lures, randomly selected, was
identical to the forthcoming T2 digit (resembling the feature of color lures whose color was always
identical to T2) and the other two digit lures were randomly selected from the T2 set. T1 and T2 each
were presented on the left or right side together with a standard stimulus on the other side.

In order to avoid fixed temporal expectancies [28] time-points of lures, T1, and T2 were varied
across trials. T1 was, on average, at position 12.0 (±1.4 SD; range 10–14). Lures (both color lures and
digit lures) occurred between positions 3 and T1 − 2, on average at positions 4.2 (±1.3 SD), 6.5 (±1.7),
8.8 (±1.7), i.e., in temporal intervals of 2.3 frames on average = 250 ms, ending on average 3.2 frames
(350 ms) before T1. T2 followed T1 with lags of 110 ms (Lag 1) or 330 ms (Lag 3). Five standard-letter
pairs followed T2. Therefore, trial length varied between 16 frames (when T1 came at the 10th position
and T1–T2 lag was 1) and 22 frames (when T1 came at 14th position and T1–T2 lag was 3). Out
of the four possible side × lag relations of T1 and T2 (same side / other side × lag 1 / lag 3) the
same-side lag-1 relation was omitted altogether, in order not to overly lengthen the task, because T2
identification rates are relatively uninformative in this condition, being always close to 100%, due to
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“lag 1 sparing” [15,29,30]. Thus, of the 150 trials within each of the five lure-T2 relations (same-side
color lures, other-side color lures, same-side digit lures, other-side digit lures, no lures) 50 trials each,
in random order, applied one of the three T1-T2 relations, half of them with T2 on the left and half
with T2 on the right: Same side with lag 3 (in shorthand notation L3L and R3R, denoting T1 side, lag,
T2 side), side change with lag 1 (R1L and L1R), side change with lag 3 (R3L and L3R).

A standard keyboard was placed directly in front of participants on an adjustable base. At the end
of each trial, 2.5 s after onset of the first stimulus-frame, participants were prompted by a message on
the screen to enter their responses on the keyboard, first the T1 letter on the middle row and then the
T2 digit on the number pad. When not knowing the answer, they had to guess. The next trial started
immediately after the T2 response.

The five (lure conditions) × three (T1-T2 relations) × two (T2 sides) × 25 trials (=750 trials) were
presented in random sequence, with a break after 375 trials. Before the task proper, some trials were
presented in slow motion for practice, with 500 ms rather than 110 ms presentation rate.

2.4. Analysis of T1 and T2 Identification Rates

Separately for T1 and T2, percentages of trials with correct responses were computed in each of
those five × three × two = 30 cells of the design. In order to avoid having an ill-defined three-level
factor that would combine variation of lag (1 vs. 3) and of T1-T2 relation (same side vs. other side) we
decided to focus analysis on the variation of same vs. other side in lag 3 data. To handle the five levels
of the factor Lure Condition, analysis proceeded in two steps. First, no-lure data will be described,
with respect to effects of target side (left, right) and of other-target side (same as target, other than
target), with “target” and “other target” denoting T1 or T2 depending on analysis. Second, the effects
of the lures were tested by subtracting the no-lure data from data of each of the four conditions with
the lures, thereby extracting the net effects of lures in each of these conditions, and entering these
differences to ANOVAs with the repeated-measurement factors Lure Type (digit, color) and Lure Side
(same as target, other than target), additionally to Target Side and Other-Target Side. In additional
analyses, the effects of Lag (1 vs. 3) were tested by comparing the other-target-on-other-side data
between lag 3 and lag 1. These analyses had the factors Target Side and Lag for no-lure data, and Lure
Type, Lure Side, Target Side, and Lag for lure effects. Only effects of the Lag factor will be reported
from these analyses.

2.5. EEG Recording and Pre-Processing

EEG was recorded with Ag/AgCl electrodes (Easycap, www.easycap.de) from 60 scalp sites,
which were 8 midline positions from AFz to Oz and 26 pairs of symmetric left and right sites. Further
electrodes were placed at the nose-tip for off-line reference and at Fpz as connection to ground. On-line
reference was Fz. For artifact control, the electrooculogram (EOG) was recorded, vertically (vEOG)
from above vs. below the right eye and horizontally (hEOG) from positions next to the outer tails of the
eyes. Voltages were amplified from DC to 250 Hz by a BrainAmp MR plus, A–D converted, and stored
with 500 samples/s per channel. Off-line processing was done with Brain-Vision Analyzer software
(version 2.03). Data were re-referenced to the nose-tip and low-pass filtered at 20 Hz (Butterworth
zero phase filters, attenuation of 12 dB / octave). Then 600 ms epochs, starting 100 ms before the
respective event, were cut out of the EEG for analyzing the potentials evoked by each of the three lures,
by T1, and by T2. These epochs were edited for artifacts, rejecting trials with voltage differences at
any recording site that exceeded 150 μV or exceeded 40 μV between successive data points. Mean
values of 100 ms pre-stimulus epochs were subtracted, and data were averaged over trials separately
by conditions.

For lures, separate averages were formed for left and right 1st, 2nd, and 3rd digit and color lures.
Control averages were formed from equivalent positions in no-lure trials and subtracted from the lure
epochs. (Lure positions had been assigned by the sequence-generating program also in no-lure trials).
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Analysis of T1 and T2 EEG epochs was restricted to trials where T2 followed with a lag of three
frames because potentials evoked by T1 and T2 were inextricably mixed when T1 was followed by
the other-stream T2 with lag 1. For T1, trials with correct response to T1 were selected, and separate
averages were formed over trials for left and right T1 in the five lure conditions (no lures, digit lures
in the same stream as T1 and in the other stream than T1, color lures in the same stream as T1 and
in the other stream than T1). For T2, trials with correct responses to both T1 and T2 were selected,
and separate averages were formed over trials for left and right T2 in the five lure conditions (no lures,
digit lures in the same stream as T2 and in the other stream than T2, color lures in the same stream as
T2 and in the other stream than T2). Unlike for T1 analysis, this was done separately for trials with T1
and T2 on same sides and T1 and T2 on different sides.

To obtain contralateral–ipsilateral (con–ips) differences of each symmetric left-right pair of
recording sites, the left-site average was subtracted from the right-site average when the event (lure,
T1, or T2) was left (e.g., PO8 − PO7), vice versa when the event was right (e.g., PO7 − PO8) and the
mean of these two con–ips differences was formed. Grand means over participants were calculated for
illustrating the results. Con–ips differences were also formed for hEOG and these hEOG difference
waveforms were inspected for systematic deviations from baseline within 500 ms after lure onsets,
indicating eye movements toward the lures. It was found that only two of the 14 participants had notable
deviations after the first color lure. These deviations amounted to about 5 μV only, corresponding to
an average eye movement of about 0.3◦ towards the lure stream, which we considered small enough to
keep these participants in the sample. Including those two participants, the grand average waveforms
of hEOG deviations toward lures reached a maximum of about 1 μV at 400 ms after onsets of 1st and
2nd lures, and much smaller values after 3rd lures, with 1 μV corresponding to average eye movements
of about 0.07◦ towards the lure stream, which still appeared to be an acceptable level.

As will be detailed in the Results section, parameters were determined in the |PO7 − PO8| con–ips
difference waveforms evoked by lures (minus no-lures), by T1, and by T2, as well as in current source
densities evoked by lures (minus no-lures) recorded at FCz. Statistical analysis was performed by
ANOVA with repeated measurements. P values of effects of the three-level factors Lure Position and
Epoch (as defined in the Results section) will be reported after Greenhouse–Geisser correction.

3. Results

3.1. Target Identification

Percentages of trials in which the targets were identified are displayed in Figure 2. Additionally,
mean values and standard deviations are compiled in the Table S1 (see Supplementary Materials).
Each data point was computed from 25 trials per participant.

3.1.1. T1: Trials without Lures

T1 was identified in 84% of no-lure trials on average (black line in the upper left panel of Figure 2).
No-lure identification rates were submitted to ANOVA with the factors T1 Side (left, right) and T2 Side
(same as T1, other than T1). T1 was identified better when the following T2 was in the same stream and
T1 was on the right (R3R in Figure 2, with absence of italics denoting the target under consideration,
here T1), as indicated by a main effect of T2 Side, F1,13 = 9.4, p = 0.009, and the interaction of T2 Side ×
T1 Side F1,13 = 4.5, p = 0.05, resolved to an effect of T2 Side for right T1, F1,13 = 11.8, p = 0.004, and no
such effect for left T1, F1,13 = 1.2, n.s.

Additionally, the other-side-than-T2 data were compared between lag 3 and lag 1 in an ANOVA
with the factors T1 Side (left, right) and Lag (1, 3). No effect was significant, all F1,13 ≤ 2.1, p ≥ 0.17.
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Figure 2. Lure effects on identification rates of T1 and T2. The upper panels display the percentages
of trials in which T1 (left) and T2 (right) were identified. The lower panels display the differences
between trials with lures from trials without lures. No-lure trials (upper panels only) are denoted by
black lines, trials with digit lures by grey lines, and trials with color lures by blue lines. Trials where
lures were in the same stream as the target (T1 and T2, respectively) are denoted by solid lines (grey
and blue) and trials where lures were in the opposite stream are denoted by dashed lines. Both for
T1 and T2, the six values on the x axes denote left-right-left-right-left-right targets. E.g., “L1R” is a
trial where T1 was left and T2 was right (separated from each other by 1 frame). Thereby, L1R is the
leftmost value for T1 (L1R) and the second value for T2 (L1R). The main ANOVAs were conducted on
the lag 3 data (four rightmost values in each panel) and additional ANOVAs compared lag 1 and lag 3
other-target-on-other-side data (two leftmost and two rightmost values in each panel).

3.1.2. Lure Effects on T1 Identification

Lure effects were tested by subtracting the no-lure data from data of each of the four conditions
with lures and entering these differences to ANOVAs. The main ANOVA was conducted on lag 3 trials
with the repeated-measurement factors Lure Type (digit, color) and Lure Side (same as T1, other than
T1), additionally to T1 Side and T2 Side. ANOVA results are compiled in Table 1.

Table 1. ANOVA on effects of lures (deviations of lure conditions from the no-lure condition) on T1
identification rates.

Effect F (p) Effect F (p)

T1 Side (left, right) 0.4 T2 Side × Lure Side 0.2
T2 Side (same as T1, other than T1) 9.1 (0.01) Lure Type × Lure Side 4.0 (0.07)
Lure Type (digit, color) 5.1 (0.04) T1 Side × T2 Side × Lure Type 0.9
Lure Side (same as T1, other than T1) 2.3 T1 Side × T2 Side × Lure Side 7.5 (0.02)

T1 Side × T2 Side 3.9 (0.07) T1 Side × Lure Type × Lure Side 0.6
T1 Side × Lure Type 3.1 (0.10) T2 Side × Lure Type × Lure Side 2.9
T1 Side × Lure Side 3.8 (0.07) T1 Side × T2 Side × Lure Type × Lure Side 6.9 (0.02)

T2 Side × Lure Type 0.2

Degrees of freedom are 1,13 throughout. F and p values are printed in bold when p ≤ 0.050. p-values were entered
when p ≤ 0.10.
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Color lures had larger negative effects on T1 identification than digit lures (blue vs. grey in
Figure 2), Lure Type F1,13 = 5.1, p = 0.04, and lure effects were more negative when the following T2
was on the same side as T1 (L3L and R3R) than when sides changed (L3R and R3L), T2 Side F1,13 = 9.1,
p = 0.01.

When lures, T1, and T2 all were in one stream (solid blue and grey lines in Figure 2), right-side T1
was more affected by lures than left-side T1 (rR3R > lL3L): Lure Side × T1 Side × T2 Side F1,13 = 7.5,
p = 0.02, resolved to an effect of T1 Side × T2 Side of F1,13 = 6.7, p = 0.02, for lures on the same side
as T1 (in contrast to F1,13 = 1.0, n.s., for lures on other side than T1) and further, for these same-side
lures, to an effect of T1 Side of F1,13 = 10.1, p = 0.007, when T2 was on same side as T1 (in contrast to
F1,13 = 0.7, n.s., for T2 on the other side than T1).

Finally, the significant four-fold interaction (T1 Side × Lure Side × Lure Type × T2 Side F1,13 = 6.9,
p = 0.02) reflected two separate effects, namely, first, the outlying positive value of the dashed grey line
in Figure 2 at R3L and, second, the outlying negative value of the dashed blue line at L3L. To detail:
The outlying positive value of the dashed grey line at R3L was reflected by resolving the fourfold
interaction to threefold interactions of Lure Type × T1 Side × T2 Side separately for same-side and
other-side lures, which yielded a significant result for other-side lures (dashed lines in Figure 2),
F1,13 = 14.2, p = 0.002, in contrast to F1,13 = 0.9, n.s., for same-side lures. Then resolving that threefold
interaction for other-side lures to effects of T1 Side for each of the four combinations of Lure Type ×
T2 Side yielded a significant effect of T1 Side for digit lures and other-side T2 (dashed grey line: R3L
more positive than L3R), F1,13 = 9.1, p = 0.01, in contrast to F1,13 ≤ 0.7, n.s., for each of the other three
combinations. Second, the outlying negative value of the dashed blue line at L3L was reflected by
resolving the overall fourfold interaction to threefold interactions of Lure Side × T1 Side × T2 Side
separately for color lures and digit lures which yielded a significant result for color lures, F1,13 = 12.5,
p = 0.004, in contrast to digit lures, F1,13 = 0.0, n.s. Resolving that threefold interaction for color lures to
effects of Lure Side for each of the four combinations of T1 Side × T2 Side yielded a significant effect of
Lure Side for L3L—other side (dashed blued line in Figure 2) more negative than same-side (solid blue
line)—, F1,13 = 8.9, p = 0.01, in contrast to the other three combinations of T1 Side × T2 Side (R3R, L3R,
R3L), F1,13 ≤ 2.5, p ≥ 0.15, n.s.

A second ANOVA was run to compare other-side-than-T2 data between lag 3 (L3R, R3L) and lag
1 (L1R, R1L), replacing the previous factor T2 Side by Lag (lag 1, lag 3) to have the factors Lure Type,
Lure Side, T1 Side, and Lag. No effect of Lag reached significance, all F1,13 ≤ 2.8, p ≥ 0.12.

3.1.3. T2: Trials without Lures

T2 was identified in 61% of no-lure trials on average. Similar to T1 analysis, ANOVA on no-lure
rates of T2 identification in lag 3 trials had the factors T2 Side (left, right) and T1 Side (same as T2,
other than T2). Left T2 was identified better than right T2, F1,13 = 7.5, p = 0.02. T2 on the same side as
T1 was better identified than T2 on the other side, F1,13 = 10.3, p = 0.007. These two factors did not
interact, F1,13 = 0.3, n.s.).

Additionally, the lag 1 data were compared to the other-side-than-T1 data of lag 3 in an ANOVA
with the factors T2 Side (left, right) and Lag (1, 3). T2 tended to be better identified after Lag 3 than
after Lag 1, F1,13 = 4.3, p = 0.06. The advantage of left T2 over right T2 was again significant, F1,13 = 5.4,
p = 0.04, and did not interact with Lag, F1,13 = 0.3, n.s.

3.1.4. Lure Effects on T2 Identification

Like with T1, the main ANOVA on differences between lure and no-lure trials was conducted
on lag 3 trials, with the factors Lure Type (digit, color) and Lure Side (same as T2, other than T2),
additionally to T1 Side (same as T2, other than T2) and T2 Side (left, right). ANOVA results are
compiled in the top half of Table 2.

As predicted, color lures were much more detrimental than digit lures, F1,13 = 27.5, p < 0.001.
Besides, the pattern of effects differed much between color lures and digit lures (Figure 2), as reflected
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by five out of seven possible interactions of Lure Type being significant (top half of Table 2). Therefore,
separate ANOVAs were computed for the two lure types, with the factors Lure Side, T1 Side, and T2
Side (bottom half of Table 2).

Table 2. ANOVA effects on lure effects (deviations of lure conditions from the no-lure condition) on T2
identification rates: main analysis followed by separate ANOVAs for the two lure types.

Effect F (p) Effect F (p)

T1 Side (same as T2, other than T2) 5.7 (0.03) T2 Side × Lure Side 8.3 (0.01)

T2 Side (left, right) 1.4 Lure Type × Lure Side 10.4 (0.007)

Lure Type (digit, color) 27.5 (<0.001) T1 Side × T2 Side × Lure Type 5.5 (0.04)

Lure Side (same as T1, other than T1) 1.2 T1 Side × T2 Side × Lure Side 0.6
T1 Side × T2 Side 0.9 T1 Side × Lure Type × Lure Side 3.5 (0.08)
T1 Side × Lure Type 13.9 (0.003) T2 Side × Lure Type × Lure Side 8.6 (0.01)

T1 Side × Lure Side 4.7 (0.050) T1 Side × T2 Side × Lure Type × Lure Side 5.0 (0.04)

T2 Side × Lure Type 0.2

Color Lures Digit Lures

T1 Side (same as T2, other than T2) 1.3 T1 Side 15.9 (0.002)

T2 Side (left, right) 0.6 T2 Side 2.0
Lure Side (same as T1, other than T1) 5.9 (0.03) Lure Side 9.3 (0.009)

T1 Side × T2 Side 5.4 (0.04) T1 Side × T2 Side 0.2
T1 Side × Lure Side 0.0 T1 Side × Lure Side 8.1 (0.01)

T2 Side × Lure Side 0.0 T2 Side × Lure Side 25.4 (<0.001)

T1 Side × T2 Side × Lure Side 3.9 (0.07) T1 Side × T2 Side × Lure Side 0.9

Degrees of freedom are 1,13 throughout. F and p values are printed in bold when p ≤ 0.050. p-values were entered
when p ≤ 0.10.

Color lures had an overall negative effect (constant term of ANOVA differing from zero: F1,13 = 22.0,
p < 0.001). As predicted, this effect was larger when lures were in the other stream than when they
were in the same stream (Lure Side: F1,13 = 5.9, p = 0.03). Furthermore, the negative effect was largest
on L3L, i.e., left T2 preceded by left T1 (T1 Side × T2 Side F1,13 = 5.4, p = 0.04; simple effect of T1 Side
on left T2 F1,13 = 5.3, p = 0.04; on right T2 F1,13 = 0.1, n.s.).

Digit lures had an overall zero effect (constant term of ANOVA F1,13 = 0.2, n.s.). But effects differed
between lure sides, F1,13 = 9.3, p = 0.009, and between T1 sides, F1,13 = 15.9, p = 0.002, in both cases
being negative when sides (of lures or of T1) were the same as T2 and positive when sides differed
from T2. Important were the strong interactions of Lure Side × T2 Side, F1,13 = 25.4, p < 0.001, and of
Lure Side × T1 Side, F1,13 = 8.1, p = 0.01. Both interactions reflected that there were large moderating
effects (of T2 Side and of T1 Side) on lure effects on T2 identification when lures and T2 were in the
same stream (solid grey line in Figure 2; effect of T2 Side F1,13 = 16.2, p = 0.001; of T1 Side F1,13 = 29.7,
p < 0.001) in contrast to absence of effects when lures and T2 were in different streams (dashed grey
line; effect of T2 Side F1,13 = 2.0, p = 0.19; of T1 Side F1,13 = 2.0, p = 0.18). Thus, when lures and T2 were
in the same stream (solid grey line), lure effects were negative both for left T2 (L3L and R3L) and when
T1 was on the same side (L3L and R3R), and were more positive both for right T2 and when T1 was on
the other side. Thereby, when looking at these interactions from the viewpoint of differential effects of
lure side, these effects of lure side—negative with same-side lures, positive with other-side lures—were
focused on left T2 (effect of Lure Side on left T2 F1,13 = 43.6, p < 0.001; on right T2 F1,13 = 1.1, n.s.)
and on same-side T1 (effect of Lure Side with same-side T1 F1,13 = 26.5, p < 0.001; with other-side T1
F1,13 = 0.0, n.s.). Whether these effects were indeed significantly different from zero was tested by
evaluating the deviations from zero of the constant terms of ANOVAs conducted on single levels of
those two two-way interactions Lure Side × T2 Side and Lure Side × T1 Side. Effects were reliably
negative when T2 was in the same stream as lures (solid grey line) and either was left (L3L and R3L),
F1,13 = 16.8, p < 0.001, or when T1 was in the T2 stream (L3L and R3R), F1,13 = 23.9, p < 0.001. Effects
were reliably positive when T2 was in the other stream than lures (dashed grey line) and was left (L3L
and R3L), F1,13 = 5.7, p = 0.03, and when lures were in the same stream as T2 (solid grey line) but T1
was in the other stream (R3L and L3R), F1,13 = 7.5, p = 0.02.
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Additionally, the lag 1 data were compared to the other-side-than-T1 data of lag 3, replacing the
previous factor T1 Side by Lag (lag 1, lag 3) to have the factors Lure Type, Lure Side, Lag, and T2 Side.
No effect of Lag came below the p = 0.05 threshold (all F1,13 ≤ 4.5, p ≥ 0.054).

3.2. ERP Reflections of Lure Processing

Lure-evoked ERPs were computed from 150 trials per participant (minus artifact-affected epochs).

3.2.1. Lure-evoked N2pc

Lure-evoked contralateral–ipsilateral differences from posterior–lateral sites |PO7–PO8| are
displayed in Figure 3. There is obviously a negative component (N2pc) peaking around 250 ms
with the 1st lure. N2pc was measured by computing mean amplitudes at 200–300 ms and submitting
these values to ANOVA with the factors Lure Type (color, digit) and Serial Position (1st, 2nd, 3rd lure).

Figure 3. Contralateral–ipsilateral event-related potential (ERP) differences evoked by the lures. Data
are grand means across participants, recorded from left and right posterior sites PO7 and PO8. Depicted
are differences between lure-trials and corresponding epochs of no-lure trials. Unit on x-axis is
milliseconds, time-point zero is lure onset. Unit on y-axis is microvolts, negative voltage is plotted
upwards. Waveforms evoked by the 1st lure are shown as solid lines, by the 2nd lure as dashed lines,
and by the 3rd lure as dotted lines. ERPs evoked by color lures and digit lures are plotted with blue and
grey lines, respectively. The scalp maps show the view on the head (120◦) from above. Recording sites
(small circles) are depicted on one hemisphere only because the contralateral–ipsilateral differences
were pooled across left and right sides. Blue is contralateral negativity, red is positivity. Scale is ±4 μV.
Displayed are topographic distributions of N2pc evoked by the first lure at its peak latency: 256 ms
with the first color lure, 224 ms with the first digit lure.

Overall, N2pc was largest with the 1st lure (Serial Position: F2,26 = 12.4, p = 0.001) and larger
with color than digit lures, F1,13 = 4.8, p = 0.048. Both factors tended to interact, F2,26 = 3.4, p = 0.07.
Indeed, in separate analyses for each serial position, Lure Type was significant at the first position only.
F1,13 = 5.5, p = 0.04 (F1,13 ≤ 2.0, n.s., for 2nd and 3rd positions). In separate analyses of the two lure
types, the Position effect was significant in either analysis, though being somewhat larger with color
lures (F2,26 = 9.2, p = 0.004) than with digit lures (F2,26 = 6.1, p = 0.009).

It may be suggested that the early negative deflections in the 2nd position waveforms, peaking
at about 170 ms, are accelerated N2pc peaks. But a second peak is visible at about 250 ms in these
waveforms as well. Given that attention was already shifted towards the lure stream because of the first
lure, we agree with one reviewer of this paper that the negativity may reflect increased N1 components
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evoked by this attended lure stream (e.g., [31]) rather than an early N2pc. When quantifying this early
activity as mean amplitudes 150–200 ms, there was no effect of Lure Type, F ≤ 2.1, n.s., but a distinct
effect of Position, F1,13 = 11.7, p < 0.001, with largest values for the 2nd position.

3.2.2. Frontal Activity

The upper panel of Figure 4 shows lure-evoked ERPs at FCz. A large negative peak seems to be
evoked by the first color lure at about 300 ms. However, the scalp map of these data suggests that
this peak may stem from volume-conducted posterior negativity. In contrast, negative peaks with
fronto-central focus are visible with 2nd and 3rd lures, though at later latencies. In order to enhance
the weights of location-specific activity and get rid of volume conducted posterior negativity, current
source densities (CSDs) [32] were computed (lower panel of Figure 4). Indeed, as the maps in Figure 4
show, current-sinks had a focus at or near FCz, with their amplitudes appearing to vary between serial
positions: negligible activity with the first lure, distinct but relatively late activity with the second lure
(400–500 ms after lure onset), somewhat earlier activity (300–400 ms) with the third lure.

Figure 4. ERPs and current source densities evoked by the lures. Data are grand means across
participants, recorded from the fronto-central midline site FCz. The upper panel displays the ERPs, and
the lower panel displays current source densities, i.e., ERP data from which ERP data from surrounding
sites were subtracted. Depicted are differences between lure-trials and corresponding epochs of no-lure
trials. Unit on x-axis is milliseconds, time-point zero is lure onset. Unit on y-axis is microvolts in the
upper panel and microvolts per square meter in the lower panel, negative values are plotted upwards.
Waveforms evoked by the 1st lure are shown as solid lines, by the 2nd lure as dashed lines, and by the
3rd lure as dotted lines. Data evoked by color lures and digit lures are plotted with blue and grey lines,
respectively. The scalp maps show the view on the head (120◦) from above. Recording sites are denoted
by the small circles. Displayed are topographic distributions at the indicated latencies for each of the six
conditions. In the upper panel, blue denotes negative polarity, red positive polarity, and scale is ±2 μV.
In the lower panel, blue denotes negative sinks, red denotes positive sources, and scale is ±15 μV/m2.

To quantify these impressions, an ANOVA was computed on mean CSD amplitudes of the
300–400 ms and 400–500 ms epochs, with the factors Epoch (early, late), Serial Position (1st, 2nd, 3rd

76



Brain Sci. 2019, 9, 365

lure), Lure Type (digit, color), and Lure Stream (left, right). The main effect of Serial Position (F2,26 = 3.8,
p = 0.047) and the interaction of Epoch × Serial Position (F2,26 = 3.9, p = 0.043) were further explored
by computing pairwise ANOVAs on lure #1 vs. #2 and on #2 vs. #3 separately for the two epochs.
Negativity increased from lure #1 to #2 in the late epoch (F1,13 = 6.6, p = 0.02; early epoch: F1,13 = 0.6,
n.s.) and from lure #2 to #3 in the early epoch (F1,13 = 7.3, p = 0.02; late epoch: F1,13 = 0.1, n.s.). Different
from what we had expected, there was hardly any difference between digit and color lures. The only
effect of Lure Type was a moderation of the just-mentioned Epoch × Serial Position interaction, Epoch
× Serial Position × Lure Type F2,26 = 4.6, p = 0.02, which appeared to reflect a tendency with 3rd lures
where negativity tended to decrease from early to late epoch with digit lures, F1,13 = 4.3, p = 0.06, not
so with color lures, F1,13 = 0.0, n.s. There were no reliable differences between left and right streams
(all effects of Lure Stream F1,13 ≤ 3.6, p ≥ 0.08).

3.3. ERP Reflections of Lure Effects on T1 Processing

T1-evoked ERPs were computed from about 120 trials per participant (150 trials per cell minus
about 20% trials with incorrect responses) minus artifact-affected trials.

T1-evoked contralateral–ipsilateral differences from posterior–lateral sites |PO7–PO8| are displayed
in Figure 5. There is a large N2pc, peaking at about 220 ms. Lure effects were measured by computing
the differences between lure trials and no-lure trials in the mean amplitudes at 175–275 ms for each of
the four lure conditions and submitting these difference values to an ANOVA with the factors Lure
Type (color, digit) and Lure-T1 Relation (same side, other side).

Figure 5. Contralateral–ipsilateral ERP differences evoked by T1. Data are grand means across
participants, recorded from left and right posterior sites PO7 and PO8. Unit on x-axis is milliseconds,
time-point zero is lure onset. Unit on y-axis is microvolts, negative voltage is plotted upwards.
Waveforms evoked in no-lure trials are black, from color-lure trials blue, and from digit-lure trials
grey. Trials where lures were in the same stream as T1 are denoted by solid lines (grey and blue) and
trials where lures were in the opposite stream are denoted by dashed lines. The scalp map shows the
view on the head (120◦) from above. Recording sites (small circles) are depicted on one hemisphere
only because the contralateral–ipsilateral differences were pooled across left and right sides. Blue is
contralateral negativity, red is positivity. Scale is ±7 μV. Displayed is the topographic distribution of
N2pc evoked in no-lure trials at the peak latency of N2pc (222 ms).

T1-evoked N2pc reliably increased when color lures had preceded on the other side. (Main effect
of Lure-T1 Relation F1,13 = 19.8, p = 0.001, modified by the interaction of Lure-T1 Relation × Lure
Type F1,13 = 5.9, p = 0.03, resolved to a simple effect of Lure-T1 Relation with color lures, F1,13 = 55.8,
p < 0.001, and absence of such effect with digit lures, F1,13 = 0.3, n.s.). The main effect of Lure Type was
not significant (F1,13 = 1.0, n.s.).

Confirming the ANOVA results, t tests of the four lure conditions against no lures yielded a
significant increase of negativity for color lures in the other stream, t = −4.6, p < 0.001, and no significant
differences for any of the three other conditions, t ≤ |1.2|, p ≥ 0.24.
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3.4. ERP Reflections of Lure Effects on T2 Processing

T2-evoked ERPs were computed from 28 trials per participant (50 trials per cell minus about 33%
trials with incorrect responses minus artifact-affected trials).

T2-evoked contralateral–ipsilateral differences from posterior–lateral sites |PO7–PO8| are displayed
in Figure 6, separately for T2 on the same side as T1 and T2 on the other side from T1. Since T2
followed on T1 with a lag of 3, = 330 ms, the leftmost time-point of Figure 6 (−100 ms) is time-point
230 ms of Figure 5 (except that Figure 5 also includes trials where T2 followed T1 at lag 1 whereas
Figure 6 includes trials with lag 3 only). At that time, T1-evoked N2pc just reaches its peak in Figure 5.
Thus, Figure 6 starts with the decreasing slope of T1-evoked N2pc. This decrease is plotted with same
polarity (descending towards positivity) when T2 and T1 are on the same side (left panel of Figure 6)
and with opposite polarity in the other case (ascending towards negativity; right panel).

Figure 6. Contralateral–ipsilateral ERP differences evoked by T2. Data are grand means across
participants, recorded from left and right posterior sites PO7 and PO8. Unit on x-axis is milliseconds,
time-point zero is lure onset. Unit on y-axis is microvolts, negative voltage is plotted upwards.
Waveforms evoked in no-lure trials are black, from color-lure trials blue, and from digit-lure trials grey.
Trials where lures were in the same stream as T2 are denoted by solid lines (grey and blue) and trials
where lures were in the opposite stream are denoted by dashed lines. The left panel displays data
where T1 was in the same stream as T2, and the right panel displays data where T1 was in the other
stream. Time-point −100 ms is approximately the peak of that preceding T1. The scalp maps show the
view on the head (120◦) from above. Recording sites (small circles) are depicted on one hemisphere
only because the contralateral–ipsilateral differences were pooled across left and right sides. Blue is
contralateral negativity, red is positivity. Scale is ±8 μV. Displayed is the topographic distribution of
N2pc evoked in no-lure trials at the peak latencies of N2pc (282 ms in same-stream-as-T1 trials, 260 ms
in opposite-stream trials).

There is a distinct N2pc when T2 was preceded by T1 in the other stream (right panel of Figure 6),
peaking at about 250 ms, and a similar though apparently smaller component is visible when T2 was
preceded by T1 in the same stream (left panel of Figure 6). To quantify these impressions, N2pc was
measured by computing mean amplitudes 200–300 ms.

First, T2-evoked N2pcs were compared between same-side T1 and other-side T1 in an ANOVA
on no-lure trials with the one factor T1-T2 Relation (same side, other side). Indeed, N2pc was larger
after other-side T1 than after same-side T1, F1,13 = 13.8, p = 0.003. Then, lure effects were measured
by computing the differences between lure trials and no-lure trials, separately for each of the four
lure conditions and for T1-T2 same-side and other-side trials, and submitting these difference values
to an ANOVA with the factors Lure Type (color, digit), Lure-T2 Relation (same side, other side) and
T1-T2 Relation (same side, other side). In this ANOVA on difference values, the constant term was
different from zero, F1,13 = 7.2, p = 0.02, indicating that there was an overall N2pc difference between
lure and no-lure trials which, as Figure 6 shows, was an overall reduction of N2pc by the presence of
lures. None of the factors had significant influence on this lure effect, though, all F1,13 ≤ 2.8, p ≥ 0.12.
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When nevertheless testing each of the eight lure conditions separately against the no-lure condition,
reductions were significant when digit lures preceded on the same side and also T1 was on that side
(t = 2.3, p = 0.04; solid grey line in left panel of Figure 6) and when color lures preceded on the same
side and T1 was on the other side (t = 2.7, p = 0.02; solid blue line in right panel of Figure 6).

4. Discussion

In a demanding task with spatially varying rapid presentation, we tested the impact of early
occurrence of features that were typical of the second target. The original variation of the present study
from several earlier studies [3–12,15] was that lures resembled T2 in two different, alternative ways.
Our major expectation about these two types of lures was confirmed: Their effects on T2 identification
grossly diverged (main effect of Lure Type p < 0.001). T2 identification was impeded by color lures and
was mainly improved by digit lures.

We had assumed as a mechanism underlying this divergence of effects that color lures falsely
attract attention to their stream while digit lures positively prime the identification of digits. From this
viewpoint, the obtained results will be discussed in detail. It will be concluded that these mechanisms
were indeed at work but cannot account for the whole pattern of results.

4.1. T2 Identification

We focused analysis on the lag 3 trials. This was an a posteriori decision (suggested by one
reviewer of this paper) because the three-level factor T1-T2 Relation in the ANOVA on all data was
hard to interpret, being composed of the distinction between same-side and different-side T1 at lag 3
and the distinction between lags 3 and 1 for different-side T1. By dropping the lag 1 data, analysis
could focus on the effects of same-side vs. different-side targets.

This mixed three-level factor had been a consequence of our decision to omit lag 1 same-side
T1-T2 from the experiment altogether because T2 identification uses to be near perfect in this condition
and otherwise the experiment would have been too long. In the light of this a posteriori decision to
drop the remaining lag 1 condition from the main analysis, in planning the experiment it might have
been wiser to achieve the necessary reduction of trials not by complete omission of lag 1 same-side
trials but rather by balanced reduction of lag 1 trials both for same-side and different-side targets.

In any case, corresponding to the analysis in the Results section, also the following discussion will
focus on the lag 3 trials.

4.1.1. No-Lure Trials

The mean identification rate of 66% in no-lure trials at lag 3 was lower than we had expected based
on preceding studies where T2 identification was frequently close to 80% for lags > 1 [33]. A problem
in designing this study had been that T2 stood out from its background not only by being a digit
among letters, as usual, but additionally by its color, being blue among black stimuli. From pilot data,
we worried that identification rates would be too much improved by this additional feature, reaching
ceiling, therefore we increased the presentation rate from our usual 7.7/s (130 ms per frame) to 9/s
(110 ms per frame). This might have been too fast.

Alternatively, identification rates might have suffered even in no-lure trials from the presence of
lures. This appears plausible because T2 identification rates were low not only in the present study
but also in our previous lure study [15] where mean rates in no-lure trials at lag 3 barely reached 60%
although T2 appearance and presentation rates conformed to our usual standard that has usually
resulted in rates of 80%. Perhaps the presence of potentially distracting lure stimuli causes participants
to invest more attention in the task than usual. Such increased investment of attention might actually
be detrimental to performance [34,35]. Or the concepts may be applied that have been suggested by
episodic distinction approaches to the attentional blink [2,18]: Having expected the irrelevant lures
first which were not to be included in the “evaluation window” [18], participants might have still
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waited for those events in the no-lure trials and might have opened their “evaluation window” too late
for processing the actually relevant events.

Left-side T2 was better identified than right-side T2, as has been found again and again in
dual-stream RSVP tasks [11,12,33]. Until recently, we had ascribed this to dominance of the right
hemisphere in shifting attention. But recent studies made a clear case for learned strategies of
left-to-right reading as the underlying cause [36–38].

4.1.2. Lure Effects

As predicted, color lures were much more detrimental than digit lures. Different from our
predictions, though, were the spatial specificities of those effects.

For color lures, we had predicted that their negative effect would be most evident when lures and
T2 are in different streams and that there might be even a positive effect on same-stream T2. Indeed,
color lures’ negative effects on T2 identification were smaller when T2 was in the same stream than
when T2 was in the other stream. Yet same-stream lures still had negative effects rather than positive
ones. Thus, while it might still be true that color lures attracted attention (cf. below, 4.3), as expected,
this shift of attention did not appear to be the only mechanism responsible for their negative effects
on T2 identification. Nor were these effects moderated by T1 position in the predicted way: We had
assumed that the attention-distracting effects of color lures on other-stream T2 (dashed blue line in
Figure 2) might be enhanced by T1 occurring in the lure stream and attenuated by T1 occurring in
the T2 stream. This hypothesis was more incorrect than correct. In line with the hypothesis was
the relatively large negative effect of other-stream (left-side) lures on L3R. But against expectation,
the maximum negative effect of lures on other-stream T2 occurred when T1 and T2 were in the same
stream (L3L).

For digit lures, we had predicted that spatial effects would be largely absent because the relevant
mechanism of their presumed positive effects on T2 identification was assumed to be priming of digits
as a category. Based on the actual results we cannot firmly exclude category priming as a mechanism.
But the spatial specificity of the obtained effects came as a surprise. The expected positive effects on T2
identification were considerably more distinct when lures and T2 were in different streams than when
they were in the same stream, and were restricted to effects of right-side lures (improving identification
of left-side T2 in the sequences rR1L, rL3L, rR3L, and of right-side T2 in the sequence rL3R). The effect
in the first three cases is remarkable because left-side T2s have already an advantage over right-side
T2s in the no-lure control condition, so the positive lure effect did not serve for restoring the balance
but rather exacerbated the differences.

Further below, we will offer a hypothesis about the mechanisms underlying these effects of
color lures and digit lures. Since our original hypothesis failed, this proposed mechanism will
remain speculative.

4.2. T1 Identification

4.2.1. No-Lure Trials

T1 was identified best when presented in the right stream, followed by T2 in the same, right stream.
The right-side advantage for T1 has been found in several of our studies using this task where T1 data
for right and left sides were separately reported. Either as a main effect or interacting with T2 side or
lag, the effect was obtained in Exp.1 of [14], in Taiwanese and Israelis in [38], and in [39–41], with a total
of 163 participants. The effect was not obtained in some other studies of ours using this task ([25,42–45])
with a total of 123 participants. Similarly, an advantage for identification of T1 followed by T2 on
the same side has been found several times, either as a main effect or interacting with T1 side or
lag [12,15,40,46], with a total of 73 participants. Yet one study on 50 participants yielded the opposite
effect [47] and several studies, with a total of 206 participants, yielded no effect [25,38,39,41–43]. Thus,
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the present good identification of right T1 followed by right T2 seems to be a both replicable and
variable phenomenon.

The advantage of right T1 might be related to left-hemisphere specialization for language [48],
and its variability across experiments may confirm Hellige’s [49] conclusion that laterality of letter
identification depends on the detailed circumstances. Accounting for the effect of side of the following
T2 on identification of the previous T1 seems more challenging. Worse T1 identification when T2 is on
the same side [47] might be due to backward masking. The opposite better T1 identification when
T2 is on the same side [14,15,40,46] may be taken to suggest that, like a post-cue [50,51], T2 is able to
draw attention not only to its ongoing stimulus stream but, given beneficial circumstances, also to the
short-term memory representation of previous stimuli in this stream.

4.2.2. Lure Effects

We had not stated any hypothesis about effects of lures on T1 identification.
Based on our initial attention-attraction hypothesis of color lures, it makes sense to assume that T1

identification was impaired when color lures had preceded in the other stream, withdrawing attention
from the stream in which T1 was presented. As Figure 2 showed (blue dashed line), this did indeed
apply to those two of the four lag 3 instances where T1 and T2 were in the same stream (L3L and R3R)
but did not apply when T2 was in the other stream (L3R and R3L). Moreover, this hypothesis does
not account for the large negative effect on T1 identification both for color and digit lures when, lures,
T1 and L2 were all in the same, right-side stream. Nor is there any clue why the was positive priming
on T1 when digit lures were left, T1 was right, and T2 was left again (grey dashed line in Figure 2 at
R3L).

4.3. Lure-Evoked ERPs: N2pc

The N2pc component is a marker of shifts of spatial attention [20–24], possibly in order to
individuate the attention-attracting stimuli [52]. Based on the notion of attentional shifts, it was
assumed that color lures will evoke larger N2pc than digit lures and, more trivially, that the first lure in
a row will evoke larger N2pc than the second and third ones because the three lures are all on the same
side (as in [15]). Both assumptions were confirmed. These results confirm that color lures attracted
more attention than digit lures.

In recent studies, a contralateral positive potential, following the N2pc or even instead of N2pc,
has been described to be the major ERP signature of distracting stimuli in visual search arrays [23].
It has been suggested that this “PD” indicates an inhibitory mechanism to prevent stimuli from catching
attention [53]. The question may, therefore, be asked why lures evoked contralateral negativity (N2pc)
rather than positivity (PD). As pointed out by one reviewer of this manuscript, one reason might be
that lures were, by definition, similar to targets. Such similarity has resulted in N2pc rather than PD

being evoked by distractors in previous studies (e.g., [54,55]). A PD is typically observed with targets
that are easy to find and clearly distinct from the distractor [23,56,57] whereas an N2pc will result, like
in the present study (as well as in [10,15]), when targets are difficult to find [58].

4.4. Lure-Evoked ERPs: Frontal Negativity

In previous studies, lures evoked a negative component at 300 ms [7,8,10,15,19]. This negativity
became larger across the three lure events within a trial in [15] and was accordingly interpreted by
those authors as reflecting frontal gating for inhibition. That increase was not replicated in [15] (and
could not be replicated in [10], because one lure only was presented in each trial). To accommodate
these divergent results, we assumed that frontal gating is only necessary when lures are potentially
harmful to T2 identification. Therefore, it was predicted that such frontal negativity will increase over
lure repetitions mainly with color lures.

Genuinely fronto-central negative activation (excluding the peak evoked by first color lures at
300 ms which was volume-conducted from posterior sites) did occur in the present data, as corroborated
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by computing CSDs. But this activation occurred later than in most of those previous studies (except [8]),
from 340 ms onwards, and took the form of slow shifts.

As expected, frontal negativity increased across lure repetitions. But unexpectedly, this increase
occurred with digit lures as well as with color lures whereas we had expected that the effect would be
larger with color lures because only color lures had negative effects on T2 identification. Interpreting
frontal negativity as indicator of gating for inhibitory purposes [8,10] we would have to conclude that
the positively priming digit lures underwent inhibition to the same degree as the distracting color
lures. This does not seem probable.

As an alternative, it may be suspected that these late potentials evoked by the later lures actually
are not evoked by lures but rather by the ensuing T1. (The minimum interval between 3rd lure and T1
was 220 ms only, and 330 ms from 2nd lure to T1. Thus, although mean intervals were much longer,
350 ms and 600 ms, there might have remained some vestige of T1 in the analyzed epochs). However,
any such effects had been prevented by having subtracted data of no-lure control trials from the lure
trials. Thereby, any T1-evoked potentials were subtracted out. This leaves us to assume that these
components were evoked by the later lures specifically in expectancy of T1, i.e., that these FCz-focused
relatively slow potentials are CNVs (Contingent Negative Variations, [59–61]) in expectancy of T1
because the third and second lures provided some temporal structure to the otherwise undifferentiated
stream of background stimuli, thereby enabling participants to build some short-term expectations.
To conclude, these slow frontal negative shifts might rather be CNV-type expectancy potentials for
better localizing T1 in time than reflect inhibitory activity.

4.5. T1-Evoked N2pc

T1-evoked N2pc was expected to increase to the extent that an attention shift is required (e.g., [46]).
Without lures, attention will be randomly distributed across the two streams whereas color lures will
attract attention to their stream. T1, presented on average 350 ms after the final lure, will, therefore,
require either less or more shifting of attention depending on its being presented either in the same
stream as color lures or in the other stream. Accordingly, T1-evoked N2pc was expected to be either
smaller or larger than in trials without lures depending on color lures and T1 being either in the same
stream or in different streams.

Results were in reasonably good agreement with these predictions: T1-evoked N2pc was not at all
affected by digit lures, was increased when color lures preceded in the other stream and showed a weak
tendency to be reduced (far from significance, though) when color lures preceded in the same stream.

Additionally, we had speculated that T1-evoked N2pc might increase after any lures because
the sequence of three lures is helpful to expecting T1 precisely in time. Evidence for this supportive
function of lures was provided by the CNV-type negativity evoked by the final lures as discussed in the
previous section. However, amplitude of T1-evoked N2pc was not generally increased by preceding
lures. (Nor was it in our previous lure study, [15]). In fact, we do not know of evidence showing that
N2pc is larger when evoked by events whose timing can be better predicted. Thus, this hypothesis
might have been unfounded.

4.6. T2-Evoked N2pc

We had expected that, by using the two types of lures, our data might reconcile conflicting results
of previous studies. Specifically, color lures might lead to a delay in N2pc, reflecting ongoing inhibition,
like in Zhang et al. [10], and digit lures might lead to a decrease of N2pc amplitude when lures and T2
are in the same stream, like in Verleger et al. [15].

However, this is not what we obtained. Rather, the ANOVA yielded a general reducing effect of
preceding lures on N2pc amplitude. Close inspection of Figure 6 suggests that this may be particularly
true, like in [15], when lures were presented on the same side as T2, and indeed this is where significant
deviations from no-lure trials were found in t tests on single conditions. But this was as well true
for digit lures (as predicted) as for color lures (not predicted). In any case, differences of lure effects
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between lure types and lure sides were not significant in the ANOVA, casting doubt on any differential
interpretation other than that lures generally reduced T2-evoked N2pc.

Such general reduction of T2-evoked N2pc amplitudes after preceding lures needs some
interpretation. Above, with N2pc evoked by lures and by T1, we have interpreted N2pc reductions
as consequence of the fact that attention had already been shifted before to the respective location,
which is compatible with a facilitating effect of lures. On the other hand, N2pc may be reduced because
participants are less capable of shifting their attention (e.g., [26]) which is compatible with an interfering
effect of lures. For these reasons, with the different lure effects on N2pc not reliably differing from each
other, the interpretation of this general reduction remains unclear.

This lack of specificity in lure effects might well be a Type-2 error caused by noisy signals.
By design, each of the 10 analyzed conditions (no lures, digit and color lures on same and on other side
× T2 on same vs. other side as T1 at lag 3) consisted of 50 trials, namely 25 left-T2 and 25 right-T2 trials.
This is certainly at the lower limit of what is required for N2pc. Moreover, this number of 50 trials was
reduced by the fact that only correctly responded T2 trials entered analysis which were, e.g., for the
no-lure condition, about 66% of the lag 3 trials (cf. Table 1). Together with rejection of trials for artifacts
in the EEG, this led to a mean number of 28 trials per condition.

4.7. Speculation on Underlying Mechanisms

It appears that the ERP results may serve for defining some boundary conditions: Indeed, color
lures attracted more attention than digit lures (lure-evoked N2pc), both types of lures might have been
equally helpful in localizing T1 in time (lure-following frontal negativity), color lures indeed made a
shift of attention necessary when T1 was in the other stream (T1-evoked N2pc), and lures somehow
affected attention shifts to T2 although the nature of that affection remained unclear (T2-evoked N2pc).
However, it seems that the unexpected result pattern of lure effects on target identification cannot be
brought into a coherent picture by means of these ERP results. Thus, we are left to speculate, based on
the pattern of the above-discussed identification effects and on previous literature.

Building on perceptual-episode accounts of the attentional blink [2,18] it appears to us that the
major function of lures might be to make participants uncertain about the order of events. Unlike in
the tasks with multiple targets explored by Wyble et al. [2] and Dell’Acqua et al. [62], T1 can hardly be
mistaken to be T2 in our task (one being a letter, the other a digit). But, if sufficiently similar to T2, lures
may fool participants into thinking that one of the lures might have already been T2 and that, therefore,
T1 had been missed. When then T1 is nonetheless encountered, it might get processed (after the lure
which would act as first target) as a second target in time, thereby suffering from the asymmetry of
T2 identification, being much worse identified when presented on the right than when presented on
the left. This agrees with the cumulation of negative effects of lures on T1 identification in the R3R
sequence. In order to account for the fact that this is particularly true with R3R, and not equally with
R3L and R1L, we have to additionally assume that the presentation of T2 in the same stream as T1
(R3R) is apt to increase participants’ confusion about the roles assigned to the successive targets.

The crucial factor in the difference between color and digit lures might have been which one is
more similar to T2, thereby confusing participants more about the order of events. We may assume that,
in our task, participants searched for T2 by its color above all, perhaps in order to use the same strategy
as in searching for T1 which was exclusively defined by its color (red letter among black letters). This
might be the major reason why color lures had a negative impact on T2 identification: Blue letters,
more than black digits, might have led participants to believe that the blue digit had already been
presented, thereby terminating their search for the true T2. This reasoning may account for the minor
role of spatial specificity of color-lure effects. In fact, similar conclusions have emerged from a research
tradition where lures were not similar to T2 but rather to the only target that had to be detected in
a central RSVP stream, and lure-type distractors were placed in the periphery of this central stream:
Also here, color lures in the periphery had spatially non-specific negative effects, by interfering with
detection of the centrally presented target [63–68].

83



Brain Sci. 2019, 9, 365

In contrast to color lures, the black digit lures could hardly be mistaken for T2 and, thereby,
could serve as positive primes for T2 identification. Perhaps a certain extent of confounding the lures
and T2 was still possible when digit lures and T2 were in the same stream. This might explain why
positive priming was regularly obtained when digit lures and T2 were in different stream and not
when they were in the same stream. Finally, the reason for the asymmetry of the positive digit-lure
effect (exclusively by right-side lures and mainly on left-side T2) is not really clear. It may be due to
better processing of the alphanumeric character of lures in the left hemisphere or, alternatively due to
the preferred processing of left-side T2 in this dual-RSVP paradigm.

5. Conclusions

In conclusion, the spatial variation enabled by the dual-stream task and the use of two types
of lures provided rich opportunity for observing a variety of lure effects which require more solid
theoretical interpretation than could here be achieved post hoc.
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25. Verleger, R.; Śmigasiewicz, K.; Möller, F. Mechanisms underlying the left visual-field advantage in the
dual stream RSVP task: Evidence from N2pc, P3, and distractor-evoked VEPs. Psychophysiology 2011, 48,
1096–1106. [CrossRef]

26. Dell’Acqua, R.; Sessa, P.; Jolicœur, P.; Robitaille, N. Spatial attention freezes during the attentional blink.
Psychophysiology 2006, 43, 394–400. [CrossRef]

27. Oldfield, R.C. The assessment and analysis of handedness: The Edinburgh inventory. Neuropsychologia 1971,
9, 97–113. [CrossRef]

28. Kiefer, M.; Brendel, D. Attentional modulation of unconscious “automatic” processes: Evidence from
event-related potentials in a masked priming paradigm. J. Cogn. Neurosci. 2006, 18, 184–198. [CrossRef]

29. Visser, T.A.W.; Zuvic, S.M.; Bischof, W.F.; Di Lollo, V. The attentional blink with targets in different spatial
locations. Psychon. Bull. Rev. 1999, 6, 432–436. [CrossRef]

30. Wyble, B.; Bowman, H.; Potter, M. Categorically defined targets trigger spatiotemporal visual attention.
J. Exp. Psychol. Hum. Percept. Perform. 2009, 35, 324–337. [CrossRef]

31. Müller, M.M.; Picton, T.W.; Valdes-Sosa, P.; Riera, J.; Teder-Sälejärvi, W.A.; Hillyard, S.A. Effects of spatial
selective attention on the steady-state visual evoked potential in the 20–28 Hz range. Cogn. Brain Res. 1998,
6, 249–261. [CrossRef]

32. Kayser, J.; Tenke, C. Issues and considerations for using the scalp surface Laplacian in EEG/ERP research:
A tutorial review. Int. J. Psychophysiol. 2015, 97, 189–209. [CrossRef] [PubMed]
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45. Śmigasiewicz, K.; Wondany, K.; Verleger, R. Left-hemisphere delay of EEG potentials evoked by standard letter
stimuli during rapid serial visual presentation: Indicating right-hemisphere advantage or left-hemisphere
load? Front. Psychol. 2019, 10, 171. [CrossRef]
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Abstract: Background: Working memory (WM) deficits and impaired decision making are among
the characteristic symptoms of patients affected by attention deficit/hyperactivity disorder (ADHD).
The inattention associated with the disorder is likely to be due to functional deficits of the neural
networks inhibiting irrelevant sensory input. In the presence of unnecessary information, a good
decisional process is impaired and ADHD patients tend to take risky decisions. This study is
aimed to test the hypothesis that the level of difficulty of a WM training (WMT) is affecting the
top-down modulation of the attentional processes in a probabilistic gambling task. Methods:
Event-related potentials (ERP) triggered by the choice of the amount wagered in the gambling
task were recorded, before and after WMT with a the dual n-back task, in young ADHD adults and
matched controls. For each group of participants, randomly assigned individuals were requested to
perform WMT with a fixed baseline level of difficulty. The remaining participants were trained with
a performance-dependent adaptive n-level of difficulty. Results: We compared the ERP recordings
before and after 20 days of WMT in each subgroup. The analysis was focused on the time windows
with at least three recording sites showing differences before and after training, after Bonferroni
correction (p < 0.05). In ADHD, the P1 wave component was selectively affected at frontal sites
and its shape was recovered close to controls’ only after adaptive training. In controls, the strongest
contrast was observed at parietal level with a left hemispheric dominance at latencies near 900 ms,
more after baseline than after adaptive training. Conclusion: Partial restoration of early selective
attentional processes in ADHD patients might occur after WMT with a high cognitive load. Modified
frontal sites’ activities might constitute a neural marker of this effect in a gambling task. In controls,
conversely, an increase in late parietal negativity might rather be a marker of an increase in transfer
effects to fluid intelligence.

Keywords: working-memory training; selective attention; cognitive remediation; EEG; ERP; P1; P3b;
N500; late posterior negative slow wave; late parietal negativity

1. Introduction

The information necessary for complex cognitive tasks, which require the expectation that a
relevant stimulus is remembered, must be encoded and maintained in working memory (WM) with
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a prior selective attention that is necessary to ignore irrelevant information for further processing.
Patients diagnosed with attention deficit/hyperactive disorder (ADHD) are characterized by poor
WM, poor concentration, high impulsivity, tendency to excessive talking, impairement in maintaining
focused attention and a multiple range of associated disorders [1–4]. Limited or untidy attentional
resources in ADHD patients would reduce the anticipation of ensuing stimuli to be remembered and
the amount of information that can be encoded [5,6]. Impaired selective attention processes during
encoding information in WM and the resulting WM deficits have been observed in ADHD patients
in association with altered functional connectivity of cortical and subcortical networks involving,
in particular, the prefrontal cortex (PFC) [7–10]. Besides, neurophysiological evidence show that
improvement in WM performance is achieved by invariant and distributed neuronal dynamics in the
PFC [11].

A growing body of evidence shows that a few weeks of WM training for children and adults
suffering from ADHD has positive behavioral and cognitive effects [12–15], Transfer effects reported
after WM training [16,17] suggest that such training could be an alternative therapeutic approach
to drugs for ADHD patients [18–20]. However, some comprehensive reviews and meta-analyses
draw a more skeptical conclusion [21–24]: the training has a limited efficacy, the generalization
and the duration of the effects are questionable, and the underlying neurophysiological processes
remain unclear.

It is known that WM deficits are associated with impaired decision making in individuals with
substance addictions and alcohol-dependency [25,26]. Risky decision making in an experimental
task, the Iowa gambling task, is poorly performed by ADHD patients [27,28] and WM impairments
characterizing ADHD were suggested to moderate the expression of risky decision-making in patients
affected by this disorder [29–31]. Indeed, ADHD patients often choose riskier options with unfavorable
outcomes in economic and financial settings [32,33]. More generally, substance use disorders,
pathological gambling, and ADHD [26,34–36], as well as healthy participants charged with a high WM
load [37], shared deficits in tasks associated with ventral prefrontal cortical dysfunction. On the one
hand, the structural abnormalities observed in young adults with ADHD suggest complex audio-visual,
motivational, and emotional dysfunctions [38]. The dual n-back task, on the other hand, is a WM
training task in which the participants have to remember two independent sequences of audio-visual
stimuli and must identify when an auditory or visual stimulus matches the one that appeared n trials
back [39,40].

In the current work, we extend our previous study with EEG recordings, which showed differences
in brain dynamics between controls and young adult patients with ADHD during the performance of
a probabilistic gambling task [41]. Our working hypothesis is that WM training with the Dual n-back
task is acting on a top-down modulation of the attentional processes with participation of prefrontal
and parietal areas as sources of the efferent control signals. In the current study, we present new
evidence that WM training affects selectively the activity of prefrontal cortex of young adult ADHD
during a probabilistic gambling task. The P1-like waveform, elicited by the choice of the amount
wagered, was restored in ADHD patients after WM training with the adaptive level variant of the
Dual n-back task. We interpret this finding as an improvement of early higher-level mechanisms of
attentional control in ADHD after adaptive training. In controls, the level of difficulty of WM training
tended to affect late components of the event-related potentials (ERPs) mainly located at parietal areas.

2. Materials and Methods

2.1. Participants

This study was carried out in accordance with the latest version of the Declaration of Helsinki [42]
and approved by the mandatory Ethics Committees requested by Swiss Federal Authorities, following
the constitutional article (art. 118b Cst) of 8 March 2010 and the Federal Act involving Human Beings on
30 September 2011 (revised 1 January 2014). The ADHD patients were recruited either in the Psychiatric
Department of the University Hospital of Lausanne or at a psychiatrist’s practice in collaboration
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with the Lausanne University Hospital after an initial screening appointment to ensure that they
were fulfilling the criteria defined by the DSM-IV-TR for inattentive, hyperactive/impulsive or mixed
subtypes [43]. Subjects with comorbid disorders and subjects taking medications were excluded from
this study. We selected 65 young adults between 18 and 30 years old in the two groups of study, controls
(NCTRL = 37) and ADHD patients (NADHD = 28). Notice that control participants were recruited in
the same age-range of the patients and with a similar social and educational background. Controls
were screened prior to the experimental session to ensure that they would not report any disorder or
exclusion criteria mentioned in the authorization released by the Ethics Committees. All participants
were requested to fill French versions of the adult ADHD self-report scale (ASRS) and the Conners’
adult ADHD rating scales-self seport: screening version (CAARS-S:SV) [44–46] two weeks prior the
begin of the protocol. All participants received a monetary compensation following the scale approved
by the mandatory Ethics Committees (Commission cantonale d’ethique de la recherche sur l’être
humain, code 101/12) requested by Swiss Federal Authorities.

2.2. Working Memory Task

In this study the WM task consisted in two variants of the dual n-back task aimed at testing the
divided attention [47,48]. Briefly, the task is the following. At each trial, an auditory and a visual
cue were presented simultaneously during 500 ms, with an interstimulus interval (ISI) set to 3000 ms.
The level of difficulty of the task is referred as n-back. The participants were asked to memorize the
dual modality cues in order to compare the current auditory and visual stimuli with those presented
n-trials back in time with the value n always the same for auditory and visual stimuli. In the conditions
under which the current stimulus is not the same as the cue presented n-trials earlier, no response
was requested by the participants. The participants had to press the “A” key for any visual stimulus
matching the same stimulus presented n-trials back in time and/or the “L” key for any auditory
stimulus matching the same stimulus presented n-trials back in time. If the participants did not
respond within the fixed ISI, the trial was accounted as no response. Immediately after the response,
a green light was switched on for correct response, otherwise a red light indicated a mistake. If “no
response” was the correct choice, the green light switched on at the end of the ISI. In the case of baseline
level, the difficulty of the task was set to n = 1. Figure 1 illustrates the dual n-back task at level n = 2
of difficulty.

In the case of adaptive level, the difficulty n of the task was adjusted as a function of the
performance. The whole task consisted of 20 blocks of 20 + n trials with the same level of difficulty.
An increase by 1 in the level of difficulty in the next block was triggered by a performance of less than
three mistakes in each modality. With levels of difficulty higher than 1, a decrease by 1 in the level was
triggered by five or more errors cumulated in any modality. The total duration of the working memory
task was approximately half an hour.
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Figure 1. Level n = 2 of the dual n-back task. Each stimulus was composed by an auditory and a visual
cue presented during 500 ms. This means the participants had to compare the third stimulus (S3) with
the first one (S1), S4 with S2, S5 with S3, and so on. For the first correct response (R1), no stimuli
matched those presented two trials back in time and no key press was requested. For R2, both auditory
and visual stimuli matched the target (S4 identical to S2, green arrow)), such that both “A” and “L” key
were pressed. For R3, only the auditory stimulus matched the target (red arrow) and only the “L” key
was pressed. For R4, only the visual stimulus matched the target (blue arrow) and only the “A” key
was pressed. Notice that in this example only correct responses are illustrated.

2.3. Working Memory Training Protocol

In a pre-training session, at the laboratory, all participants played the adaptive version of the dual
n-back task. At this session, the participants performed the WAIS-IV (Wechsler Adult Intellicence
Scale-Fourth Edition) digit span subtest from the Wechsler adult intelligence scale, which requires
participants to sequentially order the numbers (i.e., backward and forward digit span sequencing)
presented by the examiner [49], the forward span of the Corsi block-tapping task, which is a visuospatial
short-term memory task [50] and the attentional network test (ANT) [51]. The analysis of ANT will be
presented in another paper. The WM training started the day after the pre-training session. At home,
the participants played the dual n-back task by mean of an Internet remote connection to a server
with protected access. The strict requirement was to complete at least 18 training sessions within
a month. Randomly assigned participants in both controls and ADHD group were requested to
perform a WM training either with a fixed baseline level of difficulty, i.e., dual 1-Back, or with a
performance-dependent adaptive n-level of difficulty. A post-training session similar to the pre-training
session was scheduled at the end of WM training [48]. All participants played the adaptive version of
the dual n-back task at the post-training session. Please notice that all the analyses in this paper refer
to the data acquired during the pre-training and the post-training sessions.
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2.4. Probability Gambling Task

The probability gambling task (PGT) used in this study was derived from a modified
Gneezy–Potters’ task [48,52]. In summary, at the beginning of each trial an amount of 20 points
was endowed to each participant. At each trial, the participant had to choose the amount wagered
(as illustrated by Figure 2). The probability to win was set to 1/3, which meant a gain equal to 4×
the gamble. In the event of a loss, at the end of the trial, the participant loses the entire amount
wagered for that trial and keeps the rest of the initial endowment (which was always equal to 20).
If the bet was equal to 16, then at the end of the trial the participant would receive 4 points in the
event of a loss (i.e., 4 = (20 − 16)) and 68 points in case of a win (i.e., = (20 − 16) + (4 × 16)). Notice
that in this study the participant was just informed that the outcome of the bet was determined
without any feedback on the amount earned, on the contrary of another study published elsewhere
[41]. The click on the selected value of the bet with a mouse button is used as the triggering event for
the electrophysiological analysis.

0 4 8 12 16 20

How many points do you want
to gamble in the game?

0 4000 ms

The outcome of gambling
has been determined

Press spacebar to continue

response time

0 4 8 12 16 20

How many points do you want
to gamble in the game?

S

0 4 8 12 16 20

How many points do you want
to gamble in the game?

Figure 2. Probabilistic gambling task. A trial started when the participant pressed the spacebar (event S
in the timeline), followed (20 milliseconds later) by a screen with a message request to select the gamble.
This screen stayed on until a response was made by clicking on the selected value of gamble (event 0).
The response time was determined by the interval between that message and the selection of gamble.
This button click (event 0) was used as triggering event for the electrophysiological analysis. A fixed
interval of 4000 ms followed until the end of the trial with the same screen and with the highlighted
selected gamble.

2.5. EEG Recording and Analyses

EEG was recorded using using 64 scalp Ag/AgCl active electrodes with impedances kept below
5 kΩ and referenced to the linked earlobes (ActiveTwo MARK II Biosemi EEG System, BioSemi
B.V., Amsterdam, The Netherlands) mounted on a headcap (10/20 layout, NeuroSpec Quick Cap).
Two pairs of bipolar electrodes were used to record ocular movements. EEG signals were recorded at
1024 Hz sampling frequency (24 bit resolution) and band-pass filtered between 0.05 Hz and 200 Hz.
The selection of the amount to gamble (Figure 2, event 0) detected by a button-click was used to trigger
the event-related potentials (ERPs). BrainVision Analyzer 2.0.4 (Brain Products, Gilching, Germany)
was used for ERP preprocessing and removal of ocular artefacts by Infomax Independent Component
Analysis (ICA) [53]. The ERP trials were cut into epochs starting 500 ms before and ending 1000
ms after the trigger. The interval of 500 ms prior to trigger onset was used for baseline correction.
After removal of the trials characterized by easily identifiable artefacts, the epochs were visually
inspected for contamination by residual minor artefacts. Artefact-free trials were filtered with lower
cutoff at 0.1 Hz and upper cut-off at 30 Hz (−12dB/octave). Participants with less than 15 segments
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in any of the two recordings were excluded from this study. Analyses on the individual average
whole-scalp ERP signals were performed with the software Cartool [54]. Those tests were applied with
Bonferroni correction for the number of electrodes with a p value threshold at 0.05 [55].

3. Results

3.1. Participants’ Clinical Assessment

We used the R language and standard packages for the statistical analyses [56] and for
each variable we report the values m, (M ± SEM), corresponding to the median (m) and mean
(M) ± standard error of the mean (SEM). Participant’s age for controls and ADHD was 22 years old
(22.3 ± 0.51) and 21 years old (22.1 ± 0.71), respectively. The female-to-male gender ratio was 17:20
and 7:21 in controls and ADHD, respectively. The 2 × 2 contingency table showed no difference of
gender ratio between the groups, χ2(1, 65) = 2.17, p > 0.05.

A two-way analysis of variance, (group: controls, ADHD) × (gender: female, male), was run
to assess ADHD symptoms. This analysis showed that normalized T-score values for CAARS-S:SV
were always significantly higher for ADHD patients, such that it yielded a significant main effect for
group, F(1, 61) = 35.98, p < 0.001 for DSM-IV Inattentive Symptoms and F(1, 61) = 21.65, p < 0.001
for the ADHD index. ADHD reported also higher values for ASRS than controls with a significant
group effect, F(1, 61) = 11.19, p = 0.001. The main effect of gender was always non-significant,
F(1, 61) = 0.26, p > 0.05, F(1, 61) = 2.18, p > 0.05 and F(1, 61) = 0.004, p > 0.05, for DSM-IV
inattentive symptoms, ADHD index, and ASRS, respectively. The interaction effect was also
non-significant F(1, 61) = 0.59, p > 0.05, F(1, 61) = 1.94, p > 0.05 and F(1, 61) = 1.12, p > 0.05,
for DSM-IV inattentive symptoms, ADHD index, and ASRS, respectively. In our previous paper [41]
we have extensively analyzed and discussed the fact that there is a general agreement in the literature
that there is no clear gender effect in young adult ADHD behavioral expression. For this reason we
will not analyze further gender effects in this study, whose focus is the effect of the level of difficulty of
the WM training protocol on the evoked brain activity.

3.2. Working Memory Performance

The effect of WM training was assessed by comparing the performance between the post- and
pre-training sessions for the level n of difficulty achieved during the Dual n-Back task, the normalized
score for the WAIS-IV digit span and the percentiles for the total score of the Corsi Block-Tapping
Task (Table 1). A three-way analysis of variance, (group: controls, ADHD) × (WMT: pre-training,
post-training) × (training level: baseline, adaptive) was carried out with a F(1, 122) F-statistics for all
main and interaction effects because all factors had two levels.

The ANOVA for the dual n-back task yielded a significant interaction between factors WMT
and training level. A one-way analysis of variance for the pre-training and post-training sessions
separately yielded a significant effect of the kind of training protocol (F(1, 63) = 7.70, p < 0.01, and
F(1, 63) = 19.35, p < 0.001, respectively) on the average n-back level achieved by the participants.
Another one-way analysis of variance for the baseline or the adaptive training protocol separately
yielded a significant effect of the WM training (F(1, 62) = 15.20, p < 0.001, and F(1, 64) = 94.25,
p < 0.001, respectively). This can be interpreted as some bias effect due to the initial random
assignment of the participants to either the baseline or the adaptive training protocol. Table 1 shows
that before WM training, the participants assigned to the baseline training protocol performed better
than those assigned to the adaptive protocol (on average 2.20 ± 0.12 vs. 1.90 ± 0.06 and 2.10 ± 0.13
vs. 1.84 ± 0.11 for controls and ADHD, respectively). Despite this bias, the outcome of WM training
was such that after being trained with the adaptive protocol both groups showed a better performance
than being trained with the baseline protocol (on average 3.80 ± 0.23 vs. 2.91 ± 0.17 and 3.55 ± 0.29 vs.
2.52 ± 0.16 for controls and ADHD, respectively). This means that a one-month training of working
memory had an effect on the outcome of the dual n-back task and that a training by the adaptive
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protocol produced a larger effect than baseline. Hence, the simple main effects on training level and
WMT were truly significant by themselves, irrespective of the group of participants.

The WAIS-IV digit span showed no interaction between factors (Table 1), such that all significant
simple main effects for factors group, WMT and training level can be considered as independent. This
means that ADHD’s performance to this digit span sequencing test was poorer than in controls,
and that Dual n-Back adapative training improved performance to WAIS-IV Digit Span irrespective
of the group of participants. On the opposite, no significant effect was found for the visuospatial
short-term memory assessed by the Corsi block-tapping task.

Table 1. Pre and post-training performance (median, mean, and SEM)to the memory tasks and results
of the three-way analysis of variance (ANOVA).

Group : Controls ADHD ANOVA
Level : Baseline Adaptive Baseline Adaptive Effect F(1, 122) Pr(> F)

Sample size (N) 18 19 14 14

Dual n-Back level group : 2.76 > 0.05
level : 7.67 0.006 **

pre-training 2.12 1.95 1.97 1.80 WMT : 101.2 < 0.001 ***
2.20 (0.12) 1.90 (0.06) 2.10 (0.13) 1.84 (0.11) group × level : 0.13 > 0.05

WMT : group × WMT : 1.06 > 0.05
post-training 2.77 3.95 2.45 3.33 level × WMT : 26.4 < 0.001 ***

2.91 (0.17) 3.80 (0.23) 2.52 (0.16) 3.55 (0.29) group × level × WMT : 0.04 > 0.05

WAIS-IV digit span (normalized score) group : 11.28 0.001 **
level : 14.99 < 0.001 ***

pre-training 13.50 11.00 10.50 10.00 WMT : 6.95 0.009 **
13.67 (0.68) 11.11 (0.31) 11.14 (0.94) 9.86 (0.72) group × level : 2.22 > 0.05

WMT : group × WMT : 0.11 > 0.05
post-training 15.50 13.00 13.00 11.50 level × WMT : 0.03 > 0.05

14.83 (0.62) 12.26 (0.55) 12.43 (1.04) 11.57 (0.84) group × level × WMT : 0.05 > 0.05

Corsi block-tapping task (percentiles) group : 0.06 > 0.05
level : 0.00 > 0.05

pre-training 90.0 80.0 70.0 80.0 WMT : 0.80 > 0.05
78.3 (5.1) 72.9 (4.9) 60.7 (7.4) 67.1 (6.8) group × level : 0.00 > 0.05

WMT : group × WMT : 3.56 > 0.05
post-training 80.0 80.0 85.0 80.0 level × WMT : 0.00 > 0.05

78.9 (4.6) 69.0 (4.9) 70.4 (8.0) 75.4 (4.7) group × level × WMT : 0.00 > 0.05

**: p < 0.01; ***: p < 0.001.

3.3. Probabilistic Gambling Task

The response time during the PGT, measured as indicated in Figure 2, decreased in all groups
from the pre- to the post-training session, F(1, 122) = 18.65 (p < 0.001), thus showing a significant
main effect for factor WMT, irrespective of the training condition. In addition, Table 2 shows that
the response time in controls was shorter than in ADHD, as revealed by the significant main effect
of factor group. The WT training did not affect the total gains earned by all participants at the
Probabilistic Gambling Task, irrespective of the group and the training condition. A Risk index
RI = (HIR −−LIR)/(HIR + LIR) is calculated as a function of LIR, corresponding to low valued
gambles (i.e., small amounts equal to 0, 4, or 8 points were gambled by the participant), and HIR,
corresponding to high value gambles (i.e., the participant gambled 12, 16, or 20 points). The index RI
is centralized such that a risk averse strategy is characteristic by RI ≈ −1, a risk neutral attitude by
RI ≈ 0 and a risky decision-making by RI ≈ 1. It is interesting to notice that ANOVA shows the only
significant main factor for Risk index is training level (Table 2). A two-way analysis of variance, (group:
controls, ADHD) × training level: baseline, adaptive), was run for the pre- and post-training sessions
separately. Before training, the two-way analysis of variance shows that the factor ttraining level
was not significant (F(1, 61) = 3.37, p > 0.05). On the contrary, after training the factor training level
affected the Risk index (F(1, 61) = 5.40, p = 0.023). In the baseline training condition, the RI increased
on average by 0.07 and by 0.04 for controls and ADHD, respectively, from the pre- to the post-training
session. This means that a WMT in the baseline condition tended to increase a risk taking attitude in
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both groups. Conversely, the adaptive training tended to increase a risky decision making in controls
but in ADHD it tended to increase risk aversive attitude. However, t-test were not significant for each
of these comparisons taken separately.

Table 2. Pre and post-training performance (median, mean and SEM) during the probabilistic gambling
task and results of the three-way analysis of variance (ANOVA).

Group: Controls ADHD ANOVA
Level: Baseline Adaptive Baseline Adaptive Effect F(1, 122) Pr(> F)

Sample size (N) 18 19 14 14

Response time (ms) group : 5.26 0.024 *
level : 1.4 > 0.05

pre-training 914 1289 1305 1332 WMT : 18.65 < 0.001 ***
1199 (155) 1396 (203) 1542 (192) 1573 (233) group × level : 0.01 > 0.05

WMT : group × WMT : 1.40 > 0.05
post-training 738 812 926 996 level × WMT : 0.01 > 0.05

764 (73) 826 (79) 942 (107) 1201 (217) group × level × WMT : 0.61 > 0.05

Total Gains (points) group : 2.24 > 0.05
level : 1.17 > 0.05

pre-training 1886 1868 1812 1878 WMT : 0.05 > 0.05
1947 (48) 1875 (39) 1853 (46) 1902 (45) group × level : 3.79 > 0.05

WMT : group × WMT : 0.55 > 0.05
post-training 1890 1868 1848 1806 level × WMT : 0.36 > 0.05

2010 (92) 1850 (58) 1809 (52) 1857 (65) group × level × WMT : 0.27 > 0.05

Risk index group : 1.14 > 0.05
level : 8.68 0.004 **

pre-training 0.18 −0.22 0.15 −0.08 WMT : 0.29 > 0.05
0.18 (0.12) −0.15 (0.09) −0.02 (0.14) −0.09 (0.12) group × level : 1.20 > 0.05

WMT : group × WMT : 0.10 > 0.05
post-training 0.18 −0.18 0.16 −0.04 level × WMT : 0.12 > 0.05

0.25 (0.14) −0.09 (0.09) 0.06 (0.15) −0.14 (0.10) group × level × WMT : 0.04 > 0.05

*: p < 0.05; **: p < 0.01; ***: p < 0.001.

3.4. Event Related Potentials Triggered by Gambling Choice

In controls (N = 37), the median number of epochs per participant was equal to 69 (63.8± 2.6) and
71 (65.4± 2.7) during the pre- and post-training sessions, respectively. In ADHD (N = 28), we analyzed
48 (52.6 ± 2.9) and 60 (58.3 ± 2.6) epochs per participant during the pre- and post-training sessions,
respectively. A three-way analysis of variance, (group: controls, ADHD) × (WMT: pre-training,
post-training) × (training level: baseline, adaptive) yielded a significant main group effect, F(1, 122) =
11.17(p < 0.01) for the number of epochs. This is due to the fact that EEG recordings of ADHD
are always contaminated by more muscular artefacts than controls. It is important to notice that
neither a main effect for the training level, F(1, 122) = 0.24(p > 0.05), nor for the WMT, F(1, 122) =
1.52(p > 0.05), was observed, thus validating the ERP analysis as a function of the WM training
protocol in both groups of participants. Several positive and negative peaks were identified in the ERP
grand averages waveforms in both control and ADHD participants before the training (Figure 3).

A negative readiness potential maximal at frontocentral electrodes, or decision preceding
negativity (DPN), peaked at 40 ms before the trigger in both groups (Figure 3). After the trigger,
we observed a positive wave component peaking at 90 ms in control participants (a P1-like component)
corresponding to an early positive frontocentral deflection (Figure 3). Notice that in electrodes Fz and
Cz, this P1-like component component was much less visible in ADHD participants, as confirmed by
the topographic maps for the interval 70–120 ms, at the top of Figure 3. These topographic maps show
also that this early positive component reaches its maximum at central electrodes, slightly lateralized
on the left, and that ADHD patients are characterized by a stronger lateralization and a negative
amplitude in frontal sites.
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Figure 3. Grand average event-related potentials (ERPs) recorded before the working memory (WM)
training at Fz, Cz and Pz sites triggered at lag 0, corresponding to button-click of the selected gamble,
in attention deficit/hyperactivity disorder (ADHD) (N = 28, green curves over light green shaded
areas) and control participants (N = 37, white curves over brown shaded areas) on a millisecond
scale. The confidence interval (mean curve ± SEM) is shown by the shaded areas. We identified the
decision preceding negativity (DPN), P1-like, N2, P3a, N500, and a late parietal negativity (LPN). Signal
amplitude is scaled in microvolts (μV). The topographic maps on the top represent the distribution
of the mean amplitude of the signal between 70 and 120 ms (estimated P1-like component) using a
color-coded scale in μV.

At all electrode sites, we observed a clear N2/P3 complex with N2 peaking at 180 ms and
P3a peaking at about 250 ms. ADHD were characterized by a larger posterior P3 component than
controls. The peak-to-peak amplitude between the N2 and P3a ERPs was measured for Pz, Cz and Fz.
We ran a three-way ANOVA for factors (group: controls, ADHD), (WMT: pre-training, post-training)
and (training level: baseline, adaptive) to determine any affect on the peak-to-peak amplitudes.
We found no effect (p > 0.05) of group with statistics F(1, 122) = 0.01, F(1, 122) = 1.03, and
F(1, 122) = 0.37 for Pz, Cz and Fz, respectively. We found neither any effect (p > 0.05) of WMT
with statistics F(1, 122) = 0.03, F(1, 122) = 0.00, and F(1, 122) = 0.05 nor of training level with statistics
F(1, 122) = 3.60, F(1,122)=0.00, and F(1, 122) = 0.23, for Pz, Cz and Fz, respectively. In Figure 3 we have
also marked the N550 and the late parietal negativity (LPN). This latter component (LPN) is barely
visible before training, in particular only in controls at site Pz in Figure 3. After training, LPN is very
much affected and for this reason we have marked it already in this figure.
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3.5. Effect of WM Training Condition on Differential Topographic Maps

At first, we compute the topographic head map distribution of the grand-average ERP amplitude
(in μV) at post- and pre-training sessions for both subgroups of ADHD and controls, those who were
trained in the baseline protocol (i.e., with the fixed level n = 1 of the dual n-back task), and those
with the adaptive protocol. After the ERP onset, corresponding to the choice of the selected gamble
with the button-click, we determined five intervals of interest corresponding to the time course of
the most relevant components observed in the ERPS. These wave components and their respective
intervals were P1-like (70–120 ms), N2 (150–200 ms), P3a (240–290 ms), P3b (350–400 ms), and LPN
(800–950 ms). All but LPN corresponded to time windows of 50 ms. The differential head maps were
obtained with the topographic map for a specific time interval of the ERP at the post-training session
minus the topographic map at the pre-training session for the same interval (Figure 4).

BASELINE ADAPTIVE

ADHD

BASELINE ADAPTIVE

CONTROL

70-120 ms

150-200 ms

240-290 ms

800-950 ms

350-400 ms

0

1

2
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N2

P3a

P3b

LPN
0

Figure 4. Differential head maps of the topographical distribution of the Grand-Average ERP amplitude
(in μV) at post- minus pre-training sessions for ADHD and controls trained either by the baseline
or adaptive protocol of the dual n-back task. ERPs were triggered by the choice of the selected
gamble with the button-click. Differential head maps using a color-coded scale in μV are plotted for
the five major ERP time windows. The red squares correspond to those head maps with significant
Bonferroni-corrected p-values in the given time window, computed from paired t-tests on the individual
average signals (see Figure 5).

Before the training, no difference was observed between averaged ERPs of either group assigned
to adaptive and baseline training protocol. The most significant differential head maps were selected
by applying a paired t-test with Bonferroni correction for the number of electrodes. We set a criterion
of at least three electrode sites with a significant difference (p < 0.05) during the very same time
window within the interval of the selected wave component to define such significant differential head
maps. The P1-like component was particularly affected in ADHD after the adapative training protocol
(Figure 4, red square at first raw). Figure 5a shows that this component was increased in a significant
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way at frontocentral electrodes (F3, p < 0.05; Fz, p < 0.05; FCz, p < 0.01). In this panel, notice that
at site F4 the P1-like amplitude after training was also more positive than in the pre-training session,
but the criterion of significance for the Bonferroni t-test correction was not reached. The grand average
ERPS at site Cz is reported (Figure 5a) as a benchmark for a non-significant neighboring channel.

P3b

0 300 600 900
Lag [ms]

-300

***

**

**

BEFORE TRAINING

ADHD

AFTER
ADAPTIVE TRAINING

–

+

5.0
μV

-300 0 300 600 900
Lag [ms]

**

***

***

**

BEFORE TRAINING

CONTROL

AFTER
BASELINE TRAINING

0 4 8 12 20

How many points do you want
to gamble in the game?

16 0 4 8 12 20

How many points do you want
to gamble in the game?

16

a b

LPN

Within subjects
paired t-test
(Bonf. corr.)

Figure 5. Grand average ERPs, triggered (at lag 0 ms) by the button-click at the time of the selection of
the amount to gamble, recorded before working memory training (blue curves and shaded areas). The
confidence interval (mean curve ± SEM) is shown by the shaded areas. The vertical scale represents
the amplitude of the signal in μV and the lag is scaled in milliseconds. (a). Grand average ERPs at
sites F3, F4, Fz, FCz and Cz sites (blue marks in the head map) for ADHD participants recorded after
training with the adaptive level protocol (red curves and shaded areas) for the dual n-back task. Green
ticks show the significant Bonferroni-corrected 1 − p values computed from paired t-test on individual
average ERP signal with significance p < 0.05 (**) and p < 0.01 (***). The panel at the top, shows a
head map with the significant sites after Bonferroni correction (red areas around F3, Fz and FCz), at a
latency of 100 ms (dashed green vertical line), corresponding to the P1-like component discussed in the
text. (b). Grand average ERPs at sites P1, P2, P5, Pz, POz, and Cz sites (blue marks in the head map)
for controls recorded after training with the baseline level protocol (orange curves and shaded areas),
i.e., after the dual 1-back task. In this figure, the head map on the top shows the significant sites (in red
areas around P1, P2, P5, CP3 and POz) at a latency of 912 ms (dashed green vertical line), corresponding
to the slow negative wave component associated with the expectation of the gambling outcome.

In the interval 150–200 ms, no training protocol produced any major effect on N2 head maps,
neither for controls nor for ADHD. Notice that the differential head maps at P3a and P3b were
very similar to each other in any of the subgroups. In controls, the maps showed increases in
amplitudes at posterior sites, in particular, after adaptive training. Although these differences were
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significant for one or another channel, the criterion of three channels simultaneously significant for
the paired t-test with Bonferroni correction was not reached. The late parietal negativity (LPN) was
little affected in ADHD, but the differences in controls were large and mainly distributed over the
parietal areas. In controls, Figure 5b shows that baseline training affected the ERPs already appear at
wave components P3a and P3b, then disappeared at about 400 ms after the trigger onset. The maximal
level of significance was observed at a lag near 900 ms, corresponding to LPN, where we observed
significant Bonferroni-corrected p values at five posterior electrode sites (CP3, p < 0.05; P1, p < 0.01;
P2, p < 0.01; P5, p < 0.05; POz, p < 0.05) (Figure 4, red square at last raw). A similar but less
significant effect was observed in controls after training with the adaptive dual n-back task.

4. Discussion

Working memory problems and impaired sustained attention are characteristic symptoms of
ADHD [2,57]. Improvement of symptomatology by cognitive training and psychological interventions
aimed to increase the correlation between sustained attention and arousal has been evalued several
times in the recent past [58–61]. However, benefits for behavioral transfer effects to measures of
fluid intelligence after several weeks of a computerized working memory treatment requiring high
cognitive load could not be confirmed satisfactorily and raised questions about the controversial
usefulness of such training [22,24,62]. The demand on cognitive processes is increased by the dual
n-back task, which is a particular task aimed at challenging the divided attention by running visual and
auditory modalities concurrently with the potential of WMT to compensate for a decline in executive
functions [47,63]. In the current study, we have tested controls and ADHD patients who were trained
during three weeks with the Dual n-Back Task. We included two subgroups, from controls and ADHD,
who were trained with a non adaptive version of the task-with a fixed level of difficulty set to 1, that is
a dual 1-back task (the baseline protocol).

We found evidence that WMT, irrespective of baseline or adaptive protocol, improved the score of
the dual n-back task played by the participants at the post-training in comparison with the pre-training
session, in agreement with past studies using fewer sessions of WMT [39]. Our training protocol
lasted 20 days, a duration comparable with other studies reported in the literature using Dual n-Back
Task [64]. In addition to increase in dual n-back scores in controls, we observed that WMT improved
performance in the WAIS-IV Digit Span in agreement with previous studies [39,65,66]. It is important
to notice that ADHD patients and controls are reliably differentiated by the WAIS-IV [67]. The novelty
in our study is that for the first time, to our best knowledge, we report that ADHD patients improved
their performance in the WAIS-IV Digit Span after a WM training protocol. After training, ADHD
could perform at the same level of controls before training. However, measurement of the visuospatial
working memory by the Corsi block-tapping task did not show any significant difference between
controls and ADHD neither before nor after training. This finding is in agreement with the observation
that visuospatial working memory is not specifically impaired in ADHD [68–70] and that dual
n-back task is a working memory task affecting circuits other than those involved in visuospatial
processing [66,71–74].

Before training, the results of the probability gambling task did not show any difference between
ADHD and controls with respect to the total gain and risk index, in line with our previous study [41].
The analysis of the response time confirmed that ADHD responded at a significant slower pace than
controls already before WMT, as previously reported [41]. However, training in both baseline and
adaptive conditions provoked a faster reaction in both groups with similar magnitude, thus suggesting
a similar process for an increase in the capacity to handle divided attentional stimuli in both ADHD
and controls. The WM training failed to affect the total gains, but in the baseline condition it revealed
a tendency to increase a risk taking attitude in both groups, matching our previous observation along
the same line [75]. Controls tended to increase a risky decision making also after the adaptive training,
somehow like after baseline training. On the contrary, after adaptive training, ADHD tended to
decrease risk-taking attitude. This result suggests that improved divided attentional processes in
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both groups and opposite risk-taking behavior are elicited by a high cognitive load generated by the
adaptive dual n-back task. An interpretation of this result is that these processes are controlled by
different pathways, in agreement with literature on the behavioral deficits of ADHD patients [76–80].

Before the onset of the ERP trigger, we observed a negative readiness potential maximal at
frontocentral electrodes, or decision preceding negativity (DPN), consistent with the literature and
unaffected by WMT [81]. The ERPs following the gamble selection in the Probability Gambling
Task [52] are characterized by several wave components [82–85]. Few studies analyzed the ERPs in
adult ADHD and showed that N2, P3a, P3b, feed-back related negativity and N400-like components
distinguish ADHD and controls in association with the evaluation of the reward outcome [28,86] and
with the emotional feelings generated by risk-taking attitude [41]. In our current paper, we did not
observe group effects (i.e., differences between controls and ADHD) on the measurements of PGT
due to the working memory training, other than on the response times (Table 2). Our finding is in
agreement with the observation that working memory training in general improves processing speed
and attention performance [87] independently of the transfer to fluid intelligence [24,62,79] and that
inattentive symptoms in ADHD are not associated with fluid intelligence [78,79,88] Hence, we do not
discuss further the gambling task-related ERP components but P1 and LPN, the wave components
which appeared to be the most affected by dual n-back task working memory training.

We observed a very significant effect of adaptive training on the P1-like wave component in
the ADHD group. It is known that P1/N1 early sensory ERP components tend to be attenuated
in ADHD patients [89–92] and our observations before training confirm those studies. Attentional
modulation progress along the build-up of the ensuing P1-like [93,94]. The attenuation observed in
ADHD can be interpreted following the perceptual load theory in selective attention [95,96]. In the
current study, the P1-like wave is triggered by the button-click on the selected gamble. ADHD
participants might have a degree of perceptual overload when facing the decision to invest, thus
impairing their attentional resources as revealed by the attenuated P1-like. A WMT during three weeks
with the adaptive training protocol of the dual n-back task generates a sustained high cognitive load
on divided attention. The particular characteristic of this task is that the working memory capacity
is solicited by the number of objects to be memorized and by the cross-modal features associated
with the stimuli. P1 was found to likely reflect spatially based information shared by the auditory
attention and visual memory systems that do not have to be mutually recruited in situations involving
cross-modal tasks [97,98] and sensitive to the number of objects rather to the number of features to be
memorized [99]. This is also in agreement with our finding, mentioned before, of an improvement in
the score of the WAIS-IV digit span after WMT. The puzzling finding of an increase in P1-like wave
amplitude in ADHD after the adaptive training, with restoration of a waveform similar to controls, is in
favor of the hypothesis of an improvement of early higher-level mechanisms of attentional control in
ADHD after adaptive training. The topological maps have clearly located this change of activity at the
level of the prefrontal cortical areas. The P1 wave has been associated with an inhibitory feedback wave
from “higher” cortical areas acting as an inhibitory filter to control feedforward sensory processes [100].
A change in P1 might be related to a change in the early modulation of attention, such to improve
the sensory-perceptual level of processing that is necessary to improve the decisional process. There
is evidence that modulation of neural activity by selective attention may occur at the subcortical
level [101], where inhibitory gating mechanisms take place [102–104]. Then, an increase of the P1-like
wave, in our paradigm, could be associated with a more effective processing of the decision due to a
greater inhibition of potentially competing and task irrelevant networks.

The last ERP component strongly affected by WMT is the late parietal negative slow wave,
whose amplitude was selectively increased in controls after both training level conditions. This wave
started approximately 700 ms after the onset and extended for several hundreds of milliseconds.
The topographic distribution of this wave is clearly parietal-posterior and with a left hemispheric
dominance at latencies near 900 ms. In the literature, it is interesting to note that LPN has
been observed as a neural marker related to the transfer of cross-modal associated information
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in working memory, [105,106] with memory tasks that required continued evaluation of contextual
information [107–109] and with memory tasks that required high demands on action monitoring in
presence of conflictual response options [110]. Before training, ERPs recorded in both groups did not
show a relevant presence of LPN in the PGT. This suggests that WMT is a necessary condition to let
appear LPN. Moreover, ADHD patients did not show any effect of WMT on LPN. If we consider all
these observations together we may raise the hypothesis that WMT with the dual n-back task is able to
generate a transfer effect in the PGT [111,112], as revealed by the LPN associated with a continued
evaluation of contextual information in our PGT. This effect is strong in controls, but it is absent in our
ADHD group, thus suggesting that the kind of WMT performed by our group of patients only confers
benefits for those tasks that were trained [15,62,113]. We could speculate that a deficit in transfer effects
associated with WM training could be associated with the abnormal parietal brain function observed
in ADHD [114].

5. Conclusions

In conclusion, we have confirmed that working memory training produces cognitive effects for
the task that was trained in both controls and ADHD patients. In particular, improvement in early
attentional processes in ADHD is likely to be the most beneficial effect of WMT with the dual n-back
task if the training required a high cognitive effort for divided attention, such as in the case of the
adaptive condition. Transfer effects to fluid intelligence occurring only in controls might be associated
with the development of a late parietal negativity elicited by a risky decision-making task.
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Abstract: The pathophysiology of attention-deficit/hyperactivity disorder (ADHD) involves deficits in
performance monitoring and adaptive adjustments. Yet, the developmental trajectory and underlying
neural correlates of performance monitoring deficits in youth with ADHD remain poorly understood.
To address the gap, this study recruited 77 children and adolescents with ADHD and 77 age- and
gender-matched healthy controls (HC), ages 8–18 years, who performed an arrow flanker task during
electroencephalogram recording. Compared to HC, participants with ADHD responded more slowly
and showed larger reaction time variability (RTV) and reduced post-error slowing; they also exhibited
reduced error-related negativity (ERN) and error positivity effects, and reduced N2 and P3 congruency
effects. Age effects were observed across groups: with increasing age, participants responded faster,
with less variability, and with increased post-error slowing. They also exhibited increased ERN
effects and increased N2 and P3 congruency effects. Increased RTV and reduced P3 amplitude
in incongruent trials were associated with increased ADHD Problems Scale scores on the Child
Behavior Checklist across groups. The altered behavioral and ERP responses in ADHD are consistent
with the pattern associated with younger age across groups. Further research with a longitudinal
design may determine specific aspects of developmental alteration and deficits in ADHD during
performance monitoring.

Keywords: ADHD; performance monitoring; error processing; event-related potentials

1. Introduction

Attention-deficit/hyperactivity disorder (ADHD) is a neurodevelopmental disorder with
symptoms including sustained attention problems, impulsivity, and hyperactivity, affecting ~5%
of children and adolescents [1]. Several studies have shown deficits of performance monitoring and
adaptive adjustment in children and adults with ADHD [2–4]. While some ADHD symptoms may
decline from childhood to adulthood in a subset of children [5], the developmental trajectory of
performance monitoring and adaptive adjustment along with their underlying neural correlates of the
deficits in youth with ADHD remain poorly understood.

Previous research has shown that children with ADHD perform poorly in a wide range of tasks
involving conflict monitoring and inhibitory control (e.g., Go/No-go, flanker, and stop-signal tasks [6]).
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In general, their behavioral responses in these high cognitive demand tasks tended to be slower,
more variable, and more error-prone, and they showed deficits in adaptation to task demands and
following error responses [7–9]. Post-error slowing, or an increase in RT on trials following an error,
is a common behavioral indicator of adaptive control [10]. A failure to slow responding on post-error
trials has been interpreted as reflecting a deficit in adaptive control. Diminished post-error slowing
was found in children with ADHD, relative to controls [11,12]; however, other studies [13,14] reported
intact post-error slowing in children with ADHD compared to typically developing children using a
flanker task.

In studies using event-related potential (ERP) measures, children with ADHD have also shown
deficits in neurocognitive processes of response inhibition and performance monitoring. Error-related
negativity (ERN) and error positivity (Pe) are two reliable ERP indices of performance monitoring.
Both components are time-locked to responses. The ERN has been observed in a variety of tasks; its onset
coincides with response initiation, and it peaks 50–100 milliseconds (msec) thereafter [15]. The ERN has
a fronto-central distribution, and is believed to be generated in the anterior cingulate cortex and nearby
medial frontal regions involved in self-regulation and performance monitoring [15]. The ERN increases
with age after early childhood and reflects the activity of a system that detects errors, increases cognitive
control, and adjusts behaviors [15]. Following the ERN, the Pe occurs about 200–400 msec after an error
and has a centro-parietal distribution, reflecting error awareness, motivational significance of errors,
and initiation of adaptive control processes [16]. Some ADHD studies reported reduced ERN in children
and adults with ADHD relative to healthy controls (HC) [17,18]; others reported null findings [19,20],
and still another reported increased ERN in ADHD [21] (see review papers [6,22]). Pe results in
ADHD studies are also mixed: some studies reported diminished Pe [11,13,23,24] (see review [6]),
suggesting deficient error valuation or conscious error processing in ADHD, but others reported no
difference [21,25] between participants with ADHD and HC.

In addition to the response-locked ERN and Pe, the N2 and P3 are two main ERP components
elicited during stimulus processing, reflecting processes involved in stimulus evaluation and response
selection. Specifically, the N2 is a fronto-central negative voltage deflection peaking between 200
and 400 msec after stimulus onset; in cognitive control tasks, a larger N2 is elicited by high conflict
trials (e.g., No-go trials in Go/No-go tasks, incongruent trials in flanker tasks) relative to low cognitive
conflict trials (e.g., Go trials in Go/No-go tasks and congruent trials in flanker tasks), reflecting adaptive
conflict monitoring [26–28]. The P3 is a central-parietal positive voltage deflection peaking between 300
and 500 msec after stimulus onset, first observed in an auditory oddball task, which reflects processes
related to attention and working memory [29]; it is also observed in cognitive control tasks, following
the N2, relating to resource allocation necessary for task performance. Several studies have reported
impairments of processes associated with N2 and P3 in ADHD, but the direction in which participants
with ADHD differ from HC in these studies was inconsistent. For instance, some studies reported,
compared to HC, participants with ADHD showed reduced N2 on successful inhibition trials in a
stop-signal task [30] and a Go/No-go task [31], and reduced N2 congruency effect in a flanker task [25];
others did not find N2 differences in stop-signal tasks [32] or reported an increased N2 effect in No-go
vs. Go trials in a Go/No-go task [33,34]. Reduced P3 in ADHD has been reported in Go/No-go tasks
(see meta-analyses paper [34,35]), a flanker task [36], and an attention network test [37], but not in
some other studies (see review paper [38]).

Variability of behavioral and ERP findings might be accounted for by several factors, including
participant heterogeneity, sample size, age range, task paradigms and analysis strategies across
laboratories [6]. Many studies have failed to report ADHD subtypes and comorbidity; some studies may
have been underpowered to detect group differences in behavioral and ERP correlates of performance
monitoring. More work is needed to explore whether the inconsistent results can be accounted for
by sampling and methodological differences across studies. Moreover, examining how behavior
and ERP correlates of performance monitoring correlate with ADHD symptomatology, and whether
the relationship may change with age in youth with ADHD, may improve our understanding of
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performance monitoring processes and their development in ADHD [6]. Few studies have investigated
the relationship of behavioral and ERP correlates with symptom severity in children with ADHD.
In adults, Marquardt et al. [18] observed that P3 amplitude in high conflict trials was inversely
correlated with symptom severity in the ADHD group; Wiersema et al. [20] reported reduced Pe in
error trials and P3 amplitude in high conflict trials were associated with more ADHD symptoms;
Herrmann et al. [8] compared individuals with low- and high-ADHD symptom scores in a non-clinical
population, and observed lower Pe in the group with higher symptoms scores. In adolescents and
adults, Michelini et al. [17] found that ADHD symptoms were correlated with congruent errors,
reaction time variability, and Pe. Using magnetic resonance imagining, a brain development study of
ADHD suggested a brain structural developmental delay in ADHD; this structural development study
may be associated with a functional delay [39]. While conflict processing and performance monitoring
developed with age in healthy youth, few ERP studies have had a large enough sample size and age
range to examine the developmental trajectory of performance monitoring in ADHD [25].

In the present study, we tested a relatively large (number of participants n = 77 in each group)
sample of children and adolescents with ADHD with a broad age range (8–18 years), and age-
and gender-matched HC in an arrow flanker task. Participants’ behavioral performance and ERP
correlates of performance monitoring and conflict processing were compared between groups, and these
measures were related to ADHD symptom severity measured by the DSM-Oriented ADHD Problems
Scale from the Child Behavior Checklist (CBCL) as a continuous measure within and across groups.
We hypothesized that youth with ADHD would display slower reaction times, more reaction time
variability (RTV), and reduced post-error slowing relative to healthy controls. Considering the
inconsistent findings in the ERN, Pe, N2, and P3 in ADHD, we reported ERN and Pe on both error
and correct trials and N2 and P3 on both congruent and incongruent trials [6,34]. We focused on
difference scores between error and correct trials for the ERN and Pe error effects, along with difference
scores between incongruent and congruent trials for N2 and P3 congruency effects, when discussing
group differences and developmental alterations in ADHD. We hypothesized reductions in the ERN
and Pe error effects and reduced N2 and P3 congruency effects in ADHD, compared to HC. We also
hypothesized that behavioral and ERP impairments might be greater with increasing symptom severity
within groups. In addition, we investigated whether behavioral and ERP alterations in ADHD vary
with diagnostic subtype and age; we hypothesized that there might be a developmental delay in
behavioral and ERP indices of performance monitoring in ADHD.

2. Materials and Methods

2.1. Participants

There were 77 youth with ADHD (30 female) and 77 age- and gender-matched healthy controls
(HC), ranging in age from 8 to 18 years. Patients were recruited through the Section of Child and
Adolescent Psychiatry within the Department of Psychiatry at the University of Michigan. Comparison
subjects were recruited from the surrounding community. After a complete description of the study,
written informed consent was obtained from at least one parent of the participant and written informed
assent from the participant. Participants were paid for their interviews and psychophysiological
recordings. All tasks and procedures were approved by the University of Michigan Medical School
Institutional Review Board.

All participants were interviewed with the Kiddie Schedule for Affective Disorders and
Schizophrenia for School-Aged Children-Present and Lifetime Version (K-SAD-PL) [40] and the
Schedule for Obsessive-Compulsive and Other Behavioral Syndromes [41]. Parents completed the
Child Behavior Checklist/6–18 (CBCL) [42] and Social Communication Questionnaire (SCQ) [43]
about their children. Best-estimate diagnoses were made according to DSM-5 criteria [44] using all
sources of information, including two semi-structured interviews, two parent-report rating scales,
four self-report rating scales, and all available clinical records [45]. The clinical records often included
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outpatient clinic notes, psychological testing results, and teacher rating scales. All participants
were evaluated with the Wechsler Abbreviated Scale of Intelligence, Version II (WASI-II), which is
normed for individuals ages 6 to 90 [46]. The WASI-II provides a global estimate of overall cognitive
abilities with full-scale IQ. The ADHD subtype groups consisted of 23 children with the combined
type, six children with the hyperactive-impulsive type, and 48 children with the inattentive type.
Eighteen ADHD patients had a comorbid anxiety disorder, eleven patients had comorbid major
depression disorder, twelve patients had comorbid oppositional defiant disorder (ODD) and one
patient had motor tics that did not interfere with the EEG recording. Participants were excluded if they
had a history of intellectual disability, head injury with loss of consciousness, a chronic neurological
disorder, or SCQ scores higher than 14. Patients were excluded if they had a lifetime diagnosis of
schizophrenia, other psychotic disorder, bipolar disorder, substance-related disorder, conduct disorder,
obsessive-compulsive disorder, or anorexia nervosa. HC had no history of a specific axis I disorder.
DSM-Oriented ADHD Problems Scale t-scores from the CBCL were used as a continuous measure
of ADHD symptoms within and across groups. Symptom counts from the K-SAD-PL (ADHD total
score, inattention score, and hyperactive/impulsive score), were used to assess symptom severity in
ADHD patients only. Participants with ADHD taking a stimulant (n = 43) were asked to stop taking the
medication for 48 hours prior to the EEG. Cases and HC were taking no other psychotropic medications.
For the error analyses, two participants with ADHD and one healthy control were excluded due to
commission of fewer than six errors, leaving a total of 151 participants.

2.2. Procedure

Participants performed a modified Eriksen flanker task in which arrows appeared on a personal
computer display with congruent (e.g.,→→→→→) and incongruent (e.g.,→→←→→) conditions [47].
They were instructed to respond to the central arrow target, while ignoring the adjacent arrows,
by pressing one of two buttons indicating the direction of the middle arrow (i.e., right versus left).
The stimuli remained on the screen for 250 msec, with an interval of 1500 msec between consecutive trials.

Each participant was seated 65 centimeters directly in front of the computer monitor and told to
place equal emphasis on speed and accuracy in responding. Following 40 practice trials, each subject
completed eight blocks of 64 trials for a total of 512 trials. Performance feedback was provided after
every block to yield an error rate of approximately 10%, with encouragement to focus on speed if there
were fewer than four errors or to focus on accuracy if there were more than 10 errors [48].

2.3. Electrophysiological Methods

The electroencephalogram (EEG) was recorded from 64 Ag/AgCl scalp electrodes embedded in a
nylon mesh cap, two mastoid electrodes, and two vertical and two horizontal electro-oculographic
electrodes using the BioSemi ActiveTwo system (Amsterdam, The Netherlands). Data were digitized
at 512 Hz, referenced to a ground formed from a common mode sense active electrode and driven
right leg passive electrode (http://www.biosemi.com/ faq/ cms&drl.htm), and re-referenced offline to
the average of the two mastoid electrodes. Data were bandpass filtered 0.1–30 Hz using zero-phase
shift filters. EEG data were screened using automated algorithms that rejected epochs in which the
absolute voltage exceeded 500 μV and epochs containing peak to peak activity greater than 500 μV
within 200 msec, with a 100 msec moving window, for midline channels (Fz, FCz, Cz, CPz, and Pz).
Ocular movement artifacts were then corrected using a regression-based algorithm [49]. After ocular
correction, individual trials were rejected if they contained absolute amplitudes greater than 100 μV,
a change greater than 50 μV measured from one data point to the next point, or a maximum voltage
difference less than 0.5 μV within a trial in any of the midline electrodes.

2.4. Analyses

Behavioral measures included accuracy and mean reaction times (RT) for each participant.
Premature responses faster than 150 ms, slow responses longer than 3000 ms, and reaction times
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beyond three standard deviations from the mean were not considered in the ERP and behavioral
analyses. Intra-individual reaction times variability was estimated as the standard deviation across
congruent and incongruent trials. Reaction times after errors were evaluated to determine if there
were group differences in post-error behavioral adjustments. Accuracy and mean reaction times on
correct trials were further analyzed using analysis of variance (ANOVA) with group (ADHD vs. HC)
as a between-subject factor and stimulus type (congruent vs. incongruent) as a within-subject factor.

The ERN was quantified using mean amplitude relative to a pre-response baseline (of −200 to
−50 msec). The mean amplitude of the ERN was computed on error trials in a window from 0 to
80 msec following the incorrect response. The correct response negativity (CRN) consisted of the
same measure computed on correct trials. The ERN effect was defined as the difference between the
ERN and CRN (dERN), calculated by subtracting the CRN from the ERN, since it may isolate activity
unique to error processing from activity more broadly related to response monitoring [50]. The Pe was
quantified using mean amplitude computed on error trials in a window from 200 to 400 msec following
the incorrect response, relative to a pre-response baseline of −200 to −50 msec. The correct Pe consisted
of the same measure computed on correct trials. The Pe effect was defined by difference between Pe
and Pc (dPe), calculated by subtracting the correct waveform (Pc) from the incorrect (Pe). Both N2
and P3 were quantified using mean amplitude relative to a pre-stimulus baseline of −100 to 0 msec.
The mean amplitude of the N2 and P3 were computed on congruent and incongruent correct trials in
a window from 300 to 400 ms, and from 400 to 600 msec respectively, following the stimulus onset.
N2 and P3 congruency effect were defined by ERP difference between incongruent and congruent
trials within corresponding windows. Statistics of ERN, Pe, N2, and P3 were reported at FCz, CPz,
FCz, and Pz, respectively, where the maximal mean amplitudes were found, and which were also
consistent with previous literature. ERN and Pe amplitude were analyzed respectively with group as
a between-subject factor and response type (error vs. correct) as a within-subject factor. N2 and P3
amplitude on correct trials were analyzed with group as a between-subject factor and stimulus type
(congruent vs. incongruent) as a within-subject factor.

One-way ANOVAs were conducted to compare group difference on behavioral and ERP measures.
Regression analyses were used to examine (1) correlations of behavioral, ERP measures, and age;
(2) group difference on correlations of behavioral, ERP measures and age; (3) behavioral and ERP
predictors of ADHD symptom severity. All statistical tests were two-tailed with the alpha level set at
0.05 if not otherwise specified.

3. Results

3.1. Behavioral Data in Patients with ADHD and Healthy Controls

Participants’ reaction times and accuracy data are presented in Table 1. Participants with ADHD
responded more slowly (p < 0.01) but as accurately (p = 0.77) as HC. Two (congruency: congruent vs.
incongruent) by two (group: ADHD vs. HC) repeated-measures ANOVA on correct RT and accuracy
revealed main effects of congruency (RT: F (1,152) = 352.4, p < 0.001; accuracy: F (1,152) = 470.4, p <
0.001) and a trend-level significance of interaction between congruency and group for reaction times (F
(1,152) = 3.22, p = 0.08), but no such interaction in accuracy (F (1,152) = 0.88, p = 0.35). Incongruent trials
were completed more slowly and less accurately than congruent trials in both groups. Participants
with ADHD tended to have a larger RT congruency effect (86.3 msec vs. 69.5 msec, p = 0.08). Moreover,
participants with ADHD exhibited smaller post-error slowing (p = 0.006) and larger RTV (p = 0.005)
than HC (Table 1).
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Age in all subjects was negatively associated with overall RT (r = −0.647, p < 0.001), RTV (r =
−0.620, p < 0.001) and RT congruency effect (incongruent minus congruent RT, r = −0.215, p = 0.007),
and was positively correlated with post-error slowing (r = 0.220, p = 0.006) and overall accuracy (r =
0.264, p = 0.001). With age increasing, participants responded faster and more accurately, and showed
smaller RT congruency effects and RTV. A correlation of age with post-error slowing was evident in
ADHD but not in HC (ADHD: r = 0.339, p = 0.003; HC: r = 0.034, p = 0.767; ADHD vs. HC, p = 0.012).
There was no correlation of age with the accuracy congruency effect. Correlation of age with behavioral
measures in individual groups is presented in Table 1.

3.2. ERP Data in Patients with ADHD and Healthy Controls

3.2.1. Response-Locked ERN

The two (response type: error vs. correct) by two (group: ADHD vs. HC) repeated-measures
ANOVA revealed a main effect of response type (F (1,149) = 118.46, p < 0.001) and an interaction
between response type and group (F (1,149) = 4.72, p = 0.031). Error trials elicited a larger ERN (more
negative) than correct trials; the ERN effect (i.e., dERN) was smaller in participants with ADHD than
in HC (Table 1; Figure 1). There was no main effect of group (F < 1, p = 0.449).

Figure 1. ERN and Pe waveforms for participants with ADHD and HC, and topography for error
response (ERN: 0–80 ms; Pe: 200–400 ms; Baseline: −200–−50 ms) in all participants. Responses occurred
at 0 msec. ADHD, attention deficits/hyperactive disorder; HC, healthy controls; ERN, error-related
negativity; Pe, error positivity.

Age was negatively correlated with ERN amplitude (r = −0.286, p < 0.001) and dERN (r = −0.364,
p < 0.001), and positively correlated with CRN (r = 0.167 p = 0.040) across all subjects. There was
no significant group difference in correlations with age. With age increasing, participants showed
a larger ERN, smaller CRN, and larger ERN effect. When covarying age, CRN was negatively
correlated with overall RT (r = −0.318, p < 0.001), RTV (r = −0.263, p = 0.001), accuracy (r = −0.162,
p = 0.047), and positively correlated with post-error slowing (r = −0.204, p = 0.012); the ERN effect
was positively correlated with overall RT (r = 0.311, p < 0.001) and RTV (r = 0.212, p = 0.009) and
negatively correlated with post-error slowing (r = −0.276, p = 0.001). There was no ERN correlation
with behavioral performance and no group difference in the correlation between ERN/CRN/dERN and
behavioral performance.
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3.2.2. Response-Locked Pe

The two (response type: error vs. correct) by two (group: ADHD vs. HC) repeated-measures
ANOVA revealed a main effect of response type (F (1, 149) = 502.62, p < 0.001) and interaction between
response type and group (F (1, 149) = 8.37, p = 0.004). Error trials elicited a larger Pe than did correct
trials (Pc); the Pe effect (i.e., dPe) was smaller in participants with ADHD than in HC (Table 1; Figure 1).
There was no main effect of group (F = 1.826, p = 0.179).

Age was positively correlated with Pc on correct trials (r = 0.182 p = 0.026); there was no significant
correlation of age with the Pe or the Pe effect, and there was no group difference in these correlations
with age. When covarying age, the Pe and Pe effect were negatively correlated with overall RT (Pe: r =
−0.471, p < 0.001; dPe: r = −0.386, p < 0.001), RTV (Pe: r = −0.431, p < 0.001; dPe: r = −0.413, p < 0.001),
positively correlated with accuracy (Pe: r = 0.213, p = 0.009; dPe: r = 0.313, p < 0.001) and post-error
slowing (Pe: r = 0.249, p = 0.002; dPe: r = 0.202, p = 0.013). There was no Pc correlation with behavioral
performance or group difference in correlation between Pe/Pc/Pe effect and behavioral performance.

3.2.3. Stimulus-Locked N2

The two (congruency: congruent vs. incongruent) by two (group: ADHD vs. HC)
repeated-measures ANOVA revealed a main effect of congruency (F (1,152) = 46.23, p < 0.001)
and an interaction between congruency and group (F (1,152) = 4.99, p = 0.027). Incongruent trials
elicited a larger N2 (more negative) than congruent trials; the N2 congruency effect was smaller in
participants with ADHD than in HC (Table 1; Figure 2). There was no main effect of group (F < 1,
p = 0.992).

Figure 2. N2 and P3 waveforms for participants with ADHD and HC, and topography for incongruent
correct trials (N2: 300–400 ms mean amplitude; P3: 400–600 ms mean amplitude; Baseline: −100–0 ms)
in all participants. Stimuli onset occurred at 0 msec. Con, congruent correct trials; Inc, incongruent
correct trials; ADHD, attention deficits/hyperactive disorder; HC, healthy controls.

Age was positively correlated with N2 on both congruent (r = 0.395, p < 0.001) and incongruent
trials (r = 0.338, p < 0.001), and negatively correlated with the N2 congruency effect (r = −0.194,
p = 0.016). There was no significant group difference in correlations with age. With age increasing,
participants showed larger N2 congruency effect (more negative), which was evident in HC but not
in ADHD cases (HC, r = −0.297, p = 0.009; ADHD, r = −0.084, p = 0.469; ADHD vs. HC, p = 0.118).
When covarying age, there was no significant correlation or group difference in the correlation between
N2 and behavioral performance (all ps > 0.09).
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3.2.4. Stimulus-Locked P3

The two (congruency: congruent vs. incongruent) by two (group: ADHD vs. HC)
repeated-measures ANOVA revealed main effects of congruency (F (1,152) = 84.24, p < 0.001) and
group (F (1,152) = 13.12, p < 0.001), a significant interaction between congruency and group (F (1,152)
= 6.26, p = 0.013). Incongruent trials elicited larger P3 than congruent trials. Participants with ADHD
had smaller P3 amplitudes, and also showed smaller P3 congruency effects than HC (Table 1; Figure 2).

Age was not correlated with congruent (r = −0.151, p = 0.062) or incongruent P3 (r = 0.049, p =
0.544) amplitudes, but was positively correlated with the P3 congruency effect (r = 0.375, p < 0.001).
There was no significant group difference in the correlation of age with P3 congruency effect. With age
increasing, participants showed larger P3 congruency effects. When covarying age, RT on congruent
and incongruent trials were negatively correlated with P3 at congruent (r = −0.404, p < 0.001) and
incongruent trials (r=−0.432, p< 0.001) respectively. The RT congruency effect was negatively correlated
with the P3 congruency effect (r = −0.171, p = 0.034). There was no significant association between
accuracy and P3, and there was no group difference in the correlation of P3 with behavioral performance.

3.3. The Association of Behavioral and ERP Measures with ADHD Symptoms and ADHD Subtype

3.3.1. The Association of Behavioral and ERP Measures with K-SAD-PL ADHD Symptoms

In ADHD, age was negatively correlated with ADHD total score (r = −0.385, p = 0.001) and
hyperactivity/impulsive score (r = −0.443, p < 0.001). Older youth with ADHD in our sample had
reduced symptom severity in total and hyperactivity/impulsive scores; there was no correlation of age
with the inattention score (r = 0.043, p = 0.710). When covarying age, there was no correlation between
any ADHD symptom scores (including ADHD total score, inattention score, or hyperactive/impulsive
score) and behavioral performance (all ps > 0.1). There was no correlation between ADHD symptom
scores and ERP measures, except that the P3 congruency effect was found positively correlated with
the inattention subscale (r = 0.336, p = 0.003).

3.3.2. The Association of Behavioral and ERP Measures with CBCL ADHD Problems Scale Scores

Across all subjects, age was negatively correlated with CBCL ADHD Problems Scale scores (r =
−0.179, p = 0.028). The age correlation with symptom severity was more significant in ADHD patients
than in HC (ADHD: r = −0.329, p = 0.004; HC: r = 0.194, p = 0.090; ADHD vs. HC: t = 2.13, p = 0.035).
When covarying age, ADHD Problems Scale scores were correlated with overall RT (r = 0.330, p <
0.001), RTV (r = 0.329, p < 0.001), post-error slowing (r = −0.218, p = 0.007) and the RT congruency effect
(r = 0.161, p = 0.049). When age and these significant behavioral measures were included in a backward
stepwise regression model, only RTV was found positively correlated with ADHD Problems Scale
scores (b = 0.031, p < 0.001). When covarying age, ADHD Problems Scale scores were correlated with
the CRN (r = −0.205, p = 0.013), ERN effect (r = 0.179, p = 0.030), Pe (r = −0.208, p = 0.011), Pe effect (r =
−0.176, p = 0.033), and P3 on congruent (r = −0.266, p = 0.001) and incongruent (r = −0.291, p = 0.001)
trials. When age and these significant ERP measures were included in a backward stepwise regression
model, only P3 on incongruent trials was found negatively correlated with ADHD Problems Scale
scores (b = −0.339, p = 0.004). In the ADHD or HC group alone, there was no correlation of ADHD
Problems Scale scores with any behavioral or ERP measures when covarying age.

3.3.3. Behavioral and ERP Measures Among Different ADHD Subtypes

For patients included in our sample, participants with ADHD inattentive type (14.7 ± 2.8 years)
were older than patients with combined type (11.6 ± 2.9, p < 0.001), and patients with the
hyperactive/impulsive type (12.6 ± 3.9, p < 0.001). When controlling age, there were no group
differences on any behavioral or ERP measures among the three subtypes of ADHD (all ps > 0.1).
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4. Discussion

We investigated behavioral and electrophysiological indices of performance monitoring and
the association of these indices with age in children and adolescents with ADHD and healthy
controls, using an EEG arrow-flanker task. Overall, with age increasing, participants responded faster,
more accurately, and less variably, and they showed an increased post-error slowing effect. In addition,
they exhibited an increased ERN effect and increased N2 and P3 congruency effects. Children and
adolescents with ADHD showed impaired behavioral performance, attenuated error awareness and
conflict monitoring. Specifically, participants with ADHD responded more slowly, more variably
and had reduced post-error slowing; they showed reduced ERN and Pe effects in error monitoring,
and reduced N2 and P3 congruency effects. Impaired behavioral and ERP indices of performance
monitoring are consistent with the pattern associated with younger age across groups. Moreover,
increased reaction time variability and reduced P3 amplitude in incongruent trials were associated
with increased ADHD Problems Scale scores measured by CBCL across all participants.

The developmental effects on behavioral performance across groups, including faster reaction
times, increased accuracy, decreased reaction time conflict, and decreased reaction time variability,
are consistent with the literature [51,52]. With increased age and brain maturation, children increase
their response speed and improve their attention and ability to resolve conflict. As expected, relative to
HC, participants with ADHD responded more slowly, with increased reaction time variability; they also
tended to show a larger RT congruency effect. Impairments in these behavioral measures are thought to
result from lapses in attention and failures in executive control [17]; the pattern of performance deficits
in ADHD is in line with the pattern shown in younger ages across study participants, consistent with the
developmental lag model for ADHD [53]. Regarding post-error processes, there was a lack of post-error
slowing in ADHD, while HC slowed their response after errors. However, the post-error slowing
was positively correlated with age in ADHD, suggesting that the post-error slowing effect in ADHD
was not developed until later in adolescence, which further suggests that impairment of performance
monitoring in ADHD may be associated with a developmental delay. We did not observe a reduced
accuracy among children with ADHD, which may be related to our speed-accuracy instructions to
respond quickly enough to maintain a certain number of error trials. Consistently with the previous
literature, RTV is found to be larger in ADHD than in HC; among several behavioral indices showing
group differences between ADHD and HC, RTV is uniquely associated with continuous measures of
ADHD Problems Scale scores, suggesting RTV is a robust marker of ADHD symptoms.

Error responses elicited a larger ERN and Pe than did correct responses. ERN and Pe effects were
larger with faster reaction times, reduced RTV and greater post-error adjustments, suggesting that
increased ERN and Pe effects may reflect better performance monitoring and compensatory processing.
Consistent with the literature, ERN effects increased with age and Pe effects did not change with age
in children and adolescents [54,55]. The reduced ERN effect found in ADHD compared to healthy
controls is consistent with most pediatric and adult studies on ADHD [22,56], suggesting an error
detection deficit in ADHD. Following early error detection, participants with ADHD showed a reduced
Pe effect compared to healthy controls, suggesting alterations in the evaluation of error responses and
their motivational significance. Individuals with ADHD may fail to initiate adaptive control processes
after errors to make adjustment in the next trial, as demonstrated by diminished post-error slowing.
Together with evidence of a larger ERN effect with increasing age, and larger ERN and Pe effects
with better performance, the alteration of ERN and Pe effects in ADHD may be associated with a
developmental delay in ADHD.

Incongruent compared with congruent stimuli yielded the typical N2 and P3 amplitude
enhancement across groups. Both effects were stronger when participants were older across groups,
suggesting larger N2 and P3 effects may reflect enhancements of conflict monitoring with age. While N2
was not associated with behavioral performance, a larger P3 effect was associated with a reduced RT
congruency effect. Participants with ADHD showed reduced N2 and P3 effects, indicating problems
with conflict monitoring and attention resource allocations. Specially, the attenuated N2 congruency
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effect in ADHD is consistent with previous findings that N2 is reduced in ADHD and unaffected
siblings [25], and in line with the notion that N2 is an index for a general conflict monitoring process.
In ADHD, the reduced P3 congruency effect and the reduced P3 amplitude on both congruent and
incongruent trials are consistent with previous findings of a general deficit in attention resource
allocation [37]. Meanwhile, P3 amplitude on incongruent trials was negatively correlated with CBCL
ADHD Problems Scale scores as a continuous measure across groups, further suggesting the cognitive
process underlying P3 may serve as a target of intervention to reduce ADHD symptoms. Reduced
congruency effects indicated by N2 and P3 in ADHD, together with stronger N2 and P3 effects with
age increasing across groups, could also imply a developmental delay in ADHD.

The current study investigated performance monitoring and its development in ADHD. Our study
used a larger sample size (n = 77 per group) and broader age range (ages 8–18) than has been typical in
the literature, and in addition, our control group was closely matched in age and matched in gender.
While the broad age range allowed us to investigate age effects on performance monitoring, the sample
was less homogenous and sample size was small for any given age, preventing us from analyzing the
effects of other factors, such as gender, comorbidity and medication [6]. Moreover, the current study
included participants ranging in age from 8 to 18 years old, though the development of performance
monitoring begins earlier and continues later into the life course [49]; further work should evaluate
the relationship between brain activation and ADHD across a wider age range. We have interpreted
developmental results using a cross-sectional design, which needs to be verified through a longitudinal
design. Another limitation of our study is that we included patients with comorbid anxiety, depression
and ODD in ADHD group to increase sample size. While comorbid anxiety may have increased ERN
in the ADHD group [57], effects of anxiety, depression and ODD comorbidity on different measures of
ERPs call for further investigation.

5. Conclusions

This study using ERPs to investigate performance monitoring and its development in ADHD adds
to our knowledge of alterations and developmental delays in conflict processing and error monitoring
in children with ADHD. Future research should be longitudinal and should include participants across
the life span to determine developmental course of performance monitoring and its neural correlates
in ADHD. It will also be important to identify behavioral and neural targets for intervention, both for
clinical benefit as well as to develop better causal models of the development of ADHD symptoms.
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Abstract: Objective: Attentional problems are amongst the most commonly reported complaints
following mild traumatic brain injury (mTBI), including difficulties orienting and disengaging
attention, sustaining it over time, and dividing attentional resources across multiple simultaneous
demands. The objective of this study was to track, using a single novel electrophysiological task,
various components associated with the deployment of visuospatial selective attention. Methods:
A paradigm was designed to evoke earlier visual evoked potentials (VEPs), as well as attention-related
and visuocognitive ERPs. Data from 36 individuals with mTBI (19 subacute, 17 chronic) and
22 uninjured controls are presented. Postconcussion symptoms (PCS), anxiety (BAI), depression
(BDI-II) and visual attention (TEA Map Search, DKEFS Trail Making Test) were also assessed. Results:
Earlier VEPs (P1, N1), as well as processes related to visuospatial orientation (N2pc) and encoding in
visual short-term memory (SPCN), appear comparable in mTBI and control participants. However,
there appears to be a disruption in the spatiotemporal dynamics of attention (N2pc-Ptc, P2) in
subacute mTBI, which recovers within six months. This is also reflected in altered neuropsychological
performance (information processing speed, attentional shifting). Furthermore, orientation of attention
(P3a) and working memory processes (P3b) are also affected and remain as such in the chronic
post-mTBI period, in co-occurrence with persisting postconcussion symptomatology. Conclusions:
This study adds original findings indicating that such a sensitive and rigorous ERP task implemented
at diagnostic and follow-up levels could allow for the identification of subtle but complex brain
activation and connectivity deficits that can occur following mTBI.

Keywords: mTBI; event-related potentials; visual–attentional processing; brain connectivity;
neuropsychological measures; postconcussion symptoms

1. Introduction

In recent years, an increasing number of studies have shown the impact of mild traumatic brain
injury (mTBI) on cognitive functions. The fact that mTBIs are considered a major health issue involving
long-term health risks raises questions as to how their impact can be best identified and measured in
order to be treated and managed optimally.

A TBI is produced by a large transfer of energy generated by a direct impact of the head against a
hard surface, or by forces (acceleration, deceleration, rotation) created during the impact [1]. In the
case of mTBI, these forces are responsible for stretching of the axons and microbleeds, which lead
to a complex neurometabolic cascade [2]. There is now growing and reproducible evidence that
following mTBI microstructural damage and neurochemical imbalances occur in a number of brain
regions (e.g., frontal, temporal, motor cortex) and in white matter integrity (e.g., corpus callosum) [3–8].
These alterations have been related to the known post-mTBI physical (e.g., headaches, drowsiness,
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fatigue, dizziness), cognitive (e.g., attention and memory problems, bradyphrenia), and affective
(e.g., irritability, depression, anxiety) symptoms [1,9,10]. These symptoms are more intense in the first
days and weeks following the injury and slowly decrease during the subacute recovery period, which
has been described as the first three months post-trauma. However, in a non-negligible proportion of
individuals these symptoms are at risk of becoming chronic [11].

Attentional problems such as difficulties orienting and disengaging attention [12], sustaining
it over time, and/or dividing attentional resources across multiple simultaneous demands [13,14]
are amongst the most common complaints reported by individuals after a mTBI. On a behavioural
level, these deficits usually disappear over a period of seven to 10 days [10,12,15]. However, mTBI
can have negative long-term neuropsychological impacts on subtle aspects of complex attention and
working memory [16,17], even with normal behavioural performances, where some individuals report
the persistence of attentional difficulties that interfere with the demands of their daily life and social
participation. The need for a more sensitive functional measure of the impact of mTBI on distinct steps
involved in the deployment of attention thus remains.

Event-related brain potentials (ERPs) can represent a relatively simple, inexpensive, and precise
answer to that question because they allow us to assess the integrity (reflected by the amplitude of a
component) and efficiency (reflected by its latency) of specific and complex cognitive processes [1,18].
With excellent temporal resolution, ERPs possess an advantage over reaction time measures because
they provide measures of multiple stages of cognitive processing, instead of the summation of the
duration of all the intervening mechanisms involved in the generation of a response [18].

Experimental paradigms have historically been designed to study precise cognitive processes
along with their event-related components. For instance, oddball paradigms have been used to evoke
the P3, a component reflecting a target stimulus upgrade in working memory [19]. Such paradigms
have been shown to be sensitive following mTBI [20–24]. However, since mTBI can present with
deficits at different levels within the deployment of attention, one needs to be able to rapidly track the
steps of the process that are distinctly affected.

The objective of this study was to track, with the help of a single task, the deployment of
visuospatial attentional mechanisms and to identify underlying deficits at different recovery time
points after mTBI. The task we used allowed us to measure the integrity of the different visual
and cognitive processes involved in the deployment of visuospatial selective attention. We studied
components reflecting earlier visual–attentional processing, such as the N1 (discrimination processes
within the focus of visual attention and central attention) [25,26], P1 (facilitation effect for stimuli
presented at an attended localisation) [27], and P2 (early attentional modulation) [28] components,
which we expected would not be different between the mTBI and control groups. We also investigated
later attention-related and visuocognitive mechanisms such as the N2pc (deployment and orientation
of visuospatial attention) [28], Ptc (target isolation once identified among distractors) [29], SPCN
(encoding in visual short-term memory, working memory capacity) [30], P3a (disengaging of attention
to re-orient toward novel stimuli) [31], and P3b (tracking of task-relevant stimuli during updating in
working memory) [19] components, which were expected to be affected, at least for later components.

2. Materials and Methods

2.1. Participants

Three groups of participants were enrolled in the study: 24 uninjured controls, 24 individuals in
the subacute phase of mTBI (first three months post-mTBI), and 24 individuals in the chronic phase of
mTBI (six months to one year post-trauma).

The uninjured control participants were recruited through publicity posted in a community centre.
Exclusion criteria consisted of any neurological (history of brain trauma, seizures, attention deficit
disorder, or learning disability) or psychiatric (depression, anxiety disorder, or other) antecedents.
The mTBI participants had sustained their injury during an accident involving a motor vehicle or a
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fall. Diagnostic criteria for mTBI were: 1) Glasgow Coma Scale, on presentation at emergency room,
between 13 and 15 (on a maximum total of 15); 2) having had any alteration in consciousness not
lasting more 30 min or a post-traumatic amnesia duration of less than 24 h [32]. All participants with
mTBI had been diagnosed by a rehabilitation medicine physician and were recruited from either a
local trauma hospital or a rehabilitation centre. Exclusion criteria were the same as for the control
participants. Additionally, participants with muscular–skeletal lesions or whiplash injuries sustained
during or prior to the accident that caused the mTBI were excluded. The chronic mTBI group included
eight participants from the subacute group who were re-tested. Also, according to event-related
potential guidelines [18], all participants had to be at least 48 h removed from any alcohol or drug
intake, and those under psychoactive medication were not included in the study. All participants had
normal or corrected-to-normal vision.

Data from some participants had to be excluded from the analysis because of loss of trials (more
than 50% of trials) due to eye blinks, movements, excessive sweating, or very large alpha oscillations
that were mainly related to temporary temperature control issues in the testing environment. Analyses
were performed on data from 22 participants in the control group (12 males, mean age 26.8 years,
SD 6.6), 19 in the subacute mTBI group (17 males, mean age 36.6 years, SD 13.5, mean postinjury time
57 days, SD 19), and 17 in the chronic mTBI group (11 males, mean age 39.2 years, SD 13.5, mean
postinjury time 271 days, SD 87). Groups were not quite equivalent for age (F(2,55) = 3.29, p = 0.045),
with the control group being slightly younger, and there were more males (X2(2, n = 58) = 6.02,
p = 0.049).

2.2. Procedure

A consent form, previously approved by the institutional ethics committee, was signed by
the participants before their participation in the study. Neuropsychological and ERP testing lasted
approximately 90 min, including electrode preparation/removal and frequent breaks. Participants
received a financial compensation of 80 Canadian dollars for their participation.

2.2.1. Neuropsychological Testing

To quantify the presence of self-reported symptoms, participants rated the Postconcussion
Symptoms scale (PCS; 22 items, rated 0—asymptomatic to 6—severely symptomatic, for a maximum
score of 132) [33]. Participants also completed the Beck Anxiety Inventory Scale (BAI; 21 items,
rated 0—symptoms absent to 3—severe symptoms, for a maximum score of 63) [34] and the Beck
Depression Inventory Scale–II (BDI-II; 21 items, rated 0—symptoms absent to 3—severe symptoms,
for a maximum score of 63) [35]. Visual attention was tested with the Map Search subtest (number of
target symbols circled among distractors within 1 and 2 min, maximum 80) of the Test of Everyday
Attention (TEA) [36], and by the Delis-Kaplan Executive Function System (DKEFS) Trail Making Test
(time to completion for conditions 1 to 5: Visual Scanning, Number Sequencing, Letter Sequencing,
Number–Letter Sequencing, Motor Speed) [37].

2.2.2. ERP Paradigm

The paradigm used in this study, which is presented in Figure 1, was first described by
Bolduc-Teasdale, Jolicoeur & McKerral [38], where the detailed procedure, which was based on
previously published paradigms [19,39,40], can be found.

2.2.3. EEG recording and Analysis

We used a widely accepted EEG recording and analysis method, with a 64 Ag/AgCL scalp-electrodes
montage, along with VEOG and HEOG electrodes and mastoid reference [38]. Number of trials
included in EEG averaging were similar across conditions and groups, with a minimum of 35 trials per
task condition.
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Figure 1. Experimental paradigm. Top panel: Experimental design. Each of the four squares subtended
a visual angle of 1◦ × 1◦ with an opening of 0.33◦ on one side. Two squares were presented on each
side of the fixation point. The centre of the squares nearest to the fixation point was 1.5◦ below and
3.5◦ to the left or the right of the fixation point. The centre of the farthest squares was 3◦ below and
5◦ to the left or right of the fixation point. The target square was presented equally often at each of
the four possible positions (near left of fixation, near-right of fixation, far-left of fixation, far-right
of fixation). The squares were in one of three different colours; blue, red, or green. The ERPs were
evoked by manipulating the position of the opening of target squares, their colour, and the frequency
of their occurrence. All these parameters were counterbalanced amongst participants such that the
specific colours were not confounded with the various conditions in the experiment (the colours
illustrated in Figure 1 represent the colour assignments for one of the many counterbalanced conditions).
The intensity of the different colours of squares was calibrated to be equiluminant with a chroma meter
(Minolta CS100) in order to control for low-level sensory responses. Lower panel: Stimuli. I. Frequent
position of the square opening (standard stimulus), II. Infrequent position of the square opening (target
stimulus), III. Infrequent colour of the target stimulus, IV. Same colour stimulus. Colour of different
type of stimuli was counterbalanced among participants.

Epochs were baseline-corrected based on mean amplitude of activity recorded over a period of
200 ms prestimulus. Subtraction methods were used to isolate specific ERP components. The P3a
wave was obtained by averaging waveforms associated with irrelevant infrequent trials and frequent
standard trials separately, and then subtracting the frequent standard stimuli activity from the irrelevant
infrequent target signal. The latency of the P3a on the Fz electrode site was calculated by measuring
the most positive point recorded between 350–540 ms for all groups [41]. The mean amplitude of this
component was also quantified over the same time frame. To isolate the P3b component, infrequent
response trials and frequent response trials were averaged separately. Activity for frequent stimuli was
subtracted from the averaged infrequent target signal. The time window that was then used to quantify
the P3b mean amplitude was between 500–615 ms for all groups. The latency of this component was
calculated by taking the most positive point recorded within this predefined time window on the Pz
electrode site [42].

The N2pc and SPCN components were obtained by separately averaging trials with either right
or left visual targets over 1000 ms epochs, including a 200 ms prestimulus baseline. These components
were obtained by subtracting ipsilateral neural activity (recorded over the hemisphere on the same
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side as the stimulated visual field) from contralateral neural activity (recorded over the hemisphere on
the opposing side of the stimulated visual field). For all groups, the mean amplitudes were computed
in time windows between 245 and 265 ms for the N2pc, and 380–680 ms for the SPCN. Previous work
has shown that such lateralized components reached maximum peak amplitudes at the P07 and P08
electrode sites [28,43].

Using the same methodology as that previously described to obtain the N2pc and the SPCN
(subtracting ipsilateral neural activity from contralateral neural activity), we also obtained the Ptc
(positivity toward temporal electrodes contralateral). The analyses were conducted on the P07-P08
electrodes and the time window analysis was defined between 290–320 ms for all groups. The N2pc-Ptc
peak-to-peak amplitude was calculated as a measure of spatiotemporal attentional efficiency.

P1, N1, and P2 waveform analyses were conducted on the Oz electrode site, between 80–90 ms,
140–170 ms, and 215–225 ms, respectively, for all groups.

For each component, maximal mean amplitude was measured in the indicated time window for
each peak based on the grand average waveform. The latency was estimated using a semi-automatic
peak detection function in the Brain Vision Analyzer program (Brain Products GmbH, Gilching,
Germany). The indicated time windows set around the peak of the components and visual inspection
assured that the peak detected corresponded with the maximal point of the component.

2.3. Statistical Analysis

Descriptive statistics were used to analyse the latency and amplitude data of each ERP component,
behavioural data from the ERP recordings task, and neuropsychological data. Analysis of variance
(ANOVA) was subsequently used for hypothesis testing across the three groups.

3. Results

3.1. Neuropsychological Results

Mean scores were computed for each measure, for the three groups, and are shown in Table 1.

Table 1. Neuropsychological test results for the three groups.

Task
Controls

Mean (SD)
Subacute mTBI

Mean (SD)
Chronic mTBI

Mean (SD)
F

PCS Number of symptoms 2.97 (2.78) 8.69 (5.75) 7.37 (5.37) 8.78 *
PCS Total score 5.16 (5.76) 21.62 (18.12) 19.67 (21.04) 6.57 *
BAI 4.57 (3.72) 8.04 (7.60) 7.94 (11.69) 0.25
BDI-II 5.36 (3.97) 11.94 (8.23) 10.41 (10.43) 4.09 *
Map Search 1 min (targets) 59.64 (13.91) 52.58 (12.28) 53.90 (14.93) 1.55
Map Search 2 min (targets) 77.06 (4.85) 74.84 (6.88) 75.60 (7.38) 1.04
Trail 1 (s) 16.59 (2.92) 19.42 (8.20) 18.35 (5.82) 1.19
Trail 2 (s) 27.37 (7.63) 33.94 (9.52) 34.47 (12.93) 3.17 *
Trail 3 (s) 25.94 (7.28) 33.57 (9.89) 30.88 (8.73) 4.14 *
Trail 4 (s) 57.95 (15.70) 75.50 (29.28) 68.71 (15.52) 3.62 *
Trail 5 (s) 23.82 (10.23) 35.79 (32.09) 31.65 (17.84) 1.62

* Significant at p < 0.05.

Scores on the PCS for number of symptoms reported and total symptom score were submitted
to a between-groups ANOVA. Results showed significant differences across groups for both number
of reported symptoms (F(2,49) = 8.40, p = 0.001, η2 = 0.23) and total symptom score (F(2,49) = 6.61,
p = 0.003, η2 = 0.19). Post hoc analysis showed that subacute and chronic mTBI groups reported more
symptoms than controls (number of symptoms: p < 0.05; total score: p < 0.05). There was no significant
difference between subacute and chronic mTBI (number of symptoms and total score: p > 0.05).

Analyses for the BAI and BDI-II were conducted on the total score for each group. There were
no significant group differences for anxiety scores on the BAI (F(2,55) = 1.41, p = 0.25). There was a
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significant difference for depression scores on the BDI-II (F(2,55) = 4.10, p = 0.02, η2 = 0.13), with post
hoc analysis showing that the subacute mTBI group reported higher levels of depressive symptoms
than the control group (p < 0.03), although not reaching the clinical criteria for depression (Beck, Sterr,
and Garbin, 1988).

TEA Map Search analyses were conducted on the 1 min and 2 min conditions. There were no
significant between-group differences for these two conditions (1 min: F(2,55) = 1.55, p = 0.22), 2 min:
F(2,55) = 1.04, p = 0.36).

The D-KEFS Trails (conditions 1 to 5) analyses showed significant between group differences for
Trail 2 (number sequencing) (F(2,55) = 3.17, p = 0.05, η2 = 0.10), Trail 3 (letter sequencing) (F(2,55) = 4.14,
p = 0.02, η2 = 0.13) and Trail 4 (number-letter sequencing, switching condition) (F(2,55) = 3.62, p = 0.03,
η2 = 0.12). There were no between-group differences for Trail 1 (detection condition) (F (2,55) = 1.2,
p > 0.31) or Trail 5 (motor control condition) (F(2,55) = 1.62, p = 0.21). Also, the three groups had
equivalent number of errors (F(2,55) = 0.21, p = 0.82). Post hoc analyses showed that subacute mTBI
participants had slower completion times than the control group for Trail 2 (p < 0.09), Trail 3 (p < 0.02)
and Trail 4 (p < 0.03).

3.2. Task Performance

Mean percentage of accuracy was computed for each condition (same colour trials, infrequent
position or colour, frequent position or colour, right hemifield, left hemifield), for the three groups.
The first 400 trials were included in the analysis in order to eliminate possible practice and fatigue
effects. Mean percentage of accuracy in the visuospatial attention task for each condition and for all
groups are presented in Table 2. Results show that control as well as mTBI participants showed valid
and reproducible behavioural data on the task. Groups were equivalent on all the conditions of the
task (Fs < 1).

Table 2. Accuracy (percent) for each task condition, for the three groups.

Task Condition
Controls

Mean (SD)
Subacute mTBI

Mean (SD)
Chronic mTBI

Mean (SD)

Same colour 96.3 (4.8) 95.7 (9.7) 92.8 (23.6)
Infrequent target position 90.3 (6.0) 83.1 (19.9) 90.2 (9.2)
Frequent target position 96.3 (4.3) 94.6 (4.3) 95.4 (5.7)
Infrequent target colour 95.8 (3.5) 89.7 (9.6) 90.3 (13.6)
Frequent target colour 94.6 (5.1) 92.3 (6.5) 95.1 (4.9)
Right 95.1 (3.7) 91.7 (7.4) 93.3 (7.2)
Left 94.5 (4.8) 91.8 (7.1) 94.9 (4.4)

Mean reaction times for correct responses were computed for each condition (same colour trials,
infrequent position or colour, frequent position or colour, right hemifield, left hemifield), for each
group. Results are presented in Table 3. For all individual conditions tested, there was a significant
between group difference on mean reaction times (Fs(2,55) ≥ 3.7, ps < 0.05), where subacute mTBI
participants were slower than controls (p < 0.05).

Table 3. Reaction time (ms) for each task condition, for correct trials, for the three groups.

Task Condition
Controls

Mean (SD)
Subacute mTBI

Mean (SD)
Chronic mTBI

Mean (SD)

Same colour No-go trial No-go trial No-go trial
Infrequent target position 769 (122) 876 (150) 801 (99)
Frequent target position 754 (129) 832 (143) 776 (138)
Infrequent target colour 778 (114) 878 (164) 830 (155)
Frequent target colour 752 (132) 832 (141) 771 (115)
Right 746 (123) 839 (144) 782 (137)
Left 769 (131) 842 (141) 781 (110)
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3.3. Electrophysiological Results

Results showed no significant amplitude or latency differences between groups for P1
(F(2,55) = 1.737, p = 0.186; F(2,55) = 0.679, p = 0.52) and N1 components (F(2,55) = 0.232, p = 0.79;
F(2,55) = 0.605, p = 0.55). Although it did not reach the significance level, there was a tendency toward
a larger P2 amplitude in controls (F(2,55) = 2.783, p = 0.07). The were no significant latency differences
for the P2 component (F(2,55) = 2.312, p = 0.11) (see Figure 2).

 

Figure 2. Grand average waveforms at Oz showing the visual P1, N1, and P2 components, and
corresponding topographical maps, for controls (plain line), subacute mTBI (dashed line), and chronic
mTBI (dotted line) participants. There is a tendency towards a larger P2 amplitude in controls.

N2pc results show that there were no significant differences between groups for the amplitude
of the N2pc (F(2,55) = 0.960, p = 0.39), nor for its latency (F(2,55) = 1.368, p = 0.26) (see Figure 3).
The same was found for the amplitude of the Ptc component (F(2,55) = 1.07, p = 0.35), and its latency
(F(2,55) = 2.616, p = 0.08). When comparing peak-to-peak amplitude shifts from the N2pc to the
next-positive peak, the Ptc, the result was significant (F(2,55) = 4.25, p = 0.02, η2 = 0.13), with a smaller
amplitude shift between these components for subacute mTBI participants compared to controls
(p < 0.05). Figure 3 also depicts averaged SPCN waveforms obtained on pooled electrodes PO7-PO8.
There were no significant between-group differences for SPCN amplitude (F(2,55) = 0.7, p = 0.5).

There were significant differences between groups for the amplitude of the P3a (F(2,55) = 5.571,
p = 0.01, η2 = 0.17). Post hoc analysis showed that P3a was significantly larger for mTBI groups
(subacute and chronic compared to controls: p < 0.05). There were no significant differences between
groups for P3a latency (F(2,55) = 1.483, p = 0.24) (see Figure 4).
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Figure 3. Grand average N2pc, Ptc, and SPCN components, evoked by lateralized stimuli, recorded at
P07-P08 for controls (plain line), subacute mTBI (dashed line), and chronic mTBI (dotted line) groups.
The N2pc-Ptc peak-to-peak amplitude shift is significantly smaller in the subacute mTBI group than
in controls.

 

Figure 4. Average P3a components, obtained after the subtraction of activity evoked by same colour
target and frequent colour standard stimuli, recorded at Fz, and corresponding topographical maps.
The amplitude of the P3a component is significantly enhanced for subacute mTBI (dashed line) and
chronic mTBI (dotted line) participants, in comparison with controls (plain line).

P3b results are shown in Figure 5. P3b amplitude was significantly smaller in both groups of
mTBI participants (p < 0.05) relative to control participants (F(2,55) = 7.214, p < 0.002, η2 = 0.21).
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The latency of the P3b was also significantly delayed in the mTBI groups (p < 0.05) compared to
controls (F(2,55) = 7.839, p < 0.001, η2 = 0.22).

 

Figure 5. Grand average P3b components, obtained after the subtraction of activity evoked by infrequent
position target stimuli and frequent position standard stimuli, recorded at Pz, and corresponding
topographical maps. The P3b is significantly reduced and delayed in the subacute mTBI group (dashed
line) and reduced in the chronic mTBI group (dotted line) in comparison with controls (plain line).

4. Discussion

The electrophysiological paradigm implemented in the present study allowed us to measure
several visuoperceptual and cognitive functions in a single session, resulting in a detailed examination
and in original findings regarding the possible functional consequences of mTBI.

First, this study agrees with previous results by showing that, after a mTBI, earlier visual potentials
are comparable to data from uninjured control participants [22]. It is, however, worth mentioning that
there was a strong tendency for P2 amplitude reduction in mTBI compared to controls. This could
suggest early attentional modulation difficulties in the form of less efficient visual search following
mTBI [44].

Neuropsychological testing is recognized as an important part of the evaluation and follow-up of
possible sequalae caused by mTBI [45]. It is now well known that, while symptoms sometimes recover
within the few days after an injury, cognitive deficits may persist for longer [46]. The results obtained
in this study are in accordance with the literature demonstrating that neuropsychological measures can
be sensitive after a mTBI, at least in the subacute phase. Participants tested in the first three months
post-mTBI showed slower processing speed in a visual attention task. While their basic selective visual
attention abilities (TEA Map search, DKEFS Trail 1) appeared intact, they were negatively affected on a
condition requiring rapid visuospatial processing (DKEFS: Trails 2 and 3), as well as in a condition
known to target attentional and cognitive flexibility (DKEFS: Trail 4).

The chronic mTBI participants in this study did not show significant neuropsychological deficits.
This result is in accordance with the literature, which often failed to demonstrate long-term effects on
clinical neuropsychological testing after a single mTBI [47]. However, studies using more sensitive

131



Brain Sci. 2019, 9, 343

neurocognitive tasks measuring information processing speed and working memory have been able
to show persisting cognitive impacts following mTBI [17,48]. Also, some studies have shown some
neuropsychological deficits after two or more mTBIs [49,50].

In this study, the electrophysiological paradigm used revealed several statistically significant
impacts, with large effect sizes, on neurocognition following a single mTBI. Previous work has
found decreased amplitudes and increased latencies of the P3b component after mTBI [20,22,49,51].
Our results replicate such a pattern, where participants who sustained a mTBI showed significantly
decreased amplitudes and increased latencies on the P3b component. Animal models have suggested
that these impacts could be explained by the fragility of the hippocampic cells and of their related
brain circuits, which are involved in updating the stimulus representation within working memory
during an oddball paradigm and are thus reflected in the P3b component [52].

Neurometabolic and microstructural changes taking place after a mTBI were thus evidenced using
the present ERP paradigm and can explain the decrease in efficiency and speed of associated cognitive
processes. Indeed, participants who sustained a mTBI and were tested during the subacute phase
(less than three months post-trauma) did have slower response times than uninjured controls and
individuals with chronic mTBI during the ERP task, as well as on the neuropsychological tests requiring
deployment of visuospatial attentional and executive processes. Another indicator that these cognitive
processes were impacted by mTBI and were not as efficient as those of uninjured control participants is
the fact that, while neuropsychological measures in the chronic mTBI group were comparable to those
of the control group, P3b results showed persisting amplitude attenuation, even six months postinjury.
This finding is in accordance with studies reporting the longer-term impact of mTBI on the P3b [21].
While the study of de Beaumont and al. [21] showed this type of result after multiple concussions,
the present study demonstrates that such impairments can occur after a single mTBI.

Based on a study published by Halterman et al. [12], we assumed that orienting visuospatial
attention would be affected in the subacute phase after mTBI. Indeed, they showed that individuals
with mTBI were slower than controls in an orientation task, especially on the executive components of
the task. In our ERP task, the N2pc component reflects these mechanisms, more precisely the attentional
filter that allows the orientation of attention toward the target. Results obtained in this study did not
show a significant impact of mTBI on the N2pc, although, as shown in Figure 3, visual inspection of
the component appears to indicate an amplitude reduction in mTBI compared to controls at a more
acute stage. This result is consistent with a previous study by de Beaumont et al. [49], who found no
significant effect on that component at nine months post-trauma in athletes who sustained multiple
concussions. The N2pc is a component of relatively small amplitude (often less than 3 μV) obtained
from a subtraction (contralateral minus ipsilateral), and thus the difference score has the combined
variance of the contralateral and ipsilateral waves. It is possible that more participants could have
allowed a significant difference to emerge. Indeed, even a small decrease in the amplitude of the
N2pc could be clinically significant without being statistically significant. The same pattern of results
was obtained with the SPCN, which represents the coding of visual information in visual short-term
memory. As the N2pc, the SPCN is of very small amplitude, so at this point, it is not possible to exclude
the possibility that this component could be affected by a mTBI in larger groups of participants.

Further observation of the results allows the identification of the latency shift between the N2pc
and the following positivity Ptc peak, which significantly differs between the control and subacute
mTBI groups. The Ptc component is thought to reflect the process used to isolate the target once it is
identified among distractors [29]. The shorter N2pc-Ptc peak-to-peak amplitude shift in the subacute
mTBI group is another aspect that points to a disruption in the spatiotemporal dynamics of attentional
processes following mTBI. This mechanism appears to be affected in the subacute phase but seems
to recover among chronic mTBI participants. Such a fluctuation in these spatiotemporal processes
could have important implications, especially when clinicians contribute to return to play decisions for
athletes. Indeed, contact sports rely heavily on visual–attentional abilities and require one to be alert
and respond rapidly in order to avoid re-injury. Knowing that another mTBI within a short time frame
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could ultimately result in a second impact syndrome, causing massive brain swelling and sometimes
death [53], returning an athlete to play before the recovery of such neurophysiological alterations could
have major impacts on the health of the player.

While these mechanisms appear to recover within a few months after mTBI, the results of the P3b
differ in the way that the amplitude decrease and latency increase shown for this component, as well
as postconcussion symptoms, remain significantly present in the chronic stage of mTBI. The results
obtained for the P3a also show a long-term impact on the orientation of attention. Indeed, it appears
that the mTBI participants (both subacute and chronic) had difficulties in disengaging their attention
(as reflected in a much larger and sustained amplitude) once it had been directed toward the target.
Such a result was also obtained for the subacute mTBI group on the neuropsychological task tapping
into this process (D-KEFS: trail 4). Indeed, it measures cognitive flexibility, a process that allows one to
disengage attention to be able to switch between different stimuli. While this task was affected in mTBI
in the subacute phase, P3a results show that this disengaging process was still impaired after more
than six months postinjury. These original results, which are along the same line as others obtained
with different methodologies [13,14,17], underscore the importance of carefully monitoring, with
appropriate tools, individuals with mTBI who need to go back to activities that require maintaining
high attentional levels or multitasking (e.g., operation of heavy machinery, contact sports, driving).

The main limitation of this study is the small number of participants in each group and the
cross-sectional design. Indeed, we were confronted with different recruitment and participation
retention issues because of the nature of this clinical population. Also, some of the participants had to
be removed from the analyses because they showed too many artefacts on their EEG. Performance
accuracy rates were, however, very high in all groups. Among the participants included in the analyses,
we noticed a relatively high degree of inter- and intra-individual variability. Nonetheless, effect sizes
for significant results were large.

Future studies with a greater number of subjects will help to determine the optimal conditions
for clinical use of this paradigm. This is especially relevant as this new task allowed us to track the
deployment of visuospatial attention as reflected in several ERP components, ultimately providing
a rich possible set of biomarkers for mTBI. For example, in some individuals with mTBI, we were
able to observe a clear decrease of the N2pc, with a normal P3b and SPCN. For other participants,
the P3b was decreased, while the N2pc and the SPCN were normal. These specific patterns were lost
in the averaging process required for ERP analyses. It appears that the clinical interest of this ERP
task lies in the gathering of normative data that could bring to light these different individual clinical
neurocognitive patterns of visual–attentional processing after a mTBI.

5. Conclusions

It thus appears that such a complete, sensitive and rigorous task [38] implemented at the diagnostic
level can provide a clear and specific window into brain functions and connectivity, allowing the
identification of multiple and complex alterations in attention following mTBI. This highlights the
necessity of measuring various aspects of information processing before drawing an early conclusion
of complete recovery on the basis of a single variable or of postconcussion symptomatology alone.
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Abstract: We reanalyzed, modeled and simulated Event-Related Potential (ERP) data from 13 healthy
children (Mean age = 5.12, Standard Deviation = 0.75) during a computerized visual sustained
target detection task. Extending an ERP-based ACT–R (Adaptive Control of Thought–Rational)
neurocognitive modeling approach, we tested whether visual sustained selective-set attention
in preschool children involves the enhancement of neural response to targets, and it shows key
adult-like features (neurofunctional homology). Blinded automatic peaks analysis was conducted
on vincentized binned grand ERP averages. Time-course and distribution of scalp activity were
detailed through topographic mapping and paths analysis. Reaction times and accuracy were
also measured. Adult Magnetic Resonance Imaging-based mapping using ACT–R dipole source
modeling and electric-field spiking simulation provided very good fit with the actual ERP data
(R2 > 0.70). In most electrodes, between 50 and 400 ms, ERPs concurrent with target presentation
were enhanced relative to distractor, without manual response confounds. Triangulation of peak
analysis, ACT–R modeling and simulation for the entire ERP epochs up to the moment of manual
response (~700 ms, on average) suggested converging evidence of distinct but interacting processes of
enhancement and planning for response release/inhibition, respectively. The latter involved functions
and structures consistent with adult ERP activity which might correspond to a large-scale network,
implicating Dorsal and Ventral Attentional Networks, corticostriatal loops, and subcortical hubs
connected to prefrontal cortex top-down working memory executive control. Although preliminary,
the present approach suggests novel directions for further tests and falsifiable hypotheses on the
origins and development of visual selective attention and their ERP correlates.

Keywords: event-related potentials; visual sustained selective attention; voluntary control;
self-regulation; executive functions; preschool children; ACT–R; Dipole analysis; spiking simulation

1. Introduction

Relative to goal-directed actions (manifested with behavioral responses), selective-set (as defined
by Kahneman and Triesman [1]) is a mechanism of selective attention which underlies the ability
of detecting task-relevant target information while ignoring (temporally simultaneous or separate)
irrelevant information within a sequence of stimuli [1]. In many variations of the selective-set paradigm,
speed and accuracy of behavioral response generally improve with age (for review see [2]), and one
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consistently replicated finding is a sharp developmental transition observed in children between
3 and 5 years of age—he developmental period usually known as “preschool”. This transition is often
implied as a critical period for detailing neurofunctional mapping [3,4], and for understanding typical
and atypical development of executive attention during the lifespan [5].

The preschool transition has also been reported in studies in which event-related potentials (ERPs)
were measured concurrently with different variants of the selective-set paradigm. An important
component of selective-set detection is response inhibition, which has been studied in the laboratory by
using deviant target detection tasks such as the go/no-go task, continuous performance task (CPT)
and the stop-signal task [4–6]. Specifically, in ERP studies, predominantly in the auditory modality,
larger amplitudes of the N2 with (200–300 ms) component have been found for successful responses to
no-go trials compared to go trials, which are similar to those found in adults [6–8]. However, the N2
component of young children is usually observed between 250 and 500 ms after stimulus onset [9,10]
and the no-go N2 effect is larger and more widely distributed across the fronto-parietal electrodes [9,11].
Similar findings in both morphology and latency differences have been reported for other visual
processing and visual search tasks [12,13] and in a body of converging findings on error monitoring
during visual go/no-go tasks related to error positivity (Pe) and negativity (ERN) components [14–16].

To date, Ridderinkhof and van der Stelt [17] conducted the most exhaustive review (including
reviews of older studies) of adult and children’s ERP data, which shows that signatures such as the
N200 and P300-like (especially the P3b component) were reported in experiments using deviant target
detection paradigms such as visual oddball tasks. Importantly, these studies included small convenience
samples of 5–6 year-old children (sometimes in groups of broader age ranges, i.e., 4–7 year-olds).
Late negative Nc (410 ms) and positive Pc (900 ms) waves (see [18]) as well as Slow Waves were
observed in the young participants, and further in conditions where targets were novel stimuli. During
the preschool and kindergarten years, the timing of the P300 is significantly slower, peaking on average
around 700 ms and ranging between about 600 and 900 ms. Both children and young adults show
greater P3 amplitudes to target, attended stimuli relative to non-target, unattended stimuli, and their
topographical organizations are qualitatively similar in distribution across posterior electrodes [18].

Based on a modeling analysis of the reviewed studies, Ridderinkhof and Van der Stelt [17]
concluded that attentional selective-set is essentially “adult-like” in preschool children, but the
age differences in ERP wave morphology and latency may indicate that processing speed and
efficiency undergo developmental improvement. Thus, their conclusion implies a form of
developmental homology, i.e., an equivalence of structure and functions at two different developmental
moments [19]—preschool and adulthood—capturing some neurocognitive aspects of selective-set,
but not others (such as, for instance, those related to the execution of response). How this
correspondence may practically translate to specific neural mechanisms is still an open question.

According to an influential interpretation [20,21], preschool transition involves a shift from
involuntary detection and response towards novelty, to voluntary control of attention and of response
to target (including withholding response or attenuating distractors’ interference, or inhibitory control,
in favor of more appropriate target response). The shift to voluntary control is usually attributed to
the relatively early development of response inhibition and linked with the functional maturation
of the frontal system, which is assumed to reflect key changes in the connectivity of the prefrontal
cortex (PFC) during the preschool period [22–24]. Indeed, the preschool period shows a dramatic
maturation of axonal density and myelination of structures supporting visuomotor functions in the
frontal-striatum and fronto-basal ganglia networks, and in the fast propagating fibers of the callosal
connections of the motor corticospinal system [25–34].

Voluntary control of visual selective attention has been most recently defined as “top-down” driven
(i.e., “regulated by the working memory central executive”) neuronal activity, which is directed to
selectively enhance relevant target information and attenuate potential distractors [35]. Enhancement is
generally associated with larger neuronal and significantly higher electrophysiological activity (see
review in [36]) or eye-movement activity [37] concurrent to targets as compared to distractors.
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In the present study, we tested the twofold hypothesis that voluntary selective-set detection
in preschool children may be associated specifically with enhancement of neural response to target
(enhancement hypothesis). Furthermore, we tested the hypothesis that in preschool children this
mechanism can be described by some of the similar features, structural and functional, which are
attributed to adults (neurofunctional homology).

In the first and second part of the study, we reanalyzed and modeled ERP data from preschool
children on a sustained visual detection task, specifically probing set-selection. We expected to find
converging evidence that children’s ERP activity concurrent with the target would generally show
higher amplitudes, as compared to ERP activity concurrent with the distractor.

In the third part of the study, we extended an ERP-based neurocognitive modeling approach to
test the extent to which: 1) The pattern and timing of the preschoolers’ actual ERP responses to target
and distractor could be explained by a simulated adult model of ERP activity (functional homology);
and 2) the dipoles estimated from preschool children’s ERP activity could approximate the adult
spatiotemporal simulation of estimated ERP generators (structural homology).

For periods of the task examined here, the ERP correlates of the selective-set process were
confounded with those of the execution of manual response. Nonetheless, by triangulating peak
analysis, source dipole modeling, simulation, and spiking modeling, we sought to partition distinct
temporal intervals in which we could discriminate with reasonable degree of probability the neural
processes recruited predominantly for target enhancement from those recruited for the planning of
release/inhibition of response.

2. Materials and Methods

2.1. Part 1: Reanalysis of Children’s ERP Data

In the first part of this study, we reanalyzed ERP data collected from preschool children who
were tested on an adapted computerized version of Akshomoff’s visual sustained detection task [38].
First, using a binning-averaging technique (vincentization), we tested whether ERP amplitudes for
targets could be characterized as enhanced activity compared to the ERP amplitudes for distractors.
Data vincentization made sure these differences were parametrized; namely, they did not depend
on phase or time delays between the two conditions’ waveforms, and neither on other individual’s
distribution variations from the grand average distribution.

2.1.1. Participants

Participants were 13 children (9 males, mean age = 5.12, Standard Deviation = 0.75 years)
after data additional three children were discarded due to excessive EEG artefacts or inadequate
response accuracy level (<75%). Children were recruited as part of an optional follow up to a separate
large epidemiological early childhood developmental study [39]. Children were screened with a
computerized adapted version of the Peabody Picture Vocabulary Test (PPVT; [40]). Parents completed
two standardized age-normed screening assessments: Behavior Rating Inventory of Executive
Function®–Preschool Version (BRIEF®-P; [41]), and the Child Behaviour Checklist for Ages 1 1

2 -
5(CBCL/1.5-5; [42]). All children lived in the same neighborhood and came from middle to high
socio-economic status families. Participants had normal or corrected to normal vision and had no
known, auditory, sensory or cognitive deficits. All participants were typically developing children
with no history of medication or referral to disability assessment or services, as ascertained from
parental reports and the day care center records. Participants’ scores on all screening measures were
within norm.

2.1.2. Visual Sustained Selective-set Attention Task (VSSAT)

The VSSAT (see Figure 1) was originally selected because: (1) it was validated on samples of
similar age and with similar background to the one we previously tested, affording direct comparisons;
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(2) differently than in most of the typical versions of go/no go tasks, it involves a continuous stream
of picture stimuli in short blocks, which allows to determine whether participants are continuously
attentive to the target throughout the trial (on correct trials) or when participants cease to attend to the
target (on incorrect trials); (3) relative to older subject groups preschoolers can perform it with similar
accuracy and engagement levels but show delay in responding to targets, therefore, reaction time
measures embedded in this task can be modelled so as to reliably differentiate between the processing
stage of visual target selection and the processing stage of the initiation of response to target; (4) this
computerized paradigm can be easily used in combination with EEG recording.

 

Figure 1. Stimulus presentation and time intervals of each trial in the Visual Sustained Selective-set
Attention Task (VSSAT). Adapted from D’Angiulli and Devenyi (2019) [41].

Stimuli were presented through the Neuroscan Stim software program (Neuroscan, North Carolina,
USA) and displayed on a 19” flat screen monitor. Each trial in the VSSAT consisted of a white outline
of a duck or a turtle presented in the center of the monitor on black background and remained on the
screen for a duration of 500 ms, followed by a fixation cross for a duration of 500 ms (See Figure 2).
Participants were instructed to press a button if the outline of a duck appeared and to refrain from
pressing the button if any other image appeared.

Figure 2. Process flow of the present study. Steps 1–4 describe modeling of actual children’s data;
Steps 3–9 describe adult simulations.

2.1.3. Procedure

Upon arrival at the research center, each child’s active assent and signed parental consent
was obtained according to protocols approved by the Research Ethics Boards of all participating
institutions. Upon parental completion of the in-take assessments, children were tested in a sound-proof
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electromagnetically shielded EEG booth. Each child was seated at a distance of 58 cm from a 19” flat
screen monitor. Children were instructed to respond by pressing a button when they saw a duck and
to refrain from pressing the button if they saw any other image.

The entire session consisted of several practice blocks followed by the experimental block. In
each block, the duck was shown 25% of the time, while the turtle was shown 75% of the time.
Participants proceeded to start the experiment once that they attained 100% accuracy on three
consecutive practice blocks. In the experimental block, there were 37 target images and 113 distractor
images for a total of 150 trials.

2.1.4. Data Collection and Processing

An elastic cap (Quik Cap, Neuroscan, El Paso, TX, USA) adhering to the standard ten–twenty
international system of electrode placement, with recessed Ag–AgCl electrodes (10 mm each) was used
for the EEG recordings. The cap montage included 12 electrodes corresponding to electrode reference
points at Frontal (F3, Fz, F4), Central (Cz), Temporal (T7, T8), Parietal (P7, Pz, P8), and Occipital (O1, Oz,
O2) sites. Horizontal and vertical electro-oculograms (EOG) recorded eye movements with two split
bipolar electrodes positioned at the outer canthi for the horizontal EOG and on the suborbital ridge
of each eye for the vertical EOG. Previous work and pilot studies in children of similar ages [43–47]
suggest no critical loss of reliability in source analysis performed with the present set up.

All impedances were kept below 5 kOhms. Low-pass and high-pass filtering (0.5 to 250 Hz)
were applied to the signal prior to digitization. Trials from non-ocular electrode sites that were
contaminated by excessive peak-to-peak deflection (i.e., >100 μV or <−100 μV) due to non-stereotypical
noise were manually excluded. Brain Electric Source Analysis (BESA v.5.4.28; http://www.besa.de/),
an electroencephalographic analysis software package was used to analyze EEG recordings and
calculate ERP averages for each of the twelve electrode locations (F3, Fz, F4, Cz, T7, T8, P7, Pz, P8, O1,
Oz, O2). Ocular correction was performed using the integrated BESA adaptive artifact correction [48] and
the surrogate model [49]. Principal component analysis decomposition was used to correct for ocular
artefacts by selecting components for the horizontal and vertical eye movements as well as eye-blinks.
The proportion of rejected trials was less than 15% after artefact correction and removal. ERPs were
averaged offline separately for each stimulus type (i.e., target and distractor) at each electrode with all
epochs time-locked to the onset of the image and ending at 1000 ms after the onset of the image.

2.1.5. ERP Data Analysis

One known issue in customary peak analysis techniques is that the assumed correspondences
are based on subjective selections of time windows which are made post hoc, after examining the
data [50]; this issue is exacerbated when young children are compared to adults since analyses often
rely on many untested a-priori assumptions on alleged morphological correspondences between peaks
of ERPs of young children and the adults. An alternative is to standardize time windows by latency
and to examine the entire single ERP waveform across the entire epoch by using automatic blinded
analysis procedures such as waveform binning [40,51–53]. We adopted a hybrid approach in which
automatic blinded binning includes traditional peak analysis.

EEGLab [54] was used to analyze EEG recordings and calculate ERP averages for each data point
for the twelve electrode locations (F3, Fz, F4, Cz, T7, T8, P7, Pz, P8, O1, Oz, O2). ERPs were averaged
offline separately for each stimulus type (i.e., targets and distractors). Each epoch ranged from 200 ms
prior to the presentation of the image to 1000 ms preceding the presentation of the image.

EEG sampling rate was 1000 Hz, resulting in a total of 1200 data points for each epoch. Time interval
analysis of data points obtained from ERP data were simplified using a standard binning procedure
that divided each epoch into bins of equal time intervals. Each epoch was divided into twelve bins of
100 ms time interval. To ensure equivalent data density across bins, the ERP averages across subjects
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were transformed to vincentized quantile bins [55–57]. The computation of the quantile bins was
performed assuming the following empirical distribution for the time series of the averaged ERPs:

Fi
−1(α) = inf { −200 < t < +1000; Fi(t) ≥ α}, with 0 < α < 1 (1)

The Vincent average of the Fis mid-points was then computed as:
∑

wiFi
−1(α), where i = 1 . . . n, and w1 + . . . + wn = 1 (2)

Due to its shape-preservation property, this procedure minimizes the effects of distortions of
individual differences in the distributions of averaged ERP peak mid-points, and given that the
skewness in our data was modest, it partially offset biases in parametric testing associated with
our relatively small sample size (see [57]). Amplitudes sorted within each bin for each epoch were
assessed for each of the twelve electrode sites and averaged separately for target and distractor stimuli.
To draw a comparison between ERPs for target and distractor stimuli over time, the number of bins
for distractors was kept consistent with the target even though distractors did not require a response.

Vincentized amplitudes were analyzed in a mixed model design with interval bins (12 levels)
as a between subjects factor and electrode (12 levels) and condition: (2 levels: target vs. distractor)
as within subjects factors. To compare differences between target and distractor, focused ANOVA
contrasts between mean amplitudes for each electrode and time interval were conducted to obtain the
minimum significant standardized absolute difference using the following formula:

Amp diffμV = tcrit (
√

[MSEwithinΣ(λi
2/nj)]) (3)

where Abs Amp diffμV indicates the significant difference in amplitude peaks between target and
distractor conditions for a given electrode within a given interval bin, tcrit represents the t-value
corresponding to the critical p-value for determining significance threshold after using a Bonferroni
correction for 12 electrodes for multiple comparisons. MSEwithin represents the error factor for focused
t-contrasts across all comparisons. This was the within subjects Mean Square error for the interaction
between electrode × condition from the omnibus ANOVA. λi represents the contrast weights [58].

2.1.6. ERP Activity Paths

The differences in ERP waveforms between target and distractor conditions can be more easily
interpreted via ERP activity path analysis [40,53]. This graphic summary method illustrates the
temporal sequence of neural activity between electrode regions while considering differences between
target and distractor conditions.

To obtain activity paths, we used the following procedure. All significant average ERP differences
for target and distractor conditions observed were compared. The electrode corresponding to the
maximum average ERP difference between target and distractor conditions at each interval bin was
noted and the brain area corresponding to this electrode was plotted on head maps for target or
distractor conditions at each interval bin. If similar (non-significantly different) maximum average ERP
differences were observed for two or three electrodes within the same interval bin, areas corresponding
to both or all three electrodes were assumed to be simultaneously activated for that interval and were
illustrated on the head map.

The principle of neural wiring minimization [59] was used as a rationale for plotting the
least-path sequence between simultaneous ERP activity electrodes/areas within same interval bin.
Accordingly, the following restrictions were applied due to neuroanatomical boundaries: neural
activation from occipital electrodes (O1, Oz, O2) could only move forward or laterally, neural activation
from frontal electrodes (F3, Fz, F4) could only move backward or laterally. Likewise, lateral activation
from left electrodes (F3, T7, P7, O1) could only occur toward the right, whereas lateral activation from
right electrodes (F4, T8, P8, O2) could only occur toward the left.
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2.2. Part 2: Modeling of Children’s ERP Data

In the second part of the study, we run a type of Independent Component Analysis (ICA; [60])
on which we built models of the children’s data. Figure 2 describes the steps in the analysis pipeline.
ICA (Step 1) was used to build ERP topographical mappings (Step 2), and then to identify the dipoles
corresponding to target and distractor ERPs; this information was then mapped on a pediatric structural
MRI template from the Talairach coordinate system (Step 3). Using corresponding neuroanatomical
labels and a visual matching procedure, we confirmed and translated the pediatric Talairach coordinates
into an adult structural MRI template (Step 4).

2.2.1. Independent Component Analysis (Step 1) and Topographic Mapping (Step 2)

A second Independent Component Analysis (ICA) was performed to identify ERP components
using the EEGLab FASTICA algorithm [61]. While the ICA method can estimate location and
timings of components, it cannot estimate an absolute magnitude for them since there is an inherent
ambiguity between the strength of the component and the attenuation from it to the measurement
point. Therefore, the results were converted to topographic maps.

EEGLab includes an editing graphic utility which allows to represent the epochs of averaged ERP
onto topographic maps as clips of 10 ms, and then it permits to put these together in sequence resulting
in a capture of time course of the dynamic ERP activity. The specific single topographic maps selected
for further analysis reflected scalp activity at the mid-points of the time intervals corresponding with
vincentized bins corresponding to those described in the ERP activity paths.

2.2.2. Dipole Analysis (Step 3)

The DIPFIT component of EEGLab was used to estimate a set of dipoles in the averaged ERP
data that would explain the independent components extracted. Each dipole is assumed to be
a region of cortex where several thousand neurons act together in parallel so that their combined
electric field is responsible for the EEG signal measured at the scalp. The DIPFIT software usually
finds one or sometimes two dipoles for each of the specific regions that appear to produce the
independent components.

The EEGLab MRI-based spherical head model with standard age-appropriate (pediatric) Talairach
coordinates was selected. The labels of the brain regions which the locations corresponded to were
found using the most recently updated version of the Talairach database [62]. We used the built-in
function of this software which permits searching for the nearest grey matter within concentric cubes
(voxels) from a minimum of ±1 mm up to a maximum range within ±5 mm to exact dipole origin.
That is, nearest gray searches involve concentric cube searches with varying diameters. In general,
it searches consecutively larger cubes until it finds a gray matter label, with the same outer limit of
a 11 mm-wide cube, so it is also possible to find no gray matter labels.

2.2.3. Translation to Adult MRI Template (Step 4)

The pediatric MRI coordinates obtained through the Talairach database [62] were converted to
the Yale Bioimage Suite [63] by entering the pediatric coordinates and by matching the anatomical
labels. This process was confirmed by visual analysis based on consensus among two independent
anonymous judges with expertise in pediatric and adult neuroanatomy.

2.3. Part 3: Simulation of Adult ERP Data

In what follows, the descriptions of the components of the analysis pipeline for the third part of
the study are organized according to the sequence of steps illustrated in Figure 1. From the information
derived from the ICA (Step 1) and the estimated dipoles (Step 3), we derived simple single spiking
representations adopting electric-fields estimation modeling (Step 5). Next, the results of Step 5 were
used to implement an ERP-based Adaptive Control of Thought—Rational (ACT–R) modeling approach
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previously validated on the same task [43,44]. We organized the simulated dipoles and the simulated
ERP spikes in patterns or chunks of activity corresponding to cortical areas postulated in the adult
ACT–R (Step 6). The results of Step 6 allowed us to simulate the sequence of spatiotemporal activity as
dipoles mapped onto the same adult structural MRI template as the children’s data (Step 7). This was
the basis for comparing children’s and simulated adult estimated localization, therefore, testing for
structural homology.

The results of Steps 6 and 7 were also used for aggregate series of simulated spikes to build
polyspiking patterns for the simulated dipoles (Step 8). Finally, in Step 9, the simulated data obtained
from Step 8 were converted to ERP topographic maps. This final step made possible to contrast
children’s and simulated ERP topographic mappings, therefore, testing for functional homology.

2.3.1. Electric-Field Spiking Modeling (Step 5)

To simulate the electrical activity, each module in the neurocognitive model was assumed to
be generating one or two dipoles in the location identified in the dipole-fitting stage. The module
was assumed to produce its electrical energy in a rising and falling spike. For modeling purposes,
a simple triangular wave was assumed, which peaked at the center of the module. The resulting
electric field (voltage) was then calculated at the surface of the head for each electrode as the sum of
the individual dipole contributions. Elsewhere, we have shown that this method generates reliable,
valid and consistent descriptions of actual ERP activity [43,44]. Since the spiking activities of the
components occurred at different times in the observed data, it was not necessary to add the effects of
more than one dipole at a given time.

The effect of each dipole was estimated in the simulation by following three steps (see Figure 3):
(i) The square of the distance r from the dipole to an electrode was calculated by using Pythagoras.
Next, (ii) the cosine of the angle θ between the electrode and the dipole was calculated by using vector
dot product. Successively, (iii) the electric potential from the dipole at the electrode was derived from
Coulomb’s law (=k.p.cos(θ)/r2), where p is the strength of the dipole and k is a constant. (It was not
necessary to know the value of the constant since relative magnitudes were used in the model).

Figure 3. Schematic representation of the calculation of an electric dipole field spiking by simulation;
the left panel shows the output of the calculated electric-field potential represented as a simplified
spike at fixed timing (determined by the simulated production schedule, here shown at an arbitrary
time point for example sake; for the actual simulated timings in the present study see the production
schedule shown in Table 1).
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Table 1. Simulated locations and predicted timing of spiking occurrence according to the present
adapted Python ACT–R architecture.

Function Brain Region Time (ms)

Visual processing Occipital 150
Spatial attention Parietal 250

Declarative Temporal 350
Executive Frontal 450

Procedural Basal ganglia 550
Manual Parietal 650

Note: The timings shown in the table include the base constant and the increments from the 50-millisecond cognitive
cycle (described in Section 2.3.2) and each of them represent the approximate estimated moment in which a given
production process in the ACT–R model is completed.

2.3.2. ACT–R Simulation (Step 6)

To model and simulate our data, we used an adapted version of John R. Anderson’s Adaptive
(Control of Thought—Rational) ACT–R [64]. In the general architecture, cognition is considered to
arise from the parallel interaction of several independent modules. However, top-down processes are
directed by the Procedural Module, which is meant to model procedural memory. ACT–R models
procedural memory as a production system. Specifically, procedural memory contains production
rules (i.e., if/then rules). Communication to and from the Procedural Module is managed by buffers
and chunks (see Figure 4). Chunks in ACT–R are lists of predicated information (for example, “duck”
could be represented by the chunk: Is-an:animal, Name:duckling, Color:yellow, Size:small).

Figure 4. The organization of information in ACT–R (Adaptive Control of Thought–Rational).
Adapted with permission from [42].

Each buffer can contain one chunk at a time. Each module has at least one buffer, so there is
a visual buffer, a declarative memory buffer, and so on. Modules receive instructions from their
buffers and place the results of their activity in their buffers. Collectively, the buffers can be thought
of as working memory; they can also be thought of as representing the current context of the task.
Productions “fire” when their “if condition” matches the contents of the buffers. The “then” part of
a production then alters the content of the buffers. Productions can only fire one at a time.
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In our version of ACT–R, the productions represent electric-field potentials. We programmed the
simulation to fit the midpoint of the vincentized bins used to parametrize the ERP data series, so that
each production was conditioned to occur at successive steps of approximately ti + 50 ms, with i = 0, 100
. . . , 600. The 50-millisecond cognitive cycle is assumed in many realistic modeling architectures besides
ACT–R (for example, Soar, EPIC, GOMS, see [65] for discussion). The neurobiological plausibility
of this 50-millisecond cycle has been demonstrated by spiking neural network models simulating
well known time constants for the GABA-A receptors in the Basal Ganglia, which in ACT–R (and in
various other architectures) is assumed to be responsible for the working memory central executive [66].
Therefore, in the practical implementation of the model we assumed a base production-completion
time constant which corresponded to the size of the vincentized bins (100 ms) plus the 50-millisecond
cycle constant. Each module contained functions (specifically, ex-gaussian convolutions) to determine
activation levels during rest, during the task and the decay rate after firing. Effectively, these functions
determined the spiking behavior associated with a given production: Faster productions corresponded
to more intense and more quickly decaying spiking.

To implement the simulation, we adopted Python ACT–R [67]. In particular, the present version
of the model assumed that the caudate in the basal ganglia acts as the central coordinator (executive)
of productions. The hippocampus controls declarative memory while the cingulate cortex controls
attention to conflicting stimuli. Frontal cortex supports declarative memory while visual processing
takes place in the occipital with further processing in the parietal (see Figure 3). With the time constraints
as shown in Table 1, we implemented an ACT–R model which predicted that initially the visual module
(occipital) would be activated by the displayed pictures of the target (duck) and turtle (distractor)
and would place a representation of the picture in the visual buffer (parietal). Next, the “parietal”
representation would be used to retrieve the label of the object and the appropriate instruction about
what to do in response to the image of that animal from declarative memory (temporal), which in turn
would be placed in the planning buffer (frontal) and initiate the motor program for the manual response,
or stop it (basal ganglia).

2.3.3. Adult ACT–R Simulated Dipole Mapping (Step 7)

As in the case of the actual children’s dipoles, the ACT–R simulated dipole data was mapped on
a standardized MRI template provided by the Yale Bioimage Suite Web [63].

2.3.4. Adult ACT–R Simulated Spike Series (Polyspiking) (Step 8)

In this step, the simulated electric-field spikes were chunked in ordered series corresponding
respectively to the standard localizations and predicted timing of spiking assumed in the programmed
schedule for the firing of ACT–R productions (see Table 1). The output of this step was a set of
polyspiking patterns including a minimum of six spikes for each of the twelve electrodes. Within each
pattern, the spike with maximal activation derived from the dipole of interest at a given bin interval,
while all other spikes reflected resting or decaying background activations from the other dipoles.
The latter configuration permitted to obtain coarse coding which could quantify the amplitude of each
spike in the aggregated pattern as a color category (see example in Step 8, Figure 1) corresponding to
a standard RGB value so that it could be ordered along an intensity scale.

2.3.5. Adult ACT–R Simulated ERP Topographical Mapping (Step 9)

The simulated topographical maps were obtained through the same utility of EEGLab as the one
used for the actual ERP data. To feed the simulated data in a compatible format, the values of the
color intensities corresponding to the polyspiking patterns were previously converted (in Stage 8) into
an arbitrary relative voltage scale (with range from blue/black, −6 μV, to red/orange, 6 μV).
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2.3.6. Actual vs. Simulated Data Comparisons: Homology Tests

MRI-mappings and Structural Test

To run the structural comparison, we first estimated the margin of localization error by computing
the range differences based on the matches resulting from the search nearest grey area procedure; the
measures were in millimeters. Successively, we computed z-scores of these ranges (henceforth called
z-Ranges) which permitted to compare the extent of variations in localization in the actual children’s
data against those in the adult simulated estimations.

Topographical Mappings and Functional Test

ERP activity comparison between the actual children’s topographic maps and the topographic
maps derived from the simulated ERP activity were computed as linear regressions of vincentized
averaged ERP amplitudes in the topographic map of children against the corresponding ACT–R
simulated data; the fit was assessed by calculating the coefficient of determination, R2.

3. Results

3.1. Behavioral Performance

Overall accuracy across all trials was high (Mean percent correct= 89.89%, Standard Error= 1.34%).
Mean Hit proportion was 77.5%; mean False Alarm proportion was 6.07% (d’ = 2.31; c = 0.40). Mean
response time was 685 ms (SE = 35.64 ms). Age was positively correlated with accuracy (r(13) = 0.61, p
< 0.05) but not with response times.

3.2. ERP Data

Figure 5 shows overall average vincentized ERP waveforms (thick lines) and standard errors (thin
lines) recorded over twelve electrode locations (F3, Fz, F4, Cz, T7, T8, P7, Pz, P8, O1, Oz, O2) from the
time interval of 200 ms prior to onset of the image to 1000 ms after presentation of the image for both
target (blue lines) and distractor (red lines) conditions.

Figure 5. Average vincentized event-related potential (ERP) waveforms for targets (thick blue line) and
distractors (thick red line) recorded over twelve electrode locations (F3, Fz, F4, Cz, T7, T8, P7, Pz, P8,
O1, Oz, O2) for the epoch ranging from 200 ms prior to onset of each stimulus image to 1000 ms after
the stimulus image. Standard errors are represented by thin lines. The microvolt value corresponding
to the significance threshold is shown as a green line in scale against the y-axis in μV of observed ERP
amplitude range at the bottom left legend.
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For all electrodes, within most bin intervals, larger overall ERP peak amplitudes were observed for
targets than for distractors. Significant differences in grand peak amplitudes were found (F (1,13068) =
160.124, p < 0.01; MSE = 0.468; η2 = 0.13), with larger grand amplitudes for targets than distractors.
In addition, there was also a three-way interaction between interval bins, electrodes and condition
(F (12,13068) = 154.628, p < 0.01; MSE = 20.367; η2 = 0.13).

Given the three-way interaction, to compare differences between target and distractor conditions
across electrode locations and time intervals we then performed Focused ANOVA t-contrasts (see
Section 2.1.5). The t-value corresponding to the critical p-value for determining significance threshold
after using a Bonferroni correction was tcrit (12) = 5.69 ((MSE = 0.132); p = 0.0001 (two-tailed); η2 =

0.71). Accordingly, the minimum significant amplitude difference between standard and distractor
peak amplitudes was computed to be 0.80 μV. The significance threshold is shown in scale against the
y-axis μV legend in Figure 5.

We also performed traditional peak analysis, which is presented in the Supplementary Materials.
There were no substantial discrepancies between the two analyses.

Table 2 reports the differences of average peak ERP amplitudes in target and distractor conditions
(peak amplitude target − peak amplitude distractor) within interval bins of 100 ms for all electrodes.
This analysis focused only on bins capturing processes before motor responses, that is, up to the
approximate time of the occurrence of manual response for most children (bins including data up
to 700 ms) to exclude effects that might be attributed to motor responses (i.e., when participants
responded to targets).

Table 2. Differences of average peak ERP amplitudes and corresponding latencies in target and
distractor conditions (absolute value of (peak amplitude target – peak amplitude distractor)) within
interval bins of 100 ms of epoch range (0 to 700 ms) for all electrodes.

Interval Bins

(0–100 ms) (101–200
ms)

(201–300
ms)

(301–400
ms)

(401–500
ms)

(501–600
ms)

(601–700
ms)

Mean Differences in Peak Amplitudes (Target – Distractor) in μV

Frontal Network

Left (F3) −0.142 1.280 T 0.809 T −1.198 T −3.855 T −2.266 T −0.686
Midline (Fz) 1.298 T 1.997 T 2.275 T −0.101 −0.109 −0.876 D −1.781 D

Right (F4) −0.550 2.962 T −1.617 T −0.024 2.493 T 1.017 T 0.800 T

Centro-Temporal Network

Left (T7) −1.644 T −4.249 T 0.095 −1.375 T −0.568 1.067 T −0.782
Midline (Cz) 0.805 T 2.976 T 0.436 0.371 2.356 T 3.061 T 1.074 T

Right (T8) 1.240 T −0.646 −0.946 D −0.148 −1.806 T −0.749 0.753

Parietal Network

Left (P7) 1.366 T −0.106 −2.172 D −1.772 D 2.118 T 0.870 T 0.822 T

Midline (Pz) −2.256 T 0.993 T 2.139 T −2.181 T −3.538 T 1.241 T 3.268 T

Right (P8) −2.720 T −1.200 T −0.526 −0.620 0.293 2.100 T 0.846 T

Occipital Network

Left (O1) −0.882 T 2.402 T 2.020 T 0.147 −0.059 −0.677 −0.314
Midline (Oz) −0.045 0.060 0.561 0.388 −2.287 T −2.029 T −1.690 T

Right (O2) 1.196 T −2.431 T −1.358 T 1.062 T 0.729 −0.742 −1.466 T

Note: Superscripts indicate significant differences in peak amplitude between target and distractor condition: “T”
indicates larger amplitude for target; “D” indicates larger amplitude for distractor.

Inspection of Table 2 confirms that the effects in most of the significant pairwise comparisons (46 out
of 84) involved higher amplitudes for targets as compared to distractors. In contrast, larger amplitudes
for distractors over targets occurred only for much fewer comparisons (5 out of 84). The difference
between the proportions of significant target enhancement (55%) vs. distractor (6%) is substantial
(χ2(1) = 45.05; p < 0.0001).
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3.3. ERP Activity Paths

The results of the ERP activity paths analysis are shown in Figure 6. Neural paths of maximum
mean difference in neural activity for targets are shown in blue and neural paths of maximum mean
difference in neural activity for distractors are shown in red. The paths were constructed from the
results of Table 2.

Figure 6. Neural paths of maximum ERP activity over seven interval bins of 100 ms time intervals.
Top Panel: Target. Bottom Panel: Distractor.

With reference to the onset of target, ERP paths based on maximum mean differences in peak
amplitudes first occurred at the parietal central and right electrodes and moved anteriorly to the
left temporal, central and right frontal electrodes. Activation subsequently occurred at the frontal
and mid parietal electrodes and finally moved to central parietal and occipital electrodes. For the
distractor, ERP pathways based on maximum differences in peak amplitudes were only detected at the
left parietal and right temporal electrodes. Neural activation finally moved to the mid-frontal electrode.

3.4. Comparison of ERP Activity and Localization: Preschool Data vs. Adult Simulation

Figures 7 and 8 report the comparison between the localization of dipoles for distractor and target
trials. The figures also show the ERP topographical maps of the actual children’s data contrasted with
the adult simulation data.

 

Figure 7. Cont.
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Figure 7. Comparison between dipole source analysis and topographical mappings of actual preschool
children ERP data and simulated ERP data by using an ACT–R modeling architecture in the target
condition. Timings are set by the ACT–R model module production schedule simulation (given in
Figure 3). Coefficient of determinations show fit results for actual and simulated topographic maps
comparisons. “R” represents right, and “L” represents left (Please note that lateral side of brain is
showed opposite to perspective of the observer in MRI scans). Z-range represents range of normalized
Talairach coordinates and is a measure of margin of error expressed as z score; comparisons between
the z-ranges in actual and simulated data showed no significant differences.

 
Figure 8. Comparison between dipole source analysis and topographical mappings of actual preschool
children ERP data and simulated ERP data by using an ACT–R modeling architecture in the distractor
condition. Timings are set by the ACT–R model module production schedule simulation (given in
Figure 3). Coefficient of determinations show fit results for actual and simulated topographic maps
comparisons. “R” represents right, and “L” represents left (Please note that lateral side of brain is
showed opposite to perspective of the observer in MRI scans). Z-range represents range of normalized
Talairach coordinates and is a measure of margin of error expressed as z score; comparisons between
the z-ranges in actual and simulated data showed no significant differences.

The z-scores of the variation in matched anatomical localizations did not show significant
differences between the children’s and the adult simulated data. Similarly, there was a strong fit
between the topographic maps of the actual observed children’s data and the simulated adult data.
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For both target and distractor condition, in the regressed data fitting model between actual and
simulated data, the coefficients of determination ranged similarly from R2 = 0.70 (F (1,11) = 23.65;
p = 0.0005) to R2 = 0.95 (F (1,11) = 148.30; p < 0.0001), indicating very strong correspondence.

Overall, the results show that the ACT–R model has a very good fit with the actual ERP data,
however, two discrepancies are of note. The MRI Talairach coordinates did not match in one instance
out of six comparisons concerning the target data, although the spatial coordinate variation was
moderate and within satisfactory margins. The match was more imprecise for the distractor data where
in both comparisons the Talairach coordinates referred to very proximal but still distinctly different
anatomical structures. In addition, differences between ERP time latencies in the actual data and the
one derived by simulation might have worsened the fit statistics, since the time of ERP occurrence
predicted by ACT–R might actually have not led to sample the most optimal actual data to be fed to
the simulation algorithm.

4. Discussion

In the present study, preschool children’s performance on VSSAT replicated previous behavioral
results [38]; their concurrent ERPs showed that, for most electrodes, the amplitudes were more
pronounced in target than distractor trials from about 50 ms to 650 ms post-stimulus presentation.
However, response to distractor had relatively higher amplitude than targets in right temporal and left
parietal electrodes in the interval ranges of 200–400 ms and in the midfrontal electrode at 500–700 ms.
These exceptions concerned a narrow subset of electrodes, for a narrow time range, with relatively
smaller effects, and might be interpreted as correlates of interference control, namely, resistance to
interference from the distractor and suppression of its impact on ongoing selective-set processing
aimed at releasing or inhibiting the appropriate (correct) manual response [68].

In the task we used, the ERP correlates of enhancement were confounded with those of the
execution of manual response only after 400 ms. The determination of response times within ±2
standard deviations from the grand mean (685 ms) reveals that manual response in most cases could
be estimated to occur between 425 and 945 ms. Therefore, selective-set effects were unconfounded
by manual motor processing across bin-intervals up to 400 ms. Within this time interval, the peak
analysis showed evidence of enhancement of ERP to target except for the two instances mentioned.
This analysis also corroborated older findings in showing anteriorly and centrally distributed adult-like
N200 and N400 and posteriorly distributed P100 and P300 waveforms. Therefore, we conclude that the
present findings support a slightly amended version of the enhancement hypothesis in that a parallel
relatively minor and segregated processing may have occurred in a subnetwork in order to suppress
the distractor’s interference.

By triangulating response times analysis, peak analysis, source dipole modeling, simulation, and
spiking modeling, we provided converging evidence separating the selective-set processes as occurring
earlier (before 400 ms) than the actual response (at around 700 ms, on average) and showing yet another
distinct spatiotemporal pattern of activity from those associated with later processes (between 500 and
650 ms), which presumably reflected the planning and preparation of response.

We also performed activity paths analysis to illustrate plausible sequence of the prominent
neural activity over time for target and distractor based on maximum differences in peak amplitudes.
The results seem compatible with the interpretation that attending the target while holding in working
memory the response plan yielded a neural path starting from the parietal regions, then to right
temporal and central regions and finally to the frontal regions. In contrast, withholding responses to
distractor seemed associated with punctuated activity at the left parietal and right temporal regions.
Importantly, comparison of neural activity between target and distractor reveals that in the initial
400 ms there was less involvement of frontal areas concurrent to the distractor.

Dipole analysis further suggests possible and plausible neurofunctional pathways and dynamics
involved at cortical and subcortical level. This analysis (see Left Panels of Figures 7 and 8) estimated
that initially, within the first 150 ms, the generators of scalp ERP signals, which are distributed
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posteriorly at right and mid parietal electrodes, seem to correspond to activity in the precuneus.
Subsequently, around 250 ms, the ERP activity, mapped on the scalp at left temporal, central, and
right frontal electrodes, seems to correspond to a dipole source in the left supramarginal gyrus of the
left temporal cortex. Before what might be reasonably considered the timeframe for implementing
the manual response, around 350 ms, ERP activity mapped at mid parietal and frontal electrodes
was estimated as being generated at the level of a dipole located in middle frontal gyrus of the right
frontal lobe. At approximately 45 ms, ERP activity was then estimated to a source in the right insula.
The following ERP activity, at 550 and 650 ms, was associated with dipoles in the medial dorsal nucleus
of the right thalamus and the right caudate body, respectively.

In contrast, ERP activity concurrent to the distractor was accounted for by just two dipoles,
the first occurring at 250 ms in a source located in the middle temporal gyrus, at the junction of right
occipital and temporal cortices, the second occurring at 550 ms in the left claustrum.

The previous analysis converges with the findings of a close fit between the preschool children’s
ERP topographic as well as derived source data and the adult-based ACT–R functional and structural
simulations. This convergence suggests evidence of neurofunctional homology. In addition to
providing preliminary validity and reliability to the analysis based on the actual data, the converging
results from the ACT–R modeling may provide a framework for interpreting the results in a coherent
meaningful way and for a detailed inferential reconstruction of the plausible, possible underlying
neurocognitive processes related to the enhancement mechanism.

As modeled through ACT–R, our findings may be interpreted as showing that in the initial
phase of the VSSAT, target presentation might have been associated with the involvement of key
structures of the dorsal (precuneus, BA 7) and ventral (supramarginal gyrus, BA 40) attentional
networks [69–71]. These structures appeared to be activated relatively early, similarly than in adults.
Next, activation seemed to follow in two functionally interconnected parts, one in the dorsolateral
prefrontal cortex (middle frontal gyrus, BA 10); the other in the frontal part of the dorsal attentional
network (insula, BA 13). The literature indicates that these structures seem to be activated during
the processing of deviants and standards, and specifically, both structures seem to be involved in
voluntary target detection, playing important roles in top-down selective attentional control [72–74].
Successively, activation seems to have involved the thalamic dorsomedial nucleus, which might play a
role in the regulation of cortical networks, especially when the maintenance and temporal extension of
persistent activity patterns in the frontal lobe areas are required, as in the case of sustained attention [75].
The final stage leading to manual response seemed to be associated with the involvement of a key
structure in basal ganglia-striatum network, the caudate body. This “cognitive” part of the caudate
seems to participate in the control of action including executive functions such as working memory, set
shifting, and inhibitory control [76–78].

The presentation of the distractor seemed to be associated with early engagement of the middle
temporal gyrus (BA 37) which is generally deemed to be involved in visual recognition and verbal
labeling/categorization [79]. Subsequent late activation seemed to involve the claustrum, a structure
thought to participate in the regulation of vigilance and in voluntary allocation of attention [80].

Triangulation of peak analysis, ACT–R modeling and simulation for the entire ERP epochs up to
the moment of manual response (~700 ms, on average) suggested converging evidence of distinct but
separate interacting processes of enhancement and planning for response release/inhibition, respectively.
Thus, the results from the triangulation, considering both target and distractor conditions, overall
suggest potentially important interrelations between basal–parietal–temporal–frontal–basal loops and
large-scale attentional networks. The feedback loops and functional connectivity originating and
ending in the basal ganglia and the striatum, as postulated by the ACT–R architecture, control diverse
behaviors largely but not exclusively involved in high-level perception, walking, talking, thinking,
language, comprehension, associated with frontal lobes, where the motor strip also sits [81]. As some
theories have proposed [82], the aspects which might undergo fine-tuning in young children, in terms
of speed and efficiency, most likely may not involve the selective-set in isolation, but rather its voluntary
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and flexible coordination with high-level perceptual and working memory processes, recruited for
selecting, monitoring and executing or inhibiting the appropriate behavioral response.

A brief discussion of the main limitations and caveats of our study is in order. While the number of
electrodes and montage set-up we used may be justified for dipole source analysis in young children (as
we have detailed in the methods section and especially for practical challenges in collecting EEGs in this
population), it may not be sufficient for reliable source analysis in adults. Therefore, the results need to
be replicated in further studies which combine real fMRI and possibly eye movement measurements.
Furthermore, as we have already noted ACT–R simulation could be refined (or even replaced by
a more flexible architecture) to improve fit and predictions in timings and anatomical localization of
neurofunctional modules.

Lastly but not least, although our modeling and simulation procedures are grounded in the
literature, being validated by separate tests of the most relevant components of ERPs from actual
adult samples [83–85], still we did not report data from an actual adult comparison group. While we
acknowledge that in this respect our results are preliminary, and indeed this is a desirable priority
for future research, adult comparison on this version of the VSSAT might not necessarily augment
the strength of the supporting evidence because it presents non-trivial methodological challenges.
In particular, we have learned from small pilot studies in our lab that the current VSSAT is not
appropriate for adults. This task needs to be adapted to prevent confounds of other spurious
aspects (i.e., boredom, engagement level, ceiling effects) occurring in adult participants (but not in
preschool children). In other words, this task should be modified significantly to “equate” children’s
state and age-appropriate task demands. However, as pointed out by others (notably, see [17]), if
children and adults are not compared on the same task, data interpretation would still depend on
assumptions derived from a priori hypothetical models. Consequently, under such differing conditions,
the correspondence defining homology on the basis of comparisons between actual adult and children
ERP data would still be based on a type of model-mediated inductive inference. This would be
essentially similar to the present approach, therefore, the resulting evidence would not be more “direct”
or “realistic” or logically different than the one offered here.

5. Conclusions

In summary, the pattern of results invites the conclusion that preschool children’s ERPs associated
with visual attentional selective-set were enhanced in response to target as compared to distractor,
and may have involved functions and structures consistent with adult ERP activity. The modeling
results suggest a large-scale network, including Dorsal and Ventral Attentional Networks, corticostriatal
loops, and subcortical hubs connected to prefrontal cortex top-down (working memory) executive
control. The present findings are compatible with the claim [17] that the attentional selective-set might
be, or become, adult-like by 4–5 years of age. Although preliminary, our approach may contribute to
suggest novel directions for further tests and falsifiable hypotheses on the origins and development of
visual selective attention and their ERP correlates.

Supplementary Materials: The following are available online at http://www.mdpi.com/2076-3425/10/2/124/s1.
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Abstract: It has been shown that selective attention enhances the activity in visual regions associated
with stimulus processing. The left hemisphere seems to have a prominent role when non-spatial
attention is directed towards specific stimulus features (e.g., color, spatial frequency). The present
electrophysiological study investigated the time course and neural correlates of object-based attention,
under the assumption of left-hemispheric asymmetry. Twenty-nine right-handed participants
were presented with 3D graphic images representing the shapes of different object categories
(wooden dummies, chairs, structures of cubes) which lacked detail. They were instructed to press
a button in response to a target stimulus indicated at the beginning of each run. The perception
of non-target stimuli elicited a larger anterior N2 component, which was likely associated with
motor inhibition. Conversely, target selection resulted in an enhanced selection negativity (SN)
response lateralized over the left occipito-temporal regions, followed by a larger centro-parietal P300
response. These potentials were interpreted as indexing attentional selection and categorization
processes, respectively. The standardized weighted low-resolution electromagnetic tomography
(swLORETA) source reconstruction showed the engagement of a fronto-temporo-limbic network
underlying object-based visual attention. Overall, the SN scalp distribution and relative neural
generators hinted at a left-hemispheric advantage for non-spatial object-based visual attention.

Keywords: selective attention; object-based attention; hemispheric asymmetry; ERP; selection
negativity; swLORETA; anterior cingulate cortex; visual recognition

1. Introduction

It is known that visual attention can be consciously directed towards a selected location in space
(spatial attention [1,2]), a stimulus as a whole (object-based attention [3–5]), or specific features of a
stimulus (feature-based attention [6–8]). While both behavioral and neural correlates of spatial and
feature-related attentional processes have been extensively investigated [9–11], attentive selection
for objects requires further consideration. For instance, a processing bias (i.e., increased accuracy
and faster response), together with the enhanced engagement of fronto-parietal regions (i.e., frontal
eye-field, posterior parietal cortex), was reported for stimuli occurring within a target location [12].
Several studies have also shown that attention directed towards single (or combined) stimulus features
(i.e., color, orientation, motion, spatial frequency) leads to increased activity within the visual areas
sensitive to the target physical trait (i.e., V4 for color; MT+ (middle temporal) for motion [8,13]).

In the case of attention on an object, a few studies have shown an enhanced engagement of the
extrastriate visual cortices for target stimulus processing [3]. At the same time, the neural mechanisms
and relative brain regions underlying this top-down modulation of the occipito-temporal regions
are not yet entirely clarified [4,14]. In two classic fMRI studies by O’Craven and colleagues [3], the
participants were presented with stimuli depicting a transparent face superimposed over a house,
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with one stimulus moving and the other stationary. They were instructed to press a button when a
target attribute (i.e., face, house, or motion) was consecutively repeated. Attention directed towards
faces, houses, or visual motion resulted in increased activity in the FFA (fusiform face area), PPA
(parahippocampal place area), and MT (middle temporal), respectively [15–17]. This top-down bias
signal for the attended attribute also led to enhanced engagement of the areas associated with the
processing of the task-irrelevant attribute. This evidence suggests the occurrence of attentive selection
processes for the whole object. Similar results were reported in a subsequent study by Serences
and colleagues [4], in which two streams of superimposed faces and houses morphed into the next
stimuli at a changing rate of 1/s. Target stimuli required the participants to maintain their attention
within the current stream or to shift it toward the other stream. Attention directed to faces and
houses led to enhanced activity in the right lateral fusiform gyrus and bilateral medial fusiform gyrus,
respectively. Additionally, transient shift-related activity was shown in the right superior frontal
sulcus/precentral gyrus and the medial superior parietal lobule, suggesting a role of these regions in
non-spatial attentional control processes.

More recently, in a MEG (magnetoencephalography) study by Baldauf and Desimone [14],
the participants were shown two streams (spatially overlapping) of faces and houses tagged at different
presentation frequencies and instructed to attend to one of them (during target detection). Selective
attention enhanced the functional connectivity between the stimulus sensitive visual regions (FFA
and PPA) and the inferior frontal junction (IFJ, identified using an attention-related fMRI localizer)
at the specific tagging frequencies. Increased phase coherence was also visible in the higher gamma
range. The phase lag (20 ms) between frontal and temporal areas indicated the IFJ as a potentially key
region for top-down modulation of object-based (and feature-based) attention [18,19]. Using a different
approach, Valdes-Sosa and colleagues [20] showed evidence for non-spatial, object-based attention
selection at an early stage of vision. The authors presented the participants with two superimposed
sets of red and green dots. They were instructed to detect coherent motion displacements (in cardinal
directions) of one set of dots, ignoring the other one. The two sets could also be stationary or in
rigid rotation around the central fixation point in both the same and opposite directions. In the latter
baseline condition (perceived as two transparent superimposed surfaces), unattended (rather than
attended) stimuli resulted in a suppression of the posterior N1 and P1 components related to the
motion onset. This effect was reduced or absent when the two sets were perceived as a single object,
while the attended (than unattended) stimuli elicited an increased selection negativity (SN) response.

Another issue that needs more in-depth analysis relates to the roles of the left and right hemispheres
in selective attention processes. A right asymmetry has been shown during tasks involving overt and
covert attentional shifting to selected spatial locations in healthy and clinical (i.e., neglect syndrome)
populations [21–24]. A greater engagement of the right hemisphere has also been shown during tasks
requiring sustained attention [25,26]. At the same time, evidence from several studies seems to suggest
left-lateralized neural substrates underlying focused attentive selection [27–31]. A case in point is the
ERP (event-related potential) study by Proverbio and colleagues [30]. The participants were presented
with images of familiar objects and animals that were associated or not associated with the prototypical
color. They were instructed to recognize either the shape or color of the stimuli, ignoring the other
trait. Target stimuli characterized by the prototypical (vs. unassociated) color/shape combination
elicited a larger N2 component (or SN) over posterior sites, during the attention to color condition only.
This effect was found over the left but not right hemisphere, as also confirmed by the topographic
map of voltage distribution computed on the difference wave (associated minus unassociated targets).
These results likely showed specific involvement of the left occipito-temporal cortex for conjoined
color and shape processing of real objects.

Moreover, Milham and colleagues [28] showed hemispheric differences in attentional control
based on the response (vs. non-response) conflict level. The participants were engaged in a Stroop task
during fMRI scanning. The incongruent color words could give rise to either an eligible (color in the
response set) or an ineligible (color outside the response set) response. Greater engagement of the right
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fronto-parietal network (i.e., anterior cingulate cortex (ACC), superior, inferior, and middle frontal
gyrus, superior parietal lobule) was reported in response to incongruent-eligible (vs. neutral) stimuli.
At the same time, both incongruent types of stimuli (relative to neutral stimuli) elicited greater activity
in the left hemisphere (i.e., middle frontal cortex, precuneus, and superior parietal lobule), which was
likely associated with attentional control at non-response (semantic and phonological) levels.

These findings also appear to be consistent with the left-lateralized brain network reported for
local (vs. global) stimulus processing (i.e., Navon stimuli [32–37]) and perception of high (vs. low)
spatial frequencies [38–41]. In this vein, Martínez and colleagues [41] reported a larger SN component
in response to target (vs. non-target) spatial frequencies (black and white checkboard patterns).
The discrimination of high frequencies (5 cpd, cycles per degree) elicited an enhanced SN over the
left (compared to the right) hemisphere, while the opposite result was reported for low frequencies
(0.8 cpd). In a previous study by Yamaguchi and colleagues [36], the participants were instructed to
recognize a target letter (within compound stimuli) at the hierarchical level, indicated by a pre-stimulus
cue. The local and global targets elicited an increased N2 response (250–350 ms) over the left and
right hemispheres, respectively. The attentional shift elicited by the local (rather than global) cue also
resulted in a larger negative response (starting at 240 ms after the onset) at left (vs. right) scalp sites, and
vice versa. These findings are in accordance with attentive-selection-related brain asymmetry reported
by Fink and colleagues [37]. In that study, greater engagement of the left inferior occipital cortex was
found during attention directed to local stimulus features, while globally directed attention activated
the right lingual gyrus. Moreover, the number of attentional switches between hierarchical levels
(in a divided attention task) co-variated with the activity in the left posterior aspects of the superior
temporal gyrus and in the right temporoparietal–occipital junction. This evidence suggests a role of
the temporoparietal regions in attentional control for local/global processing, consistent with previous
evidence from unilateral brain-damaged patients [42,43]. Finally, partially conflicting evidence was
reported in the ERP study by Johannes and colleagues [44]. The authors presented the participants with
images representing hierarchically composed non-linguistic stimuli during a divided attention task
(detection of a target stimulus at both local and global levels). Target stimuli elicited a larger posterior
negative component (Ne, 250–500 ms) which was larger over the left than the right hemisphere for
both local and global targets. Global non-targets (distracters) led to an earlier Ne onset during local
target processing, suggesting different mechanisms for local/global analysis. At the same time, the
asymmetrical distribution on the Ne possibly indicated a predominant role of the left hemisphere in
hierarchical stimulus processing.

The present study aimed to further investigate the neural mechanisms underlying object-based
visual attention [3,4], under the assumption of a left-hemispheric advantage [28,44]. The EEG
(electroencephalography) technique was used, due to its high temporal resolution. Several subprocesses
occurring during a target detection task have been previously revealed, indexed by different ERP
components modulated (in amplitude and latency) by selective attention. This includes the frontal N2,
occipito-temporal N2 (or SN), and centro-parietal P300 responses. These components are interpreted
as an index of response inhibition [45], attention allocation [46], and stimulus categorization [47],
respectively. Evidence of an earlier effect of visual attention on stimulus processing has also been
reported, opening a debate that remains unresolved. While a few authors have claimed an impact of
visual attention starting at the level of the extrastriate cortex (i.e., P1 component at 70–75 ms [48]), other
authors have reported evidence of a prior modulation of the striate cortex as well (i.e., C1 component
at 40–60 ms [49,50]).

Here, 3D graphics were used to create images of three visually comparable (by percentage of
non-empty pixels, spatial distribution, etc.) categories of stimuli (wooden dummies, chairs, structures
of cubes), which lacked detail. The participants were presented with the stimuli individually displayed
at the center of the screen during EEG recordings. At the beginning of each run, they were told
which target category required a motor response (button press with the index finger) when perceived
between non-target stimuli [51]. Modulation of the amplitude of the N2 (decrease) and P300 (increase)
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components in response to correctly identified targets (relative to non-targets) was expected over
frontal and centro-parietal sites, respectively [45,47]. Moreover, a left asymmetric distribution of the
occipito-temporal selection negativity (N2 to target minus non-target) would suggest a predominant
role of the left hemisphere in selective visual attention towards objects [30,51]. This hypothesis was
also further investigated by applying the standardized weighted low-resolution electromagnetic
tomography (swLORETA) inverse solution to estimate the neural sources in the SN time window.

2. Materials and Methods

2.1. Participants

Twenty-nine healthy, right-handed volunteers took part in the present investigation (13 males
and 16 females). They were students at the University of Milano-Bicocca (mean schooling: 16.62
years, SD = 2.03) with an average age of 25 years (mean age: 25.10, SD = 4.96). Each volunteer
reported no history of drug abuse or neurological illness, and had normal or corrected-to-normal vision.
The right-handedness was assessed using the Italian version of the Edinburgh Handedness Inventory
(mean index score: 0.79, SD = 0.17). The experiments were conducted with the understanding and the
written consent of each volunteer. The study was conducted in accordance with the Declaration of
Helsinki, and the protocol was approved by the Ethics Committee of the University of Milano-Bicocca
(protocol number 0000273/14).

2.2. Stimuli

The stimulus set consisted of 240 different color images created as 3D graphics using Blender
software v 2.79. The images depicted wooden dummies (80 stimuli), structures of cubes (80 stimuli),
and chairs (80 stimuli) on white backgrounds (see Figure 1). The stimuli were composed of modular
structures (cylindrical for the dummies, cubical for the cubes, and rectangular for the chair) which
lacked detail (i.e., face, hair, hands/feet in the case of the wooden dummies) and were characterized by
a light wood-like texture. This method was illustrated in a previous study by our research group [51].
Presently, 16 models were designed for each of the three stimulus categories (i.e., a mannequin with:
both arms at side, left arm extended forwards) and then rotated around the vertical/longitudinal z-axis
(0◦, ±20◦, ±40◦). For each model, five points of view were obtained. This increased the visual variety
and reduced eventual habituation effects due to stimulus repetition (3 types × 16 models × 5 rotations
= 240 stimuli). The stimulus categories were balanced for stimulus distribution in the four quadrants
of the visual field. The maximum size of the stimuli was 3.75 × 3.95 cm, subtending visual angles of
1◦ 53′ × 1◦ 59′. No difference in stimulus luminance (≈15.9 cd/m2, p = 0.29) and volume occupation
(non-empty pixels: ≈10.86%, p = 0.39) was revealed by the ANOVAs as a function of stimulus category.
Moreover, since each stimulus served as both target and non-target in non-consecutive experimental
runs (as illustrated in the following paragraph), there was no difference in mean luminance due to
variation in directed attention (target vs. non-target).
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Figure 1. Example of stimuli. The figure shows a few examples of the stimuli used in the present
study. Bodies (wooden dummies), objects (chairs), and cube structures were created as 3D graphics.
The stimuli set included 240 different images: 16 models for each of the three categories of stimuli,
presented from five different points of view obtained by rotating each model along its vertical axis
(−40◦, −20◦, 0◦, +20◦, +40◦).

2.3. Task and Procedure

Once the EEG cap was placed, participants were invited to seat in an acoustically and electrically
shielded cabin, facing a high-resolution VGA (video graphics array) computer screen 114 cm away from
their eyes. A fixation dot remained at the center of the screen for the entire duration of the experiment.
The participants were invited to fixate upon it in order to minimize motion artifacts (i.e., eye gazes,
blinks, and body movements) during EEG recording. The stimulus presentation was performed using
Eevoke v2.2 (ANT Nneuro, Hengelo, The Netherlands). Each trial consisted of an image centrally
displayed for 500 ms and followed by an empty, isoluminant white background for 900 ms ± 100 ms
(inter-stimulus interval, ISI). Each of the 240 images was repeated twice during the experiment (in
non-consecutive runs) and presented in both upright and upside-down orientations, for a total of 960
stimuli. An experimental run included 80 trials in a pseudo-randomized order, counterbalanced for
the type of stimulus (bodies, cubes, chair) and orientation (upright, upside-down). Twelve different
runs were created and presented in pseudo-randomized and counterbalanced order to the participants.
Before the beginning of the EEG recording, the participants were provided with the experimental
instructions (printed and standardized) and engaged in practical training (using two additional runs)
to familiarize them with both the task and setting. The participants were asked to identify a specific
target stimulus, regardless of the orientation, with a button press on a joypad using the index finger
(see Figure 2). The target was verbally indicated by the experimenter at the beginning of each run and
represented one-third of the total images displayed in that run. The left and right hand were used
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alternatively between runs, and the order was counterbalanced across volunteers. All the participants
were blinded to the goal of the study and the stimulus proprieties.

Figure 2. Timescale of the experimental design. The stimuli were presented for 500 ms at the center
of the screen, separated by an ISI (inter-stimulus interval) of 900 ± 100 ms. The participants were
instructed to recognize a specific target category (i.e., bodies, as illustrated by the red squares in the
present figure), indicated at the beginning of each run, by button press.

2.4. EEG Recording and Data Analysis

EEG data were recorded using a standard EEG cap with 128 electrodes located according to the
10–5 International System [52] using EEProbe v2.2 software (ANT Nneuro, Hengelo, The Netherlands).
The sampling rate was 512 Hz, and averaged mastoids represented the reference electrode.
Electrooculograms (EOG) were also collected. The impedance of the electrodes was maintained
below 5 kΩ. The EEGs and EOGs were amplified and subjected to a half-amplitude band-pass filter
(0.16–70 Hz, 50 Hz notch). An automated artefact rejection procedure was used to remove EEG
segments marked by eye movements (saccades and blinks), muscle-related potentials, or amplifier
blockages. Peak-to-peak amplitudes superior to 50 μV were considered artefacts. Trials containing
errors (non-targets wrongly indicated as targets) and omissions (wrongly unrecognized targets) were
also manually discharged. EEG epochs were synchronized with the stimulus onset. ERPs were
averaged, considering −100 ms before the stimulus onset and 1000 ms after the onset. They were
subjected to a band-pass filter of 0.16–30 Hz. ERPs were identified and measured with reference
to the average baseline voltage, computed as the 100 ms before the stimulus onset. The electrode
sites and ERPs’ latency were chosen based on the maximum amplitude reached by the components
of interest [53] and in accordance with previous literature [45–47]. For the purposes of the present
manuscript, only the stimuli presented in the upright orientation were considered (50% of all trials).
This avoided any possible confounding effect lead by the inversion of stimuli depicting bodies but not
objects [51,54,55]. ERP averages were computed as a function of attention, electrodes, and hemisphere
factors. The two levels of the attention factor (target, non-target) were obtained by collapsing all the
target and non-target images, respectively, regardless of the content (to increase the EEG signal-noise
ratio).

The mean area voltage of the N2 component was measured at AFp3h, AFp4h, AFF1, AFF2, F1,
and F2 electrode sites during the 225–265 ms time window (see Figure 3). The mean area voltage of
the selection negativity (SN) component was measured at P9, P10, PPO9h, PPO10h, PO7, and PO8
electrode sites during the 240–280 ms time window. The mean area voltage of the P300 component was
measured at CPz, Pz, and POz electrode sites during the 350–450 ms time window. The N2 and SN data
were subjected to multifactorial repeated measures ANOVA with three within-group factors, including:
attention (non-target, target), electrode (three levels depending on the ERP component of interest), and
hemisphere (left, right). The P300 data were subjected to multifactorial repeated measures ANOVA
with two within-group factors, including attention (non-target, target), and electrode (CPz, Pz, POz)
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factors. Multiple comparisons were computed using Tukey’s post-hoc tests; all the ANOVAs were
performed using Statistica software (version 10, Tulsa, OK, USA) by StatSoft.

Figure 3. Grand average event-related potential (ERP) waveforms recorded over the scalp. Grand
average waveforms (ERPs) recorded over the entire scalp (128 electrodes). The red lines represent the
evoked response to target stimuli, while the blue lines represent the evoked response to non-target
stimuli. The electrode sites where the three components of interest (N2, SN, and P300) reached the
maximum peak are shown by the green circles. The time windows in which the N2 (225–265 ms), SN
(240–280 ms), and P300 (350–450 ms) were analyzed are highlighted by the green areas.

165



Brain Sci. 2019, 9, 315

Standardized weighted low-resolution electromagnetic tomography (swLORETA) was applied to
the difference waves obtained by subtracting the ERPs for the non-target stimuli from those elicited
by target stimuli in the SN time window (240–280 ms). LORETA, which is a discrete linear solution
to the inverse EEG problem, corresponds to the 3D distribution of neuronal electric activity that
yields maximum similarity (i.e., maximum synchronization) in terms of orientation and strength
between neighboring neuronal populations (represented by adjacent voxels). In this study, an
improved version of the sLORETA (standardized low-resolution electromagnetic tomography) was
used, which incorporates a singular value decomposition-based lead field weighting (swLORETA) [56].
The following characteristics for source space were included: five points of grid spacing (the distance
between two calculation points) and estimated SNR (Signal-to-Noise Ratio defines the regularization;
a higher SNR value leads to less regularization and less blurred results) equal to three. The source
reconstruction was performed on group data to identify statistically significant active electromagnetic
dipoles (p < 0.05).

The accuracy (percentage of hits), reaction times (RTs), and errors (percentage of wrong responses
to non-targets) were also recorded and measured. Repeated measures ANOVAs were performed on
the mean RTs, and percentages of hits and errors with one within-group factor: hand (left, right).

3. Results

3.1. Behavioral Results

3.1.1. Accuracy

The mean accuracy (HITs) reached the 99.5% level and no difference as a function of handedness
was shown (p = 0.41). The error rate, intended as the number of non-target stimuli wrongly identified
as targets, reached 0.9%, with no difference between the right and left hand (p = 0.62).

3.1.2. Reaction Times

The ANOVA performed on the reaction times (RTs) showed an almost significant trend
(F(1,28) = 3.697, p = 0.06, η2

p = 0.12) towards a faster response with the right hand (420 ms, SE:
5.96) relative to the left hand (429 ms, SE: 8.15).

3.2. Electrophysiological Results

3.2.1. Anterior N2 (225–265 ms)

The ANOVA performed on the amplitude values of the N2 component revealed a significant main
effect of attention (F(1,28) = 59.864, p < 0.0001, η2

p = 0.68). The negativity was larger in response to
non-target stimuli (−2.24 μV, SE: 0.63) relative to the target stimuli (−0.18 μV, SE: 0.72).

Furthermore, a significant interaction between attention and electrode factors (F(2,56) = 49.215,
p < 0.0001, η2

p = 0.64) was confirmed, with a larger frontal N2 elicited by non-target (compared
with target) stimuli at all the electrode site considered (p < 0.001). Moreover, the N2 measured at
AFp3h–AFp4h was significantly different from those measured at AFF1–AFF2 and F1–F2 in response
to both target and non-target (p < 0.001) stimuli. At the same time, no difference in the N2 amplitude
was found between AFF1–AFF2 and F1–F2 (p = 0.99) electrode sites. In addition, the N2 recorded
at the AFp3h–AFp4h prefrontal sites (non-target minus target: −2.73 μV was more sensitive to the
attentive modulation compared with the N2 at AFF1–AFF2 (non-target minus target: −1.85 μV) and
F1–F2 (non-target minus target: −1.59 μV) frontal sites (see Figure 4).
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Figure 4. N2 component. (A) The grand average ERP waveforms recorded at frontal sites. The correctly
recognized targets (in red) relative to non-target stimuli (in blue) led to a reduction of the amplitude of
the N2 response between 225–265 ms (area highlighted in green). (B) The topographic map (front view)
of voltage distribution in the P300 time window (350–450 ms) computed as the difference wave target
minus non-target. The positive values are represented in red, while the negative values are represented
in blue. (C) The boxplots relative to the significant attention X electrode interaction. The N2 response
to target (compared with no-target) stimuli was smaller at all electrode sites.

3.2.2. Selection Negativity (240–280 ms)

The ANOVA performed on the amplitude values of the occipito-temporal selection negativity (SN)
potential showed a significant main effect of the attention factor (F(1,28) = 8.512, p < 0.007, η2

p = 0.23).
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The SN was more negative in response to target (4.32 μV, SE: 0.51) relative to non-target (4.85 μV, SE:
0.49) stimuli (see Figure 5).

Figure 5. Selection negativity (SN) component: grand average ERP waveforms. The figure illustrates
the grand average ERP waveforms recorded at occipito-temporal sites. The correctly recognized targets
(in red) relative to non-target stimuli (in blue) led to more negative values of the SN (selection negativity)
response between 240–280 ms (area highlighted in green, which also corresponds to the area under the
dotted curve). The top row shows electrode sites over the left hemisphere (P9, PPO9h, and PO7), while
the bottom row shows those over the right hemisphere (P10, PPO10h, and PO8).

The SN was also larger over the left hemisphere (3.47 μV, SE: 0.46) compared with the right
hemisphere (5.70 μV, SE: 0.57), as shown by the significant effect of hemisphere factor on the SN
amplitude (F(1,28) = 46.414, p < 0.0001, η2

p = 0.62).
Moreover, the significant attention by hemisphere interaction (F(1,28) = 16.756, p < 0.001, η2

p = 0.37)
revealed a more negative SN response to target (relative to non-target) stimuli over the left hemisphere
(non-target: 3.92 μV, SE: 0.48; target: 3.02 μV, SE: 0.45; p < 0.0002), but not the right hemisphere
(non-target: 5.78 μV, SE: 0.55; target: 5.62 μV, SE: 0.61; p = 0.64) (see Figures 6 and 7).

Finally, the main effect of the electrode factor (F(2,56) = 67.7041, p < 0.0001, η2
p = 0.71) showed

that the SN amplitude maximally peaked at P9–P10 electrode sites (3.38 μV, SE: 0.49) and gradually
reduced at PPO9h–PPO10h (4.86 μV, SE: 0.50) and PO7–PO8 (5.52 μV, SE: 0.52), respectively.
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Figure 6. SN component: boxplots. The figure illustrates the boxplots relative to the significant
attention by hemisphere interaction for the SN component. The SN was larger over the left than the
right hemisphere. Moreover, the SN was more negative in response to the target (in red) compared
with non-target (in blue) stimuli over the left, but not the right hemisphere. This evidence suggests that
selective attention processes for visual object recognition are left-lateralized.
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Figure 7. SN component: topographic maps. The figure illustrates the back view of the topographic
maps of voltage distribution in the SN time window (240–280 ms) relative to non-target stimuli
(A), target stimuli (B), and the difference wave target minus non-target (C). The positive values are
represented in red, while the negative values are represented in blue. A strong left-lateralized negative
peak is visible at occipito-temporal sites (C).

3.2.3. P300 (350–450 ms)

The ANOVA performed on the amplitude values of the P300 component showed a significant
main effect of the attention factor (F(1,28) = 97.756, p < 0.0001, η2

p = 0.78). The positivity evoked by the
target stimuli (8.95 μV, SE: 0.77) was larger than that evoked by non-target stimuli (2.78 μV, SE: 0.46),
as can be seen in Figure 8.
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Figure 8. P300 component. (A) The grand average ERP waveforms recorded at centro-parietal midline
sites. The correctly recognized targets (in red) relative to non-target stimuli (in blue) elicited a larger
P300 response between 350–450 ms (area highlighted in green). (B) The topographic map (back view)
of voltage distribution in the P300 time window (350–450 ms) computed as the difference wave target
minus non-target. The positive values are represented in red, while the negative values are represented
in blue. (C) The boxplots relative to the significant main effect of the attention factor.

3.2.4. swLORETA Source Reconstruction (240–280 ms)

The swLORETA inverse solution investigated the cortical sources of the bioelectrical activity
recorded over the scalp underlying selective attention processes for object recognition. For this purpose,
the source reconstruction was applied to the difference wave obtained by subtracting the ERP evoked
by non-target stimuli from those elicited by target stimuli in the SN time window (240–280 ms). A list
of the estimated active electromagnetic dipoles can be found in Table 1. The main dipoles were located
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in the medial frontal gyrus (BA 11) and right anterior cingulate cortex (BA 24). The uncus (BA 28/36)
was also bilaterally engaged, together with the left middle/superior temporal (BA 22) and inferior
frontal/precentral (BA 6/9) gyri (see Figure 9).

Table 1. List of estimated electromagnetic dipoles.

Magnitude T-x (mm) T-y (mm) T-z (mm) Hem Lobe Gyrus BA Function

18.2 1.5 38.2 −17.9 R F MedFG 11
Attentive
selection15.3 1.5 35.3 5.3 R Lim ACC 24

5.5 −38.5 2.4 29.4 L F IFG/PrecGyrus 6/9

16.0 −28.5 −8 −28.9 L Lim Uncus 28 Affective
response15.8 21.2 −0.6 −28.2 R Lim Uncus 36

12.8 −48.5 −36.6 −1.3 L T MTG/STG 22

List of the electromagnetic dipoles estimated in response to target minus non-target stimuli in the SN
time window (240–280 ms) according to swLORETA, with the relative Talairach coordinates. (Legend:
Hem—hemisphere, MedFG—medial frontal gyrus, ACC—anterior cingulate cortex, IFG—inferior frontal/precentral
gyrus, MTG/STG—middle/superior temporal gyrus, T—temporal lobe, F—frontal lobe, Lim—limbic system,
BA—Brodmann’s area, R—right, L—left).
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Figure 9. Standardized weighted low-resolution electromagnetic tomography (swLORETA) source
reconstruction of surface potentials in the SN time windows. SwLORETA performed on the
grand-average waveforms of the difference wave (target minus non-target) in the time window
of the SN component (240–280 ms). The sagittal (A), horizontal (B), and coronal (C) anatomical
planes of the brain are shown. The engagement of limbic regions is visible, which includes the right
anterior cingulate cortex (ACC, BA 24), medial frontal gyrus (MedFG, BA 11), and uncus, bilaterally
(BA 28/36). Active dipoles in the left middle/superior temporal gyrus (MTG/STG, BA 22) and inferior
frontal/precentral gyrus (IFG, BA 9/6) are also shown. The strongest magnitude values of the signal
(nAm) are presented in red.

4. Discussion

The present ERP study investigated the time course and neural correlates of object-based attention,
under the assumption of left-hemispheric dominance. For this purpose, healthy, right-handed
participants were presented with 3D graphic images depicting the shapes of different categories of
stimuli (wooden dummies, chairs, structures of cubes) which lacked detail. They were instructed to pay
attention to and detect one given target category (singularly and centrally presented) among non-targets
by emitting a motor response (button press). As visible in Figure 3, three main ERP components
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(N2, SN, and P300) were shown to be sensitive to selective attention in different time windows, likely
highlighting different the cognitive processes involved in recognition of the target objects.

The anterior N2 was the first potential that was modulated by the attentive selection (225–265 ms).
The amplitude of this negativity was reduced in response to the target images when compared with the
non-targets. Similar results have been previously reported during go/no-go tasks. A larger N2 has been
found for non-target (relative to target) item tasks that require response inhibition (no-go) in terms
of both actual [45] and imagined [57] motor acts (i.e., button press). This interpretation is supported
by source reconstruction studies that have localized the neural generators of the N2 in the anterior
cingulate cortex (ACC [58]). The ACC has been associated with cognitive control, as shown by several
imaging investigations in both healthy and clinical (i.e., Huntington’s disease) individuals [59,60].
The N2 has also been proposed as an index of conflict monitoring [61] and is modulated by stimulus
novelty [62], category [63,64], and mismatch [65]. In the present study, the identification of non-target
images, which represented two-thirds of the stimuli, required no actual finger movements. Hence,
the relative decrease in the N2 amplitude can be considered a correlate of motor inhibition [66]. For
instance, in the study by Proverbio and colleagues [66], the participants were presented with four
gratings of different spatial frequencies briefly displayed in the four quadrants of the visual field.
They were instructed to respond to a target combination of spatial frequency and space location.
When compared with the non-targets, the pseudo-targets (stimuli close in spatial frequency to the
target and falling within the attended quadrant) elicited both a larger frontal motor N2 and a larger
negative prefrontal potential (370–430 ms). This evidence was interpreted as an index of the response
inhibition and top-down cognitive control required for irrelevant information suppression. Finally,
no hemispheric difference was found here at this stage of stimulus processing (N2 time window).
This result is consistent with the increased power in the theta frequency band that has been previously
reported at midline frontal scalp sites during target detection tasks [67]. The medial prefrontal cortex
has been proposed as a possible neural generator of this effect (i.e., ACC [68]).

Moving forward at the temporal level, the analyses of selection negativity (or posterior N2)
response (240–280 ms) revealed an increased amplitude over occipito-temporal areas elicited by target
relative to non-target stimuli. This effect is illustrated in Figure 5, which reports the grand average
ERP waveforms recorded over posterior sites. The SN was typically obtained subtracting the posterior
N2 elicited by non-target stimuli from that evoked by target stimuli. It is considered an index of
visual attentive selection processes [46], as it shows sensitivity to several target stimulus features
(or a combination of them), including color [69,70], orientation [71], spatial frequency [41,72], and
shape [73]. Thus, in the present study, the modulation of the SN may have indicated non-spatial
attention allocation towards the specific stimulus shape required for object recognition, consistent
with previous evidence [74]. Furthermore, the maximum amplitude of the SN was reached over
occipito-temporal scalp sites. The location was compatible with the modulation of associative visual
cortex previously reported in several imaging studies on non-spatial attention [3,4].

More importantly, the modulation of the SN was specifically visible over the left but not the
right hemisphere, as shown by the topographic maps of voltage distribution depicted in Figure 7
(see also Figure 6). This evidence is consistent with previous ERP studies on shape [51] and color
detection [30], as well as local (vs. global) stimulus information processing [32,41] and illusory contour
perception [31]. For instance, in a previous study by our research group [51], the participants were
presented with images representing upright and inverted bodies (wooden dummies) and structures
of cubes. They were instructed to attend to one of the two categories of stimuli (by button press),
regardless of the orientation. The occipito-temporal SN was shown to be sensitive to the orientation of
the human body shape, being larger in response to the inverted (than upright) body targets. This result
likely indicated increased attentive processes for body recognition when presented in non-standard
orientations. The negative response was also overall larger over the left than the right hemisphere.
This evidence possibly suggests a predominant role of the left hemisphere in shape-related attentive
selection processes. It also extends previous findings [30] on conjoined color and shape processing.
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These results are also consistent with those reported by Zani and Proverbio [72] in their attentional
task (relative to spatial frequency). In that study, the relevant/target (relative to the irrelevant) stimuli
elicited larger ERP components at both occipital (N165 and P3b) and frontal (LP, long latency positivity)
scalp sites over the left but not the right hemisphere. In another study, larger negativity (N2) was
elicited by the perception of illusory contours of a Kanizsa square over the left occipital regions [31],
consistent with the idea of left-sided non-spatial feature selection and local (vs. global) stimulus
processing [36,37].

Furthermore, the swLORETA inverse solution was applied in this study to the difference wave
target minus non-target to estimate the neural sources of the EEG signals in the SN time window
(240–280 ms). Several active dipoles underpinned the left-sided SN within a fronto-temporo-limbic
network, associated with attentive selection processes. This included the ACC (BA 24), the right medial
prefrontal cortex (mPFC, BA 11), and uncus, bilaterally (BA 28/36). Several pieces of evidence have linked
the ACC and mPFC to cognitive control [75], with the former region specifically involved in performance
and conflict monitoring [60,76]. Both the mPFC and uncus (included in the parahippocampal cortices)
are part of the affective system of the human brain [77]. Thus, their engagement may also suggest
an affective response [78,79] to target stimuli that were correctly identified. More importantly, the
swLORETA showed a selective engagement of the superior/middle temporal (STG/MTG, BA 22) and
inferior frontal/precentral gyrus (aka IFJ, BA 6/9) in the left hemisphere. A negative correlation between
activity in the left STS and response variability has been reported during the perception of oddball
(vs. standard) stimuli in healthy (vs. ADHD) volunteers [80]. At the same time, participants with
attentional disorders have shown reduced response to oddball (vs. standard) stimuli in the superior
and medial temporal lobe (along with the insula and basal ganglia). The STG/MTG is also considered
a key node of an amodal semantic hub, together with the temporal poles [81]. Its involvement may
be explained in terms of accessing the knowledge (i.e., name [82]) of the target stimulus category
(i.e., bodies, chairs). Finally, previous evidence indicated a role of the IFJ (inferior frontal junction) in
the top-down modulation of the inferior temporal cortices when a target object was attended [14,19].
The engagement of left frontal regions (i.e., BA 6) has also been reported during executive (conflict)
control, together with the ACC [83]. Overall, these findings seem to support the hypothesis of effective
engagement of the left hemisphere in selective attentional processes required by feature recognition
(i.e., shape) for objects centrally presented in the visual field [4,27,64,84].

Lastly, the effects of attention were also visible at later latencies (350–450 ms) over centro-parietal
sites. An increased positive (P300) response to target stimuli was found when compared with non-target
stimuli, which likely suggests the recognition of the target object. The P300 response is generally
interpreted as an index of item categorization, updating of the mental representation of stimulus context,
and visual awareness [47,85–87]. The P300 is typically maximal in response to stimuli that are identical
to a target. Its neural generators have been estimated within the parietal (i.e., inferior parietal lobule,
posterior parietal cortex) and inferior temporal regions [85]. At the same time, non-target stimuli that
share some visual features with the target stimulus elicit a gradient of increasing P300s as a function of
enhanced similarity [88]. Moreover, the maximum peak of this ERP component is concurrent with the
RTs when an accurate but fast response is required. In our study, the average RT to targets was 425 ms,
included within the P300 time window considered (350–450 ms). A strong tendency towards a faster
response with the right (compared with the left) hand was also found. Previous evidence has shown
that simple RTs are not often affected by the hand dominance [89]. This result is also consistent with the
hypothesis of left-hemispheric dominance for action selection [90,91]. Hence, the right-handedness of
the participants can only partially account for the right-hand advantage reported here. It is important to
report the case of target detection during spatial attention modulation. Faster RTs have been found for
stimuli occurring in the visual field ipsilateral (relative to the contralateral) to the response hand [92–94].
This difference in RTs has been ascribed to the interhemispheric transfer time through the corpus
callosum. In the present study, the faster button press obtained with the right hand may have suggested
a faster intrahemispheric (vs. interhemispheric) transfer between the contralateral (left) motor cortex
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and attention-related areas within the left hemisphere. This interpretation, which certainly requires
further investigation, is consistent with the assumption of a left-hemispheric dominance in attentive
processes for object selection.

A few aspects need further consideration and suggest circumspection in the interpretation of the
present results. Firstly, our experimental design likely prevented overt spatial attentional shifting (i.e.,
central stimuli presentation, stimuli with equal dimensions and number of non-empty pixels, and
comparable distribution in the four hemi-quadrants of the visual field), and EEG epochs reporting
eye movement were discharged. However, it is also true that covert attentional shifting may have
occurred. The introduction of a secondary task would be useful in order to entirely disentangle the
contribution of spatial and non-spatial attention [95,96]. This would also strengthen our object-based
interpretation of the attention-related results. Secondly, despite a clear left-lateralization of the SN
component in our experimental group, individual differences between participants may exist. It is,
therefore, desirable for future investigations to account for such variability. Finally, it is necessary to
point out that the EEG technique is characterized by a non-ideal spatial resolution [97] compared to
functional neuroimaging (i.e., fMRI). This issue can be partially overcome using by high-density caps
and state-of-the-art source reconstruction algorithms [98]. Many studies have shown good reliability
of swLORETA, since the estimated dipoles were consistent with brain activity found in previous fMRI
investigations [99,100]. Caution is still advised when reconstructed neural sources are considered,
even when they are in support of main ERP findings, as was the case for the present study.

5. Conclusions

In conclusion, these pieces of evidence seem to support the models of selective attention focused
on objects as a whole. In our study, the recognition of the shape of a target object that lacked
detail modulated several ERP components associated with motor inhibition (N2), attentive selection
(SN), and item categorization (P300) processes at different time latencies and scalp distribution.
A fronto-temporo-limbic network seems to underlie such object-based attentive processes. The scalp
distribution of the SN component and related neural sources (i.e., left MTG/STG and IFJ) were consistent
with the hypothesis of a left-hemispheric advantage for non-spatial visual attention. The present
results integrate the previous literature on brain asymmetries relative to attentional control for local
and global levels of stimulus processing. They seem to suggest a specific role of the left hemisphere in
attentive selection and, thus, recognition of objects and relative features.
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Abstract: The brain utilizes distinct neural mechanisms that ease the transition through different
stages of learning. Furthermore, evidence from category learning has shown that dissociable memory
systems are engaged, depending on the structure of a task. This can even hold true for tasks that
are very similar to each other, which complicates the process of classifying brain activity as relating
to changes that are associated with learning or reflecting the engagement of a memory system
suited for the task. The primary goals of these studies were to characterize the mechanisms that are
associated with category learning and understand the extent to which different memory systems
are recruited within a single task. Two studies providing spatial and temporal distinctions between
learning-related changes in the brain and category-dependent memory systems are presented. The
results from these experiments support the notion that exemplar memorization, rule-based, and
perceptual similarity-based categorization are flexibly recruited in order to optimize performance
during a single task. We conclude that these three methods, along with the memory systems they rely
on, aid in the development of expertise, but their engagement might depend on the level of familiarity
with a category.

Keywords: category learning; eeg; machine learning; erp; memory; learning; multiple memory
systems; p300

1. Introduction

Category learning has been a productive paradigm for studying learning and memory and it refers
to the development of the ability to group objects belonging to the same category and differentiate
objects belonging to different categories [1]. There is not a single mechanism of category learning.
Research using category learning models have outlined that there are distinct neural mechanisms
associated with different learning stages [2]. Furthermore, we know that different tasks engage
dissociable memory systems that are optimized for the type of learning involved—even for seemingly
similar tasks, such as in categorization [3–7]. This makes it difficult to uniquely attribute the changes
in brain activity to either distinct learning systems or representations of the distinct mechanisms that
are associated with different task sets. In other words, the two bodies of literature can complicate
comparing brain activity across tasks as subjects between those tasks could either be at different
stages of learning or be relying on different categorization strategies that are served by dissociable
memory systems.

From the skill acquisition perspective, a succinct model of learning has been proposed that
describes reliance upon executive functions, depending on the stage of learning: early or late. Under
the dual-stage model, the early stage of learning is marked by being heavily reliant on controlled
processes, requiring a person to be actively attentive and dependent on limited working memory
capacity. In contrast, the late stage is defined by its lack of reliance on controlled processes, reflected as
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automated performance, and it is not limited by working memory capacity and can be subconsciously
carried out under the right context [2].

Modern imaging evidence has delineated distinct brain networks that are involved in the two
learning stages [8]. The frontal lobe is responsible for the executive monitoring of unfamiliar stimuli;
a process that is integral to the early stages of learning. In contrast, cortical regions of the posterior
corticolimbic system are engaged when subjects demonstrate proficient performance in the late stages of
learning [8,9]. These posterior corticolimbic structures, which include the hippocampus and posterior
cingulate cortex (PCC), consolidate information and, with sufficient practice, enable performance to be
more automated, thus removing the need for executive control.

Finer details regarding how the brain changes as a person learns to recognize category structures
can be understood from the perspective of the dual stage theory [10]. The dual model of sensory
information processing is based on evidence that suggests two separable and parallel systems operate
on incoming sensory data. The first is a ventral “what” system that is responsible for the identification
of an event or object and it includes the sensory specific cortices (such as visual cortex) and the
ventral limbic system, which includes the parahippocampal gyrus, piriform, entorhinal cortex, and
the amygdala [11,12]. The second processing stream, as exemplified by dorsal cortical regions of the
parietal lobe, is referred to as the dorsal or “where” pathway, and it specializes in spatial analysis of
stimuli [11,12]. Information from both streams converge at the hippocampus, which is a structure
situated in the medial temporal lobe (MTL) that plays a key role in organizing input to link memories
by their contextual representation [13]. This feedback structure allows for the hippocampus to organize
memory retrieval based off “what” occurred or “where” something occurred and makes it an essential
mechanism for memory retrieval. With further training, the hippocampus is able to perform declarative
recall with less need for controlled attention and input from these two sensory pathways; reflecting
the early/late transition outlined in the dual stage model. However, a relevant shortcoming to both
the dual processing and dual stage models is that as they exist, they do not account for the evidence
of other types of memory systems and their possible differential reliance on the brain mechanisms
that are described in the models. Another shortcoming is that they do not consider the possibility that
different memory systems could be simultaneously engaged during a task, either in competition or
working in conjunction, and at different learning stages to optimize learning.

Multiple mechanisms that rely on dissociable memory systems have been implicated in
categorization and category learning. One distinction is between strategies that require the
application of an explicit rule (rule-based categorization) and those that rely on perceptual similarity
(examples: [14,15]). For example, in a family resemblance structure, stimuli that belong to the same
category share several common features, with none of them being necessary or sufficient for category
membership [16,17]. Categorization relies on the overall similarity rather than an explicit rule. The
perceptual similarity system involves posterior visual areas and does not heavily rely on working
memory [18–20]. Perceptual similarity allows for making rapid judgements regarding category
membership without using much cognitive resources, but falls short in its ability to classify objects
when within-category similarity is low or between category similarity is high [21].

In contrast, in rule-based categorization, category membership is dictated by an explicit,
verbalizable rule [15]. Rule discovery is commonly achieved through explicit reasoning and hypothesis
testing that heavily relies on working memory and selective attention, which are supported by the
working memory system in prefrontal cortex and caudate nucleus [22]. The working memory system,
within the context of rule-based categorization, allows for participants to focus on individual diagnostic
dimensions while ignoring the irrelevant features within the task. This allows for accurate categorization
when the within-category variance is high and between-category variance is low. However, rule-based
categorization is cognitively expensive and sensitive to distractions when compared to the perceptual
similarity system [3,23].

Prior research has focused on creating tasks that exaggerate the preferential recruitment of one
system over another to provide compelling evidence for the existence of multiple systems. Evidence
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from these studies has shown that performance is hindered when the participants fail to engage the
memory system optimal for a given category structure. The composition of natural categories contains
elements of rule-, and perceptual-based systems, suggesting people may be switching between systems
within a single task. Identifying signatures of distinct memory systems within single tasks would
allow us to better understand how each system contributes to performance and how these systems fit
within the expertise development framework.

The main goals of the presented studies were to understand the degree to which distinct learning
and memory systems are recruited within the same, real-world task. We implemented a categorization
task that was designed to encourage participants to switch between categorization strategies on a
trial-by-trial basis and then measured the underlying neural activity in two separate experiments
while using functional Magnetic Resonance Imaging (fMRI) and dense-array Electroencephalography
(dEEG). The goal of our first experiment, which was a low-sample pilot, was to utilize the spatial
resolution of fMRI to establish the overall effectiveness of our task in engaging different memory
systems for different trials within the same task. A successful proof-of-concept and spatial distribution
in the fMRI pilot then motivated the second, dEEG experiment. In our fully powered dEEG experiment,
we studied the time course by which these strategies (and their underlying memory systems) were
engaged on a trial-by-trial basis. More specifically, we were interested in understanding when, on
a given trial, we can accurately dissociate between verbal and non-verbal rules and the associated
memory systems. As the brief involvement of limited attentional and working memory resources
may beneficial for the optimization of categorization strategy to the task [24], mapping the timing of
the initial convergence and subsequent divergence of distinct categorization processes can provide
new insights regarding how distinct systems compete and cooperate to optimize performance. Rough
estimates of the anatomical differences between these systems were made while using the EEG data
and a novel machine learning approach.

2. fMRI Pilot Experiment

2.1. Materials and Methods

2.1.1. Participants

Eleven right-handed subjects between the ages of 18 and 30 (M = 24.2) were recruited from the
University of Oregon Human Subjects Pool to participate in our pilot experiment (five males, six
females). The subjects had no self-reported neurological or psychiatric conditions, as well as no MRI
contraindications. Subjects were compensated $35 for their participation and the Electrical Geodesics,
Inc. and University of Oregon IRBs approved the protocol.

2.1.2. Task

The task used was designed to interchangeably recruit a rule-based or similarity-based
categorization strategy to categorize three categories of football defensive formations. When
between-category similarity is low and within-category similarity is high, visual similarity can guide
categorization without the need of limited cognitive resources. However, when between-category
similarity is relatively high compared to within-category similarity, successful categorization requires
the discovery and an application of an explicit categorization rule, which taxes limited resources,
such as working memory and attention. Thus, we chose two formation categories that were visually
similar to each other and one category that was visually distinct from the other two. For the two
similar categories, the subjects needed to discover an explicit counting rule in order to categorize the
members of these two groups reliably: One category of formations displayed three people on the line
of scrimmage (and four behind them, 3-4 category), while the other had four people on the line of
scrimmage (and three behind them, 4-3 category) (Figure 1). Because of the variable starting positions
among players, the formations that fell into one category (e.g., 3-4) could look different from each other
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(within-category variability). In addition, some of the formations in the 3-4 category were visually very
similar to some of the formations in the 4-3 category (high between-category similarity). Thus, the
participants could not easily rely on visual similarity and instead needed to discover the rule (number
of people on the line of scrimmage) that differentiated the categories. This forced subjects to focus
their attention to the line of scrimmage while ignoring irrelevant players positioned elsewhere on the
field. We expected that, although these were two categories that participants needed to differentiate
between, stimuli from both categories would evoke the same cognitive processes (explicit, rule-based
categorization). We collapsed over them in neuroimaging analyses when looking for neural processes
associated with these rule-based trials, as subsequent analyses confirmed that participants’ performance
was comparable for the 3-4 and 4-3 categories on all metrics.

Figure 1. Standard formations used in the experiment. Left (blue underline): A 6-1 formation, which
represents the visually distinct category, had six white players on the line of scrimmage (red line)
and one player lined up behind them. Middle and Right (red underline): A 3-4 or 4-3 formation,
which represent the visually similar categories, had three players (3-4) or 4 players (4-3) on the line of
scrimmage (red line) and either four players (3-4) or 3 players (4-3) lined up behind them. The position
of the green players did not vary significantly between formations.

For the visually distinct category, there was also an explicit rule, with six people on the line of
scrimmage and one person behind (6-1) (Figure 1). However, this category was visually sufficiently
distinct from the 3-4 and 4-3 categories, so subjects could rely on visual similarity alone during
categorization, rather than having to discover and invoke an explicit rule.

Every category had three separate formations, each sharing the defining number of players on the
line of scrimmage for that category, for a total of nine formations used throughout the experiment. On
each training trial, the subjects were shown a random formation for 2.5 s and were tasked with pressing
a button on a keypad to place the formation into one of the three categories during the 2 s window
(Figure 2). Corrective feedback was given to the subject immediately after making their response and it
was on the screen for 1.5 s. The inter-trial-interval was optimized for event-related-design while using
Optseq2 software and varied between 2 and 8 s [24]. Each formation was shown six times during each
training block and there were six total training blocks.

A generalization block was implemented at the end of the experiment in order to test the subject’s
ability to generalize the strategies that they acquired during training. During this block, the nine old
formations were intermixed with nine new formations that belonged to the learned category structures.
Each stimulus was randomly shown one at a time and was on the screen for 2 s while the subject used
a response pad to categorize the stimulus. No feedback was given during this block, and instead
a black fixation screen was shown for 10 s before the next stimulus was presented—resulting in a
total fixed trial length of 12 s (Figure 3). Each new and old stimulus was shown only once during
the generalization block. The inclusion of a generalization block allowed for us to test whether the
participants indeed discovered the category structure rather than memorized labels for individual
examples, as rote memorization during training would hinder their categorization performance on the
new formations.
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Figure 2. Formations were shown for 2.5 s. Immediately following a response, contingent feedback
was shown for 1.5 s. Upon feedback termination, a fixation mark was shown for the duration of the
inter-trial interval of 2–8 s before the next formation was presented.

Figure 3. Formations were shown for 2.5 s, regardless of when a subject made a response. No feedback
was given. Instead, a fixation cross appeared for a fixed 9.5 s until the next formation was shown.

2.1.3. Procedure

Before coming to the scanning center, the subjects were pre-screened over the telephone to ensure
eligibility. Upon arrival at the center, a structural T1 scan was acquired, followed by an exposure block
with simultaneous scanning. During this block, the subjects were asked to passively look at the screen
and refrain from pressing any buttons. No other context or instructions were given. Each of the nine
training formations were shown one at a time for 2 s each before a fixed 10 s ITI. Each formation was
shown four times for 36 total trials. Following the exposure block, subjects were read instructions for
the experiment. They were told how many formations there would be in the experiment, along with
the set number of categories the formations belonged to. Their job was to figure out which formations
belong to each category by pressing the buttons on their response pad and utilizing the corrective
feedback. A brief practice test (un-scanned) was given, where they learned to categorize unrelated
formations. After practice, six training blocks were run with brief breaks in-between and, after training,
the subjects sat through another exposure block where they passively viewed each stimulus. To end
the experiment, the subjects went through the generalization block, given only the instructions that
they were going to go through a final block with no feedback. They were not told whether there would
be novel formations in this block. The subjects were asked to write-down their strategies in a debrief
questionnaire for categorizing the formations before receiving compensation and leaving the center.
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2.1.4. fMRI Acquisition and Pre-Processing

MRI data were acquired with a 3T Siemens Skyra. A high-resolution T1-weighted MPRAGE
was acquired for co-registration and normalization before the task was administered (TR = 2.5 s,
TE = 3.41 ms, flip angle = 7◦, matrix size = 256 × 256, FOV = 256 mm, 1 mm isotropic). Whole-brain
fMRI was acquired using a gradient-echo EPI pulse sequence: TR = 2 s, TE = 26 ms, 100 × 100 matrix,
FOV = 200 mm, 72 oblique axial slices, no skip, 2 mm isotropic voxels, GRAPA factor 2, multiband
factor 3. Preprocessing was carried out in FSL version 5.0.9 (www.fmrib.ox.ac.uk/fsl). The functional
images were skull stripped using BET (brain extraction tool), motion corrected, co-registered to the T1
anatomical image, and smoothed with a 4mm FWHM kernel. Two sets of analyses were performed:
traditional whole-brain univariate analyses and trial-by-trial multivoxel pattern classification analyses
within a set of a priori ROIs. For univariate whole-brain group analyses, functional data were registered
to standard MNI space. For multivoxel pattern classification, the data were kept in native space of
each participant and trial-specific activation patterns (betaseries) for classification analysis within each
participant were extracted using a general linear model with a separate regressor for each trial [25].
A detailed description of each of these analysis approached is provided together with results for
better readability.

2.2. Results

2.2.1. Behavioral Results

Data from one participant were excluded due to noise caused by motion during scanning, leaving
10 out of the 11 subjects for analysis. Figure 4 shows the average classification accuracy for each
category across the six training runs. Visual inspection indicates that participants learned the visually
distinct category faster when compared to the two visually similar categories, but by the end of run 4
they were able to accurately identify members of all categories.

Figure 4. Subjects accurately categorized the visually distinct category quicker than the two visually
similar categories. Accuracy for the visually similar categories peaked between runs 4 and 5, which we
infer is the time at which subjects discovered the counting rule.

A confusion matrix shows that subjects commonly mixed up the two visually similar categories
when making errors, and rarely mixed up the visually distinct category with any other. By block 4, the
subjects limited their confusion, which is indexed by the mostly uniformly colored bars in Figure 5.
We can infer that this was the point at which most subjects discovered the explicit counting rule that
allowed for them to differentiate between members of the two visually similar categories (Figure 5).
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Figure 5. Visualization of the confusion matrix during classification. During the first 3 training blocks,
subjects commonly confused the two visually similar categories for one another. By run 4, subjects
were able to accurately dissociate between these two categories. Subjects rarely confused any other
category when classifying formations in the visually distinct category.

The generalization run was included to test for the hallmark of category knowledge—the ability
to generalize category labels to novel category examples. On average, the subjects completed the
generalization run with 92% accuracy for the visually distinct category and 88% accuracy for the
visually similar categories (Figure 6). Had subjects been relying on the declarative recall of individual
stimuli throughout training, their performance in the generalization run would have been closer to
chance (33%).

Figure 6. Categorization accuracy in the generalization block.

In the post-test questionnaire, nine out of 10 participants indicated that they used a counting
strategy to distinguish between the visually distinct categories, meaning that they accurately identified
the defining number of players on the line of scrimmage separating the two categories. The same
participants reported relying on perceptual similarity to identify formations in the visually distinct
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category. This indicates that participants treated the stimuli as expected, using an explicit rule
specifically when between-category similarity was high as compared to the within-category similarity.
The remaining one participant reported using declarative recall for all stimuli, whereby they memorized
each formation individually instead of relying on the intended counting rule. This participant
categorized new stimuli in the visually similar categories with an accuracy near chance during the
generalization block, which indicated that relying on declarative recall instead of discovering the
counting rule was ineffective for generalization in this task.

2.2.2. Univariate fMRI Analysis

Training Analysis

Data from each training run and each participant were separately analyzed at a first level analysis
using FSL [26]. Visually distinct and visually similar correct trials were separately modeled as two
predictors. Each stimulus onset time was convolved with a hemodynamic response function and
entered into a general linear model with their temporal derivatives to estimate beta weights. Contrasts
of interests were set that tested for differential activation to the two types of categorization trials. Even
after performance becomes equated, we focused on data from runs 4, 5, and 6 to explore whether
participants engage distinct processes for visually similar vs. visually distinct categories (the runs after
subjects could perform the task with proficiency for all three categories: see Figure 4). Data from the
three runs within each subject were combined at a second level while using fixed-effects analysis. Data
across participants were then combined at the third level using a random-effects analysis (FLAME 1).
Figure 7 depicts regions that were more engaged during visually distinct trials over visually similar
categorization trials (blue), and vice-versa (red). Individual voxels were considered to be active when
reaching a Z > 1.8 and surviving a whole-brain cluster size threshold set at p < 0.05 [27]. This threshold
was used based on the exploratory nature of our small sample pilot experiment, and the reported
results were interpreted for the purposes of motivating Experiment 2.

a b c

Figure 7. Univariate contrasts of visually similar > visually distinct (Red) and visually distinct >
visually similar (Blue) during training displayed in (a) sagittal, (b) coronal, and (c) axial views. Red:
dorsal lateral and inferior frontal areas along with hippocampus were engaged significantly more
during rule application compared to perceptual similarity analysis. Blue: Fusiform gyrus and lateral
occipital cortex were engaged significantly more during perceptual similarity analysis compared to
rule application.

The superior and inferior frontal gyri were engaged significantly more on visually similar categories
when compared to the visually distinct category (red clusters, Figure 7). The right hippocampus,
a region associated with declarative recall, was also engaged during the classification of visual similar
categories, which is consistent with prior work indicating the role of hippocampus in rule-based
categorization [28]. During classification to the visually distinct category, the lateral occipital cortex
and fusiform gyrus were engaged significantly more as compared to visually similar categories (blue
clusters, Figure 7), consistent with what might be expected for similarity-based categorization. Tables 1
and 2 illustrate a summary of the top 11 regions associated with each condition.
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Table 1. Cluster location and size for similar > distinct contrast in blocks 4, 5, and 6.

Location Cluster Size Z-Value X Y Z

L Sup. Fr. Gyrus 58 2.79 −54 44 −10
L. IFG 50 2.95 −50 30 14

L. Sup. Fr. Gyrus 38 2.72 −12 40 56
L. Sup. Fr. Gyrus 34 2.47 −16 56 38
R. Hippocampus 26 2.88 22 −34 −10

L. Sup. Temp. Gyrus 25 2.67 −50 10 −16
R. Fusiform Gyrus 25 3.04 40 −44 −20

R. Lateral Occipital Cortex 24 2.72 −10 −12 56
L. Suppl. Motor Cortex 22 2.42 58 −64 24

Brain Stem 22 2.63 6 −22 −28
R. Mid. Temp. Gyrus 20 2.56 40 −58 2

Table 2. Cluster location and size for distinct > similar contrast in blocks 4, 5, and 6.

Location Cluster Size Z-Value X Y Z

R. Lateral Occipital Cortex 519 3.16 6 −74 36
R. Lateral Occipital Cortex 154 2.87 34 −62 62

L. Fusiform Gyrus 106 3.17 −20 −66 −18
L. Lateral Occipital Cortex 98 2.83 −36 −56 38

R. IFG 89 3.25 20 56 −6
L. Post. Cingulate Gyrus 70 2.88 −8 −40 48

R. Lateral Occipital Cortex 55 2.47 20 −88 38
R. Fusiform Gyrus 52 2.62 20 −54 −16

L. Middle Frontal Gyrus 49 2.77 −38 45 18
R. Occipital Pole 41 2.34 20 −104 −10

Brain Stem 40 3.05 22 −32 −42

Generalization

When modeling the generalization block, visually distinct and visually similar trials were further
separated, depending on whether they were used during training (old) or whether they were new
examples of each category. This resulted in four separate predictors (i.e., Novel-Similar, Novel-Distinct,
Old-Similar, Old-Distinct), with the data from each subject being separately analyzed at a first-level
analysis. Each stimulus onset time was convolved with a hemodynamic response function and entered
into a general linear model with their temporal derivatives to estimate beta weights. Contrast maps
were created for each subject, showing areas that were differentially engaged during visually similar
vs. visually distinct categories. A group analysis was then run using FLAME 1, combining contrast
maps across participants. Figure 8 shows regions that were more engaged during visually distinct
trials over visually similar trials (red), and vice-versa (blue). Individual voxels were considered to be
active when reaching Z > 1.8 and surviving a whole-brain cluster size threshold set at p < 0.05 [27].

The results from our univariate analysis show that the left caudate nucleus, left superior frontal
gyrus, and left inferior frontal gyrus were significantly more engaged on visually similar trials when
compared to visually distinct trials (Figure 8). Caudate nucleus, instead of hippocampus, is one of
the only observable differences between the training and generalization contrasts for this condition.
Table 3 presents a list of the top 11 clusters from this contrast. In addition, the lateral occipital cortex
and right fusiform gyrus were engaged significantly more for distinct trials over visually similar trials
during generalization. Table 4 shows a summary of the top 11 clusters.
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a b c

Figure 8. Univariate contrasts of visually similar > visually distinct (Red) and visually distinct >
visually similar (Blue) during generalization displayed in (a) axial, (b) medial sagittal, and (c) more
lateral sagittal views. Red: Frontal control regions were engaged significantly more during the visually
similar trials compared to visually distinct trials during generalization. A cluster over caudate nucleus
was also found. Blue: Visually distinct trials relied more heavily on lateral occipital cortex compared to
trials separable by a counting rule.

Table 3. Cluster location and size for similar > distinct contrast in generalization block.

Location Cluster Size Z-Value X Y Z

L. Caudate Nucleus 290 3.5 −8 −10 24
Cerebellum 129 3.22 16 −72 −28
Cerebellum 125 3.43 32 −80 −22
Cerebellum 90 3.18 4 −50 −10

L. Sup. Frontal Gyrus 88 3.21 −28 6 64
L. Lateral Occipital Cortex 73 3.17 −26 −78 50
R. Lateral Occipital Cortex 71 3.08 40 −74 42

L. Inf. Frontal Gyrus 67 3.22 −42 22 4
Cerebellum 63 3.3 −26 −90 −26

L. Sup. Frontal Gyrus 59 3.17 −42 46 20
Brain Stem 58 2.92 14 −16 −38

Table 4. Cluster location and size for distinct > similar in generalization block.

Location Cluster Size Z-Value X Y Z

R. Lateral Occipital Cortex 1922 4 18 −100 6
R. Fusiform Gyrus 335 3.41 12 −72 −2

R. Inf. Frontal Gyrus 213 3.11 62 6 12
Postcentral Gyrus 144 3.35 −40 −26 54

L. Sup. Temporal Gyrus 143 3.49 68 −24 28
Cerebellum 113 3.09 −20 −72 −52

L. Fusiform Gyrus 100 2.88 38 −54 −24
R. Mid. Temporal Gyrus 99 3.13 66 −40 2

R. Mid. Frontal Gyrus 82 3.25 32 18 30
R. Mid Temporal Gyrus 79 3.37 54 −6 −28

R. Angular Gyrus 70 3.7 56 −46 30

2.2.3. Multi-Voxel Pattern Analysis

The univariate analyses provided preliminary evidence that participants may engage distinct
neurocognitive processes when categorizing visually distinct vs. visually similar trials, albeit at an
exploratory threshold. As a second approach, we employed multi-voxel pattern analysis (MVPA;
e.g., [29]), which might provide additional sensitivity. Specifically, we asked whether a machine-learning
classifier could distinguish, based on the pattern of activation across voxels, into which condition
a current trial belonged. First, cortical parcellation and subcortical segmentation was performed
while using Freesurfer software for each participant [30,31]. Given prior work on visual memory
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and the dissociations between rule-based and similarity-based categorization, we focused on regions
within the frontoparietal attentional network and the midline, in addition to the posterior visual
cortex [32–34]. Specific Freesurfer-defined ROIs included superior parietal lobe, anterior cingulate
cortex (ACC), medial orbitofrontal cortex (MOFC), inferior parietal lobe, inferior frontal gyrus (IFG),
and fusiform gyrus.

One participants’ data were lost between the time we performed the univariate analysis and
MVPA due to a site-wide data loss, which left nine out of 11 subjects for MVPA. We modeled the
functional data using a separate regressor for each trial to construct a betaseries representing activation
patterns that are associated with each individual trial to obtain trial-specific activation patterns for each
participant [35]. Each betaseries was smoothed (σ = 3) before being co-registered to each participant’s
high-resolution anatomical image while using Advanced Neuroimaging Tools (ANTs) toolbox [36].
Data were kept in native the space of each participant for the classification. Classification analysis used
a linear Support Vector Machine (SVM), as implemented by the LinearCSVMC classifier in PyMVPA
(pymvpa.org). Data from all runs were included to obtain enough training samples for the classifier.
A leave-one-run-out crossvalidation was chosen, as it would maximize the amount of data in each
training fold for our sample size [37,38]. Within each ROI separately, the classifier was trained on data
from five out of six training runs and tested on the left-out run. The classification accuracy was then
averaged across the six cross-validation folds. Two binary (pairwise) classifications were performed:
visually similar category 1 vs. visually distinct category, and visually similar category 2 vs. visually
distinct category. We subsequently averaged their results together, as there were no differences in
classification accuracy between the two (as expected).

A one-sample t-test was used against a baseline value of 0.5 (50% chance for two equally frequent
categories). Figure 9 shows the classification analysis in each ROI, indicating dissociable patterns of
activation evoked during categorization of stimuli that presumably required rule application vs. those
who could be based on perceptual similarity. The IFG (M = 0.66; t(8) = 4.23, p = 0.003), inferior parietal
lobe (M = 0.70; t(8) = 3.65, p = 0.007), superior parietal lobe (M = 0.76; t(8) = 5.8, p < 0.001), MOFC (M =
0.58; t(8) = 3.3, p = 0.011), and fusiform gyrus (M = 0.62; t(8) = 3.75, p = 0.006) all predicted category
membership with statistically significant accuracy. The ACC (M = 0.58) did not reach significance, t(8)
= 2.02, p = 0.078.

p

Figure 9. The inferior frontal gyrus (IFG), inferior parietal cortex, medial orbitofrontal cortex (MOFC),
superior parietal cortex, and fusiform gyrus were able to classify between our two conditions with
significantly above-chance accuracy. Amongst these regions, the superior and inferior parietal
cortices provided the most reliable classification. The Anterior Cingulate Cortex (ACC) did not reach
statistical significance.
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3. dEEG Experiment

3.1. Materials and Methods

3.1.1. Participants

The results from the fMRI pilot motivated the design and interpretation of our fully-powered
EEG experiment. Forty-four right-handed participants were recruited from the University of Oregon
Human Subjects Pool (22 males, 22 females), with ages ranging between 18 and 39 years old (M = 19.5,
SD = 3.2). All of the participants had normal or corrected-to-normal vision, had no history of head
trauma or seizures, and were not consuming medication that could affect their EEG. The participants
were pre-screened online for their experience with football to reduce the chance of contextual familiarity
confounding differences in skill acquisition rate. Only those subjects that were comfortable recognizing
football defensive formations were allowed to participate. The University of Oregon and Brain
Electrophysiology Laboratory Company (BELCO) institutional review boards approved the research
protocol, and the study took place in the laboratory of BELCO.

3.1.2. Task

The task used in this study was an EEG analogue of the fMRI task used in the pilot. Stimuli in
this task consisted of three categories of football defensive formations, with two categories being very
visually similar to each other and one category being visually distinct from the other two. For the
two similar categories, the subjects needed to discover an explicit counting rule to reliably categorize
members of these two groups. For the visually distinct category, subjects could rely on a simple visual
similarity analysis to recognize members of this category. Within each category, all of the players were
shuffled around the field of view with the exception of the players on the line of scrimmage, as the
number of players on the line dictated category membership (Figure 10). This forced subjects to focus
their attention to the line of scrimmage over time while ignoring irrelevant players that are positioned
elsewhere on the field.

Figure 10. From bottom-left to top right: A fixation cross was shown for 2–3 s. Formations were shown
for 2 s while subjects made their response. Immediately following a response, contingent feedback
was shown for 1.5 s. Upon feedback termination, a fixation mark was shown for the duration of the
inter-trial interval of 2–3 s before the next formation was presented.

Every category had three formations, each sharing the defining number of players on the line of
scrimmage for that category, for a total of nine formations used throughout the experiment. On a given
trial, the participants were randomly shown one of the nine formations for 2000 ms and they were
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instructed to place the stimulus into one of the three categories by pressing a button on a response box
within the stimulus exposure window. Once they made a response the stimulus disappeared, and the
subject was presented with a corrective feedback screen, which indicated whether they were correct
along with text describing the correct category for the stimulus (Figure 10). The feedback was on the
screen for 1500 ms, after which a fixation cross with a variable inter-stimulus-interval was shown
for 2000–3000 ms. The task was divided into eight training blocks that consisted of 90 trials (or 10
exposures per stimulus) per block, which totaled 80 exposures of every stimulus throughout training.

After the final training block, a generalization block was used, which tested each subject’s ability
to apply any rules they developed during training to novel stimuli similar to the fMRI pilot. During
the training block, a mixture of the nine training stimuli and nine novel stimuli belonging to the same
categories were used. The subjects were not told that the generalization block would include novel
stimuli. No feedback was given to the participants after pressing a button to categorize each formation.
Instead, a black screen was shown for 1500 ms after a response was made before the fixation cross
appeared to begin the next trial. Each old and novel stimulus (18 total stimuli) was shown five times
for a total of 90 trials in the generalization block.

3.1.3. Procedure

Following the informed consent process, the participants were fitted with a 256-channel EEG net
and placed 55 cm in front of a computer monitor. A chinrest was used to minimize head movements
and keep the distance to the monitor fixed for every participant. The participants were explicitly told
that there were nine defensive formations in this study belonging to three categories, and that they
must learn which formations go into each category. The response feedback that would help teach the
participant to make the correct decision was explained clearly, and the participants were allowed to
ask questions before the experiment began.

Once the participant could demonstrate an understanding of the study to the research assistant,
a short practice block that consisted of 12 trials followed. The formations used in the practice block
resembled different basketball formations to avoid familiarity effects once the real training began. After
the practice block, eight training blocks occurred, followed by a final generalization block to test a
subject’s strategies to novel members of the acquired categories. At the end of the experiment, the
participants filled out a debriefing questionnaire, which asked them to describe the strategies that they
used to categorize each group of formations. Each session lasted around 2.5 H, and the participants
were compensated course credit for their participation.

3.1.4. Learning Criterion

We used the fixed-number of consecutive responses method (FCCR) to simplify the analysis
process in order to determine when a participant had sufficiently acquired the response mapping, as
we have done in the past [38]. With this method, a subject fulfilled the learning criterion when they
could make four correct responses (or non-responses) in a row for each stimulus.

3.1.5. EEG Recording and Pre-Processing

The dEEG was recorded using a 256-channel HydroCel Geodesic Sensor Net (HCGSN) and the
data were amplified using a Net Amps 400 Amplifier (Electrical Geodesics, Inc., Eugene, OR). The
recordings were referenced to Cz and impedances were maintained below 50 kΩ. dEEG was bandpass
filtered (0.1–100 Hz) upon being sampled at 250 s/s with a 16-bit analog-to-digital converter.

After recording, the signals were filtered between 0.1–30 Hz bandpass and segmented into 1200
ms long segments time-locked to the onset of each stimulus (segments extended 200 ms before and 1000
ms after the stimulus onset). Segments containing eyeblinks, muscle tension, major eye movements, or
large head movements with 10 or more channels exceeding an absolute voltage threshold of 140 μV
were excluded from a participant’s average. Segments containing minor eye movements (saccades)
were not fully rejected, given the lack of overlap between the latency and distribution of the saccades
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with the latency and location of the Medial Frontal Negativity (MFN), LIAN, and P300b (P3b). All of
the data were re-referenced to the average reference for analysis.

3.2. Results

3.2.1. Behavioral Analysis

Figure 10 shows learning curves for each category. Similar to the behavioral data from our pilot
experiment (Figure 4), the participants acquired the visually distinct category first, and there were
no performance differences between the two visually similar categories. Based on this, behavioral
measures for the two visually distinct categories were averaged together to represent a single visually
similar condition in our experiment in order to streamline comparison to the visually distinct category.
A paired-samples t-test revealed that, on average, across training blocks, the subjects were significantly
better at categorizing the visually distinct category (95%) than the visually similar categories (90%),
t(43) = 5.45, p < 0.001. Figure 11 indicates that this difference was driven by early runs, but by Run 5
there were virtually no performance differences across all categories.

Figure 11. Behavioral performance across training for each category. Participants acquired the visually
distinct category first followed by the two visually similar categories. Additionally, there are no
behavioral differences between the two visually similar categories. Performance on the two types of
categories became equivalent in the second half of training.

Experiment 2 also included a questionnaire that explicitly asked participants to describe the
strategies that they used to categorize each formation category. For categorizing visually similar
categories, 91% of participants indicated that they used a counting rule when differentiating between
the two visually similar categories (e.g., “I counted four players on the line of scrimmage for the first
category, and three on for the second category.”), 9% of participants relied on declarative memory
for these two categories, and no participant reported reliance on similarity. For categorizing visually
distinct formations, 21% of participants reported using an explicit counting rule (e.g., “I counted
six people on the line of scrimmage”), 68% reported using declarative recall (e.g., “I memorized
each formation individually”), and 11% reported using a perceptual similarity strategy (e.g., “There
appeared to be a lot of people on the line of scrimmage for formations in this category, such that I did
not need to count any players”). Thus, the self-reported strategies differed between the visually-similar
vs. visually-distinct trials, although the distinction was less pronounced than in Experiment 1.
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3.2.2. Event-Related Potentials (ERPs) Selection Motivation and Analysis

All EEG data were analyzed using Philips Neuro Net Station 5 software. Classic ERP analysis was
chosen, as it allows us to evaluate latency and amplitude differences as a function of categorization
strategy. The distinct nature of individual ERPs enables us to attribute any observed differences
as occurring within the well-studied circuitry that produces each ERP. In the past we utilized two
ERPs to track learning-related changes in the brain: The Medial Frontal Negativity (MFN) and P300b
(P3b)—for review see [13,39,40]. The MFN is a stimulus-locked medial frontal component with its
primary sources in the Anterior Cingulate Cortex (ACC) [13]. The ACC plays a major role in error
monitoring and attention during reward-based learning, which makes it an ideal component for
indexing effortful control seen in the early stage of category learning [41]. On the other hand, the
P300 is elicited under an array of conditions and there is now a well-defined family of different P300
components. Most relevant to learning, the amplitude of the Late Positive Component (referred to as
the P3b) mirrors accuracy improvements during categorization tasks [39,40]. The P3b is hypothesized
to reflect a constant monitoring and updating of the context under which learning occurred. As context
is formed through learning, the maintenance and updating of the context helps to guide a person
toward selecting an action quickly and efficiently. Although the sources of the P3b are still being
debated, intracranial EEG and animal studies suggest multiple sources, including Posterior Cingulate
Cortex (PCC), medial temporal lobe, and superior temporal sulcus—structures that are integral to the
late learning stage [42–49]. In the current experiment, we were interested in examining amplitude
and latency differences in these two components as a function of the categorization strategy used on a
given trial. In theory, the strategies should differ in their reliance on frontal control areas and posterior
corticolimbic structures to complete the task, as seen in Experiment 1. Using ERPs allows for us to
interpret latency differences between trial types (distinct vs similar) as reflecting the time-course under
which the categorization strategies (and their underlying memory systems) are engaged.

The Lateral Inferior Anterior Negativity (LIAN) is a third component that could potentially
dissociate between the two categorization strategies. The LIAN is a lesser-known bilateral component
that has shown clear dissociations between the recognition of spatial targets and digit targets in a
visuomotor association task [39]. Specifically, the amplitude of the right LIAN is anticorrelated with
acquiring the ability to recognize spatial configurations and it shows no changes when targets invoke
the phonological loop. However, the amplitude of the left LIAN is positively correlated with learning
to recognize phonological targets and it is insensitive to acquiring an ability to perform spatial analyses.
The Inferior Frontal Gyrus (IFG) is inferred to be the primary source of these components, but it is
worth mentioning that the LIAN is rarely discussed in the literature, where it does not receive any
mention outside of its role in visuomotor learning. This component was selected, as it might show a
dissociation between the two categorization strategies, since they inherently differ in how they engage
the phonological loop.

Please see Section 3.1.5 for a review of how all of the signals were pre-processed. For the MFN
analysis, a cluster of 12 electrodes that best represent the medial frontal distribution of the component
were chosen (see pink electrodes, Figure 12). Consistent with how we have quantified the MFN in
the past, an adaptive mean amplitude corresponding to 20 ms before and 20 ms after the maximum
negative peak amplitude in a window that extends from approximately 180–300 ms after stimulus onset
was computed for the MFN electrode cluster [13,39]. The MFN was referenced to the preceding positive
peak (P200) around 150–200 ms after stimulus onset. This method was applied for the post-learning
trials for all three formation categories. The trials in the visually distinct category were averaged
together to form a single ERP for the similarity-based condition. After analyzing both visually similar
categories individually, we determined that there were no amplitude or latency differences in the MFN
between these two categories, consistent with the idea that both would require the engagement of
explicit, rule-based categorization. In light of this, trials in the two visually similar categories were
averaged together to form a single ERP for the visually similar condition. A paired-samples t-test
was run to evaluate the differences in MFN amplitude for the visually distinct and visually similar
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categories. The test revealed a marginally significant effect, such that the MFN was the largest for the
visually distinct category (M = −2.31 μV) as compared to the visually similar categories (M = −2.07
μV), t(43) = −1.98, p = 0.054 (Figure 13).

Figure 12. Electrode montages used for the Medial Frontal Negativity (MFN), P300b (P3b), and
Lateral Inferior Anterior Negativity Event-Related Potential (LIAN ERP) components. Orange and
yellow: Electrodes used for the LIAN analysis. Pink: Electrode cluster used to quantify the MFN. Blue:
Electrodes used to quantify the P3b.

 

Figure 13. Top: A voltage map displays the voltage across the scalp for the similar and distinct
conditions at the peak of the MFN (asterisk in bottom waveform image). A stronger negative voltage is
seen over the medial frontal areas for the visually distinct condition. Bottom: Representative waveform
(i.e., a single channel over the middle of the negative scalp potential) showing the shape of the MFN for
both conditions. This waveform was derived from the grand-average of all the analyzed subjects. The
amplitude of the MFN is higher (more negative) for the visually distinct condition.
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For the P3b analysis, a set of 17 channels that corresponded to the posterior-parietal distribution of
the component were used (see blue electrodes, Figure 12). An adaptive mean amplitude corresponding
to 22 ms before and after the peak amplitude window extending from approximately 450–950 ms after
stimulus onset was computed for the group of electrodes to quantify the component. This method was
applied for the post-learning trials for all three formation categories and is consistent with how we
have quantified the P3b in previous experiments [40]. Separate ERPs were computed for the visually
similar and distinct categories similar to the method described for the MFN after establishing that
there were no differences in amplitude between visually similar categories. A paired samples t-test
revealed that the amplitude of the P3b for the distinct category (6.02 μV) was significantly larger than
the similar categories (5.34 μV), t(43) = 4.17, p < 0.001. Figure 14 displays this effect.

 

Figure 14. Top: A voltage map displays the voltage across the scalp for the visually similar and
distinct conditions at the peak of the P3b (asterisk in bottom waveform image). A stronger positive
voltage is seen over the posterior parietal areas for the distinct condition. Bottom: Representative
waveform showing the shape of the P3b for both conditions. This waveform was derived from the
grand-average of all analyzed subjects. The amplitude of the P3b is higher (more positive) for the
visually distinct condition.

The LIAN was quantified by utilizing a cluster of 22 channels in the left or right frontoparietal
regions (see orange and yellow electrodes in Figure 12, respectively). An adaptive mean amplitude of
these clusters corresponding to 22 ms before and after the peak negative amplitude in a window that
extended from 450–950 ms (the same window as the P3b) was used to quantify the component. This
method was applied for all post-learning trials for all three categories in each subject. Similar to the
P3b and MFN, separate ERPs were computed for the visually similar and distinct categories for both
the left and right LIAN after establishing no differences between the visually similar categories. A
paired-samples t-test showed that the amplitude of the left LIAN was largest for the distinct category
(−7.06 μV) as compared to the amplitude of the visually similar categories (−5.54 μV), t(43) = −2.98,
p = 0.004 (Figure 15). However, no significant amplitude difference for the right LIAN were found
between the similar categories (−3.55 μV) and distinct category (−2.92 μV), t(43) = 1.23, p = 0.23.

197



Brain Sci. 2020, 10, 224

Figure 15. Top: Voltage maps display the voltage across the scalp for the similar and distinct conditions
at the peak of the LIAN on the left and right sides (asterisks in bottom waveform images). A
stronger negative voltage is seen over the left frontal areas for the visually distinct condition and a
stronger negative voltage is seen over the right frontal areas for the visually similar condition. Bottom:
Representative waveforms showing the shape of the LIAN for both conditions in the left and right
hemispheres. The amplitude of the left LIAN is higher (more negative) for the distinct condition,
whereas the right LIAN is higher (more negative) for the similar condition.

3.2.3. EEG Machine Learning Analysis

In addition to traditional ERP analysis, we chose to utilize machine learning, as it provides a
more data-driven approach to measuring functional differences. We were interested in tracking the
earliest timepoint at which brain responses become distinguishable for visually similar vs visually
distinct categories. Group-clusters were used to evaluate the general location of these early temporal
dissociations. This novel approach has the advantage of utilizing information in the entire pattern of
amplitudes across the whole brain, which can potentially increase the sensitivity to subtle differences
or engagement of different networks that may include overlapping regions.

For every subject, post-learning trials were chunked into individual segments extending 200 ms
before and 1000 ms after stimulus onset for each category. Segments containing ocular or movement
artifacts were rejected from analysis. Each segment was baseline corrected while using a 200 ms
pre-stimulus baseline before averaging the segments together to form one averaged waveform for each
category of stimuli. Waveforms for the two visually similar categories were averaged together to be
compared against the distinct category before re-referencing to an average reference. The waveforms
were then broken down into their individual samples, which, at a sampling rate of 250 samples/second,
resulted in 300 total samples per waveform (each sample representing 4 ms of recording).

We averaged together the raw voltages of electrodes within 10 regions in order to reduce the
number of predicting elements in this analysis: left frontal, right frontal, medial prefrontal, medial
frontal, posterior parietal, left temporoparietal, right temporoparietal, left occipital, right occipital, and
medial occipital (Figure 16). This process was done for each individual sample for both categories. We
then averaged together every five consecutive samples together, resulting in 60 timepoints for each
waveform with every timepoint representing 20 ms of data. The first 10 timepoints were used in the
baseline correction and, thus, not included in the analysis. In the end, this gave us two matrices (one

198



Brain Sci. 2020, 10, 224

for visually similar and one for visually distinct) for each subject with dimensions 50 (timepoints) × 10
(electrode groups).

Figure 16. Electrode montages used to define regions during machine-learning analysis. Orange =
left frontal, yellow = right frontal, green =medial prefrontal, pink =medial frontal, blue = posterior
parietal, cyan = left temporoparietal, red = right temporoparietal, brown = left occipital, purple =
medial occipital, and black = right occipital.

For each timepoint, a linear Support Vector Machine (SVM) classifier, as implemented in Matlab,
was trained to classify patterns of EEG voltages associated with visually similar vs. visually distinct
categories across subjects. The patterns of voltages across all 10 electrode groups associated with
each condition for each subject served as the patterns to be classified. Leave-one-subject-out cross
validation was carried out, such that patterns from 43 out of the 44 subjects were used to train the
classifier, and the subject that was left out of training was used as the test subject. This type of training
and test format was iteratively performed until all subjects were used as a test subject. For each
iteration and timepoint, the classifier provided an estimate of how likely each of the two test patterns
from the left-out subject (one pattern for visually similar trials and one for visually distinct trials)
represented the visually similar category. Because there were two categories (distinct vs similar), the
classifier-estimated probability that a pattern represents the visually distinct category was always
1 minus visually similar. The test pattern with greater visually similar evidence was labeled as the
classifier’s guess for which pattern represents the visually similar category. The other test pattern was
labeled as the visually distinct guess. When the classifier’s guess matched the actual condition, the
classification was considered correct for the given test participant and timepoint. The classification
accuracies from both pairwise classifications (visually similar 1 vs visually distinct, visually similar 2
vs visually distinct) were averaged together. This was done to provide an overall estimate of how well
the classifier could distinguish between each of the two visually similar categories vs. the visually
distinct category.

199



Brain Sci. 2020, 10, 224

The classification accuracy for each timepoint was averaged across iterations and a one-sample
t-test was performed against a theoretical chance mean (50%, as we performed pairwise classifications).
The cross-validated classification accuracy for each timepoint is chronologically plotted in Figure 17,
and timepoints that had a classification accuracy significantly above chance at p < 0.05 (uncorrected)
are denoted by a blue diamond along the X axis. From this figure, the earliest timepoints at which the
classifier was able to reliable differentiate between the two categories was between 260 and 320 ms,
which coincides with the onset and peak of the MFN. Another extended period reliably above chance
was between 440 and 700 ms, which corresponded to the peak and onset of the LIAN and P3b.

Figure 17. Whole-brain classification accuracy over time on an experimental trial. Blue diamonds
along the X-axis represent timepoints where classification accuracy is significantly above chance (p
< 0.05). The earliest string of above-chance classification accuracies is observable between 200 and
300 ms after stimulus onset, followed by another group between 430–700 ms. A late string of reliable
classification occurs around 890–1000 ms.

The same SVM classification was run again using only the voltages in each region individually to
determine whether any one particular region was driving the classification accuracy at each timepoint.
The overall classification within each region indicated that the medial prefrontal, left frontal, and
posterior parietal regions show the earliest reliable (and strongest) classification accuracy amongst all
regions, with a maximum classification accuracy of 82% (Figure 18). Within these regions, reliable
differentiation between categories occurs around 250 ms and remains stable until around 740 ms. The
classification accuracy peaked earlier in the posterior parietal region compared to the medial prefrontal
and left frontal regions, even though we can differentiate between the two categories with reliable
accuracy using any of these three regions within the entire 500 ms window.
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Figure 18. Region-based classification accuracy over time and correlated with behavioral performance.
Top: Classification accuracy for the left-frontal electrode montage. Classification accuracy peaks
between 400 and 700 ms. During this timeslot, classification is positively correlated with performance.
Middle: Classification accuracy for the medial frontal electrode montage. Accuracy peaks between 600
and 750 ms after stimulus onset and does not correlate with behavior in any way. Bottom: Classification
accuracy for the posterior parietal electrode montage. Accuracy peaks the earliest in this region,
occurring between 220–500 ms. Interestingly, the classification accuracy is negatively correlated with
behavioral performance within this window.
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We were also interested in whether different neural strategies employed for the two types
of trials—as evidenced by better SVM differentiation between neural patterns that are associated
with each trial type—are beneficial to performance. Thus, we ran an exploratory analysis using a
Pearson’s correlation between the SVM classification accuracy and the behavioral performance on
the categorization task of each subject. In Figure 18, the trajectory lines are color-coded red or cyan
corresponding to timepoints where the SVM classification accuracy was significantly correlated with
behavioral performance below a threshold of p = 0.05. The timepoints that are highlighted in red
indicate that the SVM classification accuracy was positively correlated with behavioral performance,
and those in cyan were negatively correlated with performance. The classification accuracy of the
medial prefrontal region did not significantly predict behavioral outcome at virtually any timepoint.
In contrast, the left frontal region, which is the location of the left LIAN component, was positively
correlated with behavior throughout its classification peak. One interpretation of this finding is that
the ability to flexibly employ different strategies best matching the current demands may optimize
performance overall. Unexpectedly, the classification accuracy of the posterior parietal region was
negatively correlated with behavior in several timepoints between 220 and 500 ms. One interpretation
of this finding is that the shift away from verbalizable rule-based strategies itself requires executive
resources and, thus, excessively differential allocation of resources at this topology and timepoints
might make it difficult to continue learning beyond explicit rule-application [50]. Of all the regions,
the right frontal area (the location of the right LIAN) was responsible for the very latest classification
accuracy peak, occurring between 800 and 1000 ms. The classification accuracy in this region did not
significantly correlate with behavior within this window. The three occipital areas along with the two
parietal areas failed to demonstrate consistent windows of reliable classification accuracy.

4. Discussion

4.1. fMRI Pilot Experiment

The main goal of this pilot experiment was to determine the extent to which people engage
multiple memory systems during a single categorization task. In line with past literature, the results
showed that once subjects acquired the formations in the task, rule-based and perceptual similarity
categoriation strategies engaged separate neural systems. These two systems were also recruited
during a test block where the subjects were forced to generalize the categorizations strategies that they
developed during training. For the machine-learning analysis, regions in the superior and inferior
parietal lobes, along with MOFC, fusiform, and IFG successfully dissociated between conditions in the
task. This provided enough prelimenary evidence to motivate the fully-powered dEEG experiment.

4.1.1. Univariate Analysis

The categories in this experiment were designed, such that they require the subjects to discover a
counting rule to differentiate between two visually similar categories and utilize a perceptual similarity
strategy to identify the members of a visually distinct category. Our subjects’ performance on the
generalization block supports the assumption that they would recruit the proper strategies. Specifically,
they would not have been able to accurately categorize novel formations into the trained categories
had they exclusively relied on declarative recall of individual formations.

The superior and inferior frontal gyri were more active during the categorization of visually
similar trials when compared to visually distinct trials. These regions are a part of the working
memory system, where it is inferred that they are responsible for orienting attention and establishing
executive control [22,51–53]. In our experiment, the subjects focused their attention toward the players
on the line of scrimmage, where they were required to count each player if the formation belonged
to one of the two visually similar categories. This is due, in part, to the visually similar categories
having low between-category variability, which requires the engagement of a rule-based system. The
comparison of the visually distinct category to each of the visually similar categories has much greater
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between-category variability and, thus, do not require the use of the cognitively taxing rule-based
system [54].

Interestingly, caudate nucleus, a region that is integral to rule application, did not reach a level
of significance (although this is expected given the small sample size) for the rule-based condition
during training. Instead, a cluster over the hippocampus had the highest level of activation during
training—a region that is well-known for its role in declarative recall [55]. It is possible that subjects
utilized the rule for a short period of time during training, but relied more on the declarative recall
of the few relevant players, given that subjects only needed to attend to a single feature within each
stimulus to perform categorization (the number of players on the line of scrimmage). However, when
encountering novel formations in the generalization block that belong to the categories acquired during
training, the subjects were forced into applying the counting rule and, thus, the strong presence of
caudate nucleus during generalization could reflect a more consistent reliance on rule application.

In support of our hypothesis, the robust activation of the lateral occipital cortex was present
for the visually distinct category when compared to the visually similar categories. This held true
throughout training and extended into the generalization block. The lateral occipital cortex has been
well-established as the main region governing perceptual similarity categorization [18–21]. Perceptual
similarity categorization can be carried-out with minimal working memory resources and it is optimized
for instances with low within-category similarity [21]. The absence of the working memory system
when subjects viewed members of the visually distinct category further supports our conclusion that
this category engages the perceptual similarity system.

4.1.2. Multi-Voxel Pattern Analysis

Our region-based MVPA showed that the lateral frontal and parietal regions provided the most
reliable classification between the visually similar and visually distinct categories, as consistent with
previous findings that rule-based categorization requires a higher degree of attentional resources. On
the other hand, MVPA provides a more sensitive measure of these conditional effects. More specifically,
MVPA provides an avenue for detecting more subtle differences between our conditions that lie within
the activity patterns of single regions–information that is sometimes subtracted-out by traditional
analyses [56]. These small activation patterns can potentially code for task-relevant information that is
important to both memory systems in our experiment.

Frontoparietal regions are well-known for their importance to cognitive control; mainly selective
attention to information that is relevant to the task [57,58]. However, non-human primate experiments
have demonstrated that activity in the frontal and parietal regions is predictive of an array of different
task-relevant features, such as representations of individual stimuli, rule selection, or response
selection [59–61]. Follow-up studies in humans have shown similar dissociations between stimulus
sets and rules using MVPA [62,63]. These task features are essential to the rule- and perceptual
similarity-based systems. The successful dissociation between category structures while using MVPA
over frontoparietal regions in our task supports these previous findings.

4.2. Experiment 2 (dEEG)

The primary objectives of this experiment were to further determine whether multiple memory
systems are recruited in a single task and evaluate the time course under which these systems are
recruited. The results showed that, once the participants acquired the task, clear differences in the
Left LIAN, MFN, and P3b components were seen between our two conditions. Overall, the amplitude
of each ERP that reflected a difference between the visually similar and visually distinct categories
was largest for the similarity-based category. However, the amplitude for the right LIAN was larger
for the visually similar categories, although this effect did not reach statistical significance. For the
machine learning analysis, the classification accuracy peaked earliest in the posterior parietal region
(the location of the P3b), but reliable classification could be performed while using additional electrode
clusters, including the left prefrontal and medial prefrontal areas.
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4.2.1. ERPs

The MFN amplitude in this experiment was larger for the visually distinct category, albeit the
significance of this effect was only marginal. The moderate difference in amplitude between our
categories support recent findings that suggest multiple categorization strategies—even those inferred
to rely very little on the working memory system—need executive functions in order to select the
memory system that is optimal for a task [50]. For stimuli that would benefit most from perceptual
similarity, this requirement of effortful control would be very brief—commencing well before an
action is committed [50]. The latency of the MFN (180–300 ms) corresponds to the initial orienting of
attention in a visuomotor association task and, thus, we propose that the MFN in our task is indexing
the controlled attention that is required to select the memory system best suited for categorizing the
presented stimulus and does not depend on the optimal system needed to perform a task.

Like the MFN, the P3b in our experiment was larger for the visually distinct stimuli when
compared to stimuli that required the application of an explicit rule. Our initial assumption for this
component was that the amplitude should be largest for the visually similar categories based on the
perceptual similarity literature, which typically describes the robust activation of posterior visual
cortex (and no posterior corticolimbic areas) for the visually distinct category [18–20]. However, this
would only be the case if the participants were exclusively relying on perceptual similarity to categorize
members of the visually distinct category. High trial counts could result in subjects utilizing different
systems to categorize formations in the visually distinct group as their performance improves. When
we analyzed the strategies that subjects were using post-hoc, 89% of participants reported using an
explicit counting rule or declarative recall for categorizing the visually distinct formations (68% of the
total count being declarative recall and 21% counting rules), while only 11% reported using a perceptual
similarity strategy. This theory satisfies the two-stage learning and multiple memory systems models,
where the early stages of learning are marked by a reliance on a variety of strategies (that may rely
on dissociable neural systems) to work toward a more routinized and automatic recall of declarative
information. However, more studies are required that track changes in the P3b across training to
further associate the amplitude of the P3b with specific categorization strategies. Theoretically, we
would see changes in the P3b amplitude as participants progress throughout training and, in turn, that
should mirror any changes in the strategy they were using for specific categories.

The amplitude of the left LIAN was the largest for the visually distinct condition, whereas the
right LIAN was largest for the visually similar condition, although the latter effect did not reach
statistical significance. The left/right conditional flip makes the interpretation of this component fairly
difficult. At this time, we are unsure whether both components are interpretable on their own, or
if the LIAN is a hemisphere-specific component and the effect observed on the contralateral side is
a byproduct of volume conduction. Luu et al. (2007) found that the amplitude of the right LIAN
decreased as subjects acquired the ability to perform spatial analyses in a visuomotor association task,
but the amplitude of the component remained unchanged when the targets in the task were digits that
evoked the phonological loop [39]. They also found that the amplitude of the left LIAN increased as
the subjects acquired digit targets in their task, whereas the amplitude remained unchanged as they
acquired the ability to perform spatial analyses. Motivated by the findings of their experiment, we
drew an initial assumption that the amplitude of both the left and right LIAN should be largest for
visually similar condition in the current experiment. As similarly discussed in our interpretation of the
P3b, however, this would only be the case if the subjects exclusively relied on perceptual similarity
analyses to categorize formations in the visually distinct category—similar to the spatial analyses that
were performed in Luu et al. (2007) [39].

Given the vast majority of subjects in our experiment used rote learning to categorize the visually
distinct condition instead of the hypothesized perceptual similarity, one interpretation of our findings
is to view them as a contrast between declarative recall of individual stimuli (visually distinct category)
and explicit rule application (visually similar categories). When viewed from this perspective, the
location of the LIAN coincides with structures that are essential for both forms of analysis, such
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as the temporal lobe and inferior frontal gyrus (IFG) [64,65]. Based on the higher accuracy for the
visually distinct category, our findings that the right LIAN was smaller for this category is in-line
with meta-analytic findings that show a right hemisphere-specific reduction in anterior temporal and
IFG activity with the development of expertise in visuomotor tasks [8]. We could be seeing right
hemisphere-specific reductions in the attentional resources that are needed to categorize the visually
distinct group of formations simply because our subjects are consistently at a more advanced stage of
learning for this condition when compared to the visually similar condition. Our left LIAN results
also become more interpretable through this lens. If our subjects are significantly more advanced
at declaratively recalling the visually distinct formations, then we would expect the left LIAN to be
larger for this condition based on the findings of Luu et al. (2007) [39]. The amplitude of the left LIAN
linearly increased for digit targets in their visuomotor learning task, which theoretically engage the
same explicit form of memory as both conditions in our experiment. Thus, the left LIAN differences
seen in our study could be reflecting differences in expertise between our subject’s ability to categorize
the visually similar and visually distinct categories.

4.2.2. dEEG Machine Learning

Using machine learning, we were able to successfully dissociate between our two conditions
when utilizing raw voltages distributed across the entire scalp. We were especially interested in
the timepoint-by-timepoint classification to identify the earliest point at which we can differentiate
between our conditions as subjects view a stimulus. In our study, the onset of a stable period of reliable
dissociation was around 200 ms after stimulus onset, which coincides with the initial onset of the MFN
ERP component. We interpret this early classification timepoint as reflecting the initial controlled
attention required to select a memory system based on the stimulus being presented.

We ran a second machine learning analysis on only the voltages of single groups of electrodes in
20 ms intervals to understand which individual regions were driving the classification accuracy. Our
results from this analysis showed that the medial prefrontal, left frontal, and posterior parietal regions
collectively contributed to the earliest reliable classification point. fMRI studies using multi-voxel
pattern analysis (MVPA) have consistently demonstrated that individual rules can be reliably decoded
in frontal and parietal regions [32–34]. Our EEG decoding results expand on these findings by
specifying that the pattern representations of these concepts coincide with the initial orientation of
attention. Through sufficient trial and error learning, the context under which an action is learned in a
visuomotor task becomes tied to each individual stimulus in the task [66]. We can assume that the
initial conscious registration of a stimulus prompted a conditioned re-establishment of the explicit
rules (the learning context) that would dictate their subsequent action selection since we only analyzed
trials after our subjects had been sufficiently trained on the task. This theory could explain why the
first pattern dissociation between our two categories happens around the earliest time that a person
can explicitly orient attention.

4.3. Category Learning Strategies as a Function of Expertise

The theories of categorization that formed the basis for our experiments commonly discuss these
memory systems individually. However, the results from our experiments indicate that multiple
memory systems may develop alongside one another in a single task, alternating from trial-to-trial to
meet task demands. The development of expertise within each system could happen independently,
and they likely share the same end-goal of automating the attention process with extended training.

Palmeri (1997) made one of the first attempts at describing the time that it takes subjects to reach
automaticity while using perceptual similarity versus rule-based categorization [67]. In one experiment,
Palmeri had subjects categorize objects with high within-category similarity, whereas in a separate
experiment had subjects categorize objects with high between-category similarity, which required
the discovery of a rule. The results from these experiments demonstrated that subjects utilizing
perceptual similarity reached automaticity notably faster than those that relied on rules. This led to
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the development of a new theory termed Exemplar-Based Random Walk (EBRW) which proposes
that, when a probe is presented, exemplars stored in memory race to be retrieved with a speed that is
proportional to their similarity to the probe. Each one of the retrieved exemplars drives a random walk
until sufficient evidence is presented. Once enough evidence has been retrieved, a subject makes a
response [68,69].

Computational models of EBRW allow for the reaction times to be sped up by increasing
within-category similarity and increasing the number of exposures to an exemplar [67]. This would
result in a shorter training period before subjects reach automaticity when categorizing visually similar
exemplars. The model also accounts for a longer training period when the subjects are forced to
rely more on the random walks or the evidence-gathering aspect of the process when the categories
have low within-category similarity and/or high between-category similarity, which was the case
for our visually similar categories. EBRW, when interpreted on a conceptual level, helps to explain
how implicit and explicit forms of categorization are a simple function of expertise development.
The different strategies are called upon, depending on the structure of a category being presented
and they share the common function of serving as an intermediate strategy before transitioning to
an automatic mode of operation. However, a potential shortcoming of EBRW is that it postulates a
single, unitary memory system underlying performance, which does not align well with neuroscience
evidence in favor of multiple category learning systems [15,70]. We propose that this theory be altered
to accept these processes as the work of distinct memory systems. It is clear that future work is needed
to develop new theories for how these distinct systems develop under learning conditions that may
require more than one type of system to optimize performance.

4.4. Alternative Interpretations and Limitations

While we interpret the neurophysiological differences between categories to reflect the use of
different categorization strategies, a key challenge to clear interpretation is that the conditions differ in
difficulty. The subjects had an easier time recognizing and categorizing the visually distinct category,
whereas it took longer to do the same for the visually similar categories. The current task and result can
be alternatively framed in terms of the differences in the relative contribution of top down vs. bottom
up processes during learning. Specifically, for the visually distinct categories, subjects could largely rely
on bottom-up (stimulus-driven) signals. In contrast, the categorization of visually similar categories
requires a greater involvement of top-down signal guiding attention to relevant details to implement an
explicit counting rule. Relatedly, we can view our results from a general cognitive resources framework.
As stated earlier, the two visually similar categories have a relatively small between-category variance,
which would require more working memory resources to discern, and arguably engage, the rule-based
categorization system. On the other hand, the between-category variance between each of the two
visually similar categories as compared with the visually distinct category is much higher. In theory,
making a distinction with high between-category variance should not be as cognitively taxing. The
differences seen in our ERPs reflect the differential allocation of cognitive resources, and this difference
has been argued to be controlled by dissociable memory systems [15,54].

Unfortunatley, a fundamental feature of naturalistic learning environments is that some deviation
in individual learning strategy is expected. Although we make the argument that rule-based and
perceptual simliarity-based judgements play an intermediate role on the path to declaritive recall and
automazation, there is no clear way to determine whether the subjects switched their strategies with
extended training in the current experiments. A future experiment is necessary to further explore the
finer details of any inferred stategy shifts related to expertise.

5. Conclusions

A large number of studies have outlined the behavioral and neural processes that are associated
with different methods of categorization. The overwhelming consensus amongst these studies is that
different categorization strategies serve the purpose of making learning as efficient as possible under

206



Brain Sci. 2020, 10, 224

different learning conditions. These strategies rely on distinct memory systems. A common feature of
category learning studies is that they use tasks that are designed to recruit these systems and strategies
one at a time. Yet, real-world learning likely involves the ability to switch between memory systems,
including different approaches to different stimuli within a seeming same task. Through the conducted
experiment, we provided initial evidence that people can switch between memory systems to optimize
performance in a single task. In addition, we determined the time course by which the brain shows
dissociable neural signatures signifying the selection of these different memory systems.
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