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1. Introduction

Frequently, agriculture and ecosystems (AE) are seen as separate entities, causing entity specific
solutions in response to threats. Anthropogenic climate change simultaneously stresses both agriculture
and ecosystems along with their interactions. Induced increasing surface temperatures [1], altered
precipitation [2], drought intensification [3], altered ground and surface water quantity/quality [4,5],
and diminished soil moisture [6] force adaptations for AE, but these adaptations fail to be efficient when
interdependencies are not considered. Additional adaptations will be necessary, as future projections
anticipate even greater climate change [1].

Research has quantified many AE impacts of climate change and yet greater impacts are anticipated
as climate change proceeds. Thus, understanding the implications for AE systems is crucial. AE function,
health, and productivity depend heavily on climatic characteristics. Typically, agriculture gets the
most attention, as it feeds the world; however, an adaptation that only considers agriculture can
negatively affect ecosystems and vice versa. Failure to incorporate the overlapping effects of agriculture
and ecosystems could lead to maladaptation and greater long-term damages under climate change.
The papers in this issue address a number of aspects of this issue.

Table 1 is adapted from Thayer et al., 2020 [7] and it provides examples of external ecological
effects of agricultural focused adaptations and vice versa. Column 1 displays the general climate
stressor with Column 2 showing the particular effect that has been seen in select areas. Columns 3
and 4 show either agricultural adaptations and their unintended impact on the ecosystem [termed an
externality] or an ecosystem adaptation with the unintended result on agriculture [termed externality].

The examples demonstrate how an adaptation in agriculture or ecosystems can impact the other.
Another factor to keep in mind is that climate change and its effects vary across the landscape geography
as does AE characteristics; thus, adaptation actions must address local AE situations and cannot be
spatial uniform.

This editorial will review the collective findings in the papers that are published in the Climate
Special Issue “Climate Change in Complex Systems: Effects, Adaptations, and Policy Considerations
for Agriculture and Ecosystems”. We will discuss the ways the papers address climate change impacts,
potential adaptations, and future policy for the continued AE prosperity. We also discuss the identified
needs for research and future directions of AE interface adaptation research.

Climate 2020, 8, 63; doi:10.3390/cli8050063 www.mdpi.com/journal/climate1
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Table 1. Adaptations and externalities in response to climate stressors and effects, adapted from [7]

Climate Stressor Climate Effect Agricultural Adaptation Ecosystem Service Externality

Increased temperature
and drought

Increased livestock heat stress and
reduced forage and growth [8]

Diversifying livestock
species [9–11]

Altered plant biodiversity and
productivity [12–14]

Lower crop production and quality
due to increased temperatures affecting

growth and nutrient content [15,16]

Crop land shift to
grazing [17–19]

Increased root production in
upper soil levels and carbon

sequestration [20,21].
Climate Stressor Climate Effect Ecosystem Adaptation Agricultural System Externality

Increased drought
Reduced plant growth due to changes

in temperature, precipitation, or the
incidence of climatic extremes [22,23]

Shift in vegetation mix
productivity and water

retention [24,25]

Altered water supply and
increased demand for irrigation

[26,27]

Increased temperature
and altered rainfall

Disruption in Hydrological
environments that cycle nutrients,

maintain water quality, and
moderatelifecycle events such as

spawning and recruitment [28–31]

Shifting species
distribution including
pest incidence [32,33]

Increased pesticide and herbicide
costs [34–36]

2. Comments on Effects

Regions experience differential impacts and researchers have used diverse methods to quantify
climate change effects on AE due to the complex nature of climate. Every paper in the special issue
clearly identifies current and future climate change impacts on their study area.

Sinay and Carter (2020) reviewed papers that focused on climate effects on coastal communities [37].
They discussed climate change as a cause of increased occurrences of flooding and fire along
with the impacts to coastlines and beaches, inland areas, infrastructure, housing, natural systems,
food production, fresh and drinking water availability, and community welfare.

Changes in water availability and use is expected under climate change and has been observed to
have varying impacts on AE systems within the special issue. Elijah and Odiyo show that Kenyan
droughts have increased the use of groundwater to sustain rainfed agriculture, which leads to increased
soil salinity due to irrigation [38]. Scholes illustrates that South Africa is also experiencing land
degradation, due to high solar radiation, low atmospheric humidity and rainfall, and increased
seasonality and variability of rainfall, causing a shift away from animal production and potentially to
energy production [39]. Scholes (2020) further highlighted that semi-arid regions will be particularly
vulnerable to land degradation and an expansion of desertification. In the paper by Ngarava et al.,
South Africa is also struggling to increase its livestock and energy production under climatic stressors
while attempting to reduce carbon dioxide emissions [40].

Further, water stress and increased temperatures were discussed in various regions in Korea and
the United States. An et al. report increased insect populations as a result of rising temperatures and
decreased tree health due to water stress are affecting the growth of the Korean Oak and, in turn,
the country’s lumber industry [41]. In addition, Ding and McCarl show that, under increased drought,
a region of Texas with competing interests in water rights is expected to experience crop losses and
a shift from expensive irrigated land to grasslands [42]. Further, as groundwater pumping for municipal
and industrial water increases, lower pumping limits might be imposed, which could jeopardize the
ecosystems that rely on the spring levels fed by the groundwater systems.

As discussed, climate effects may have common aspects across the landscape, but their solutions
will require localized attention and they are subject to available resources, magnitude and knowledge
of current and future impacts, as well as the community’s response. Thus, a collection of viable
adaptations must be outlined to facilitate and lessen the expected damage as a result of climate effects.

3. Comments on Adaptation

Identifying appropriate adaptations was a key goal in designing this special issue. However, few
papers in this collection suggested specific AE adaptation strategies. Only Sinay and Carter exclusively
focused on identifying and synthesizing the best practices in adaptation strategies [37]. Other papers
were able to make adaptation suggestions specific to the system such as Scholes argument for the
adoption of sustainable land use [39] or Ding and McCarl’s suggested changes to current water use [42].
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However, none of the studies were able to fully discuss adaptations in the context of both ecosystems
and agriculture.

Despite a lack of concrete adaptations for each system, other take-aways from the literature
might be relevant when suggesting future productive directions for adaptation research. In general,
Sinay and Carter suggest that adaptation strategies should be flexible and multiple strategies might
need to be considered in order to respond to the magnitude of effects [37]. Identifying a range of
possible adaptations or a time frame where one adaptation might be more effective could be productive.
Several of the papers cited here were also able to identify adaptations that might not be useful [37–39,41].
While the scope of study areas and methodologies suggests that adaptations discussed in these papers
are difficult to summarize, it might be helpful for future research to discuss adaptations that are likely
to lead to maladaptation or worse outcomes just as much as suggest adaptations.

It is known that identifying adaptation strategies is difficult and their role to combat the effects of
future changes is complex [43]. Despite this difficulty, climate change impact studies have insights into
the study region, knowledge of the drivers, which impact the magnitude of effects, and an understanding
of system feedbacks. These factors will be critical in estimating the magnitude of future effects and
identifying best adaptation practices that benefit, or do not worsen, the agriculture and ecosystems.
Thus, future research studies must extend their scope to consider adaptation strategies for the effects
that they present as key findings. This could include drawing on literature from other similar study
areas, as did Scholes [39], or attempting to extend the analysis and discussion to explicitly extend the
findings from one system (agriculture or ecosystems) to discussing adaptations that will be necessary
in other systems [7].

4. Comments on Policy

While papers that were included in this special edition fell short of providing concrete adaptation
strategies that addressed AE simultaneously, studies were more successful in identifying policy
recommendations to respond to current and future climate change effects; however, papers fell short of
calling these policies adaptation strategies.

Policy recommendations were generally specific to the particular study area and they emphasized
the need for local solutions and investments in human capital, such as the recommendation of several
papers on education for success [37–39]. It was also clear that, if properly designed, financial incentives
and economic support mechanisms could be useful in a number of study areas [40,41]. Ding and
McCarl were able to point to specific policy recommendations and their impact on the community and
discuss the effects of a policy on both humans and the ecosystem [42].

The contrast between authors’ ability to make policy recommendations and suggest adaptation
strategies suggests a possible important disconnect in researchers’ ability and confidence in discussing
the future impacts of climate change. In general, the distinction between policy recommendations and
adaptations seemed to be arbitrary and only delineated by the timeframe the policy would be put in
place. In many cases, policy recommendations were framed as such and not as adaptations to climate
change. This might highlight the need for education of climate change researchers to adaptation
scenarios and their ability to restructure research topics in order to explore adaptations. In many cases,
with slight augmentation of research or extensions, policy recommendations could be easily tested as
either successful or unsuccessful adaptations to climate change effects. Extending research to include
a formal explanation and discussion of adaptation strategies reduces the risk to the study area and
provides tested best-responses.

5. Conclusions

This special edition attracted a diverse selection of papers that were focused on climate change
effects, adaptations, and policy recommendations with the goal of exploring agriculture and ecosystems
impacts and interdependencies. As noted, the broad range in scope made it difficult to make concrete
conclusions across each area of focus: effects, adaptations, and policy. Further, while the authors
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attempted to blend ecosystems and agriculture into a holistic sphere of research, largely, this remains
a difficult and incomplete objective. This suggests that the field of climate change research in the AE
arena needs additional support, funding, and ways to prioritize and incentivize integrated research
and interdisciplinary teams in order to generate findings that will be applicable and accurate to the
complex systems that define reality [7].

From the wide scope of articles included in this collection, it is clear that how humans and
ecosystems respond to climate change effects will have a large influence on the eventual impact of
changes. In all papers, land use changes in the coming decades, resource use, and conservation efforts,
as well as energy use and efficiency efforts will define the ultimate failure or success of governmental
and institutional responses to climate change as we transgress into the Anthropocene [44].

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the
study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to
publish the results.
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Abstract: Extreme weather events and failure to adapt to the likely impacts of climate change are
two of the most significant threats to humanity. Therefore, many local communities are preparing
adaptation plans. Even so, much of what was done has not been published in the peer-reviewed
literature. This means that consideration of adaptation options for local communities is limited.
With the objective of assisting in the development of adaptation plans, we present 80 adaptation
options suitable for coastal communities that can be applied by local governments. They are a catena of
options from defend to co-exist and finally, retreat that progresses as impacts become less manageable.
Options are organized according to their capacity to protect local properties and infrastructure,
natural systems, food production, availability of fresh and drinking water and well-being of the local
population, as these are likely to be affected by climate change. To respond to multiple threats, ‘soft’
options, such as awareness raising, planning, political articulation and financial incentives, insurance
and professional skills enhancement, can be encouraged immediately at relatively low cost and are
reversible. For specific threats, options emphasize change in management practices as pre-emptive
measures. Key audiences for this work are communities and local governments starting to consider
priority actions to respond to climate change impacts.

Keywords: climate change; adaptation; coastal community; local government; responses

1. Introduction

The Intergovernmental Panel on Climate Change (IPCC) reports that by 2100 anthropogenically-
induced climate change is likely to lead to a rise in global temperatures of 1.5 ◦C to 2 ◦C above
pre-industrial levels [1]. This will significantly affect environmental feedback systems leading to,
among others, more frequent and intense extreme weather and climate-related events [1]. In this
context, in 2019, the World Economic Forum ranked extreme weather events and failure to adapt to the
likely impacts of climate change as the two most significant threats to humanity [2].

At the 2015 United Nations Framework Convention on Climate Change, Conference of the Parties
(COP21) in Paris, 195 countries agreed to increase efforts to mitigate and adapt to climate change [3].
Mitigation of climate change refers to controlling the emission of greenhouse gases to retard the global
warming process [4]. This is based on the understanding that temperature rise is directly related
to the amount and type of greenhouse gases emitted into the atmosphere. Mitigation, therefore,
refers to avoiding anthropogenically-induced climate change [4]. Despite the Paris agreement, the
emission of greenhouse gases continues to increase [5] and, considering the political discourses
of key countries, such as the US and Brazil, it is likely this pattern will continue in the years to
come. As anthropogenically-induced climate change appears to be unavoidable [1], adaptation (the
process of adjustment by which risks are managed to improve community safety and well-being [4])
becomes essential.

Climate 2020, 8, 7; doi:10.3390/cli8010007 www.mdpi.com/journal/climate7
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Risk stems from a combination of one or more threats and the capacity to respond to them [6].
A threat is something ‘likely to cause damage or danger’ [7]. For climate change, threats depend on how
environmental feedback systems are affected. IPCC (2018) forecasts that by 2100, if global temperature
rises (only) between 1.5 ◦C and 2 ◦C above pre-industrial levels, environmental feedback systems
will lead to: extreme temperatures in many densely populated areas; more frequent and intense
extreme weather and climate-related events, including droughts and floods; sea-level rise between
0.26–0.93 m; increased ocean acidity and de-oxygenated oceanic waters; and significant biodiversity
loss [1]. The consequences of these global scale changes will be profound. The availability of potable
water is likely to be affected by extended drought periods and the intrusion of seawater into inland
waterways (caused by sea level rise and storm surge in coastal areas) [8]. Terrestrial and freshwater
ecosystems will be affected by drought, flood, intrusion of seawater and change in temperatures [1,8].
Marine ecosystems will suffer through increased ocean acidity and water temperature and decreased
oxygen levels, which are predicted to cause the loss of 70 per cent to 99 per cent of coral reefs [8].
A significant decline in biodiversity is predicted and likely to include local loss of pollinators, which
with other threats, will put at risk food production [1]. Community well-being is expected to be
affected by higher temperatures, more frequent and extreme weather events, and sea-level rise and
storm surge will more frequently cause flooding in coastal and low-lying areas resulting in damage to
infrastructure and properties [1]. How society responds to the forecasted risks is, therefore, paramount
to the success of short and long-term sustainable development, community resilience [9] and resultant
community well-being.

Despite the sensibility of responding to the threats of climate change through strategic and
planned adaptive actions, much of what has been done lacks critical assessment in the peer-reviewed
literature [10]. This means that appraisal of adaptation options for local communities is limited, and
communities may take actions that are not best practice, and may be expensive, lack efficacy and be
maladaptive [11]. Identification of adaptation options for local communities, councils and/or local
industries is the first step in strategically responding to the threats of climate change to reduce risk to
issues of concern, and the motivation for this study. Focus is on coastal communities, because they are
particularly vulnerable to climate change impacts [11]. In addition, about 10 per cent of the World’s
population “live on coastal areas that are less than 10 m above sea level” [12]. Eighty adaptation
options were identified as suitable for coastal communities and can be applied by local governments.
With the objective of assisting with the development of adaptation plans, these options are described
and discussed in the context of the broad adaptation options of retreat, co-exist and defend.

2. Materials and Methods

Adaptation options were first identified via a systematic literature review. Systematic reviews
identify articles using clearly defined search criteria, and systematic, explicit and reproducible methods
to select and critically examine relevant literature [13,14]. This approach is common in the health
sciences and has been applied increasingly to environmental and climate change studies [15,16].

The peer-reviewed literature was systematically searched using Scopus©. Keywords used in the
search were: climate change, adaptation, coastal, sea level rise, local government and storm surge
(“TITLE-ABS-KEY (“climate change” AND adaptation AND coastal AND “sea level rise” OR “storm
surge”) AND DOCTYPE (ar) AND PUBYEAR > 2009”). Articles not in English, published prior to
2010, and book reviews were excluded. The Scopus search retrieved 114 results. These were analyzed
and works that did not directly mention adaptation options were excluded. Based on this criterion,
44 works were selected for further analysis and reviewed in full.

Adaptation options identified were categorized in tables according to focus and response to
threats (multiple threats, property and infrastructure, coastal flooding, inland flooding, fire, natural
systems, farming, fresh and drinking water and well-being of communities). It was then noted that
some category components (e.g., housing) lacked implicit adaptation options. In these cases, additional
information was sourced from technical reports.
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Because local demographic characteristics and cultural systems play important roles in defining
adaptation options, a complete list of responses specific to a locale is unlikely to be identifiable from
the literature. Hence, what we present here are widely applicable adaptation options found in the
peer-reviewed literature plus those found in other sources that are likely to guide adaptation.

3. Results

3.1. Broad Adaptation Options: Retreat, Co-Exist and Defend

Climate change adaptation, disaster risk reduction and hazard assessment are strongly linked [17],
and it is evident that this intersection is a strategic planning challenge for coastal communities [18].
Herein, we focus on the role of climate change on flood hazards, sea level rise, storm surges/cyclones
and coastal erosion, as well as the interactions of these climate change affected hazards. It is in this
nexus of climate change adaptation and disaster risk reduction where some of the major challenges
exist for local governments and planners (e.g., [18]).

The focus on ‘defend, co-exist, or retreat’ is closely aligned with the define-analyze-
implement-reassess (DAIR) framework developed as a general community and rural planning
template for hazards affected by climate change [18]. Our study evaluated three possible strategies
for decision-making related to coastal development and management of existing coastal resources:
(1) relocate assets and people to safe areas (retreat); (2) defend existing and new structures against
climate change affected hazards using largely structural measures; and (3) co-exist or adapt to changing
conditions by a combination of innovative planning measures [18,19].

3.1.1. Retreat

Retreat, as the name suggests, refers to moving communities, structures and/or assets from areas
that are likely to be significantly affected by the impacts of global warming to areas less vulnerable
to climate change impacts [20]. This can be the case, for example, of inhabited areas expected to
experience increased frequency and extent of flooding and storm surge. While it is a radical approach,
it seems that more than one million people have already been forced to retreat in response to natural
hazards [21,22]. While retreat is taking place in at least 27 different places, it is not an easy option [23].
In addition to the obvious cost of the land, which in many cases is bought by the government, and
of reallocation, it has psychological and socio-cultural implications that, in many cases, cannot be
mitigated [21,22].

Examples of retreat include Native Americans on the Isle de Jean Charles in Louisiana off the
Gulf of Mexico, who collectively decided to retreat in 2016; inhabitants of Grantham in Queensland,
Australia; and in Oakwood Beach (New Jersey) on the fringe of New York City [12].

The community of Belongil Beach, in Byron Bay (Australia) adopted a managed retreat approach.
The decision was based on the understanding that “infrastructure, private property and residential
development are located within the coastal erosion ‘immediate hazard zone’, which is the area of
shoreline predicted to erode as the result of a 100-year average recurrence interval (ARI) design storm”.
The erosion areas were identified and classified in accordance to the expected time for erosion. Based on
this, different zonings were established: “Immediate coastal hazard precinct: buildings are to be entirely
modular and relocatable (by 4WD vehicle); trigger distance for relocation of development is 20 m from
the coastal erosion escarpment; no building is to be within 20 m of the erosion escarpment. 50-year
precinct: all residential housing is to be relocatable (by 4WD vehicle); trigger distance for relocation
and/or demolition of development is 50 m from the erosion escarpment. 100-year precinct: trigger
distance for relocation and/or demolition of development is 50 m from the erosion escarpment” [23].

3.1.2. Defend

Defend includes strategies implemented to protect assets from the impacts of flooding. It can
involve the construction of seawalls and reforestation of riparian areas [20]. Defend is the most
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common response, as its disadvantages tend to be limited to financial costs, which can significantly
vary depending on the circumstances. However, due to multiple reasons (e.g., storm surge maybe more
intense than forecasted), defense tends to eventually fail; in which case either retreat or co-existence
will be the options of choice.

Saibai, which is one of the nearly 300 islands that constitute the Torres Strait Islands archipelago
(Australia), is an example of a locality where the local population had to implement defensive
measures [24]. In 2016, it had an estimated population of 465 people, 85.6% of whom were Torres Strait
Islander or Aboriginal. The 108 km2 island has an average elevation of one meter with its highest
point being 1.7 m above mean sea level [25]. Therefore, it is prone to flooding, especially during
the wet season, which coincides with the cyclone season and king tides [26]. The combination of
increasing mean sea level rise twice that of the global rate, coastal erosion and extreme weather events
leave only defensive responses other than the option to retreat. Due to the high cost associated with
building a seawall around the island, the first response was to use sand bags [27]. As the situation
worsened, the community built a handcrafted seawall that was substituted in 2017 by a Government
built seawall [28]. Half a year after the $24.5 million Government built seawall was inaugurated, it was
breached by a high tide [29].

3.1.3. Co-Exist

Co-existence with climate change related threats refers to coping with the new conditions [30].
This option is based on the understanding that, while in specific situations nothing can be done to
mitigate certain impacts, retreat and defend are either not necessary, excessively costly, or not possible.
The option involves acceptance of losses, and communities must accept the risks of climate change and
respond intermittently to the effects. Co-existence, besides being an expensive option in monetary
terms, can be extremely traumatic due to the exposure to crisis events that may include loss of life.
Despite its disadvantages, at present it appears to be the option most commonly adopted.

Examples in Australia of co-existence with threats imposed by climate change include towns such
as Townsville and Cairns, which are intermittently but significantly affected by cyclone and floods,
and Brisbane, which is periodically affected by flooding of the Brisbane River.

Cyclone Yasi, for example, caused extensive damage from Cooktown to Townsville. It almost
destroyed everything in its path, including 9000 km of roads and 4500 km of rail, crops, houses and
businesses [31]. Restoration costs, from just this one cyclone, was around $7 billion [31].

Brisbane floods are also frequent. Substantial floods, during which one-third or more of Brisbane
city was inundated, occurred in 1841, 1844, 1890, 1893, 1898, 1974 and January 2011. Reconstruction of
damage caused by floods costs some $100 million per year [32]. In addition to financial costs, the 1893
flood was associated with the loss of 35 lives, the 1974 flood with 14 deaths and more than 300 people
injured; and the 2011 flood included 33 deaths (three others are still missing). The reconstruction of
Brisbane from just this last flood exceeded $5 billion [18,32].

3.2. Punctuated Adaptation Options

The broad adaptation options of retreat, co-exist and defend are possible for all identified threats
associated with climate change with efficacy varying with specific threats and circumstances [33,34].
Within these, the literature identifies specific adaptive actions that reflect defensive or co-existing
strategies that fall short of the ultimate strategy of retreat. The actions tend to be presented as discrete
or punctuated choices without consideration of comparative efficacy, synergies, or priority.

3.2.1. Adaptation Options for Responding to Multiple Threats

While some adaptation options are limited to address just one challenge, others are likely to have
a systemic ameliorating effect and can be subdivided in five main approaches (Table 1).
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Table 1. Options for responding to multiple threats.

Adaptation Options References

Education and public awareness (co-exist) [6,35–38]
Community participation (co-exist) [20,36,38–40]

Integration between different government levels and financial
incentives (co-exist) [17,40,41]

Labor and professional skills enhancement (co-exist) [10,42]
Flooding intensity map (co-exist) [41]
Planning and legislation (co-exist) [20,36,40–46]

Warning systems (co-exist) [6,20,35]
Disaster management plan and evacuation plans (co-exist) [35,41]

• Raise public awareness to encourage the local population to adapt and be prepared for the likely
impacts of climate change and to foster community participation in decision-making.

• Planning (1) to avoid the worst consequences of the forecasted weather events, which involves
production and frequent update of flooding and hazard maps; (2) legislation focused on (a) not
permitting development on land vulnerable to hazards, or (b) establishing construction codes
appropriate for the forecasted climatic conditions; and (3) plans to rapidly and efficiently respond
to disasters, with disaster management and evacuation plans and warning systems to alert
residents about imminent threats, such as fire and flooding.

• Political articulation and financial incentives to facilitate the integration between different
government levels (regional, state and national) so that complex and expensive responses
(e.g., rapid evacuation and/or construction of dykes) can be put in place in a timely manner.
Financial incentives need to be also focused on both residents and industries so that economic
constraints are not the main obstacle to allowing adaptation options to be implemented.

• Insurance to cover personal and government costs specifically associated with recovery after,
for example, inundation, fire, weather events and/or failed crops.

• Labor and professional skills adjustment and enhancement so that new construction codes and
new farming standards can be put in place.

3.2.2. Adaptation Options for Protecting Property and Infrastructure

In the context of risks associated with climate change, the main threats to properties and
infrastructure on coastal areas are: flooding caused by sea level rise, storm surge, tide, freshwater
flooding and wave run-up [47]; as well as fire, especially during droughts.

(1) Flooding
Flooding is already a problem in many places and it is likely to be aggravated with future sea

level rise and with the intensification of storms. While inundation will mostly affect the coastline,
it can also affect inland low-lying areas. If no adaptation options are put on place, property losses can
be expected.

• Coastlines and beaches
For the protection of the coastline, identified adaptation options included two main approaches

(Table 2). The first is construction of physical barriers (e.g., seawalls, breakwaters, gabion, groins and
sluices). This response type tends to squeeze the intertidal habitat, resulting in a reduction in habitat
and a usurpation of the natural resilience of the habitat usually because of poor understanding of
structural and ecological dynamics. Consequentially, but with an anthropocentric bias, this response
should only be initiated “where erosion presents an imminent threat to public safety or infrastructure
that cannot practicably be removed or relocated. Where erosion protection structures are necessary,
maintaining physical coastal processes outside the area subject to the coastal protection works is
required to avoid adverse impacts on adjacent coastal landforms and associated ecosystems” [48].
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Table 2. Options for responding to coastal fringe flooding.

Adaptation Options References

Construction of physical barriers
Seawalls, breakwaters, gabion, groins and sluices (defend) [30,35,41,44,49–54]

Environmental management
Protection of mangrove, wetlands, dunes forests and reforestation of

areas close to waterways (defend) [30,38,41,44,50,52,55,56]

Creation of artificial reefs (defend) [57]
Prohibition or control of the removal of beach sediments (defend) [20]

Beach nourishment (defend) [44,50,58]

The second is less construction oriented and involves improved environmental management,
with approaches such as (a) protection of existing ecosystems and reforestation of areas adjacent to
coastlines to reduce flooding from storm surge and dissipate the energy of waves, and hence, lessen the
impact of wave run-ups; (b) beach nourishment focused on maintaining coastlines at a predetermined
width (This can “disrupt species living, feeding, and nesting on the beach”, as well as the habitats at
dredging sites; also “it is infeasible in areas where the wave energy is very high” [50,55]. Despite the
likely negative impacts, beach nourishment is a common and frequent practice in many coastal areas.);
(c) prohibition or control of the removal of beach sediments, because removal may accelerate beach
erosion and disturb fauna; and (d) creation of artificial reefs to dissipate wave energy (and help to
support marine biota).

• Inland areas
Adaptation options for avoiding inland inundation include elevating existing or constructing

new canals and river walls, dykes, or sluices (Table 3). These options can be costly and if not planned
for the highest predicted flood levels may prove ineffective. Environmental management approaches
can also be applied to impede surface flows and enable water infiltration. These, however, are likely to
be ineffective during extreme weather events.

Table 3. Options for responding to inland flooding.

Adaptation Options References

Dykes or sluices (defend) [30,35,41,44,49–54]
Creation or elevation of existing canal walls (defend) [15,21,22,24,41,56,59]

• Infrastructure
Responding to flooding risk particularly focused on protecting local infrastructure that supports

what is generally considered to be essential services are a subset of inland flooding. Identified in the
literature are actions such as (1) securing infrastructure (e.g., by elevating roads and airports, protecting
energy transmission lines and diversifying energy reticulation and sources); (2) increasing waste and water
treatment capacity; and (3) reducing water flows that may cause inundation and necessitating construction
of dykes, seawalls and elevated canal walls to prevent sea water inundation (Table 4). However, this last
approach will offer no protection to flooding caused by freshwater run-off, which may occur due to river
level rise or storm water run-off during heavy rain. In these cases, dykes and sea and canal walls may be
maladaptive and exacerbate problems by creating barriers that impede water flow.
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Table 4. Options for responding to the impacts of flooding on infrastructure.

Adaptation Option References

Secure infrastructure
Secure energy transmission lines (defend) [6]

Elevate roads and airports (defend) [60]
Redesign road system (defend) [6]

Diversify energy supply (co-exist) [6]
Increase waste and water treatment capacity

Increase waste and water treatment capacity (co-exist) [41]
Reduce water flows

Drainage facilities and water pumps (defend) [19,30,44,53]
Reduce paved areas to improve permeability of the
soil or adopt water permeable pavements (defend) [61]

• Housing
Reducing the risks associated with flooding to residential homes is a political issue for local

authorities, with many community members assuming that local government will take responsibility
for reducing risk. Adaptation options identified in the literature vary from being of short-term benefit
and low cost (e.g., landscaping) to requiring costly structural modification of homes to significantly
reduce risk from all but more extreme events (e.g., substitution of material and building techniques
and codes so that houses are cooler, more resistant to flood and extreme weather events) (Table 5) The
option of constructing dwelling levees might be appropriate in specific circumstances at the extreme
of a predicted flooding area, but would probably attract neighbor criticism or result, in the flooding
event, in an unflooded island isolated from essential services.

Table 5. Options for responding to the impacts of flooding on housing.

Adaptation Option References

Levees around houses and other vulnerable structures (defend)

[62]Efficient drainage system (defend)
Gardens designed to safely redirect water (defend)

Secure vulnerable equipment above the forecasted flooding level (co-exist)
Design and use roofs capable of coping with high intensity rainfall events using impact

and moisture resistant materials (e.g., metal rather than terracotta) (defend) [6]

Design and reinforce existing structures (defend) [20]
Maximize use of water-resistant materials (e.g., concrete, fiber cement) (defend) [6]

Raise floor heights (defend) [6,30,35,42]
Limited life of houses to minimize financial outlay (co-exist) [6]

Multistory building with the lower level planned as non-living areas (co-exist) [35]
Build as transportable and or floatable homes (co-exist) [6]

(2) Fire
While bushfires are common in many parts of the world and are part of natural processes, longer

drought periods are likely to intensify fires and increase their frequency. Hazard reduction burning of
fire-prone areas to create a mosaic of patches (in Australia, from 1 to 7-year intervals between burns) is
advisable but will need careful monitoring and adaptive management to ensure the desired mix of
vegetation types. There is the potential for community debate on the benefits and efficacy of hazard
reduction burning, so community engagement on the rationale, planning and implementation of a
program is essential.

In 2019, the Sunshine Coast of Queensland, Australia experienced delayed arrival of the usual
spring and summer storms and with strong winds and arson activity resulted in an ember storm never
previously experienced. While loss of human life and property damage was relatively low because of
effective and targeted fire control by emergency services, wildlife suffered and the vulnerability of
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homes became evident under extreme fire weather conditions that hazard reduction burning could not
mitigate likely impacts. Risk reduction might involve creation of wider fire breaks around homes in
a community that enjoys its leafy suburbs. In any case, the Sunshine Coast community will need to
mitigate the impacts of fire with shutters and sprinkler systems in high-risk zones and using building
materials that are fire resistant (Table 6). This will necessitate changes in building codes.

Table 6. Options for responding to the impacts of fire.

Adaptation Options References

Shutters and sprinkler systems (defend) [62]
Building materials that are fire resistant (defend) [62]

Hazard reduction burns in fire-prone natural areas (defend) [63]

3.2.3. Adaptation Options for Protecting Natural Systems

Major changes are expected to occur within land and marine natural systems in the next century
due to not only climate change, but also deforestation, over-use of resources and pollution. Broad
adaptation options to minimize disruptions to local natural systems are largely changed management
that includes: (1) better environmental management, including the creation of artificial reefs and
environments, (2) improved adaptive management of fire and efficient irrigation of natural and or
restored areas; and (3) provision of incentives for conservation in farming areas, including benefits
from carbon sequestration opportunities (Table 7).

Table 7. Options for responding to the impacts of climate change on natural systems.

Adaptation Options References

Create artificial environments for the maintenance of species
populations (defend) [41]

Provide incentive for conservation in farming areas, including benefits
from carbon sequestration opportunities (defend)

Expand the protected area estate and revegetation (defend) [6]

Establish ecological corridors (defend) [41]

Translocate species at risk to secure locations (defend)

[19,62,63]

Plan and plant gardens that provide habitat for native species and
drought and flood resistant (defend)

Improve composition of tree species in reforested areas (defend)
Creation of artificial reefs (defend)

Regulate the use of agritoxics (defend)
Identify and protect climate change refuges (defend)

Restoration of ecosystems (defend)
Improve biodiversity management (co-exist)

Efficient irrigation of natural and or restored areas (co-exist)

Prohibit or control the removal of beach sediment (co-exist) [20]

3.2.4. Adaptation Options for Protecting Food Production

Due to change in mean temperature and rainfall, severe drought and extinction of animal
pollinators, food production is predicted to be at risk and may prove to be one of the most significant
threats to humanity from climate change [3]. Adaptation options proposed in the literature tend to be
relatively low cost management actions that do, however, require strategic research to inform changed
management practice: (1) adapt cropping techniques and species; (2) improve water, environmental
and soil management; and (3) provide financial and technical assistance to farmers to deal with
weather-related changes (Table 8).
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Table 8. Options for responding to the impacts on farming and food production.

Adaptation Options References

Adapt cropping techniques
Adopt vertical farms (co-exist) [64]

Substitute crops with drought and salt resistant cultivars (defend) [20,41]
Plant an undercover to crops (co-exist)

[53–55]Diversify cropping species (co-exist)
Adjust planting and harvest dates (co-exist)

Regulate the use of agritoxics that exterminate pollinizers (co-exist)

Improve water, environmental and soil management
Reforestation of areas likely to flood (defend) [56]

Improve management to enrich the soil with organic matter (defend) [56–61]
Improve irrigation systems and dig local dams (defend)

Provide financial and technical assistance
Financial and technical assistance to farmers (co-exist) [56–61]

3.2.5. Adaptation Options for Protecting Availability of Fresh and Drinking Water

Water is one of the most important resources for life. Yet, the availability of fresh and drinking
water are likely to be reduced by climate change. Historically, many regions of the world suffer
intermittently from lack of water, and this situation is likely to be aggravated by climate change,
not only because of drought periods, which are likely to last longer and be more severe, but also due
to salinization of fresh water systems in coastal areas caused by sea level rise. Adaptation options
identified (Table 9) are largely at the property level and include:

• Installation of devices to prevent seawater from back flowing into storm drains;
• Create farm dams and in other locations;
• Require households and businesses to install rainwater tanks to supplement the reticulated water

supply system;
• Develop and apply desalinization technologies; and
• Create irrigation systems to ensure hydration of vegetation.

Table 9. Options for protecting the availability of fresh and drinking water.

Adaptation Options References

Devices to prevent seawater from back flowing into storm drains (defend) [62]
Dams in farms and in other different locations (defend) [62]

Desalinization technologies (co-exist) [20]
Household and business tanks to supplement the reticulated water supply system (co-exist) [62]

3.2.6. Adaptation Options for Maintaining and or Improving Local Community Well-Being

Hotter weather and more intense storms are expected to affect community well-being. While
emergency services will need to be prepared, households can act, at a cost, to reduce vulnerability.
Adaptation options are largely housing improvements or modification (Table 10) but without guidelines
and promoted smart practice, mandated building codes will probably be required that can be delayed
by fear of political backlash to the household costs that would stem from retrospective regulation or
increased cost of housing construction.
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Table 10. Options for maintaining and or improving local community well-being.

Adaptation Options References

Roofs capable of coping with high intensity rainfall events (defend)

[6]‘Green’ roofs (defend)
‘Green’ infrastructure (defend)

Improve natural ventilation of buildings (co-exist)

Better insulate homes (defend)

[56]

Homes responding to sun orientation(defend)
Hot air extraction technology (defend)

Lighter-colored, reflective roofs (defend)
Internal and box guttering material that can stand extreme weather

conditions (defend)
Double glazing of windows to support insulation (defend)

Technology that decreases greenhouse gas emissions (defend)
Well maintained roofs (co-exist)

4. Discussion

IPCC reports demonstrate that climate change is strongly linked to human activity, and 195
countries are committed to mitigation action to reduce greenhouse gas emissions as well as adapting
its urban areas to respond to threats. All societies have a moral obligation to contribute, to the
greatest extent possible, to reducing greenhouse gas emissions towards meeting international targets.
For reducing greenhouse gas emissions, the primary driver for climate change mitigation lies within
national and state energy policy and requires inter and intragovernmental cooperation for maximum
efficacy. At the regional level, local authorities can show leadership by addressing their own emissions,
informing businesses and households of mitigation actions they can voluntarily take, and by making
bylaws that require mitigation action at the household and business levels. However, of immediate
concern is the need to be prepared for climate change impacts by reducing risk and vulnerability of
regional and household infrastructure: this requires encouraging and supporting adaptation.

4.1. Adaptation Spectrum

The options of defend, co-exist and retreat are not applied separately in urbanized areas. Instead,
they progress as impacts become less manageable [30,33,34]. In the Torres Strait Islands (Australia),
for example, seawalls were built as a defensive action to avoid flooding. As sea level rose, seawall
efficacy diminished and flooding became more frequent [24]. Co-existence then took place until the
situation became unmanageable and planning for retreat became an agenda item. In other words,
while the academic literature presents the options of defend, co-exist and retreat as different adaptation
approaches, they are stages within one spectrum of options. For this reason, in this work, the adaptation
options presented were organized according to the component of interest in the affected system, with
focus on properties and infrastructure, natural systems, food production, availability of water and
well-being of the local population. The idea is that with the implementation of the identified options,
retreat may be delayed or avoided.

4.2. Adaptation Options

While people may acknowledge the reality of climate change, they are less aware of its implications
at a local and household level (partly because of the imprecision of modelling), and even less aware
of actions they can take to contribute to reducing greenhouse gas emissions and how to adapt to
reduce their vulnerability to impacts. In this context, local governments can play a significant role in
improving community knowledge of climate change, its impacts, mitigation actions and adaptations
that can be made in preparation for climatic and resulting change and extreme events. What will
be important to communicate is that climate change mitigation action can be also action to reduce
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impacts. Engagement with local communities should be a pillar for meeting the obligations inherent in
demonstrating commitment to sustainable development.

The ‘soft’ options for adaptation, such as awareness raising, planning, political articulation
and financial incentives, insurance and professional skills enhancement, can address mitigation and
adaptation concomitantly and be implemented immediately at relatively low cost. The likelihood
of such efforts being wasteful is low because they align with sustainability and represent insurance
against the worst of climate change impacts.

Community engagement is important because not all adaptation options can be implemented
by governments who will be increasingly required to consider community-wide defensive actions
in response to imminent threats to life and property. Residents and industries will need to modify
their own properties and their management practices to ensure they are climate change ready, and not
reliant on government to implement defensive measures as threats become imminent. Progressive
implementation of adaptation strategies will have less upheaval of communities and individuals.
Therefore, the responsibility of implementing adaption options in a timely manner at the regional level
is shared between governments, residents and businesses. Yet, for adaptation to occur strategically
and to optimize resource allocation, it should be orchestrated by local governments.

As climate change is likely to affect specific locations in multiple ways, including sea level rise,
drought, extreme weather events and biodiversity extinction, it is unlikely that the implementation
of just one adaptation option will address all climate change related problems. Hence, it is usually
necessary to apply a systematic approach that addresses each threat and reduces the risk to affected
areas and people. In this sense, further research would be necessary to develop a tool to assist in
determining the most suitable and urgent adaptation options for each specific locale.

While the World Economic Forum has ranked extreme weather events as one of the most significant
threats to humanity [2], it is important to keep in mind that risks are not only dependent on the hazard
itself, but also on the strategies put on place to deal with challenges. The children’s story The Three
Little Pigs provides an analogy to better understand the risks that stem from weather events associated
with climate change and the importance of adequate adaptation. In the story, while the same wolf
menaces the three piglets, consequences significantly vary according to the structure protecting each
of the piglets. With adequate warning, each piglet could better defend their existing infrastructure
individually or collectively. The same is valid for the forecasted extreme weather events. While
communities will be hit with the same perturbation strength, the consequences will vary depending
on how each place, community and or person has prepared for the events. Those better adapted are
likely to be less impacted.

5. Conclusions

While the scientific community largely agrees with the reality of anthropogenically-induced
climate changes and the urgency to address it and its impacts, there remains uncertainty about how
much temperature will change especially in specific locations. This is partly due to the complex
ecological functioning of our planetary ecosystem and our limited understanding of the feedback
processes involved in climate regulation, which compromises the development and the results of
existing models. Yet, this is but part of the problem. The main challenge is to forecast how humanity
will address the issue of reducing greenhouse gas emissions and how to respond to likely impacts
in specific areas. Differences in forecasts of human response at national to local levels mean that the
literature presents significant differences regarding predicted temperature rise and, consequently for
example, by how much sea level is likely to rise, and appropriate response actions. IPCC works with
conservative scenarios in which they consider temperature is likely to increase between 1.5 ◦C and 2 ◦C
and sea level to rise between 0.26 m to 0.93 m by 2100, while the United Nations World Meteorological
Organization estimates the temperature is more likely to increase between 3 ◦C to 5 ◦C by 2100 [1].
Under the best or worst scenario, adaptation remains necessary and urgent.
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The importance of adaptation to environmental conditions as a mean to survival is not new;
it was first defended by Charles Darwin in Origin of Species in 1859 [65]. Since then, it has been widely
accepted that, not the strongest, nor the most intellectually capable, but the most flexible is more likely
to survive. While Darwin’s studies were not developed for the context of anthropogenic-induced
climate change, his logic is equally valid for the forecasted warmer future. Therefore, paraphrasing
Darwin, we can now say that those more likely to endure are those that are able to adapt and to adjust
best to the changing environment in which they find themselves.

This work presented 80 adaptation options, mostly identified through systematic literature review.
Not all options are adequate or necessary for all coastal communities; others would help mitigating
impacts yet could be substituted by alternatives that would have a better cost-benefit in the specific
region. The discussion here presented, focused on options that are generally suited for coastal areas.
Suitability, in this case, relates to options that have positive cost benefits, with fewer negative impacts
or with positive side effect consequences.

Adaptation actions can be high to low cost and appropriate at household/business to community
levels. Local governments will be required to lead defensive adaptations that reduce risk community-wide.
They are also obliged to inform their constituencies of defensive adaptations that allow for co-existence.
In both cases, assessment of cost-efficacy in reducing vulnerability is necessary and will depend on
evaluation of local conditions and the level of risk associated with threats.
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Abstract: The failure to acknowledge and account for environmental externalities or spillovers in
climate change adaptation policy, advocacy, and programming spaces exacerbate the risk of ecological
degradation, and more so, the degradation of land. The use of unsuitable water sources for irrigation
may increase salinisation risks. However, few if any policy assessments and research efforts have been
directed at investigating how farmer perceptions mediate spillovers from the ubiquitous irrigation
adaptation strategy. In this study, the cognitive failure and/or bias construct is examined and proposed
as an analytical lens in research, policy, and learning and the convergence of disaster risk reduction
and climate change adaptation discourses. A cross-sectional survey design and multistage stratified
sampling were used to collect data from 69 households. To elicit the environmental impacts of
irrigation practices, topsoil and subsoils from irrigated and non-irrigated sites were sampled and
analysed using AAS (atomic absorption spectrophotometer). A generalised linear logistic weight
estimation procedure was used to analyse the perception of risks while an analysis of variance
(ANOVA) was used to analyse changes in exchangeable sodium percentage (ESP). The findings
from small-scale farmers in Machakos and Kakamega counties, Kenya, suggest multifaceted biases
and failures about the existence and importance of externalities in adaptation planning discourses.
Among other dimensions, a cognitive failure which encompasses fragmented approaches among
institutions for use and management of resources, inadequate policy. and information support,
as well as the poor integration of actors in adaptation planning accounts for adaptation failure.
The failures in such human–environment system interactions have the potential to exacerbate the
existing vulnerability of farmer production systems in the long run. The findings further suggest
that in absence of risk message information dissemination, education level, farming experience, and
information accumulation, as integral elements to human capital, do not seem to have a significant
effect on behaviour concerning the mitigation of environmental spillovers. Implicitly, reversing
the inherent adaptation failures calls for system approaches that enhance coordinated adaptation
planning, prioritise the proactive mitigation of slow-onset disaster risks, and broadens decision
support systems such as risk information dissemination integration, into the existing adaptation
policy discourses and practice.

Keywords: adaptation failure; adaptation planning; economic interests; climate change;
ecosystem spillovers; policy; risk perception; transformation

1. Introduction

Though climate change is used as justification for environmental and livelihood interventions [1],
there is a risk of adaptation failure or an inability of adaptation action to meet set objectives and/or
generate hybrid risks, such as environmental degradation [2,3]. Accordingly, disaster risk drivers
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such as poor land management, unsustainable use of natural resources, and declining ecosystems
have emerged as focal points in climate change action and the pursuit of sustainable development
goals [4,5]. The growing evidence of links between climate change adaptation (CCA) and disaster risks
has also seen concomitant efforts at integrating disaster risk reduction (DRR) and CCA [6], with a
focus on the dialectical and/or trialectic tension between resilience, adaptation and risk management
within the broader social-ecological system approach, particularly the human-environment nexus [3,7].
Analytical lenses that link climate change adaptation to other drivers of change has thus emerged as
essential for effective adjustment to changing climate stimuli [8].

Comprehensive adaptation planning frameworks address policy and implementation process
interlinkages or scales at local and national levels [3,9,10]. Implicitly it encompasses the integration
of sustainable development and disaster risk management lenses [11–13], policy engagement
or framing [2,3,9,14], as well as changes in policies and institutional arrangements that mediate
successful scaling up of CCA [1]. Risk management and robust decision making are core features
that address underlying risks [15], more so responses to adaptation needs that span long time
horizon [16]. Focusing on implementation phase in adaptation planning is critical as statements of
intent, allocated resources, and envisioned alternatives in the form of programs, legislation and rules
on their own cannot guarantee effective solutions to collective adaptation needs [17,18].

Innovative lenses on deliberations about risk appraisal [18], the role of values, interests,
and institutions that constrain the societal response to change and unpacking of underlying causes
are some of the factors of interest in the emerging approaches to climate risk management [11,14].
However, in spite of the recognition of the need to integrate DRR, climate change, and sustainable
development, and their successes at the conceptual level, insufficient interrogation of the
underlying risks tend to bias disparate adaptation planning discourses towards business as usual
(BAU) implementation trajectories that undermine the effectiveness of adaptation action [19,20].
Most importantly, BAU or routine adjustment to adverse impacts from climate change tend to
ignore social costs which are at cross purpose with some of the tenets of sustainable development.
There is an urgent need, therefore, to reorient adaptation planning frameworks to minimise the risk of
adaptation failure.

Social structures mediate the exchange of knowledge and behaviour, such as the development and
diffusion of adaptation technology to climate change [21]. Cognition or knowledge about risks and
shared understanding could build coherence and vision into integrative frameworks, such as those that
concurrently address sustainability and disaster risk reduction [11,21]. Accordingly, values, beliefs,
interests, knowledge and expectations are considered integral to holistic approaches and effective
adaptation [3]. However, many of the existing integrative models are constrained as they fail to
recognise the centrality of individuals [11]. Additionally, current integrative models pay little attention
to time-related concerns that may amplify the risk of slow-onset disasters [22].

The individual agency and wider pathways of change which portend challenges in adaptation
discourses [23], are related to the complex social networks and relations in which people are embedded,
commitments and understanding of social and ecological risks [7,14]. Accordingly, complementary
efforts that address questions of scale, fit, and interplay in policy and governance could partly resolve
such dilemmas [24,25]. In this article, we explore how multifaceted biases and failures with respect
to the existence and importance of negative externalities constrain system integration in adaptation
planning discourses.

Though integration of CCA and mitigation of associated disaster risks or ecosystem spillovers,
such as salinisation risks, can be advanced through theoretical and/or conceptual multiplicity [26],
convergence of CCA and DRR is constrained in agricultural production systems [7]. The constraints
are related to difficulties in the integration of learning, reflectivity, and change management, as well as,
lack of institutionalisation of CCA-DRR into the planning process [11,14]. More specifically, there is a
paucity of knowledge in diagnostic procedures and empirical evidence that illustrate conceptual and
theoretical convergence, as well as urgency for action [2]. Specifically, there are gaps in adaptation
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policy framing regarding potential mechanisms for the integration of CCA-DRR models [6]. We posit
that environmental externalities have great potential to facilitate a holistic vision for the convergence
and operationalisation of the often disparate CCA-DRR approaches.

Though system integration at local and global scales in sustainability discourses have emerged [7],
there is still little attention paid to environmental spillovers [27,28]. Such limited attention to
environmental spillover effects is more widespread in climate change action. In risk analysis, fast and
frugal heuristics is adopted if ignoring some information does not compromise accuracy of the
findings [29]. We adopt the logic and concur with Reed et al. [30] and Reid and Coleen [31] that
thresholds and sustainability indicators on a limited number of parameters, such as soil health
(including qualitative aspects, such as salinity levels), could be used as empirical indicators to assess
the effectiveness and/or failure of adaptation strategies, such as irrigation. In particular, we adapt [32]
in that temporal variation in soil salinity is an appropriate indicator in the monitoring of degradation
risks and proxy for sustainability trends.

To illustrate our proposition, we assess various dimensions of cognitive failures and/or biases
in autonomous adaptation pathways and how this constrain transformative adaptation discourses
among small-scale farmers. Building upon the above assumptions, we employ a survey study and
assessment of salinity dynamics to unpack the interplay between cognitive failure, environmental
externalities and adaptation failure. The quantified changes and significance interpretation is based on
FAO [33] classification of salinity risks from irrigation water.

By unpacking the poorly understood environmental spillover effects, we provide insights that
complement and enhance the utility of existing transformative adaptation planning frameworks.
The nested adaptation assessment model thus provides holistic lenses that address multifaceted biases
at policy, research and implementation levels. The model addresses complex interplay between
the climate system, the human system, as well as sustainability concerns, related policy analyses
and ultimately system integration in adaptation planning. In so doing, the study contributes to
the development of a robust and innovative diagnostic approach that integrates empirical data,
cognitive and scale dynamics (such as, institutional polices, farmer management practices) in projecting
adaptation failure.

2. The Multifaceted Dimensions to Cognitive Construct In Adaptation Policy

The multifaceted dimensions to cognitive failure and/or bias construct in adaptation planning
discourses is presented hereunder.

2.1. The Policy–Practice Divide as Cognitive Failure

The development paths and the choices that define adaptation choices have greater bearing
on the severity of future climate impacts, local-scale disaster risk reduction (DRR) and resource
management [34], as well as broader social dimensions, such as risk perception [35]. Though planned
adaptation presents new opportunities in the mitigation of climate change related risks [36], reactive or
autonomous adjustments to adverse climate stimuli and the associated investments may increase the
risk of maladaptation, hence an increased exposure of ecosystems, sectors, or social groups to hybrid
or secondary risk [19,37,38]. For example, the adoption of technologies in water management such as
in flood control, has potential for new downstream hazards, in itself an example of negative interactive
impacts between adaptation, governance failures and disasters [39]. The environmental damage and
lack of fit for purpose associated with such interactions has been termed as adaptation failure [2,3,9].

Optimising the benefits and concomitant minimisation of maladaptation risks through robust
adaptation, mitigation, and sustainability frameworks has emerged and been suggested as a triple win
strategy in adaptation policy framing [3,9,40,41]. Accordingly, the effective formulation of adaptation
strategies, as well as the success of CCA policy and programming in climate risk management, to a large
extent, is predicated on local knowledge of adaptation [42], local context of adaptation strategies [43,44],
as well as agent perception [9,45,46]. In addition, effective adaptation depends on policy support
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that facilitates environmental sustainability, as well livelihood capital, such as financial returns and
knowledge stocks [43]. The identification of causes, agents, and flows behind the externalities or
spillovers is thus critical to understanding mitigation of externalities [7,24].

Decision making is unpacked through adaptation activity and solution spaces, such as individual,
technology, livelihoods, behaviour, the environment, institutions, popular, and policy discourses [1].
Enhancing better understanding and managing effects across multiple systems and scales is thus
critical in sustainability policy and management. In particular, the use of human perception lenses has
immense potential in promoting system resilience [7,47]. However, individual adaptation hinges on
whether an impact, anticipated or experienced, is perceived as a risk and whether it should and/or is
acted upon through adaptation policies, or is constrained by inertia and cultures of risk denial [21].
This necessitates the use of holistic approaches that consider feedback loops to shape outcomes from
the complex interplay between the climate system, the human system and ecosystems, as well as an
assessment of sustainability [2,7,9,48].

The multiple interactions between governance and resource users’ systems are consequential
on provision of ecosystem goods and services, as well as, externalities [24]. Accordingly, under the
sustainable development paradigm, ecological considerations are prioritised over short-term economic
pay-offs [49]. In situations of inadequate information, and where alternatives and consequences are
not well understood, the polluter pay and the precautionary principle [50] are widely accepted as
complimentary to legislative and enforcement mechanisms [50,51]. However, for most developing
nations, the precautionary and polluter pay principle have been adjudged to be ineffective in the
mitigation of environmental externalities [2,52]. The pursuit of sustainability has thus been re-oriented
to encompass coordination mechanisms and integrative use of social ecological lenses that unpack the
complex interplays between agent cognition, governance, social and policy discourses with regard to
outcomes, such as environmental externalities [7,24]. In essence, synergies and trade-offs between
broader development goals and climate-risk management are the focus in adaptation planning [2,53].
However, environmental spillovers or downstream costs, such as salinisation, have received little
attention in such discourses.

Though agent behaviour across scale, the processes in behaviour development, as well as
behaviour patterns can be exploited in scenario building of likely spillover impacts [54], there is
lack of understanding and concern for important linkages between natural resource management,
development, DRR and climate change mitigation and adaptation constrain systemised planning [19,55].
For instance, policy makers, depending upon their institutional mandates, may view a single hazard,
such as waterborne diseases and flooding, separately, instead of multiple, interrelated hazards at one
time [9,39], as well as demonstrate a bias to immediate adaptation needs during policy framing and
decision making [14].

Reducing the risk of adaptation failure depends on the extent to which multiple actors across scale
and the broader social contexts are integrated into decision making [2,14,19,56,57], as well as responsive
legislative frameworks [56]. Information and policy coherence [9] as well as the coordinated framing
of the problem among actors with influence on adaptation planning and policy tend to substantially
reduce such risks [19,57]. Policy and information support frameworks have great potential to guide
informed decision making and a paradigm shift towards effective adaptation action in general, as well
as learning about, and mitigation of negative social and environmental externalities in particular [9].

Though adaptation-mitigation-sustainability frameworks exist, accounting for environmental
spillovers in planning processes remains as a challenge [7]. Such a challenge is routinely encountered in
search of solutions to environmental change problems with intractable feedback loops [58]. By default,
the favoured technology end state solution approaches in routine adaptation discourses fail to
acknowledge and account for environmental footprints [59,60]. As adaptation and mitigation in
agriculture are country and farmer specific and by farmer characteristics, such as farm size and
education level [61], risk reduction planning process involves a diverse solution space, such as,
knowledge of situations (cognition), processes and systems [3,5,11,14]. The low institutional awareness
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and institutional coordination between agencies responsible for disaster management and climate
change adaptation, as well as overall development planning thus tend to entrench the reactive and/or
fragmented adaptation solutions [6,12].The divergence is reflective of cultural cognitive institutions
that affect system understanding, boundary setting and participatory search for solutions [2,11].
This may result into biased planning frameworks and adaptation failure [17,39,62]. Implicitly holistic
approaches that pay attention to feedback loops between the climate system and the human system are
invaluable in adaptation planning [48]. In particular, multi-hazard and multisectoral frameworks that
foster people centered, collaborative partnerships, mechanisms and institutions for implementation of
instruments relevant to building resilient socio-ecological systems are critical.

2.2. Cognitive Failure and Mitigation of Ecosystem Risks

Though the three domains of adaptation, mitigation and productivity are dialectically related to
the other two and thus intricately intertwined [63], operationalising system convergence is undermined
by absence of over-arching national policies that integrate CCA and DRR into various aspects of
land-use planning and typified by lack of capacity to assess, interpret and apply data on climate change
risks and vulnerabilities. Convergence is also undermined by bottlenecks in the integration of plans
among and within agencies [12]. The dissonance between individual values and formalised institutions
and organisations as entry points for alternative adaptation pathways [23], and convergence between
CCA and DRR is thus likely to demand substantial institutional changes [6].

Knowledge of consequences, their causes, and implications play a role in peoples risk belief and
mitigation actions [64]. Cognition or perception aid in mobilising peoples’ commitment to action over
environmental problems [65]. Perception of risk, habit, social status, and age as individual attributes
are thus critical in collective action decision-making [21]. At the community level, analytical and
conceptual lenses that unbundle cognitive biases and failures, as well as integrate and transform
individual and collective agency, are critical to risk reduction and resilience building [66]. Theoretical
and empirical multiplicity lenses improve analytical rigour, address conceptual and knowledge gaps,
and solve complex problems and contextual dilemmas while encouraging synergies [26,58]. The utility
of communication in CCA-DRR convergence discourses at different instutional scales [6,67], as well as
development and dissemination of adaptation technology options [68], is thus critical.

The increase in risk and vulnerability from climate extremes calls for increased attention to an
array of underlying drivers and lenses, such as, ecosystem services, governance and information
needs [24]. However the dilemma arises due to divergence in priorities at different times and scales
hence the need for analytical and policy innovations that advance and/or broker complementarity in
CCA policy, advocacy and programming spaces [1,67]. However, the complex human–environment
system feedbacks are potential dilemmas that may constrain planning. For example, though awareness
plays a critical role in disaster mitigation [64], increased information may be ineffective as a tool for
better decision making where profit motive (proxy for risk disposition) prevails [69]. Intuitively there
is a need for innovative lenses that resolve inherent value conflicts around immediate private gain and
long-term social concerns.

Though changes in external stimuli, such as temperature and moisture are sources of risks that
trigger development of robust adaptation strategies at micro i.e., individual farm level [70], the farmer
as a primary actor in adaptation planning, is motivated by short-term reactive incremental adaptation
preferences that are biased towards immediate economic interests and/or survival objectives other
than long-term sustainable risk reduction initiatives [9,46,71]. The prioritisation of narrow economic
interests and immediate payoffs as opposed to long term social good, discounts the importance of
future risks and undermine sustainability of ecosystems [1,72].

Though collective action and public support is a necessary condition for the effectiveness
of mitigatory action (i.e., internalisation of environmental effects, such as methane emissions,
salinity spillovers etc.), the accruing benefits from such action, are felt after long time lags and
spread or diffused to the wider social system. The extra costs in internalising the spillovers reduces
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incentives for individual actor action [46,73]. The rationale seems to account for popularity of
adaptation pathways that do not address negative ecosystem externalities or spillovers. In essence,
effective adaptation planning, moreover the mitigation of slow onset disaster risks, should consider
the integration of short term and long-term social interests.

In climate change adaptation, sustainability is often framed as a one way driver of change in
the system of interest with little attention to feedbacks between the system of interest and other
systems [7,19,74,75], as well as poor cognition of spillover systems [76]. The cognitive barriers are
linked to poor quality and/or lack of specific information, poor coordination across scale [9], fragmented
understanding among the actors [2,77], as well as operational challenges among constrained agents [3].
Cognitive failure and/barriers thus inhibit informed and sustained action [78]. The failure is exacerbated
by ineffective implementation and/or poor enforcement mechanisms [2,9], especially the mismatch
between expert and lay perceptions of risk [79]. More importantly, most policy framings in CCA fail to
consider externalities by favouring short term political needs [14,39,80].

The bias towards immediate payoffs across scale increases the need for integration and use
of perception at community level in the design, analysis and policy reframing on adaptation
planning [1,11,14]. Dissemination of information on such risks or risk communication, has been
found to play a critical role in the abatement of externalities [81]. The framing of communication
regarding the mitigation of future risks is thus critical as it affects cognition and disaster risk reduction
responses [65,82]. In particular, variation in perception is an important consideration because differences
between lay and expert perceptions of risk impact the success of risk communication [79]. Investigating
farmer perceptions could provide novel insights and advances in the concomitant integration of
sustainability, disaster risk reduction, resilience building and development planning lenses into
transformative adaptation discourses, the identification of governance gaps and betterment of system
integration frameworks.

2.3. Underlying Risks and Transformative Adaptation

The extent to which underlying risks are addressed defines whether the adaptation pathway is
transformative or incremental. Several pathways such as transformation, vulnerability reduction,
disaster prevention, preparedness, response and recovery, and building resilience provide solution
spaces for risk management and adaptation to extreme climate changes [83]. While incremental
adaptation relies on BAU trajectories, transformative adaptation considers alternative development
priorities, preferences and pathways that address the social drivers and processes. It thus incorporates
early warning systems as disaster risk reduction tools and lens into planning processes [1,2,9,14].
Implicitly, transformative adaptation includes monitoring, evaluation and learning for improvement
and policy support [9]. Operationalising transformative adaptation has however received less attention
in practice [14,81].

Incremental adaptation discourses primarily focus on technical approaches to improve predictive
capabilities in adaptation planning cycle [2,9,14]. Incremental adaptation frameworks are thus short of
social lenses that can unpack underlying risks. In contrast, transformative adaptation frameworks
address deep rooted causes of risk and vulnerability with the primary objective being to enhance
co-benefits and minimise the risk of the adaptation deficit or failure [14,84]. Enabling drivers towards
transformative discourses include the upstream dialogue and exploration of values and visions about
future decision making processes [85]. Increased awareness on the less acknowledged salinisation
risks could aid such forward looking planning.

The scaling up of adaptation could provide multiple co-benefits where public participation,
awareness raising campaigns, law enforcement, as well as strong political exist [86]. Improved access
to information about appropriate adaptation strategies appear to support adaptation processes and
resilience building at the local level [11,44], as well as raise procedural questions for decision-makers [1].
Accordingly, engagement with individuals might be a useful lens through which communities and
practitioners are sensitised to risks with a positive impact on the construction of a more dialectical
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approach to DRM/CCA and sustainable development [14]. We argue that transformation pathways
should revolve around the multifaceted cognitive failure construct and environmental externalities.

Though media can be exploited to enhance the understanding of disasters, especially where
vicarious experience is concerned [87], some authors [88] have found no relationship between exposure
to sources of information or self-rated knowledge about climate change and support for climate change
policy. Such a dilemma could be resolved partly through participatory communication [89] and the
concomitant use of seamless support systems, such as, risk communication, which have great potential
to address cognitive biases and/or failures [81].

2.4. Salinity Footprints and Adaptation Failure

Water quality and its suitability for use in irrigation is judged on potential severity of problems
that can be expected to develop during its long term use [33,90]. The total concentration of soluble salts
(salinity hazard) in terms of electro-conductivity (EC), relative proportion of sodium to other principal
cations (sodium hazard) expressed as sodium adsorption ratio (SAR), bicarbonate concentration relative
to the concentration of calcium plus magnesium and boron hazards, or the concentration of boron
or other toxic elements are the most important determinants of quality and suitability of water for
irrigation [90].

Salinity is recognised as one of the greatest land degradation processes and declines in soil
productivity, especially in arid and semi-arid regions [91,92]. High levels of salts in water used
for irrigation has been implicated to affect soil fertility and crop yield [93]. Salinity hazards or EC
exceeding certain threshold levels reduce water availability in the root zone and cause 8–86% drop in
crop yields [33]. Such risks increase with use of ground water (e.g., from boreholes) of high salt content
for irrigation [94]. In particular, salinity negatively alters soil microbial and biochemical properties,
metabolic efficiency and growth of soil microbes [95]. Though salinity in soils tend to vary significantly,
it indirectly impacts climate change through oxide (N2O) emissions, and hence has an effect on global
warming [96].

While primary salinisation is associated with parent material mineralogy, secondary salinisation
is dependent on agronomic practices, such as fertilization, poor drainage and use of inappropriate
water sources [32,97]. In a study of groundwater quality in the Soutpansberg fractured aquifers,
South Africa, agricultural activities produced localised impacts in terms of elevated concentrations of
calcium, chloride, magnesium and nitrates in groundwater [98]. Where small scale production systems
dominate, the underestimation of cumulative impacts of the seemingly minor individual footprints
may result in an ecological disaster in the long run.

Land degradation is one of the slow onset disasters with adverse social and ecological impacts [99].
For example, in India, one of the countries where land degradation is widespread, six million
hectares of the 147 million hectares of land classified as degraded is attributed to salinisation [100].
Though slow-onset disasters, such as land degradation generally do not result in sudden fatalities or
casualties and acute property damage, they are more extensive in their impact and more destructive
in the long term than rapid-onset disasters such as floods, hurricanes, and earthquakes [101].
Since individuals may not recognize land degradation as an underlying cause of vulnerability,
awareness of such a type of a disaster is critical [102]. A lack of and/or poor knowledge of the
consequences of the effect of such slow-onset disasters, such as those associated with spillovers from
salinisation, fits the narrative of adaptation failure and demonstrates the intractable challenges between
adaptation action and vulnerability to induced risks or spillover effects.

2.5. The Agricultural Sector, Climate Change Risk and Adaptation Policy Context In Kenya

Kenya is predominantly an agrobased economy where small scale farmers dominate with about
75% of the populations’ livelihoods directly linked to agriculture [103]. Agriculture is thus key to
overall national development, equity objectives and sustainable growth. Intuitively, weather-related
disasters, particularly droughts, present a major challenge to the predominant rainfed agricultural
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production system with profound adverse impact on the economy. The adverse effects negatively affect
foreign exchange earnings, food security and nutrition, employment and rural livelihoods. Adaptation
to extreme weather impacts is thus a priority under National Adaptation Policy Action plans (NAPAs).
Among other objectives, NAPAs envisages improved crop productivity through irrigation [104].

Adaptation to climate-related risks is expected to be achieved within a number of institutional
and governance frameworks, such as the climate change Act and the Environmental Management
Coordination Act (EMCA) which directly or indirectly impinges on agricultural sector planning.
EMCA is a framework legislation under the stewardship of the National Environment Management
Authority (NEMA), the government agency for coordination, enforcement and compliance on all
matters on environment. As the principle instrument that establishes the legal and institutional
framework for all matters that touches on environmental management in Kenya [105], EMCA adopts
the “precautionary principle” as a sustainability safeguard in decision making. The 1st Schedule of the
EMCA act, parts vi and vii provides for the process and projects that should undertake environmental
impact assessments (EIA), audit (EA), and monitoring respectively. Irrigation is among projects that
should undertake EIA/EA. However, the act only refers to effluents and not the processes nor the slow
onset disaster risks, such as salinisation.

Building farmer resilience to climate change risks is the main objective under the Agricultural
Sector Transformation and Growth Strategy [103], which in agriculture operationalises the climate
change act. Though the Climate Change Act [106], broadly addresses mechanisms and measures
towards low carbon climate development, it fails to address environmental externalities, such as salinity
footprints, an ubiquitous adaptation pathway in the country. The Agricultural Sector Transformation
and Growth Strategy envisages an increase in access to irrigation by small scale farmers from the
current level of 5% to 11%.

3. Methodology

3.1. Study Area

The location of study sites, Likuyani subcounty in Kakamega County and Mavoko subcounty in
Machakos county respectively is provided in Figure 1. Though the study sites are located in contrasting
ecological zones, both are highly populated and characterised by high poverty levels. High population
and poverty levels are drivers of increased livelihood vulnerability to climate change related risks.
Kakamega covers an area of 3051 km2 with a population of 1,660,651(approximated growth rate
of 2%), that translates to population density of 544.3/Km2. Machakos covers an area of 6208 km2

with a population of 1,098,584 persons (projected growth rate approximated at 1%), and a density of
177.0/Km2 [107].

Kakamega county is located in Western Kenya between longitude 340 351 E and latitude 00

and 00151 N [108]. The county is characterized by commercial sugarcane farming as well as maize
production at subsistence and commercial level as major economic activities [107]. Agriculture employs
80% of the population and is critical to poverty (currently at about 50%) reduction in the county [109].
The Agro ecological zones (AEZs) range from UM1 (upper middle-1) to LM-3 (lower middle-3) hence
variation in rainfall, agricultural potential and productivity in terms of livestock type, crop varieties
and actual/potential yield levels [108]. Most of the soils in the county are thus heavily leached due to
high rainfall and relay cropping. An agro-ecological zone describes agronomic conditions on basis of
landform, soil types, rainfall, temperature and water availability, which in turn influences the type
vegetation, length of crop growing period and their adaptability to the locality [110]. The county
receives 1200–2200 mm of rainfall per annum with the first rains of 500–1100 mm and second rains of
450–850 mm. However, farmers in the area, notably the northern part (the study site), is affected by
extreme climate change extremes in form of droughts. The extreme weather episodes are exacerbated
by high evapo-transpiration that averages 1600 to 1800 mm. Generally, the county has experienced
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warming trends, interannual variability in the amounts of rainfall evidenced through increased number
of consecutive dry days, as well as intense downpours that occasion flooding [109].

Figure 1. Geographical Information System (GIS) Generated map of study sites in Kakamega and
Machakos Counties, Kenya.

Machakos county is located in Eastern Kenya, between latitudes 0◦45’and 1◦31´S and longitudes
36◦45´ and 37◦45´E and an elevation of between 790 and 1594 m above sea level. The agriculture
economy in the county contributes 70% of household income and is characterized by livestock farming,
as well as small-scale crop production at subsistence and commercial levels [107]. The AEZ range
from LM2 (lower middle-1) to LM-3 (lower middle-3). The county is characterised by a semi-arid
type of climate (except in highland areas) and cool to hot temperatures that averages 18 ◦C and
29 ◦C. It receives bimodal but unevenly distributed and unreliable rainfall that averages 500 mm to
1300 mm annually. The agricultural potential and productivity in terms of livestock type, crop varieties,
and actual/potential yield levels is thus highly limited by the low moisture potentials. This increases
vulnerability of farmers to production failures. The absolute poverty in the county averages about
61% [111].

3.2. Data Collection

For this study, a cross sectional survey design was used at farm level to collect information from
two contrasting agroecological zones through a multistage sampling technique. The AEZ’s in terms of
counties and sub counties respectively, were selected on the basis of population pressure per square
kilometre (high density > 600, medium density 400–599, and low density < 400), rainfall amount
and variability as factors that influence climate change and livelihood vulnerability severity impacts.
The sampling frame consisted of a list of farmers from target villages provided by the department
of agricultural extension, Likuyani and Mavoko sub counties of Kakamega and Machakos counties
respectively. Proportionate stratified random sampling was employed with AEZ used as proxy for
water availability, use strategies and salinisation risks in the first stage, hence Machakos and Kakamega
counties. During the second stage, population density as a proxy for land subdivision (land size),
and therefore the extent of land resource marginalization, was used to select villages where the
questionnaires and soil sampling were to take place. The third and final stage employed irrigation
typology and water source for irrigation. Households for the administration of the questionnaires
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were then picked through lottery system from a box of cards with numbers generated from a table of
random numbers. The semi structured questionnaire was administered between December 2018 and
February 2019. The information from household surveys were triangulated through key informant
interviews (KI) and focus group discussions (FDGs).

Desk reviews on climate change adaptation policies and environmental governance was
also undertaken. Before data collection commenced, the survey questionnaire was tested among
10 respondents to ensure the adequacy of the information obtained and to avoid any ambiguity in
the questions. The questionnaire sought information on farmer risk reduction measures concerning
soil and water soil testing and associated factors around dissemination of information on salinisation
risks. Systematic sampling was employed in the collection of soil and water samples (i.e., on basis of
whether ground water (e.g., shallow well, borehole) or surface water (e.g., rivers, roof harvesting) was
the main source of irrigation water. Both top soil (0–20 cm) and subsoils (20–40 cm) from irrigated and
non-irrigated sections of farmers’ fields were collect using a soil auger, packed and analysed through
AAS (atomic absorption spectrophotometer) and flame photometer at the Kenya Agricultural and
Livestock Research (KARLO), Kabete, an ISO/IEC17025 accredited laboratory. This involved composite
sampling where top and subsoil subsamples (four) from each farm and sampling point (zigzag transect)
were combined to make up a single composite sample. Composite sampling control for spatial and
horizontal variations and improves the accuracy in estimation of population parameters which reduces
cost and analytical time [112]. It was assumed that each sample contributes an equal amount to the
composite sample and the interaction between the sample units would not significantly affect the
eventual composite sample.

3.3. Sample Size Determination

The study employed Fishers formula [113] in the determination of sample size (Equation (1)).

n = Z2
[

pq

d2

]
(1)

where n = desired sample size, Z = Standard normal deviate at 95% level of confidence = 1.9,
P = proportion of target population estimated to have the characteristic under investigation (10% or
0.1) to maximize sample size (precision), q = proportion of target population without the characteristic
(1 − p = 90% or 0.9), d= level of precision corresponding to statistical significance level of 0.05 or 5%.
Substituting for the values n = Z2 (p q)/d2) = 1.962(0.1* 0.9)/(0.05)2 = 138.28, hence 139 farmers.

Though the desired sample size from Fishers formula (Equation (1)) is 139 households, we adopted
fast and frugal heuristics logic to reduce the sample size to 69. In risk analysis, fast and frugal heuristics
logic is normally adopted in cases where ignoring some information does not compromise accuracy of
the findings [29]. Given that FGDs and KI interviews carried out a priori revealed farmers across the
board in the two counties used similar irrigation practices and tended to have similar dispositions
about environmental risks, we adopted the same logic to settle at 50% of the desired sample to maximise
precision. The use multistage stratified sampling further justified use of reduced sample size.

3.4. Data Analysis

Statistical analysis was performed using generalised linear logistic weight estimation procedure
in IBMR SPSSR statistics version 26.0 (SPSS Inc., Chicago, IL, USA). A weight estimation procedure
computes the coefficients of a linear regression model using weighted least squares (WLS). This ensures
that more precise observations (that is, those with less variability) are given greater weight in
determining the regression coefficients [114]. WLS thus tests a range of weight transformations that
best fit the data. Accordingly, the coefficients selected are those that make the observed results most
likely. The weights can be interpreted as a change in the logarithm of the odds ratio E(β), associated
with a one-unit change in any predictor. The odds equation is given in Equation (1). A negative E(β)
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suggests a decreasing likelihood of falling into the target group as you increase predictor variable,
while a positive E(β) indicates an increasing likelihood of falling into target group as you increase
predictor variable.

Ω = ez/(1 + ez) (2)

where Ω is the probability of the event, e is the base of the natural logarithms (2.718), z is the linear
combination and calculated as z = a + β1x1 + β2x2 + β3x3 . . . + βixi. Whereby, a is a constant (intercept)
βs are coefficients (the log odds) estimated from the data and xi are the values of the predictors.

The log of the odds ratio E(β) or logit expression is given as z = log (p/(1 − p) where P = Probability
of falling into target group which is soil/water testing and 1-p = the absence of soil/water testing on
the farm.

Heteroscedasticity which renders estimated ß’s inefficient and thus invalid for use in making
predictions about dependent variable was tested for through Pearson correlations (Table 4). Though a
hypothetical dimension of any social phenomenon can be investigated, the responses may be biased
especially where farmers are not familiar with the variable being investigated [115]. Since the occurrence
of extreme weather and availability of communication media in extension is common in the two study
sites, such biases were controlled for in the study. A hypothetical effect of risk dissemination was
thus elicited to visualise if it could bias risk perception in terms of practices that impact salinisation
risks. Soil (irrigation water) testing was assumed as the appropriate risk mitigation practice against
salinisation. A paired t-test of significance was conducted to evaluate the difference in salinity risks
associated with irrigation in the topsoil and subsoil (n= 19) for the two counties. The quantified changes
and significance were assumed to provide time scale scenario of salinity and sodium hazard risks.

The sodium adsorption ration (SAR) was calculated according to [116] given in Equation (3)

SAR =
Na√

1
2 (Ca + Mg)

(3)

where, Na = Sodium in milliequivalents per litre (me/L), Ca = Calcium in milliequivalents per litre
(me/L), and Mg =Magnesium in milliequivalents per litre (me/L).

3.5. Student T-Test

The test of significance relating to each regression coefficient of an explanatory variable Xi

was made using the t-ratio. The t-statistic (student t test) tests the hypothesis that corresponding
independent variables exerts no statistically significant linear influence on dependent variable for the
coefficient. It is a ratio of estimated regression coefficient to its standard error (S.E). In general, the null
hypothesis is not rejected if the absolute value of t is less than the value of t corresponding to a particular
level of significance and it is rejected if the absolute t exceeds this value. A low t-ratio implies that the
coefficient is not significant in determining the dependent variable. If, however, the t-ratio exceeds
critical value at chosen significance level, then the coefficient is statistically significant. The t-statistic
for βi obtained for a sample is given by Equation (4) while Table 1 provides the independent variables
used, their description and their levels

t =
βi
β̂

(4)

where s = standard deviation of the sample and βi = the estimated value of coefficient.

33



Climate 2020, 8, 3

T
a

b
le

1
.

D
es

cr
ip

ti
on

of
In

de
pe

nd
en

tv
ar

ia
bl

es
an

d
th

ei
r

le
ve

ls
.

In
d

e
p

e
n

d
e

n
t

v
a

ri
a

b
le

s
D

e
sc

ri
p

ti
o

n
L

e
v

e
ls

A
ge

A
H

H
A

ge
of

H
ou

se
ho

ld
he

ad
in

ye
ar

s
1
=

20
–2

9,
2
=

30
–4

9,
3
=

50
–5

9,
4
=

60
–6

9,
5
=
+

70

N
on

-f
ar

m
in

co
m

e
le

ve
lH

ou
se

ho
ld

H
ea

d
(N

FI
H

H
)

Le
ve

lo
fm

on
th

ly
in

co
m

e
fr

om
no

n-
fa

rm
ac

ti
vi

ti
es

in
K

es
/M

on
th

by
th

e
de

ci
si

on
m

ak
er

1
=
<

10
,0

00
,2
=

10
,0

00
–1

9,
99

9,
3
=

20
,0

00
–1

9,
99

9,
4
=

20
,0

00
–2

9,
99

9,
5
=

30
,0

00
–3

9,
99

9,
6
=

40
,0

00
–4

9,
99

9,
7
=
>

50
,0

00

Fa
rm

in
co

m
e

ho
us

eh
ol

d
he

ad
(F

IH
H

)
Le

ve
lo

fg
ro

ss
cr

op
an

d
liv

es
to

ck
re

ve
nu

e
on

th
e

fa
rm

(K
es
/a

nn
um

)
1
=
<

10
,0

00
,2
=

10
,0

00
–1

9,
99

9,
3
=

20
,0

00
–2

9,
99

9,
4
=

30
,0

00
–3

9,
99

9,
4
=

40
,0

00
–4

9,
99

9,
5
=
>

50
,0

00

H
ig

he
st

ed
uc

at
io

n
le

ve
lo

fh
ou

se
ho

ld
he

ad
(E

H
H

)
H

ig
he

st
le

ve
lo

fe
du

ca
ti

on
at

ta
in

ed
by

th
e

ho
us

eh
ol

d
he

ad
1
=

no
ne

,2
=

Pr
im

ar
y,

3
=

Po
st

se
co

nd
ar

y
bu

tn
ot

un
iv

er
si

ty
,4
=

U
ni

ve
rs

it
y

an
d

po
st

gr
ad

ua
te

A
re

yo
u

aw
ar

e
of

an
y

ri
sk

s
fr

om
w

at
er

so
ur

ce
A

W
R

K
no

w
le

dg
e

on
po

te
nt

ia
ls

al
in

is
at

io
n

ri
sk

s
0
=

N
o,

1
=

Ye
s

A
w

ar
e

of
an

y
he

al
th

ri
sk

s
fr

om
w

at
er

A
H

R
M

ai
n

so
ur

ce
s

of
in

fo
rm

at
io

n
on

he
al

th
0
=

N
o,

1
=

Ye
s

A
w

ar
e

of
an

y
en

vi
ro

nm
en

ta
lr

is
ks

A
ER

M
ai

n
so

ur
ce

of
in

fo
rm

at
io

n
on

En
vi

ro
nm

en
ta

l
m

an
ag

em
en

t
0
=

N
o,

1
=

Ye
s

Be
lie

ve
en

vi
ro

nm
en

ta
lr

is
ks

ca
n

im
pa

rt
ne

ga
tiv

el
y

BS
Fa

rm
er

kn
ow

le
dg

e
on

ri
sk

s
as

so
ci

at
ed

w
it

h
sa

lin
is

at
io

n
an

d
th

ei
r

eff
ec

ts
0
=

N
o,

1
=

Ye
s

So
ur

ce
of

in
fo

rm
at

io
n:

en
vi

ro
nm

en
ta

lS
IE

M
ai

n
so

ur
ce

of
in

fo
rm

at
io

n
on

ir
ri

ga
ti

on
m

an
ag

em
en

t

1
=

el
ec

tr
on

ic
m

ed
ia

,2
=

pr
in

tm
ed

ia
,3
=

Pr
iv

at
e

ex
te

ns
io

n,
4
=

Pu
bl

ic
ex

te
ns

io
n,

5
=

R
ad

io
;P

ee
rs
=

6,
7
=

Jo
ur

na
ls

So
ur

ce
of

in
fo

rm
at

io
n:

he
al

th
SI

H
M

ai
n

so
ur

ce
of

in
fo

rm
at

io
n

on
he

al
th

1
=

el
ec

tr
on

ic
m

ed
ia

,2
=

pr
in

tm
ed

ia
,3
=

Pr
iv

at
e

ex
te

ns
io

n,
4
=

Pu
bl

ic
ex

te
ns

io
n,

5
=

R
ad

io
;P

ee
rs
=

6,
7
=

Jo
ur

na
ls

Fr
om

w
ho

m
di

d
yo

u
le

ar
n

ab
ou

ti
rr

ig
at

io
n

(L
)?

M
ai

n
so

ur
ce

s
of

in
fo

rm
at

io
n

w
ho

m
th

e
fa

rm
er

le
ar

ne
d

ir
ri

ga
ti

on
fr

om

1
=

el
ec

tr
on

ic
m

ed
ia

,2
=

pr
in

tm
ed

ia
,3
=

Pr
iv

at
e

ex
te

ns
io

n,
4
=

Pu
bl

ic
ex

te
ns

io
n,

5
=

R
ad

io
;P

ee
rs
=

6,
7
=

Jo
ur

na
ls

Ty
pe

s
of

ir
ri

ga
ti

on
(I

R
)

Ty
pe

s
of

ir
ri

ga
ti

on
te

ch
no

lo
gy

us
ed

on
th

e
fa

rm
1
=

bu
ck

et
,2
=

sp
ri

nk
le

,3
=

D
ri

p,
4
=

flo
od

in
g

sp
ec

ifi
c

m
es

sa
ge

s
on

po
te

nt
ia

lr
is

ks
of

di
ff

er
en

tw
at

er
so

ur
ce

s
on

so
il

an
d

th
ei

r
co

nt
ro

lS
IS

ST
W

he
th

er
th

e
fa

rm
er

re
ce

iv
ed

ri
sk

m
es

sa
ge

s
on

sa
lin

is
at

io
n

an
d

th
ei

r
co

nt
ro

lf
ro

m
ex

te
ns

io
n

ag
en

ts
0
=

N
o,

1
=

Ye
s

So
ur

ce
of

w
at

er
fo

r
ir

ri
ga

ti
on

W
S

M
ai

n
so

ur
ce

of
w

at
er

us
ed

by
th

e
fa

rm
er

1
=

Sp
ri

ng
an

d
R

iv
er

s,
2
=

G
ro

un
d

(b
or

eh
ol

e
or

sh
al

lo
w

w
el

l,
3
=

ra
in

ha
rv

es
ti

ng

Ex
pe

ri
en

ce
w

it
h

ir
ri

ga
ti

on
(T

T
)

N
o.

of
ye

ar
s

th
e

fa
rm

er
ha

s
pr

ac
ti

ce
d

ir
ri

ga
ti

on
1
=

1–
4,

2
=

5–
9,

3
=

10
–1

5,
4
=
>

15

So
ur

ce
:A

ut
ho

rs
co

nc
ep

tu
al

is
at

io
n,

20
19

.

34



Climate 2020, 8, 3

4. Results and Discussion

The mean parameters of sampled water used in irrigation for the study area is given in Table 2.
There was no significance difference in the parameters between the two counties. The mean hydrogen
potential (pH) was 7.2 ± 0.85 with Machakos being 8.37 ± 0.789667 and Kakamega 6.791667 ± 0.263197.
Though the mean pH is within the recommended range for most crops, the mean value for Machakos
tended towards alkaline with potential to increase salinisation risks. The highest variation in analysed
parameters was for chloride levels at 2.4275 ± 14.89418, with Machakos at 7.91 ± 20.98813 accounting
for the highest variation. This is expected as the water sources used varied widely from surface to
ground water. The source of water is thus critical with ground water (borehole/shallow wells) in
Machakos tending to account for extreme chloride values. The mean SAR levels for Machakos were
1.94 ± 8.176467 which increases salinisation risks, while the low levels for Kakamega at 0.14 ± 0.000418
posed low salinisation risks.

Table 2. Mean parameters of water used in irrigation, Machakos and Kakamega counties, Kenya.

Parameter Overall Machakos Kakamega

Ph 7.18625 ± 0.849172 8.37 ± 0.789667 6.791667 ± 0.263197
EC (ms/cm) 0.491875 ± 0.564456 1.605 ± 0.6099 0.120833 ± 0.002627
Na(me/L) 0.246875 ± 0.203956 0.84 ± 0.3936 0.049167 ± 0.000208
K(me/L) 0.02625 ± 0.000452 0.055 ± 0.0000433 0.016667 ± 9.7E-05
Ca(me/L) 0.335 ± 0.8168 1.125 ± 2.9647 0.071667 ± 0.00267
Mg(me/L) 0.42625 ± 0.351265 1.1225 ± 0.798892 0.194167 ± 0.026081

Carbonate(me/L) 0.0275 ± 0.0065 0.11 ± 0.0204 0.000
Bicarbonate(me/L) 0.373125 ± 0.053236 0.7 ± 0.060467 0.264167 ± 0.004299

Chloride(me/L) 2.4275 ± 14.89418 7.91 ± 20.98813 0.6 ± 0.012727
sulphate(me/L) 0.785 ± 0.497907 1.1 ± 1.759267 0.68 ± 0.151055

SAR 0.59 ± 2.2836 1.94 ± 8.176467 0.14 ± 0.000418

Source: Authors statistical analysis of water samples, 2019.

The statistical analysis for changes in sodium in the topsoil (ESP), an indicator of soil salinity
hazards is given in Table 3. There is significant difference in salinity hazards in the top soil with
irrigation especially for soils in Kakamega county study site. The mean ESP in top and subsoil in
Kakamega was 5.65 ± 3.73 and 5.91 ± 0.70 Me% respectively. The mean change in ESP was significant
in both sites. The ESP for Kakamega changed by 0.66 ± 0.73 and −0.08 ± 0.40 Me% in top and subsoil
respectively. The mean change in ESP for Machakos’s study site was 0.033± 0.47and 2.22 ± 28.21 Me%
in top and subsoil respectively. The overall change for the two sites with irrigation in the topsoil and
subsoil was 0.45 ± 0.70 and 0.69 ± 9.8 Me respectively. The overall negative changes in ESP values
for top soil imply displacement or desorption of calcium (ca++), Potassium (k+) and Magnesium
(mg++), the bases that jointly determine cation exchange capacity (CEC), an indicator of soil fertility
levels, as more of Na+ is being adsorbed on the soil colloids. The increase in Na+ is indicative of soil
degradation in terms of dispersion, poor permeability and loss of soil structure risks. The net negative
change (decrease) in topsoil is indicative of soil degradation risks while the positive changes (increase)
in subsoil soils is attributed to leaching of salts and potentially the degradation of underground water
resources over a long planning horizon.

The increase in subsoil Na+ levels for both sites could be attributed to leaching of salts under
irrigation with high variation in Machakos (2.22 ± 28.21) reflecting the high SAR levels, as well as
the high variability of the parameter in water sources (Table 2) utilised for irrigation. The overall
mean ESP for both sites was 4.2 with a change of 0.45 in top soil and 4.56 me% in subsoil, a change of
0.69 me%. Overall, irrigation increased ESP in both sites (Table 4), an indicator of soil degradation risks.
The two sample F test for variance in Sodium concentration is negative, an indication of increased
and high sodicity risks in Kakamega. Though primary salinisation effects were not determined,
the increase in sodium concertation with irrigation is indicative of soil quality degradation risks in
autonomous adaptation.
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Table 3. Paired Two Sample test for Means of ESP (me%) and changes with irrigation (N = 19).

Treatment Mean T Critical t-Value Sig

Kakamega (n = 13)
Topsoil Non-irrigated 5.6 ± 3.73 −7.57 1.8 **

Change with Irrigation 0.66 ± 0.73 **

Subsoil
Non-irrigated 5.91 ± 0.70 −24.65 1.8 **

Change with Irrigation −0.08 ± 0.40

Machakos (n = 6)
Topsoil Non-irrigated 1.4 ± 0.428 −3.69 2.01 **

Change with Irrigation 0.033 ± 0.47

Subsoil
Non-irrigated 1.85 ± 0.84 0.201 2.01 **

Change with Irrigation 2.22 ± 28.21

Overall (n = 19)
Topsoil Non-Irrigated 4.2 ± 6.69 −6.21

1.74 **Change with Irrigation 0.45 ± 0.70

Subsoil
Non-Irrigated 4.56 ± 4.56 −4.12 1.74 **

Change with Irrigation 0.69 ± 9.8

Source: Authors Statistical analysis of Soil samples, ** Significant at 0.05 and 0.001.

Table 4. Two-Sample F-Test for Variance in topsoil sodium concentration (SAR) with irrigation.

Kakamega Machakos

Mean −0.00769 0.133333
Variance 0.001 0.063

Observations 13 6
Df 12 5
F 0.012275

P(F <= f) one-tail 7.76E-09 **
F Critical one-tail 0.32197

Source: Authors analysis of soil and water laboratory statistical analysis, 2019; ** significant at 0.05%.

Table 5 presents Pearsons correlation on a number of factors influencing soil testing in the two
study counties. There is a positive correlation between education and income, awareness on risks
on water, as well as the positive risk reduction inform of soil/water testing. However, age has a
negative correlation on soil (water) testing and salinisation risk reduction. Nonetheless, the more
aged believe environmental risks could negatively impart them. Age is also negatively correlated to
source of information. Possibly, old farmers tend to rely more on informal sources of information,
such as their peers and not the ubiquitous electronic and mass media sources. Age is also negatively
correlated with income suggesting that it may constraint adoption of soil testing advisories. In absence
of risk communication messages, all the predictors (Table 5) are statistically insignificant in salinisation
risk reduction.

Human capital theory [117], identifies innovative ability as closely related to education level,
farming experience (proxy for age), and information accumulation. The positive effect observed for
education on the adoption of soil testing though not significant is consistent with human capital
theory in Agriculture. However, the negative correlation between the number of years spent using of
technology (an indirect proxy for age) and perception of harm from environmental risks is consistent
with risk normalisation theory [87]. The choice of channels of communication and their effectiveness is
thus a critical policy consideration in transformative adaptation and sustainability discourses.

36



Climate 2020, 8, 3

T
a

b
le

5
.

Pe
ar

so
n

co
rr

el
at

io
ns

on
fa

ct
or

s
in

flu
en

ci
ng

so
il

te
st

in
g

in
K

ak
am

eg
a

an
d

M
ac

ha
ko

s
co

un
ti

es
,K

en
ya

.

(I
n

te
rc

e
p

t)
A

g
e

N
F

IH
H

F
H

H
E

H
H

A
W

R
W

S
A

H
R

A
E

R
S

IH
B

S
S

IE
L

S
IS

S
T

IR

(I
nt

er
ce

pt
)

1.
00

0
A

ge
−0

.4
16

1.
00

0
N

on
-f

ar
m

in
co

m
e

le
ve

lh
ou

se
ho

ld
he

ad
(N

FI
H

H
)

−0
.3

20
−0

.2
64

1.
00

0
Fa

rm
in

co
m

e
ho

us
eh

ol
d

he
ad

(F
IH

H
)

−0
.5

36
0.

19
4

0.
37

7
1.

00
0

H
ig

he
st

ed
uc

at
io

n
le

ve
l-

ho
us

e
he

ad
(E

H
H

)
0.

13
1

0.
47

6
−0

.9
26

−0
.3

1
1.

00
0

A
re

yo
u

aw
ar

e
of

an
y

ri
sk

s
fr

om
w

at
er

so
ur

ce
(A

W
R

)
0.

07
5

−0
.7

81
0.

39
3
−0

.1
95
−0

.5
66

1.
00

0
So

ur
ce

of
w

at
er

(W
S)

−0
.5

68
0.

39
9
−0

.2
10

0.
22

1
0.

38
1
−0

.2
34

1.
00

0
aw

ar
e

of
an

y
he

al
th

ri
sk

s
fr

om
w

at
er

(A
H

R
)

−0
.3

48
−0

.5
67

0.
53

7
0.

10
0
−0

.6
22

0.
61

1
−0

.1
41

1.
00

0
aw

ar
e

of
an

y
en

vi
ro

nm
en

ta
lr

is
ks

(A
ER

)
−0

.2
99

−0
.5

57
0.

06
5

0.
05

4
−0

.2
02

0.
64

0
0.

15
9

0.
63

2
1.

00
0

So
ur

ce
of

in
fo

rm
at

io
n-

he
al

th
−0

.5
22

−0
.2

69
0.

66
7

0.
12

4
−0

.6
27

0.
52

1
0.

16
2

0.
68

6
0.

47
9

1.
00

0
be

lie
ve

en
vi

ro
nm

en
ta

lr
is

k
ca

n
im

pa
rt

ne
ga

ti
ve

ly
(B

S)
−0

.0
48

−0
.0

64
−0

.2
13
−0

.2
19

0.
13

0
0.

16
4

0.
33

6
0.

04
4

0.
28

1
0.

07
6

1.
00

0
So

ur
ce

of
in

fo
rm

at
io

n:
en

vi
ro

nm
en

ta
l(

SI
E)

−0
.4

73
−0

.0
27

0.
66

8
0.

44
5
−0

.6
47

0.
22

2
0.

01
3

0.
42

7
0.

15
3

0.
57

5
0.

30
2

1.
00

0
Fr

om
w

ho
m

di
d

yo
u

ge
tt

o
le

ar
n

ab
ou

ti
rr

ig
at

io
n

(L
)?

−0
.0

80
0.

39
9
−0

.4
69

0.
04

4
0.

53
4
−0

.3
79

0.
06

2
−0

.4
24

-0
.1

85
−0

.4
84
−0

.4
06
−0

.5
50

1.
00

0
sp

ec
ifi

c
m

es
sa

ge
s

on
po

te
nt

ia
lr

is
ks

of
di
ff

er
en

tw
at

er
so

ur
ce

s
on

so
il

an
d

th
ei

r
co

nt
ro

l(
SI

SS
T)

−0
.0

04
0.

64
3

0.
09

5
0.

06
2

0.
12

7
−0

.5
87

0.
04

2
−0

.5
39
−0

.8
60
−0

.2
62
−0

.4
18
−0

.0
55

0.
24

4
1.

00
0

Ty
pe

s
of

ir
ri

ga
ti

on
(I

R
)

−0
.1

15
−0

.6
05

0.
05

7
−0

.0
89
−0

.2
42

0.
69

8
−0

.1
02

0.
54

2
0.

87
8

0.
34

3
0.

18
5
−0

.0
04
−0

.0
71
−0

.8
77

1.
00

0

So
ur

ce
:A

ut
ho

rs
st

at
is

ti
ca

la
na

ly
si

s
of

fie
ld

da
ta

,2
01

9.

37



Climate 2020, 8, 3

The communication perspective is critical in risk dissemination and sustainability discourses
in climate change adaptation [117–119]. Information improves farmer’s human capital, reduces risk
and uncertainty in technology adoption process [120]. In this study, the negative correlation between
information source and education in risk reduction behaviour is possibly related to biased access of
information as the level of education increases. Further, the findings suggest a gap in the current
research-extension linkages where access to information sources, such as scientific journals that are
more likely to disseminate information on environmental externalities as opposed to the conventional
sources, such as the radio are by default biased towards farmers with high levels of education. Since
the effect of risk dissemination is negatively correlated with source of information, it suggests that
the current sources of information are ineffective and/or do not disseminate information concerning
the existing risks. Implicit in this is the need for transformative lenses to enhance the role of media,
both electronic and print in risk information dissemination especially as it relates to secondary risks in
climate change adaptation.

Table 6 provides the odds ratio E(β), generalised logistic parameter estimates on soil testing as a
risk reduction measure and control of irrigation related risks. An odds ratio less than one connotes that
the variable decreases the likelihood of adoption, whereas an odds ratio greater than one means that
the variable increases the likelihood of adoption. The likelihood of the odds ratio on age, farm income
(farm and non-farm), number of years in use of technology, and source of information, education,
awareness on health risks, type of, irrigation though not statistically significant had negative odds
ratios. In the absence of risk message dissemination, there is a decreased likelihood of soil testing with
increase in value of the mentioned variables. From existing literature, risk aversion increases with age
hence the negative sign for age in our study is expected. However, education, income, and experience
tend to be positively correlated with adoption. This observation suggests that existing technology
diffusion and adoption models and human capital theory in agriculture cannot be used effectively to
address environmental externalities in adaptation planning.

Table 6. Generalised linear logistic parameter estimates on soil testing without dissemination of
risk messages.

Parameter B Std. Error
Unstandardized 95% Wald Confidence Interval Standardized 95% Wald Confidence

Lower Upper Wald χ2 Sig. Exp(β) Lower Upper

(Intercept) −22.572 1.6028 −25.714 −19.431 198.329 0.000 1.574E-10 6.803E-12 3.642E-9
Age −0.052 0.2414 −0.525 0.421 0.046 0.830 0.950 0.592 1.524

NFIHH −0.075 0.2073 −0.481 0.332 0.130 0.719 0.928 0.618 1.393
FIHH −0.110 0.1665 −0.436 0.217 0.433 0.510 0.896 0.647 1.242
EDHH 0.186 0.3147 −0.431 0.803 0.350 0.554 1.205 0.650 2.232
AWR 0.082 0.8013 −1.488 1.653 0.011 0.918 1.086 0.226 5.221
SW 4.855E-5 0.0899 −0.176 0.176 0.000 1.000 1.000 0.838 1.193

AHR −0.224 1.0522 −2.286 1.838 0.045 0.832 0.799 0.102 6.287
AER −0.414 0.7711 −1.926 1.097 0.289 0.591 0.661 0.146 2.996
SIH −0.033 0.0847 −0.199 0.133 0.154 0.695 0.967 0.819 1.142
BS −0.089 0.4321 −0.936 0.758 0.042 0.837 0.915 0.392 2.134
SIE −0.003 0.0738 −0.148 0.141 0.002 0.966 0.997 0.863 1.152
L −0.027 0.0715 −0.167 0.114 0.138 0.711 0.974 0.846 1.120

SSISST 0.068 0.7380 -1.379 1.514 0.008 0.927 1.070 0.252 4.547
IR 0.001 0.1675 −0.327 0.329 0.000 0.995 1.001 0.721 1.390
SI 0.082 0.2351 −0.379 0.543 0.121 0.727 1.085 0.685 1.721
TT 0.004 0.0694 −0.132 0.140 0.003 0.957 1.004 0.876 1.150

Source: Authors statistical analysis of field data, 2019. Likelihood Ratio Chi-Square (χ2) = 10.858; p = 0.286, df = 9.

The positive effect of risk message dissemination on risk behaviour has been observed by several
authors [21,63,86]. The generalised linear logistic parameter estimates (Table 8) explains the effect
of risk message dissemination on soil testing. In this study, dissemination of risk messages could
have significant impact on likelihood of positive change on risk belief and mitigation action. This is
consistent with some findings on rapid onset disasters, such as earthquakes where higher education
levels, higher income and greater experience with previous emergencies is significantly associated
with higher preparedness [121]. In our study, risk message dissemination has positive significant
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effect on farmers disposition about salinisation risks with majority of the farmers who would change
their behaviour (adopt soil testing as a risk reduction measure) falling in the 30–49 year age category
(Table 7).

Table 7. Proportion of change in action for soil testing if risk message were disseminated.

Age Category No Yes Total % Change

20–29 5 2 7 3.13
30–49 15 18 33 28.13
50–59 8 6 14 9.38
60–69 3 6 9 9.38

70 and above 0 1 1 1.6
Total 31 33 65 51.62

Source: Authors analysis of field data.

Likewise, according to Table 8, dissemination of risk message has significant positive impact on
likelihood in change of choice of water sources (WS) for irrigation and type of irrigation (i.e., bucket,
sprinkle, surface and drip), all which impact salinity hazards. Additionally, risk message dissemination
significantly increases the likelihood of soil testing for every additional level (higher level) of farmer
education and the positively correlated non-farm income. However, dissemination of risk messages
decreases the likelihood in soil testing when awareness on water and environmental risks are taken
into account. This could be due to other factors, notably the extra costs incurred in soil testing as source
of risk that decreases profit levels in the short term. The observation is consistent with [69], that gaps
between information dissemination and level of implementation could be as a result of subjective limits
or considerations for factors that impact profit and/or cost in adoption of risk reduction behaviour.
Factors that lower profits or increase expenses are sources of risk (i.e., technical, price, legal, social and
human), that adversely impact the economic performance hence farmers’ decision making [121–124].
The finding underscores Howden et al. [125], and Koundouri et al. [120], that policy makers in
adaptation planning need to increase their attention on the role of risk attitude in technology adoption.

Table 8. Generalised Linear logistic Parameter Estimates on soil testing with dissemination of
risk messages.

Parameter B Std. Error
Unstandardized 95% Wald Confidence Interval Standardized 95% Wald Confidence Interval

Lower Upper Wald χ2 Sig. Exp(β) Lower Upper

Intercept −84.523 4.1365 −92.631 −76.416 417.521 0.000 1.959E-37 5.902E-41 6.502E-34
Age 2.782 1.0189 0.785 4.779 7.454 0.006 16.148 2.192 118.961

NFIHH 9.137 0.7023 7.760 1.513 169.256 0.000 9291.669 2345.799 36,804.136
FIHH −1.196 0.3775 −1.936 −0.457 10.045 0.002 0.302 0.144 0.633
EHH 0.642 0.9184 −1.158 2.442 0.488 0.485 1.899 0.314 11.491
AWR −9.560 2.4241 −14.311 −4.809 15.553 0.000 7.052E-5 6.094E-7 0.008
WS 0.889 0.1521 0.591 1.187 34.195 0.000 2.434 1.806 3.279

AHR 7.723 2.4725 2.877 12.569 9.755 0.002 2258.738 17.752 287,391.934
AER −9.136 1.8365 −12.735 −5.537 24.748 0.000 0.000 2.945E-6 0.004
SIH 0.753 0.2005 0.360 1.146 14.085 0.000 2.123 1.433 3.145
BS 7.058 0.7838 5.522 8.594 81.096 0.000 1162.039 250.086 5399.470
SIE 0.228 0.1929 −0.150 0.606 1.400 0.237 1.256 0.861 1.834
L −0.519 0.1158 −0.746 −0.292 20.089 0.000 0.595 0.474 0.747

SISST 4.927 1.3643 2.253 7.601 13.040 0.000 137.927 9.513 1999.787
IR 2.477 0.4175 1.659 3.295 35.207 0.000 11.908 5.254 26.990
SI 0.353 0.6015 −0.825 1.532 0.345 0.557 1.424 0.438 4.629
TT −0.618 0.1765 −0.964 −0.272 12.251 0.000 0.539 0.381 0.762

Source: Authors statistical analysis of field data, 2019. Likelihood Ratio Chi-Square (χ2) = 1.742E10, Df = 7; P = 0.000
***; significant at 0.001%.

The significant decrease in likelihood of soil testing with risk message dissemination when the
number of years the farmer has used a given irrigation technology is taken into account could be
attributed to resource fixity in agricultural production (i.e., difficulty in changing irrigation infrastructure
to alternative uses) and attendant risks and/or low risk belief about salinisation risks among farmers.
The observation is also consistent with existing literature on determinants of cognitive bias, such as,
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personal experience, knowledge (level of education), extension education, which individually or
severally impact cognitive ability and the accuracy of climate information processing [82]. The inherent
social and environmental costs in maladaptive projects and their premature decommissioning at
a future date may impose high opportunity costs to society at large when adaptation policy and
practice ignores the integration of environmental spillover mitigation into planning. The observation
highlights the need for system approach and innovative use of communication as a tool for proactive
risk reduction and effective adaptation planning.

Managing environmental risks in climate change action inadvertently touches on governance in
terms of roles, availing of relevant information, policy and legislative frameworks, risk control
guidelines, as well as, coordination mechanism that are responsive to the present and future
needs of society [81]. The role of governance on soil testing as a risk management strategy was
undertaken through KI, FGDs and desk reviews. The findings revealed key governance gaps,
particularly fragmented approaches and coordination among government agencies, low awareness
about salinisation risks among farmers and extension agencies, all of which constitute cognitive failure
about environmental spillovers in climate change adaptation. Though the object of the climate action
planning is to integrate climate risk and vulnerability assessment into all forms of assessment, and for
that purpose, to liaise with relevant lead agencies for their technical advice, it tends to focus only on
methane emissions and fail to acknowledge the diverse array of environmental spillovers, such as the
salinisation risks in irrigation.

In the study area, a lack of coordinated approaches among various agencies was noted. Further,
interviews with farmers and analysis of KI interviews revealed that neither the climate change Act
nor EMCA identifies salinisation externalities. The cognitive failure was more apparent in extension
agencies from both counties. According to KI interviews, the extension agents were more focused on
supply and demand needs with irrigation, a routine adjustment and solution to increasingly risky rain
fed systems, being recommended to the exclusion of underlying environmental concerns. This seems
to be a popular discourse among policy makers, farmers and practionneers in the country.

Some of the projects are funded by the central and county governments against tight timelines,
for example emergence drought recovery interventions which tend to be accorded high attention by the
political class. We focus on technological dimensions, that is, the agronomic aspects, such as fertilizer
types, choice of variety and which are farmer felt needs, but not the environmental spillovers. In any
case we have not been notified of any environmental breaches by NEMA agricultural extension officers
in the two counties.

The above finding suggest low institutional awareness and fragmented approach, a finding that
is consistent with Seidler et al. [6] and Ayers et al. [12], respectively, on determinants of adaptation
failure. In addition, an extension officer, Machakos county, had this to say:

“The farmers have not reported any problems with water sources for irrigation except for one
borehole in the neighbourhood . . . We suspect salinity issues but so far we haven’t verified whether the
borehole was unsuitable for irrigation or the abandonment was due to other causes”—An agricultural
extension officer, Machakos County.

Analysis of water sample from the above-mentioned borehole revealed extremely high salinity
and its unsuitability for irrigation. In absence of robust mitigation measures suggested by FAO [33],
such as annual soil testing, mixing of rain and borehole water sources, adequate drainage as well as
deep tillage, drainage canals, application of manure in large amounts to improve infiltration rate and/or
planting crops with good salt tolerance being instituted, there is an increased risk in salinisation and
land degradation. Of great concern among surveyed farmers (Table 9) was the widespread ignorance
about salinity risks from water sources and their mitigation. The observation is reflective of high
level of cognitive failure on soil testing as a risk reduction measure among small scale farmers and
government agencies in the two counties. Of the surveyed households, a majority (about 98%) had not
undertaken soil testing, with less than 10% of the farmers being aware of salinisation risks. There is a
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gap in awareness and mitigation. Risk aversion seems to be the explanation for the gap. The farmers
had this to say;

Table 9. Farmers undertaking soil testing as a risk reduction measure in Kakamega and Machakos
counties, Kenya.

Age No Yes Total % Testing Soil

20–29 7 0 (0) 7 0 (0)
30–49 33 1 (3) 34 1.54 (4.6)
50–59 14 0 (2) 14 0 (3.1)
60–69 9 0 (1) 9 0 (1.54)

70 and above 1 0 (0) 1 0 (0)
Total 64 1 (6) 65 1.54 (9.24)

Source: Authors statistical analysis of survey data. Figures in brackets indicate those who are aware about risks
from water (salinisation risks).

“The frequent droughts have negatively affected our livelihoods yet our ability to respond to it is
heavily constrained as we have low incomes. We don’t think there are environmental risks other than
the problematic pests and diseases that trouble us. If there were environmental risks, we would have
heard from some of the extension programmes on radio and the extension officers who rarely visit our
farms. In any case we think it could be costly testing the soil and water unless the relevant government
agencies provide such services for free”—Farmer FGDs in Kakamega and Machakos counties.

The cognitive failure across individuals and institutions in adaptation planning in the study
area reflect the governance gaps about environmental externalities. The pervasiveness of cognition
failure, as manifested through low awareness among farmers and government agencies alike, as well
as poor coordination among formal agencies especially agricultural extension services, is indicative of
ineffective adaptation planning frameworks in the counties and the country at large.

Mu et al. [69], explains the variance between awareness and implementation in terms of
profit motives. This may account for the observed negative odds likelihood between risk message
dissemination on choice of water source for irrigation. The negative likelihood has profound policy
implication and the management of underlying risks, such as the environmental spillovers. Though the
risk reduction focused climate change Act has potential to address some of the demand-supply needs
and production risks, it fails to recognise the negative environmental spillovers. The cognitive failure
is reflected in low institutional attention accorded to slow onset disasters in the NAPAs among lead
and regulatory agencies. For example, salinisation risks were not mentioned nor captured as concerns
that need monitoring. The cognitive failure is aptly reflected in a lack of mention of salinisation risks
and their mitigation in the Environmental Management Plan (EMP) section of environmental impact
assessments (EIAs) reports on irrigation undertaken nationally and the study sites.

5. Conclusions

Poor system integration, as well as low attention to spillover systems across scale, especially the
low attention to time related integration needs in adaptation planning has potential to exacerbate less
recognised slow onset disaster risks, such as salinisation. In absence of a transformative and system
approach, failure to identify and internalise the individual and cumulative impacts of the seemingly
minor footprints could over time substantially increase land degradation risks and impose costs on
the society at large. In this study we explored farmer perception on slow onset disasters and how it
constraints transformative adaptation. Specifically, the role of cognition or perception in mobilising
peoples’ commitment to action over negative environmental externalities, risk belief and mitigation
action has been highlighted. The findings suggest that multifaceted biases and failures about the
existence and importance of externalities across scale, a critical gap in adaptation planning discourses,
is exacerbated through low awareness, fragmented approaches and technological biased lenses among
actors in adaptation planning.
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Under diverse social-economic contexts education level, farming experience, and information
accumulation as human capital components significantly account for adoption of technologies in
conventional technology diffusion trajectories. However, from this study, the human capital components
do not significantly influence risk reduction behaviour concerning environmental spillovers in absence
of risk message information. The failure by diverse actors across scale to recognise the externalities,
as well as the low institutional awareness constitute cognitive failure with potential to undermine
ecosystems, farmer adaptive capacity and livelihoods in the long run. Transformative adaptation policy
framing and information support frameworks have great potential to guide informed decision making
and a paradigm shift towards effective adaptation action, learning and mitigation of environmental
externalities. This is particularly relevant for slow onset disasters, such as salinisation related land
degradation risks, where lack and /or poor knowledge of the consequences of the effect resonates with
the narrative of wicked environmental problems and adaptation failure. Electronic and print media
could compliment conventional extension strategies in risk information dissemination, especially as
relates to the mitigation of secondary risks in climate change adaptation.
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Abstract: This paper examines how increased drought frequency impacts water management in arid
region, namely the Edwards Aquifer (EA) region of Texas. Specifically, we examine effects on the
municipal, industrial, and agricultural water use; land allocation; endangered species supporting
springflows and welfare. We find that increases in drought frequency causes agriculture to reduce
irrigation moving land into grassland for livestock with a net income loss. This also increases water
transfer from irrigation uses to municipal and industrial uses. Additionally, we find that regional
springflows and well elevation will decline under more frequent drought condition, which implicates
the importance of pumping limits and/or minimum springflow limits. Such developments have
ecological implications and the springflows support endangered species and a switch from irrigated
land use to grasslands would affect the regional ecological mix.

Keywords: drought frequency; water use; land conversion; livestock production; ecological implications

1. Introduction

The Edwards Aquifer (EA) provides high-quality water to more than 2 million people in the Texas
counties of Kinney, Uvalde, Medina, Bexar, Comal, and Hays and supplies a considerable proportion
of the base flow to the Guadalupe River. The EA water supports pumping use by irrigated cropping,
households, businesses, industries, and users of spring-fed rivers. Aquifer fed springs provide
important habitat for endangered species [1]. The EA water supply relies on precipitation-based
recharge, which is highly influenced by weather and adversely affected by drought.

Climate change may alter drought frequency and affect water use in the EA region. The Special
Report on Managing the Risks of Extreme Events and Disasters to Advance Climate Change Adaptation
(SREX) report of the Intergovernmental Panel on Climate Change (IPCC) shows that changing climate
can result in alterations in the frequency, duration, and intensity of extreme weather events [2].
More frequent and severe droughts are expected across many regions in the 21st century [3–6].
Changing climate is projected to reduce groundwater resources in most dry subtropical regions, which
may intensify water use competition among sectors [7]. Texas has been projected to experience more
frequent future drought [8,9]. Increases in the drought frequency or average temperature along with
decreases in rainfall all increase water demand but lower water availability.
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Recent climatic trends may increase water and drought concerns. For example, the 2000’s was the
warmest decade on record [10], and 2011 was the strongest La Niña year on record [11]. Additionally,
La Niña years are associated with low EA region recharge and drought [12]. Texas and the EA region
have been facing drought conditions for the last few years, and 2011 was the most severe, with 88% of
the entire state under exceptional drought conditions in September/October [13].

This study examines the implications of increasing drought frequency on the EA region in terms of
water availability, water use, agricultural production, land allocation, springflow, welfare, and ecology.

2. Background and Literature Review

2.1. Edwards Aquifer

The EA is a crucial water source for municipal, industrial, and agricultural pumping users and
supports the springflow needs of endangered species in south-central Texas. Balancing water allocation
between pumping users and springflows has been debated for over two decades. EA recharge depends
on rainfall and is highly variable. Recharge has varied widely: in 1956, it was 43.7 thousand acre-feet
with precipitation of 11.22 inches; and in 1992, the recharge reached 2,176.1 thousand acre-feet with
38.31 inches. Significant droughts in the 1950s resulted in the cessation of flows in the Comal Springs,
which led to the extinction of the fountain darter population [14]. Habitat for several endangered
species is supported by springflows [15]. The aquifer is karstic and does not retain water as it fell
greatly in the year after the large recharge events [16].

In Texas, surface water is governed by the prior appropriation doctrine while groundwater is
governed by the rule of capture, which discourages the conjunctive use of groundwater and surface
water. The groundwater use can be regulated by the Texas Supreme Court with that regulation
subjected to compensation [14]. In early 1993, springflow protection was ordered by a federal court
based on a suit under the endangered species act. Then, the Texas legislature passed Texas Senate
Bill 1477 (SB1477), which created the Edwards Aquifer Authority (EAA) and directed the EAA to
manage the aquifer withdrawals. SB1477 required the maximum annual volume of water pumped
to be 400 thousand acre-feet by 2008 and mandated establishment of water rights. Furthermore,
regional water managers, in order to protect endangered species, introduced springflow and aquifer
elevation-dependent management. The Critical Period Management Plan (CPMP) is currently used for
management and makes pumping dependent on aquifer elevation and springflow. For example, the
CPMP requires a permitted withdrawal reduction of 20% when the 10-day average of the rate of flow
of the Comal Springs is below 225 cubic feet per second (cfs).

2.2. Literature Review

The US southwest is projected to have more frequent multi-year droughts [17,18] and reduced
cool season precipitation [19]. Diffenbaugh et al. [20] concluded that global warming was increasing
drought probability. Sheffield and Wood [9] projected that central North American long-term droughts
would become three times more common. Such developments stress the regional water situation and
enhance water competition.

Conjunctive use of ground and surface water is a common strategy for managing drought in
arid regions [21,22]. Daneshmand et al. [23] applied an integrated hydrologic, socio-economic, and
environmental approach to assess conjunctive water use during drought in the Zayandehrood water
basin in Iran, and found that conjunctive use would preserve water supply reductions to under 10%
of the irrigation demand during a drought. Pulido-Velazquez et al. [24] analyzed the economic and
reliability benefits from different conjunctive uses of surface and groundwater in southern California
and noted that conjunctive operations could be adjusted in anticipation of drought and wet years to
reduce water scarcity and scarcity cost.
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On an aquifer scale, Castaño et al. [25] used a groundwater flow model to evaluate the impacts of
drought cycles (from 1980 to 2008) on the evolution of groundwater reserves in the Mancha oriental
aquifer system (SE Spain), and their results showed that if the drought was to persist, the costs from
the storage deficit ranged from €21.7 million to €34.9 million. Golden and Johnson [26] developed
an economic model of production and temporal allocation to estimate producer and hydrologic
impacts over a 60-year time horizon in the Ogallala aquifer area in northwest Kansas, and found that
limited irrigation was the least costly method of conserving water. The importance of groundwater
management under drought conditions has also been found along the Changjiang River, China [27],
South Africa [28], and northwestern Bangladesh [29].

Several studies have been conducted on the EA. Scanlon et al. [30] used the equivalent porous
media models to simulate groundwater flow in Barton Springs Edwards aquifer. Loaiciga et al. [31]
scaled historical recharge data to 2×CO2 conditions to set up recharge scenario and found that the
water resources of the EA could be severely impacted under warmer climate scenario if aquifer
recharge and pumping strategies were not properly considered. McCarl et al. [32] used the Edwards
Aquifer Simulation Model (EDSIM) to examine the economic dimensions of water management policy
on the EA region. EDSIM is an economic and hydrological simulation model that depicts water
allocation, agriculture, municipal/industrial (M&I) use, springflow and pumping lifts in the EA, and it
depicts the water supply and use across nine states defined by the probability distribution of recharge.
These states represent the full spectrum of recharge possibilities, and lower recharge years are used
in this study to represent drought. The drought defined here is meteorological since recharge in
a karst aquifer correlates well with rainfall variation [16]. Subsequently, EDSIM has been used to
study climate change effects [33], regional water planning [34], El Niño-Southern Oscillation (ENSO)
effects [12], and elevation dependent management [35]. To date, EA studies have not considered the
possible discontinuation of cropping with the conversion of agricultural land to livestock pasture.
Use of integrated crop-livestock systems represents a method of adapting to increased drought [36,37].
A number of studies have been performed on the economic impacts of increased drought occurrence,
with most studies focused on surface water [38–40].

To conduct our research, we modified the EDSIM model used by McCarl and team [12,32–35]
adding livestock production, land conversion to grassland from irrigated cropping in turn
supporting livestock production and used it under scenarios exhibiting an increased probability
of drought occurrences.

3. Modeling Framework

The main model used here is the EDSIM, which simulates the agricultural and municipal and
industrial (M&I) water uses, compares irrigated versus dryland cropping, and considers the livestock
herd size, pumping cost and springflow. This model optimizes the consumers’ and producers’
surpluses by simulating the economic allocation of land and water in a perfectly competitive economy
(as discussed in McCarl and Spreen [41] and Lambert et al. [42]) subject to legislatively imposed
pumping limits.

EDSIM is a two-stage stochastic model [43] with nine states of nature representing different
recharge amounts and climate conditions. At the first stage, the choice of developed irrigated land,
land conversion between irrigated land and grassland and dryland, crop mix and livestock herd size is
decided independently of recharge state. At the second stage, the recharge state is taken into account.
The crop irrigation strategy, crop harvesting, livestock feeding, and M&I water use can be adjusted
when the recharge state is known. The irrigation strategy is decided with knowledge of the recharge
state, yield consequences, pumping lift, and crop mix. Livestock production is not directly affected
by the water availability. Livestock competes with crops as more livestock land arises only through
land conversion between cropland and grassland. Water use in the M&I sectors is dependent on the
recharge state plus pumping lift. Pumping lift is a function of aquifer elevation which in turn is a
function of initial aquifer level, recharge amount and pumping use. Two aquifer pools are modeled
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one in the east and one in the west. The volume of springflow is determined by initial aquifer level,
recharge amount and pumping by agricultural and non-agricultural sectors.

A mathematical presentation on the model is given in Appendix A.

4. Scenario Setup

The analysis on the effects of increasing drought was conducted by running the model under
alternative scenarios. These scenarios contained changes in the probability of drought occurrence plus
changes with and without pumping and springflow limits as well as at different times considering
population growth. The specific scenarios are defined in Table 1.

• Under the increased drought frequency scenarios, the probability of drought events with lower
recharge level in the 78-year (year 1934–2011) distribution was increased. According to the recent
work by Aryal et al. [8], a 20% increase in drought frequency is projected. Hence, we followed
Adamson et al. [38] and increased the probability of drought years so they were some 20% larger
while decreasing the probability of the rest of the years so it was some 20% smaller, with the
probability of normal years unchanged.

• A maximum pumping limit of 400 thousand acre-feet was considered based on SB1477. Another
scenario of a minimum springflow of 225 cfs was introduced to take into account endangered
species protection. This is essentially a strategy currently being utilized in the region. Additionally,
we examined a maximum lower pumping limit of 375 thousand acre-feet to investigate how it
performed under the increased drought.

• We considered M&I demand growth stimulated by population growth in the form of a 10%
increase in water demand by the M&I sectors.

Table 1. Definition of scenarios.

Scenarios Definition

2011Base Baseline
2011Base400 Base model with pumping limit of 400 thousand acre-feet
2011Base375 Base model with pumping limit of 375 thousand acre-feet

2011Base+Spring225 Base model with minimum springflow of 225 cfs
10Base400 M&I water demand increases of 10% and 400 thousand acre-feet pumping limit
10Base375 M&I water demand increases of 10% and 375 thousand acre-feet pumping limit

10Base+Spring225 M&I water demand increases of 10% and minimum springflow of 225 cfs

5. Data Specification

EDSIM depicts the activity in parts of six counties that constitute the recharge and pumping use
zone of the EA. The counties are Kinney, Uvalde, Medina, Bexar, Comal, and Hays. Study area is
shown in Figure 1. Data are generally at the county level. When county-level data were unavailable,
then district data were used mainly for crop and livestock production budget data. We discussed the
basics of the data below with details provided in Ding [44].
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Figure 1. Edwards aquifer region and typical springs and well.

5.1. Crop and Livestock Data

Crop budget data were drawn from the annual budgets produced by the Texas A&M AgriLife
Extension Service. These budget data include crop yield, price, and input cost with year 2011 being
used. Crop mix data were drawn from Quick Stats, National Agricultural Statistics Services (NASS)
and the Census of Agriculture. The mix data included the harvested acreage by crop.

The livestock budgets also came from the Texas A&M Agrilife Extension Service although due to
data availability we had used information from an adjacent region [45]. The budgets were defined on
an animal unit (AU) basis. One head of cattle was treated as one animal unit, and six head of goats and
five head of sheep were also considered on one animal unit [46]. The net benefit per AU was specified
as the returns above direct expenses less the cost of grassland use per acre per AU. Livestock mix were
defined based on inventory which were collected from Quick Stats, NASS.

5.2. Recharge Data and States of Nature

Following the original EDSIM, there are nine recharge states that range from heavily dry to heavily
wet based on regional US geological survey data as reported by the EAA. To form these, we clustered
the historical annual recharge data into the nine states of nature. Table 2 shows the recharge states and
the corresponding typical weather years clustered into each. The probability of a recharge state was
defined as the relative incidence of a weather years falling into that state thus, since 3 years fell into
the ‘heavily dry’ category, we used 3 divided by 78 as the probability. Based on the typical weather
years, we obtained the probability distribution of the recharge state (see Table 2). Following Cai [47],
the dry years in Table 2 were classified as drought years; normal as normal years, and the remainder
as wet years. Hence, the probabilities for drought, normal, and wet years were 0.1923, 0.4615, and
0.3462, respectively. In the scenario of increased drought frequency, the summed probability of drought
years increased from 0.1923 to 0.3923 by essentially doubling those probabilities and the summed
probability of wet years were decreased from 0.3462 to 0.1362. The probability of normal years was
not changed. The drought frequency is simply defined as the summed probability of drought years
without considering the temporal or seasonal nature of droughts.
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Table 2. Recharge states, years represented, recharge level, and probability distribution.

Recharge State
Years (1934-2011) Recharge Level

Probability
(Typical Weather Years in Bold) (103 acre-feet)

Heavily dry 1956, 2011, 1951 43.7 0.0385
Medium dry 1954, 1953, 1963, 1948, 1934 170.7 0.0641

Dry 1955, 1984, 1950, 2006, 2008, 2009, 1989 214.4 0.0897
Dry-normal 1962, 1943, 1952, 1940 275.5 0.0513

Normal 1996, 1988, 1939, 1937, 1980, 1964, 1983,
1982, 1947, 1938, 1993, 1967, 1999, 1978, 1949 324.3 0.1923

Normal-wet
1945, 1995, 1994, 1946, 1942, 1944, 1969,
2000, 1966, 1965, 1974, 1970, 2003, 1959,

1961, 2005, 1972
658.5 0.2179

Wet
2010, 1960, 1941, 1968, 1976, 1936, 1971,
1977, 1975, 1985, 2001, 1979, 1990, 1997,

1998, 1957, 1986
894.1 0.2179

Medium wet 1935, 1981, 1973, 1991, 2002, 1958 1711.2 0.0769
Heavily wet 1987, 2004, 2007, 1992 2003.6 0.0513

Average 710.9

5.3. Land Availability

Land availability data were obtained from the 2007 Census of Agriculture. Cropland was
categorized as irrigated land and dryland, and irrigated land was further classified as furrow and
sprinkler land. Three pumping lift zones were considered here to reflect initial depth to water.
The availability of sprinkler land in each lift zone was calculated based on the zonal percentage of
total pumping use, and then the available furrow land in each zone was the difference between the
irrigated land in each zone and the estimated sprinkler land. As in McCarl et al. [32], dryland was
initially set as zero because we focused on studying land use and conversion.

Grassland use was added to the EDSIM. We assumed that all of the grassland is non-irrigated [45].
Furrow or sprinkler land can be converted to dryland or grassland.

5.4. Municipal and Industrial Water Usage

Water usage data in the M&I sectors were based on the Hydrologic Data Report from the EAA
website [48]. The water usage data were annual, although we needed monthly data for the EDSIM.
Therefore, the 2011 monthly M&I water usage data were calculated based on the monthly distribution
of water use in 1996. The elasticity of municipal demand was from Griffin and Chang [49], while the
elasticity of industrial demand came from Renzetti [50].

5.5. Linkages between Water Usage, Spring Flows, and Aquifer Elevation

A critical part of the study involved linking the spring flow and aquifer elevation to water usage.
This was done using functions estimated by Keplinger and McCarl [51] that related spring flow and
ending elevation levels to the initial water level, pumping, and recharge level by states of nature.

6. Model Results and Discussion

In doing our analysis, we first solved the model with and without increasing the drought frequency
and reported the results on welfare, land use, water use, springflow, and ending elevation under
various scenarios. Later we examined how welfare changes under different degrees of increased
drought incidence.

6.1. Welfare Effects

Table 3 presents the welfare effects with and without increased drought frequency. First, we
considered the base results for no changes in drought probability. Under 2011 conditions, the crop
income is $211.75 million and livestock income is $54.80 million. When a 400 thousand acre-feet limit
(2011Base400) is considered, the results show a crop income reduction of $8.24 million per year, which
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is 3.89% below the baseline income level. Income from livestock production increases by $2.38 million,
which is 4.34% of the base year income. This reflects land moving out of irrigation and into grassland.
The loss in M&I surplus is less than 0.1% of the baseline surplus. The percentage change in M&I
surplus is small because the water demand curve in these two sectors is fairly inelastic with water
values being substantially higher.

Table 3. Comparison of the welfare effect with and without increasing drought frequency.

Scenarios
Change in Economic Benefit (106$)

Cropping Livestock M&I Total Surplus

Prob(Drought)
No Change

2011Base_Baseline 211.75 54.80 828.41 1094.95
2011Base400 −8.24 2.38 −0.64 −6.50
2011Base375 −11.22 3.12 −0.83 −8.92

2011Base+Spring225 −4.73 1.44 −0.65 −3.94
10Base400 −11.47 3.20 82.04 73.72
10Base375 −14.70 3.97 81.82 71.09

10Base+Spring225 −8.13 2.24 82.20 76.31

Prob(Drought)
Increases 0.2

2011Base −6.88 0.00 4.48 −2.40
2011Base400 −14.38 2.35 3.79 −8.25
2011Base375 −17.20 3.03 3.51 −10.67

2011Base+Spring225 −13.41 2.10 3.87 −7.44
10Base400 −17.45 3.09 86.78 72.43
10Base375 −21.10 4.12 86.80 69.82

10Base+Spring225 −16.55 2.92 86.98 73.35

Note: Definitions of scenarios are provided in Table 1.

If the pumping limit is stricter, e.g., 375 thousand acre-feet, then the welfare changes in each
sector are larger. Compared with the effects under pumping limits of 400 thousand acre-feet and 375
thousand acre-feet, the effects of a springflow limit of 225 cfs on welfare are smaller because the total
water use under this limit is greater than 400 thousand acre-feet (see Table 5). The springflow limit is
not as strict in limiting the water use in the EA region because the springflow limit allows more water
use in wet years and in fact is the way that the aquifer is managed currently.

Moreover, if the M&I water demand increases by 10%, which is observed in the 10Base400,
10Base375 and 10Base+Spring225 scenarios, crop income shows greater decreases while livestock
income increases slightly; however, the M&I surplus increases greatly because the water demand
curves for these sectors shift outward.

A drought probability increase of 0.2 yields more extreme results. If a pumping limit is not
considered, then increased drought will lead to a cropping loss of $6.88 million and a total surplus loss
of $2.40 million with water flowing to M&I interests. These losses are larger under pumping limits,
and they also significantly reduce springflow, which will be shown in a later hydrologic section. Under
a 400 thousand acre-feet pumping limit, additional frequent droughts will cause a greater cropping
loss of $6.14 million. Income from the livestock sector decreases slightly, whereas the M&I surplus
increases because water flows to more valued users. Increased drought also results in a total welfare
loss of $1.75 million per year. When stricter pumping limits are imposed, cropping losses due to more
frequent droughts are lower. For example, under 375 thousand acre-feet pumping limit (2011Base375),
increased drought will cause cropping losses of $5.98 million, whereas additional frequent droughts
under 400 thousand acre-feet pumping limit will cause crop losses of $6.14 million.

As water demand in the M&I sectors increases and lower pumping limits are imposed, then
cropping income declines more and livestock income increases. If the M&I water demand increases
by 10%, more frequent drought will increase the competition for water allocation among irrigation,
municipal, and industrial users. Additional water flows to the M&I sectors leads to more losses in
cropping income. For example, under a minimum springflow of 225 cfs (10Base+Spring225), increased

55



Climate 2020, 8, 2

drought causes a cropping loss of $8.42 million per year and livestock income increase of $0.68 million
per year.

6.2. Land Use

Data in Table 4 portray land use impacts with and without altered drought frequency. There is no
irrigated land converted to grassland when no pumping limits are imposed. For cases of no changes in
drought incidence, the lower pumping limit of 400 thousand acre-feet results in land conversion of
10.54 thousand acres from furrow land to grassland and 20.65 thousand acres from sprinkler land to
grassland. When much stricter pumping limits are imposed (2011Base375), more furrow land and
sprinkler land are converted to grassland. The impact from imposing a minimum springflow constraint
is smaller than that from a pumping limit for the same reason provided above. The impacts on land
use will be greater if there is an increase in M&I water demand of 10%.

Table 4. Comparison of impacts on land conversion with and without increasing drought frequency.

Scenarios
Change in Land Use (103acre-feet)

FurrowToGrass SprinklerToGrass

Prob(Drought) No
Change

2011Base_Baseline 0.00 0.00
2011Base400 10.54 20.65
2011Base375 15.73 25.45

2011Base+Spring225 0.00 19.47
10Base400 15.73 26.59
10Base375 17.80 35.27

10Base+Spring225 0.00 30.97

Prob(Drought) Increases
0.2

2011Base 0.00 0.00
2011Base400 0.00 32.17
2011Base375 0.00 41.93

2011Base+Spring225 0.00 28.96
10Base400 0.77 42.03
10Base375 13.76 42.03

10Base+Spring225 0.00 40.56

Note: (1) Definitions of scenarios are provided in Table 1. (2) When the drought frequency is increased by 0.2, each
scenario is prefixed with “Prob”. (3) FurrowToGrass denotes furrow land converted to grassland. SprinklerToGrass
is referred to land conversion from sprinklered land to grassland. There is no land conversion from irrigated land
to dryland.

When the drought probability increases by 0.2 under the 2011Base400 scenario, the conversion
of furrow land to grassland becomes 0 acres, whereas additional frequent droughts causes more
conversion of 11.52 thousand acres from sprinkler land to grassland. Increased land conversion of
sprinkler land to grassland also occurs under the other scenarios. For instance, under the scenario
of 2011Base375, more frequent droughts reduce the sprinkler land by 16.48 thousand acres via the
conversion to grassland. Furthermore, the drought impact on land use change increases in severity
when the M&I water demand increases by 10%, which also increases the conversion of irrigated land
to grassland. For example, a comparison of scenarios 10Base400 with and without increasing drought
frequency shows that when drought becomes more frequent, additional sprinkler land is converted
to grassland while less furrow land is converted to grassland. Land transfers increase when water
allocation becomes more competitive, i.e., under a pumping limit of 375 thousand acre-feet.

6.3. Water Use

Table 5 shows water use with and without increases in drought frequency. When droughts do
not increase and the total water withdrawn from the aquifer is restricted to 400 thousand acre-feet,
then the total water usage is reduced by 102.17 thousand acre-feet, with 89.88% of the reduction from
agriculture, primarily in the east region (see Figure 2). When springflow is limited to be greater than
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225 cfs, east agricultural water use also decreases considerably. A 10% increase in M&I water demand
further reduces the water usage by agriculture.

Table 5. Comparison of the impacts on water use with and without increased drought.

Scenarios
Change in Water Use (103acre-feet)

Irrigated Cropping M&I Total Value

Prob(Drought) No
Change

2011Base_Baseline 224.10 284.90 509.01
2011Base400 −91.83 −10.34 −102.17
2011Base375 −114.82 −12.03 −126.85

2011Base+Spring225 −57.55 −11.04 −68.59
10Base400 −117.06 15.21 −101.85
10Base375 −140.71 13.86 −126.85

10Base+Spring225 −82.90 16.36 −66.55

Prob(Drought)
Increases 0.2

2011Base −0.30 1.49 1.18
2011Base400 −93.99 −8.74 −102.73
2011Base375 −116.30 −10.64 −126.95

2011Base+Spring225 −74.98 −8.90 −83.88
10Base400 −118.14 16.51 −101.63
10Base375 −143.37 16.56 −126.81

10Base+Spring225 −102.36 17.41 −84.95

Note: Definitions of scenarios are provided in Table 1.

Figure 2. Water use in the east and west region in the agricultural and M&I sectors. Note: (1) Definitions
of scenarios are provided in Table 1. (2) When the drought frequency is increased by 0.2, each scenario
is prefixed with “Prob”. (3) East-Ag and West-Ag represent the water use of agriculture in east and
west EA regions, respectively, and East-M&I and West-M&I are the municipal and industrial water use
in the east and west EA region, respectively.

Now, we consider the effect of increased drought on water use. When the total water pumping is
limited to 400 thousand acre-feet, more frequent droughts will cause a further reduction of agricultural
water use of 2,160 acre-feet and a total water usage decrease of 560 acre-feet. If the total water pumped
from the aquifer is restricted to 375 thousand acre-feet, then agricultural water use further declines
by 1,480 acre-feet and the total water usage is reduced by 100 acre-feet. However, when springflow
limit of 225 cfs is imposed, more frequent droughts will cause more reduction in agricultural water
use. The above comparison indicates that stricter pumping constraints lower the impact of increased
drought on water allocation because ample water is frequently observed. Furthermore, drought
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impacts on irrigation water use increase if the M&I water demand increases by 10%, with the impacts
mainly on eastern region irrigation water use (see Figure 2).

6.4. Hydrologic Impacts

Figure 3 presents a comparison of the hydrologic impacts. When the drought probability is not
changed, both the pumping and minimum springflow limits increase the springflow in both Comal
Spring and San Marcos Spring, and the J17 well water elevation as well. The lower pumping limit (375
thousand acre-feet) increases the springflow and the J17 well water elevation the most. If the M&I
water demand keeps unchanged, the 400 pumping limit protects the springflow and well elevation
better than does the springflow restriction. However, when the M&I water demand goes up by 10%,
the role of springflow restriction is bigger than 400 pumping limit.

Figure 3. Comparison of hydrologic impacts with and without increased drought. Note: (1) Definitions
of scenarios are provided in Table 1. (2) When the drought frequency is increased by 0.2, each scenario is
prefixed with “Prob”. (3) “Comal Springflow” and “San Marcos Springflow” refer to the springflow in
Comal Spring and San Marcos Spring, respectively (103 acre feet). (4) “J17 Well” refers to the elevation
of a reference well in San Antonio (feet).

When the drought probability increases by 0.2, the springflow and the J17 well elevation are
reduced. If there are no restrictions on pumping or springflow, increased drought will cause the
springflow and J17 well end elevation decline greatly, which further emphasizes the importance of
pumping limits and/or minimum springflow limits. Again, the impacts are smaller with a pumping
restriction of 375 thousand acre-feet because this limit provide a safety margin. Similar results are
observed when the M&I water demand increases. Note here in the case if both the M&I water
demand and drought frequency increase, pumping limits can help better protect springflow and well
elevation than springflow restriction, probably because pumping limits can overall plan the use of
water resources when water use competition is stricter.

6.5. Comparison of the Impacts under Different Changes in Drought Probability

Table 6 reports the impacts under different changes in drought frequency. Here we consider
drought probability increase from 0.1 to 0.3, which holds the probability of normal years unchanged and
let the drought probability increase and the wet probability decrease in the relative amount. According
to Zhao et al. [52], they projected that the probability distribution function (pdf) of agricultural drought
would become flatter. We also consider a scenario that drought probability increases 0.2 and normal
year probability and wet probability decreases 0.1, respectively. The first four lines of Table 6 present
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the average economic benefit under different degrees of drought frequency change. The baseline
presents the case when the total water pumped is limited to 400 thousand acre-feet. In turn, if the
probability of drought increases by 0.1, then cropping will suffer a loss of $2.97 million. Moreover, the
income from livestock production will decrease slightly, the M&I surplus will increase by $2.13 million,
and increased drought will cause a total surplus loss of $1.03 million per year.

Table 6. Comparison of impacts with various degrees of drought probability change.

2011Base400
(Baseline)

Change from Baseline

Prob +
0.1

Prob
+0.2

Prob +
0.3

Prob + 0.2 &
Flattening pdf

Economic Benefit(106$)
Cropping 203.51 −2.97 −6.14 −9.24 −5.30
Livestock 57.18 −0.19 −0.03 0.06 0.08
M&I 827.76 2.13 4.43 6.80 2.66
Total Surplus 1088.45 −1.03 −1.74 −2.38 −2.56

Land Use (103acres)
Irrigated Land 66.09 0.76 −1.43 −2.80 −1.24
Dryland 0.00 0.00 0.00 0.00 0.00
Grassland 740.26 −1.24 0.98 2.36 1.01

Water Use (103acre-feet)
Irrigated Cropping 132.275 0.07 −2.16 −4.01 −0.37
M&I 274.563 0.22 1.61 3.02 0.55
Total Value 406.838 0.30 −0.56 −0.99 0.18

Hydrologic Effects
Comal Spring flow (103acre-feet) 265.32 5.37 −20.15 −47.93 −45.12
San Marcos Spring flow
(103acre-feet) 81.40 −0.88 −5.04 −9.43 −6.51

J-17 Well End Elevation (feet) 680.41 1.90 −3.32 −9.03 −9.72

Note: (1) 2011Base400 is the baseline. (2) Prob(Drought) refers to the probability of drought. “Prob(Drought)
increases 0.2” means the probability of drought years increases by 0.2, while the probability of wet years decreases
by 0.2. (3) “Prob(Drought) increases 0.2 with flattening pdf” means that the probability of drought years increases
by 0.2, while the probability of normal years and the probability of wet years decreases by 0.1, respectively.

When droughts become more frequent, the cropping loss will be greater and the acreage of
irrigated land will decrease. When the drought probability increases by 0.1, additional irrigated
farming is conducted; however, as droughts become more frequent, irrigated acreage decreases and
more land is converted to grassland. When grassland acreage increases, livestock income increases as
well. In terms of water use and hydrologic impact, water reductions primarily occur in the irrigation
use. Additionally, as droughts become more frequent, the springflow in both of the springs and the J17
well water elevation are reduced. More frequent droughts reduce the springflow, and stricter pumping
limits or springflow restrictions would be required to maintain current springflow levels and protect
spring-supported endangered species.

7. Conclusions

EA recharge mainly relies on rainfall, which would be negatively affected by the increased
incidence of drought proved by a number of studies in the IPCC [2]. In particular, drought frequency
is predicted to increase in the southwestern U.S., where the EA is located [17,18]. We find that such
developments would shift water from cropping to M&I interests with decreases in cropping income,
increases in livestock income and not much effect on the M&I welfare. We find that under a pumping
limit of 400 thousand acre-feet, an increased drought frequency will result in a regional cropping loss of
$6.14 million per year, with yet more water reallocated to M&I interests. Stricter pumping limitations,
such as a 375 thousand acre-feet pumping limit, help alleviate the cropping losses under the increased
drought scenario principally due to lower pump lifts.

We also found that more frequent droughts will increase land transfers from irrigated land to
grassland and livestock uses, while decreasing springflows in both Comal Spring and San Marcos
Spring. To preserve the endangered species habitat surrounding the springs, lower maximum pumping
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limits or minimum springflow restrictions are required. There are also ecological implications of this
in that there are several endangered species whose habitat is supplied by the springflow plus a change
from irrigated agriculture to grassland-based livestock would certainly bring about a number of other
ecological alterations.
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Appendix A EDSIM Model Concept and Structure

Before presenting the fundamental algebraic structure of the EDSIM, we will overview its
theoretical structure. In brief, EDSIM is a price endogenous mathematical program that can be
represented by the following Equation (A1),

Max :
∫ Qd

0 Pd(Qd)dQd −
∫ Qs

0 Ps(Qs)dQs

s.t. Qd −Qs ≤ 0
Qd, Qs ≥ 0

(A1)

where Qd and Qs are the quantities demanded and supplied, respectively; Pd(Qd) is the inverse demand
curve that provides the demand price as a function of the quantity demanded; and Ps(Qs) is the inverse
supply curve that provides the supply price as a function of the quantity supplied. The objective
function is the sum of the consumers’ plus producers’ surplus in the EA region subject to hydrological,
land, and institutional constraints. The model is stochastic facing nine states of nature where the model
must make certain choices (crop mix, livestock herd size, land transformation) before knowing the
state of nature and then others dependent on the state of nature (irrigation strategy, crop harvest and
sale, livestock sale, municipal and industrial water consumption). The first-order conditions of such a
model render the model solution as a simulation of what would happen under a perfectly competitive
regional allocation of resources [41,42].

Appendix A.1 Objective Function

The objective function depicts the expected consumers’ plus producers’ surpluses. In this case
due to the extremely small share of US production in the region fixed prices are used for agricultural
commodities. Consequently, the objective function maximizes the revenue from crop and livestock
production plus the area under the M&I demand curves less the costs of crop production, livestock
production, and development of irrigated land and costs of lift-dependent pumping. Also, stochastics
are present with some terms independent of state of nature and other terms dependent. More precisely,
the objective function is presented as follows, with variables in upper case and parameters in lower case.

The first part (first line) of Equation (A2) contains two costs and is independent of state of nature.
One is the unit cost of irrigation development (irrcost) by lift zone (z) multiplied by the irrigated land
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developed (IRRLAND), the other is the cost of converting furrow land to sprinkler land (FURRTOSPK)
in a county (p) and lift zone (z).

Max : −∑
p

∑
z

irrcostzIRRLANDpz −∑
p

∑
z

sprinkcostpFURRTOSPKpz

+
∑
r

probr

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

+
∑
p

∑
z

∑
c

∑
s

irrincomercsIRRPRODpzrcs

+
∑
p

∑
c

dryincomercDRYPRODprc

−∑
p

∑
z

∑
m

AGPUMPCOSTpzrAGWATERpzrm

+
∑
p

∑
z

∑
l

liveincomerlLIVEPRODpzrl

−∑
p

∑
z

grasscostrGRASSUSEpzr

+
∑
p

∑
m

∫ MUNprm

0 mpprm(MUNprm)dMUNprm

+
∑
p

∑
m

∫ INDprm

0 ipprm(INDprm)dINDprm

−∑
p

∑
m

MIPUMPCOSTpr(MUNprm + INDprm)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(A2)

The second part of Equation (A2) in brackets is stochastic based on the recharge state (r) and is
weighted by the probability (prob) of each state. The first two lines depict the net revenue from crop
yields, which is the crop revenue minus production costs per acre (irrincome and dryincome) multiplied
by the acres produced (IRRPROD and DRYPROD) summed across each county (p), pumping zone (z),
crop (c), recharge state (r), and irrigation strategy (s). The third line subtracts irrigation water pumping
cost (the variable AGPUMPCOST) multiplied by water use (AGWATER) by county (p) and lift zone
(z) in month (m) under recharge state (r). Lines 4 and 5 represent livestock production net revenue,
which includes the livestock net income (liveincome) multiplied by livestock raised (LIVEPROD) by
livestock type (l), county (p) and lift zone (z) under the recharge state (r). We also deducted the cost of
grassland maintenance (grasscost) times the grassland used (GRASSUSE) by county (p) and lift zone (z)
and recharge state (r). The last three lines represent the M&I benefits and costs of water pumping,
which involves the area under the M&I demand curves less pumping cost (a variable MIPUMPCOST)
by county (p) under recharge state (r). The variables MUN and IND represent the amount of water
demanded in the M&I sectors, respectively.

Appendix A.2 Land Availability Constraint

Equation (A3) limits irrigated land use by crop (c) and irrigation strategy (s) in a lift zone (z)
and county (p) under recharge state (r) (IRRPROD) to the total irrigated land (IRRLAND). The total
irrigated land does not vary by recharge state, meaning that it is set before climate conditions are
known, however, the irrigated land choice is in a recharge state dependent on the crop use and
irrigation strategy. ∑

c

∑
s

IRRPRODpzrcs − IRRLANDpz = 0 f or all p, z, r (A3)

The initial availability of dryland is zero because we only examine initially irrigated land area.
Equation (A4) requires that dryland use in a county (DRYPROD) does not exceed the land converted
from irrigated land to dryland (IRRTODRY) by county and lift zone. Note that the dryland available
through conversion is the same across all recharge states, but the dryland use can vary by recharge state.∑

c
DRYPRODprc −

∑
z

IRRTODRYpz ≤ 0 f or all p, r (A4)

Equation (A5) balances the total initial irrigated land where land used in irrigated cropping
(IRRLAND) plus the amount converted to dryland (IRRTODRY) or grassland (IRRTOGRS) cannot
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exceed the initial availability (irrlandavail) in a county and lift zone. Note that the available converted
land is the same across all recharge states.

IRRLANDpz − irrlandavailpz + IRRTODRYpz + IRRTOGRSpz ≤ 0 f or all p, z (A5)

Equation (A6) is the grassland availability constraint, which limits grassland use (GRASSUSE) to
the initial grassland availability (grasslandavail) plus land transformed from irrigated land to grassland
(IRRTOGRS) by county (p) and lift zone (z). Note that the available grassland is the same across all
recharge states but the grassland use can vary by recharge state. Equation (A7) restricts livestock
production and grassland use by county (p) and lift zone (z) under recharge state (r), where gr denotes
the grazing rate, which is the amount of grassland required per animal unit.

GRASSUSEpzr − grassavailpz − IRRTOGRSpz ≤ 0 f or all p, z, r (A6)

LIVEPRODpzrl ≤ GRASSUSEpzr/gr f or all p, z, r, l (A7)

Appendix A.3 Crop Mix Constraint

Following McCarl (1982), the crop mix restriction requires that crop production is a convex
combination of historical crop mixes, which is performed for irrigated land and dryland separately.
Thus, irrigated land produced (IRRPROD) is a convex combination of historical irrigated crop mixes
(irrmixdata) in terms of crops (c) and mix possibilities (x) in county (p) in Equation (A8). Similarly,
dryland produced (DRYPROD) is a convex combination of historical dryland crop mixes (drymixdata)
in Equation (A9). The separate limits for irrigated land and dryland allow their acreage to vary
independently as more or less land is converted. A separate mix is allowed for each lift zone causing
realistic crop mixes on each zone. The crop mix approach is used to make realistic crop mixes without
modeling detailed resource allocation at the farm level [53].∑

s
IRRPRODpzrcs −

∑
x

irrmixdatapcxIRRMIXpx = 0 f or all p, z, r, c (A8)

DRYPRODprc −
∑

x
drymixdatapcxDRYMIXpx = 0 f or all p, r, c (A9)

Appendix A.4 Livestock Mix Restriction

Livestock mixes are also defined in Equation (A10). Livestock production (LIVEPROD) by
livestock type for a county and zone under a recharge state is set to be a convex combination of
historical observable livestock mixes (livemixdata) in terms of species. As argued by McCarl [53], this
constraint can make realistic livestock mixes without modeling the detailed resource allocation at the
farm level.

LIVEPRODpzrl −
∑

x
livemixdataplxLIVEMIXpx= 0 f or all p, z, r, l (A10)

Appendix A.5 Lift Dependent Pumping Cost

Equations (A11) and (A12) relate the pumping cost to aquifer lift which is determined by the next
equation. The agricultural pumping cost per acre-foot of water for county, zone, and recharge state
equals a fixed pumping cost (agcpump) plus a variable pumping cost (agvpump) per foot of lift multiplied
by the agricultural lift (AGLIFT). Similarly, the M&I pumping costs per acre-foot are similarly defined.

AGPUMPCOSTpzr = agcpump + agvpumpAGLIFTpzr f or all p, z, r (A11)

MIPUMPCOSTpr = micpump + mivpumpMILIFTpr f or all p, r (A12)
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Appendix A.6 Aquifer Elevation Determination

The ending water elevation level of the EA is calculated via Equation (A13), which relates the
ending water level to a regression-estimated function that was developed by Keplinger and McCarl [51].
Namely we determine elevation as a function of monthly recharge level (rech), initial water level
(INITWATER), and total water use. Total water usage is the sum of municipal (MUN), industrial (IND),
and agricultural (AGWATER) water use.

ENDWATERwr − rendintw −∑
m

rendrwrechrm −∑
w2

rendeww2INITWATER

−∑
w2

renduww2
∑

p∈reg(w2)

∑
m
(MUNprm + INDprm+

∑
z

AGWATERpzrm) = 0 f or all w, r (A13)

In Equation (A13), rendint is the estimated intercept, rendr is the parameter of recharge, rende is the
initial water parameter, and rendu is the parameter of total water use. The subscript w refers to the
region where the elevation is calculated, and the subscript w2 is used to sum the water use across both
the east and the west EA regions.

Appendix A.7 Springflow Equation

Springflow levels are defined in Equation (A14), which relates springflow level to a
regression-estimated function again from Keplinger and McCarl [51]. That function relates monthly
springflow by spring s to monthly recharge in previous part of year, initial water level, and total water
use. Therein rsprnint is the estimated intercept, rsprnr is the parameter of recharge, rsprne is the initial
water parameter, and rsprnu is the parameter of total water use. Both subscripts m and m* refer to
the month.

SPRINGFLOWjrm − rsprnintjm − ∑
m∗≤m

rsprnrsmm∗rechrm∗ −∑
w

rsprnesmwINITWATERw

−∑
w

∑
p∈reg(w)

∑
m∗≤m

rsprnusmwm∗ ∗
(
MUNprm + INDprm +

∑
z

AGWATERpzrm

)
= 0 f or all s, r, m

(A14)
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Abstract: Climate change is expected to affect the occurrence of forest pests. This study depicts a
method to measure the impact of damage inflicted by a forest pest like oak wilt as a result of climate
change. We determine the damage function considering the factors related to the pest damage and
forecast the future damage rate under future climate change. We estimated the damage rate by
using the quasi-maximum likelihood estimation (QMLE) and predicted the future damage rate by
using representative concentration pathways (RCP) 8.5 data. We assessed the impact of pests on the
management income and the rotation age by using a dynamic optimization model. The results show
that the damage rate and the affected area from oak wilt would increase under the climate change.
In addition, the economic evaluation indicates that altered climate would reduce the management
returns and increase uncertainty. However, these outcomes could be alleviated by carrying out the
control and prevention measures after the infection occurs.

Keywords: climate change; forest pests; economic impacts; Korean oak wilt; representative
concentration pathways

1. Introduction

Climate change, such as an increase in temperature and drought, is expected to directly and
indirectly affect the occurrence of pests. Economic losses caused by forest damage in Korea are expected
to increase due to the future climate conditions and resulting pests. The insect vector of Korean oak
wilt, Platypus koryoensis, has emerged since the 2000s. The changed domestic environmental conditions
due to climate change made the damage done by the pests severe while the pests had not been a serious
concern in the past [1].

Some previous studies examined the relationship between climate change and forest pests in
terms of distribution, control, and forest management [2–4]. Other studies used climatic variables,
such as seasonal temperature, precipitation, and humidity, as well as other variables such as tree
volume, tree health, and pest populations to determine the damage function of forest pests [5–7].

Economic impacts on forest products or services need to consider the effect of time because the
growing period is very long for wood. Dynamic optimization can be used to find the optimal rotation
age for trees suggested by Faustmann [8] and further suggested by Hartman [9], considering wood as
well as non-wood services. Macpherson et al. [10] generalized the Hartman model and showed that
when the payout to non-timber value is considered, the rotation age could be shortened or extended
relying on the distribution of the pathogenic pests. The result was contrary to the notion that the
rotation age is generally believed to decrease when forest pests occur.

We expect to obtain the specific damage rate of forest pests by considering the interaction of
host trees, pest occurrence, and climate factors, while the previous studies focused on the potential
occurrence and habitat of the pests. Our damage function represents the complex mechanism of
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pest occurrences by dealing with both the direct and indirect factors that affect pest populations and
pests affecting host trees, respectively. In addition, the model includes other factors, such as forest
management and human population to assess the impact of human activities. There are few studies
examining the economic impact of forest pests in terms of climate change in Korea. While some studies
such as An et al. [11] conducted an economic assessment by assuming the damage rate, we use the
directly derived damage rate to assess the economic impact. Previous research such as Haight et al. [12]
assessed the economic damage from Ceratocystics fagacearum, a fungus that causes significant disease of
oaks in the central United States using a landscape level model. In their study, the metric of damage is
a removal cost. They predict that the discounted damage would be $18-60 million in Anoka County,
Minnesota, over the next decade. However, the removal cost is on the lower bounds in total economic
loss from the oak wilt because they do not consider the economic losses from reduced services [12].
Our study assesses the economic impact of pests on the management income and rotation age by using
a dynamic optimization model. We consider not only the direct impact due to forest pests, such as
revenue decrease, but also the revenue change according to managerial factors, such as control and
prevention of pests. Lastly, we employ the concept of green payments to cover the indirect value of the
environment to deduce a new strategic direction for pest control in forests.

In this paper, we assess the impact of forest pests on the management income and rotation age by
using a dynamic optimization model under climate change. In particular, we determine the damage
function considering the direct and indirect factors related to the pest damage and forecast the future
damage rate under the future climate conditions. Moreover, we evaluate the economic impact of
Korean oak wilt: how it changes future return, forest owners, and the optimal rotation age using a
dynamic optimization model. We then conduct simulations that deduce the implications for effective
pest management in the forest sector. Korean oak wilt is caused by the Raffaelea fungus by blocking
the nutrient and moisture pathways [3]. Platypus koryoensis, a major insect vector of Korean oak wilt,
appeared in the 1930s in Korea, but the damage from the Korean oak wilt began to surface in 2004 [13].
The mass damage of oak trees by Korean oak wilt was reported in Gyeonggi Province across a wide
distribution of oak trees, and the outbreak had increased rapidly until 2008 [14]. There have been few
studies that analyzed the cause of the sudden proliferation of Korean oak wilt. However, the damage
in Japanese oak wilt appears mostly in the years with high temperature and low precipitation, so the
relationship between the climate and the occurrence of the oak wilt should be paid attention to [14].

We suggest the proliferation factors of Korean oak wilt as the climatic and non-climatic factors by
referring to the previous studies. The climatic factors play a direct role in the infection rate by changing
the health of trees and the ecology of insect vectors. The non-climatic factors take part in the oak wilt
resulting from the host preference of the insect vectors, human activities, and management factors.

The growth of insects, whose habitat was in the southern area of Korea, was promoted by the
increasing temperature due to climate change in Korea. The increased temperature may have made
the environment advantageous to the insect vector, and thus the damage began to appear [13].

The optimal temperature for growth of the Raffaelea fungus inflicting the oak wilt is reported
as 25–30 ◦C [3]. Since the growth of thermophilic species is largely affected by a thermal threshold,
their population can significantly decrease when larva is exposed to cold winter temperatures [15].
Experimental report shows that the thermal threshold of an adult flight is 5.8◦C [13]. Trees with
water stress is usually exposed to attacks by Platypus koryoensis because their main target is weak and
withered trees [16]. Insect vectors inhabiting weak trees can even attack healthy trees if they are located
in nearby areas [17].

The Korea National Park Research Institute (KNPRI) [18] assessed the contribution rate of
climatic variables affecting the damage of Korean oak wilt from two national parks in Korea using the
maximum entropy model. The results showed that maximum temperature, minimum temperature,
and precipitation have high contribution rates, but the average temperature has a low contribution
rate. The contribution of maximum temperature is higher than average temperature to the damage of
oak wilt According to the research from KNPRI [3], Platypus koryoensis preferred to attack the trees
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with a high DBH. KNPRI collected the sample data from the national park and found that the vectors
tend to attack the trees with a 30 cm or larger DBH. The KNPRI survey also confirmed that there is a
positive relationship between the damage level and DBH of the trees.

The damage rate of Korean oak wilt also is related to artificial factors, such as the roads, trails, and
distance from the village [18]. The experiment data collected from the Bukhansan National Park shows
the population of Platypus koryoensis was high in the area with a high level of human activity, such as
the parking lot and the trail road [18]. However, the author stressed that more detailed research is
necessary to determine whether the reason is related to the vector’s ecological characteristics, such as a
flight habit of Platypus koryoensis or the artificial shifting of damaged timber from human activity. In
Chiaksan National Park, the damaged trees by Korean oak wilt were concentrated within 20 m of the
trail road near Temple Sangwon, where many people frequently visited. They stressed the possibility
of Platypus koryoensis being infected through the hiking trails in forests. Logging trees also could be a
rapid incensement of population of pests [19].

The grass generated by trees attacked by insect vectors releases aggregation pheromone to cause
proliferation of damage by group attack. Consequently, failing to manage the damaged trees properly
can expand the damage to nearby healthy forests. The insect vectors tend to concentrate on attacking
weak trees. Therefore, it is necessary to establish management measures to immediately dispose the
withered trees and improve the health of all trees.

2. Materials and Methods

2.1. Pest Damage Function

To measure the damage from pest outbreaks, we used the damage function following the previous
study [7]. The damage function of the Korean oak wilt reflecting the factors that affect the insect
vectors, pathogens, and host trees can be expressed as follows:

D = fd(Z, P),
P = fp(Z, V),
Z = fz(W),

where
D = damage rate, Z = characteristics of hosts, P = population of insect vector

V, and W = exogenous variables.

The pest occurrence (damage) rate D can be represented as the function of the characteristics of
the host (Z) and the pest population P. The pest population P is affected by the vector of characteristics
of hosts Z and the exogenous variables V such as climatic factors. W is exogenous variables such as
precipitation and management factors that affect the tree health. The simultaneous equation can be
simplified to the following reduced form as in Cobourn et al. [7]:

D = g(W, V).

The simplified model is the practical model since exogenous variables V and W are relatively easy
to obtain. The possible bias of estimation using W instead of Z may be alleviated if we use a more
appropriate explanatory variable W.

The damage rate D can be calculated by following equation:

=
Damaged area (ha)

Total broad leave f orest area (ha)
, D = [0, 1].

The population of insect vectors P is assumed to be a function of the minimum winter temperature
of a year ago, relative winter humidity of a year ago, maximum spring temperature, relative spring
humidity, maximum summer temperature and its square term, maximum autumn temperature, relative
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fall humidity, human population, unsalvaged area of damaged tree areas, diameter at breast height
(DBH), and dummy variable of the national forest.

We included the climatic variables that directly affect the population of insect vectors. Low minimum
winter temperature of last year can cause a decrease in the population of adult beetles since the over-winter
larvae tend to be killed under harsh winter conditions. The maximum spring, summer, and autumn
temperatures in the current year can affect the flight period of adult beetles. Since the vector beetle is
one of the Platypus species adapted to warm weather, we chose the maximum temperature, not average
temperature, as the variable based on the study by KNPRI [18]. We included the relative humidity in
consideration of the fungi that provide food for the larvae. The fungi proliferate more under the hot and
humid conditions.

We included the municipality population to investigate the impacts of pest infestation through
roads and human movement [20]. The population of the municipality thus can be the instrument
variable of infrastructure, such as roads and human movement. The averaged DBH of the trees
is included because the insect vectors prefer trees with a large diameter. We also include some
management variables, such as the unsalvaged area of trees and national forests. Since the beetle tends
to attack the damaged trees, damaged but not salvaged trees may attract more beetles than healthy
ones [6]. We also included the national forest (NFi) as a dummy variable to study the difference of the
damage rate according to the management factors. Since national forests are intensively cared for by
the government in Korea, rather than private forests, this can be the instrument variable to investigate
the impact of human effect on forest insect outbreaks.

The temperature and precipitation are closely related to the health of host trees. The trees are
vulnerable to beetle attacks under hot and dry weather since the water stress deteriorates the resistance
of host trees [15]. Therefore, we included the precipitation in winter in year t − 1 and precipitation
in spring, summer, and autumn in year t in the variables. We also included the square term of
summer temperature because domestic oak trees are a kind of forest that could be vulnerable under
too high temperature.

The period of the data, t, was from 2011 to 2017, and a total of 1610 samples were obtained
from 230 municipalities of i, nationwide. The forest-related data, including damaged area by the
Korean oak wilt, DBH, and the unsalvaged area of trees in each municipality, were provided by the
National Institute of Forest Science. The historical climate data and future climate scenario data of
each municipality were obtained from the Climate Change Information Center. Spring is defined as
March through May, summer as June through August, autumn as September through November, and
winter as December through February in the following year.

2.2. Nonlinear Panel Probit Estimation

The dependent variable in the damage function is the proportional dependent variable that has the
value between 0 and 1. Without reflecting the characteristics of the proportional dependent variable,
the estimated coefficient can be biased. To reflect such characteristics of the proportional dependent
variable, we can express

E(yit|xit, c) = Φ(xitβ+ ci), t = 1, . . . , T.

Here, the range of the pest damage rate is limited as 0 ≤ yit ≤ 1, and the dependent Xit is the 1 × k
vector. Φ is expressed as the cumulative density function (CDF) of the standard normal distribution
and ci is expressed as the effect between the unobserved cross-section observations. The equation
can be expressed by the following equation if we assume exogeneity and the conditional normalized
distribution of ci:

E(yit|xi) ≡ Φ(ψ+ xitβ+ xiξ).

To estimate the equation, we can apply the generalized linear model (GLM) with quasi-likelihood
estimation (QMLE) that uses the probit link function [21]. However, inefficiency can be generated since
GLM tends to ignore the serial dependence that exists in the joint distribution.
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The multivariate weighted nonlinear least square (MWNLS) is known to be ideal to estimate
the panel data that has the serial dependence and heteroscedasticity. However, it is very difficult to
estimate the parametric model to Var(yi|xi) [21].

To supplement the weakness, Papke and Wooldridge [21] suggested using the quasi-maximum
likelihood estimation (QMLE) instead of finding the parametric model. When correctly specified,
MWNLS and QMLE become the asymptotically equivalent estimation. This study that has the panel
data and proportional dependent variable utilized the QMLE that applied the probit link function and
robust standard errors.

The below equation shows the conditional average of the pest damage rate of this study that has
N municipalities (i = 1, . . . , N) and T years (t = 1, . . . , T).

E(yit|xi) ≡ Φ(ψ+ xitβ+ xiξ).

Here, the variables yit, xit, and xi refer to the pest damage rate (dependent variable), climatic
factors and non-climatic factors (explanatory variable), and the average of the panels of the explanatory
variables, respectively. Since it is difficult to analyze the estimation coefficients of the nonlinear model
estimated with QMLE, we should deduce the average marginal effect (AME) which means the change
of the dependent variable affected by the change of a unit of the explanatory variable [21]. We can
observe the effect of the change of a unit of the dependent variable on the pest damage rate using
the AME:

AMEk = N−1
∑N

i=1
β̂kφ(ψ̂+ xiβ̂+ xiξ̂).

Here, φmeans the probability density function (PDF) for the standard normal distribution.

2.3. Projections of Korean Oak Wilt Climate Change

We used the representative concentration pathways (RCP) 8.5 data provided by the Korea
Meteorological Administration (KMA) to forecast the future damage rate according to climate change
in the Korean Peninsula. The forecast measured the dependent variable (damage rate) by applying the
future weather data to the estimated coefficient. We assumed the non-climatic variables to be the same
as in 2018 and created the future data through the assumption. The damage rates of the Korean oak
wilt in each municipality in South Korea from 2018 to 2020 were calculated in the process.

We assumed that the population and the area of infected trees without control were the same
as 2018. Although it may not be consistent with the declining population trend in Korea, this study
focuses on the correlation between climate and oak wilt rather than the artificial factors such as the
population. For the DBH, we applied the average DBH change rate with reference to the “Timber
Biomass and Harvesting Table” published by NIFS [22]. In other words, we added the average DBH
change rate every 10 years to the average DBH observed in 2018 to obtain the DBH change until 2100.

2.4. Economic Evaluation of Korean Oak Wilt

The following equation developed by Macpherson shows the objective function to assess the
forest value that includes the timber and the non-timber incomes [10]:

max
t

PV(t)Le−rt −CL +

∫ t

0
G(L)e−rsds +

∫ ∞
t

aLe−rsds,

where the L is forest area, and G(L) implies the green payment that is assumed to be a function of the
forest area. Then the optimal condition can be expressed as the following equation:

V′(t)
V(t)

− r =
1
L

aL−G(L)
PV(t)

.

71



Climate 2019, 7, 141

We assume areas producing timber value affected by oak wilt outbreaks is expressed as Li
TB, and

the area generating non-timber value affected by oak wilt outbreaks is expressed as Li
NTB. Li

NTB can be
divided into n small sections. Then the total area of producing timber value would be expressed as the
following equation:

Li
NTB =

n∑
i=1

σixi, 0 ≤ σi ≤ 1.

Therefore, the objective function including the timber and non-timber values can be expressed
as follows:

max
t

PV(t)Li
TB(t)e

−rt −CL +

∫ t

0
G
(
Li

NTB(s)
)
e−rsds +

∫ ∞
t

aLe−rsds.

Since the green payment G
(
Li

NTB(t)
)

is granted to the area that creates the non-timber value, the
total green payment can be calculated by the following equation where g is the green payment per unit
area. This represents the non-timber values from the forests.

G
(
Li

NTB(t)
)
= g× Li

NTB(t).

Taking first differentiation to the above equation with respect to time (t), the condition for the
optimal forest rotation age can be expressed as follows:

V′(t)
V(t)

− r =
1

Li
TB(t)

⎛⎜⎜⎜⎜⎜⎝
∣∣∣∣∣∣∣
dLi

TB(t)

dt

∣∣∣∣∣∣∣+ 1
PV(t)

(
aL− ert d

dt

(∫ t

0
G
(
Li

NTB(s)
)
e−rsds

))⎞⎟⎟⎟⎟⎟⎠.
Finally, if we include the control and prevention of oak wilt, the objective function can be

expressed as the following. The purpose of the objective function is to find the optimal rotation
age (t), which generates the best present value for the cost of the control and prevention to the oak wilt
outbreaks. We assume the non-timber value is provided annually, and the timber values are generated
during harvest.

max
t

PV(t)Lc
TB(t)e

−rt −CL +

∫ t

0

[
G
(
Lc

NTB(s)
)
−D(I(s))

]
e−rsds +

∫ ∞
t

aLe−rsds.

The optimal condition can be expressed as follows:

V′(t)
V(t)

− r =
1

Lc
TB(t)

(∣∣∣∣∣∣dLc
TB(t)

dt

∣∣∣∣∣∣+ 1
PV(t)

(
aL− ert d

dt

(∫ t

0

[
G
(
Lc

NTB(s)
)
−D(I(s))

]
e−rsds

)))
.

When no action has been carried out in the infected area, the forest area can be separated into two
classes: the susceptible region (S(t)) and the infected region (I(t)). That is, the total area L, the sum
of S(t) and I(t). If the forest areas affecting timber and non-timber return (Li

TB and Li
NTB) are denoted

as follows:
Li

TB(t) = S(t) + ρ(L− S(t)),

where (L-S(t)) in the right-hand side implies the infected area (I(t)). When the control and preventive
measures are applied, timber areas can be separated into three classes: the susceptible area (S(t)), the
controlled area (T(t)), and the infected area (I(t)). Thus, the area can be expressed as the following if
control and prevention are included:

Lc
TB(t) = S(t) + (α+ ρ)

L− S(t)
1 + α

,

Lc
NTB(t) = S(t) + (α+ σ)

L− S(t)
1 + α

,
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where the controlled area (T(t)) is assumed to be free from pest infestation or timber production and to
be linearly proportional to the infected area (T(t) = αI(t)) with the control rate α.

The data needed for a numerical assessment using the above model involve timber production
function, changes in the pest infestation area over time, annual land area, damage rates, costs for
control and prevention, timber prices, and costs for logging and afforestation. Most of the data
are publicly accessible, but the pest infection area over time can be gained by using the SI model
(susceptible–infected model). The SI model for the no-action model can be denoted as follows:

dS
dt = −βS(t)(I(t) + p),
dI
dt = β(S(t)(I(t) + p),

with p referring to the initial infected area and β referring to the secondary infection rate within the
forest. The total forest area (L) is expressed as the sum of S(t) and I(t) if no control measures to the oak
wilt have been carried out, and the change of S(t) with respect to time is described as follows:

dS
dt

= −βS(t)(L− S(t) + p).

Applying the variable separation method for the solution of the above differential equation, S(t)
can be described as follows:

S(t) =
L + p

(p/L)e(L+p)βt + 1
.

In models for control and prevention (L is separated into S(t), T(t), and I(t)), changes in S(t) with
respect to time are expressed as follows:

dS
dt

= −βS(t)
(

L− S(t)
1 + α

+ p
)
.

Similarly, S(t) yields the following equation by using the variable separation:

S(t) =
L + p(1 + α)

p(1+α)
L exp

(
(L + p(1 + α)) βt

1+α

)
+ 1

.

3. Results

3.1. Estimated Damage Function

Table 1 shows the coefficients and average marginal effects of the factors on the damage rate of
Korean oak wilt. The results show that the climatic factors are related to the proliferation of Korean oak
wilt, including the minimum last winter temperature and precipitation, maximum spring temperature,
maximum summer temperature and precipitation, and relative humidity in autumn. In general,
increasing temperature is expected to extend the outbreak rate of the oak wilt. Because the relationship
between the damage rate and the average marginal effect of the minimum winter temperature and
maximum spring temperature is linear with a positive sign, the damage rate from the oak wilt is
likely to extend by increasing the minimum winter temperature and maximum spring temperature on
average. Although the marginal effects of the maximum summer temperature show a negative sign on
average, its quadratic form leads to the marginal effect gradually decreasing at 27 ◦C or higher and
approaching 0 at 35 ◦C or higher as in Figure 1.
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Table 1. Estimation results of the Korean oak wilt damage function.

Coef. AME

Infected area without control (ha) 0.0118 (0.0038) *** 0.000031 (0.000011) ***
Diameter (cm) 0.0160 (0.0047) *** 0.000042 (0.000014) ***
Population (million) 2.6337 (0.7739) *** 0.006906 (0.002222) ***
Minimum last winter temperature (◦C) 0.0814 (0.0335) ** 0.000213 (0.000089) **
Precipitation in last winter (mm) −0.0219 (0.0042) *** −0.000058 (0.000014) ***
Relative humidity in last winter (%) 0.0076 (0.0087) 0.000020 (0.000023)
Maximum spring temperature (◦C) 0.1269 (0.0534) ** 0.000333 (0.000130) **
Relative humidity in spring (%) 0.0003 (0.0025) 0.000001 (0.000007)
Precipitation in spring (mm) 0.0003 (0.0257) 0.000001 (0.000067)
Maximum summer temperature (◦C) 0.9137 (0.7711) −0.000382 (0.000207) *
Max. summer temperature squared −0.0181 (0.0131)
Precipitation in summer (mm) −0.0014 (0.0008) * −0.000004 (0.000002) *
Maximum autumn temperature (◦C) 0.0352 (0.0562) 0.000092 (0.000151)
Relative humidity in autumn (%) 0.0098 (0.0228) 0.000026 (0.000061)
Precipitation in autumn (mm) −0.0066 (0.0018) *** −0.000017 (0.000006) ***
National forest (1 = Yes; 0 = No) 0.0389 (0.0901) 0.000105 (0.000251)
Constant −26.8529 (11.0424) **

Number of observations 2512
Number of clusters 314
Pseudo R2 0.2019
Log-likelihood −14.5147

Note: Clustered robust standard errors are in parentheses. *, **, *** indicate statistical significance at the levels of 10%, 5%,
and 1%, respectively. Coef. and AME indicate coefficients and average marginal effects, respectively.

Precipitation in general shows a negative relationship with the damage rate. Pertaining to the
seasonal factors, the average precipitation in winter, summer, and autumn are statistically significant
at the 1% and 10% levels, respectively. The decrease in precipitation affects moisture stress and reduces
the resistance of the host trees, and thus it is prone to extend the damage due to the rapid proliferation
of the oak wilt. Decreasing precipitation in the winter, autumn, and summer is likely to increase the
damage rate from the oak wilt.

Previous studies have shown that increasing temperature leads to the increase in the active
period of the insect vector because of the decreasing death rate of larvae and early eclosion of adults.
These studies show that the proliferation of oak wilt is directly affected by the increased activity and
population of the insect vector. Our estimation results are consistent with these studies in that the
increasing temperature is likely to extend the damage rate and the high summer temperature could
lead to a reduced infection rate thanks to slowed spawning or the migration of the insect vector.

Figure 1 shows the conditional mean of the damage rate per ha and the 95% confidence intervals
pertaining to the level of some climatic variables. Increasing the confidence intervals indicates that the
uncertainty is likely to increase as the maximum spring temperature increases and the precipitation in
summer and autumn decreases. However, the uncertainty due to the large interval is not likely to be
significant under the RCP 8.5 scenario predicting the 4 ◦C rise in temperature by 2100.

The non-climatic factors such as the infected area without control, diameter at breast height
(DBH), and population are also significantly associated with the damage rate. The estimation results
demonstrate the positive relationship between the damage rate and the infected area without control,
DBH, and population. As the infected area without control increases, the damage to nearby healthy
forests is proliferated because of the pheromone emitted by the insect vector of the infected trees that
attracts the other insect vectors nearby. Gan [6] also showed the positive relationship between the
damage rate and the infected trees without control. Thus, dealing with the infected trees properly
is likely to alleviate the proliferation of the damage rate while neglecting them can worsen the
damage rate.
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Figure 1. Average marginal effect by major climatic variables. (a) Average maximum summer
temperature; (b) average precipitation in summer; (c) average maximum spring temperature; (d) average
precipitation in autumn.

The estimation result that the damage rate increases as DBH increases is consistent with the result
of existing studies that the damage mostly occurs in large trees. In other words, the large trees are
more likely to be attacked by Platypus koryoensis.

We employed the population as the proxy variable showing human activities and infrastructure
such as roads. The results show that the population is positively associated with the damage rate.
Previous studies have shown that the population of insect vectors in regions with roads and trails,
with a high floating population, was larger than the areas difficult to access, such as forests.

The pest control in national forests is known to be better than that in the municipality or private
sector, but the marginal effect of the national forest on the damage rate is not statistically significant.
This may be because the unit of the panel is the municipalities and the large difference in the number
of samples among the forests by owner type.

3.2. Projection Results

Figure 2 demonstrates the forecast of the damage rate from the Korean oak wilt under the RCP 8.5
scenario. For the period of 2011–2017, the Korean oak wilt occurs in Seoul and Gyeonggi Province that
are the most populated areas in Korea. The affected areas are likely to be expanded to not only further
north but also to the east and west coastal areas. From the 2050s, the affected areas are expected to
gradually expand to South Gyeongsang Province, the coastal areas of Chungcheong regions, and some
coastal areas of Gangwon Province are likely to be affected by the oak wilt in the 2090s. Although
insect outbreak may be affected by biological factors, such as the natural enemies of pathogens and
resources for insects, our model mostly focuses on impacts of climate and human intervention on
Korean oak wilt outbreaks. Future research considering complicated biological characteristics may be
conducted to improve the estimates of the projected damage rates.
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Figure 2. Forecast of the damage rate from Korean oak wilt.

3.3. Economic Evaluation of Korean Oak Wilt

To analyze the economic evaluation of Korean oak wilt, we utilized the forest harvest table of
NIFS [22] and chose Quercus acutissima, Quercus variabilis, and Quercus mongolica. Table 2 illustrates
the parameters for setting the baseline with p referring to the area initially infected and β referring to
the secondary infection rate. The p per area (ha) was estimated to be 0.00087 by using the 2010 data
of the infected areas. We calculated the β value using the equation dI/dt = βS(t)(I(t) + p) with the
infected area (I(t)) and susceptible area (S(t)) data of the region in the 2012–2017 period, which results
in 0.0017. We assumed that the infected area with possible use of timber (ρ) and the infected area
with possible use of non-timber (σ) are 0.5, which indicates that the infected trees are assumed to lose
half of their timber and non-timber value. We used age-specific volumes by using the surveyed data
of tree age from the “Timber Biomass and Harvesting Table” published by NIFS [22] instead of the
volume production function. Data for timber price (KRW 1000/m3), planting cost (KRW 1000/m3), and
afforestation cost (KRW 1000/m3) were obtained from Min et al. [23]. We assumed that the oak wilt
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appears in 10 year or older trees due to the preference of the insect vector of oak wilt for large trees and
that the trunk injection is targeted to trees over 10 cm in DBH, which are in general 15 to 20 years old.

Table 2. Parameters for the forest rotation age analysis.

Unit Quercus acutissima Quercus variabilis Quercus mongolica

Market price of timber KRW 1000/m3 83.5 83.5 83.5
Cost of planting KRW 1000/ha 8339 8339 8339
Cost of logging KRW 1000/ha 16,109 16,109 16,109
Green payment KRW 1000/ha 100 100 100
Discount rate % 3 3 3
p 0.00087 × L 0.00087 × L 0.00087 × L
β 0.0017 0.0017 0.0017
ρ 0.5 0.5 0.5
σ 0.5 0.5 0.5
Cost of control KRW 1000/ha 980 980 980
Cost of handling
withered trees KRW 1000/ha 2200 2200 2200

Area (L) ha 100 100 100

Table 3 shows the forest rotation ages decrease when the trees are infected compared to the
no infection case (44–70 years). Furthermore, the rotation age is likely to be shortened when the
pest control and prevention is not carried out (33–44 years) than when the measure is carried out
(41–59 years).

Under the given condition, it is difficult to expect positive returns through forest management
because the present values of objective function are negative in every case. However, the objective
function value is highest in the case of no infection, and the value is much higher in the case of
the control measures than in the case of no control measures when the oak wilt occurs. It indicates
that the cost of pest control and preventive measures are less than the cost of losing timber and
non-timber values.

Table 3. Change in forest rotation age due to the infection of Korean oak wilt (units: years, KRW).

No Infestation Infestation, No Control Infestation, Control

Rotation
Age

Present
Value

Rotation
Age

Present
Value

Rotation
Age

Present
Value

Quercus variabilis 44 −352,830 33 −462,166 41 −378,795
Quercus acutissima 70 −383,332 44 −658,351 59 −478,286
Quercus mongolica 67 −382,364 36 −575,852 54 −436,174

3.4. Simulation

We conducted a simulation on Quercus variabilis according to the parameter values and examined
the impact of parameter changes from the baseline on the rotation age and the objective function value.
We then deduced policy implications based on the simulation results.

3.4.1. Changes in the Market Price of Timber

The simulation results in Figure 3 show that as the timber market price increased (KRW
80,000–200,000/m3). The forest rotation age of Quercus variabilis is expected to reduce from 45
to 31 years when no infection occurs and from 33 to 28 years when no control is carried out after the
infection occurs. The changes of the forest rotation age when the control measures are carried out are
similar to the changes when no infection occurs, and the rotation age in the two cases are similar at the
price of timber of KRW 180,000/m3 or higher.

77



Climate 2019, 7, 141

Figure 3 also illustrates that forest management return reduces if pest infection occurs, but the
value increases if the control measures are carried out and becomes close to the value of the case of no
infection. The objective function value turns to a positive value when the price of timber is around
KRW 160,000/m3 in all cases.

Figure 3. Change in management returns of Quercus variabilis under the change of timber price.

3.4.2. Changes in Green Payments

Assuming that the green payments are paid to the forest owners with the amount of KRW
100,000/ha, the simulation results in Figure 4 show the forest rotation age of 44, 33 (infection with
no control), and 41 years (infection with control). Figure 4 illustrates that the forest rotation age and
the forest management returns are expected to gradually increase as the amount of green payments
increases. The forest owners are likely to have the incentive to preserve the trees and forests as the
green payments become higher. The results also indicate the difference of rotation age between the
cases of control and no control after the infection, in which the increasing green payments are far more
significant in the increases in the rotation age and the management returns. In the case of no infection
and infection with control measures, the forest management returns turn to positive value with the
green payments of about KRW 300,000/ha.

Figure 4. Change in management returns of Quercus acutissima according to the green payment.
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3.4.3. Changes in Climate

Considering the estimation and projection results, the increasing damage rate due to climate
change is expected to play a negative role in the economic returns in the forest as well. For the
simulation, we estimated the economic impact of the adjustment of the β value corresponding to the
outbreak rate under altering climate. We derived the forest rotation age and the forest management
returns from timber and non-timber that satisfied the optimization condition by using the estimated
β value as described above. Table 4 demonstrates the average of β of the Korean oak wilt for the
30-year periods.

Table 4. Change of Korean oak wilt breakout rate (β).

Period 2011–2040 2041–2070 2071–100

β value 0.0016 0.0023 0.0044

In Figure 5, the forest rotation age reduces as β increases. Although the change of the returns is
relatively small, the deviation increases significantly when there is no control measure (KRW 300 million)
than when there are control measures (KRW 90 million) after the infection. In this case, income of forest
owners can be stabilized with the control and prevention measures under the changes in climate.

Figure 5. Change of management returns under the change of Korean oak wilt outbreak rate (β).

3.4.4. Change in Utilization Rate of Infected Trees

Figure 6 shows the impacts of the utilization rate (ρ and σ) affecting the production of timber
and non-timber on the rotation age and the forest management returns. We assumed that the ρ and σ

values are the same as in the baseline. When the impact of the Korean oak wilt is high with small ρ
and σ, the decrease of the returns with no control is higher than that with control measures. However,
the return gap between the cases narrows as the utilization rate increases because a part of the damage
from the Korean oak wilt can be offset by the high utilization rate.
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Figure 6. Change of management returns of Quercus variabilis under the change of utilization rate (ρ, σ)
of infected trees.

4. Discussion

4.1. Estimation and Projections

The estimation result of the damage function of Korean oak wilt indicates that the damage rate is
positively correlated with the minimum winter temperature, maximum spring temperature, and the
linear term of the maximum summer temperature. In contrast, the damage rate is negatively correlated
with the precipitation in winter, summer, and autumn, as well as the square term of the maximum
summer temperature. It also indicates that the damage rate is likely to increase as temperature increases,
but in exceedingly high summer temperature it is likely to begin to decrease

The non-climatic factors including the infected area without control, DBH, and population play
a significant role in the damage rate from Korean oak wilt. The damage rate from Korean oak wilt
extends as the area of infected trees without control increases, and when the diameter and population
increase. The estimation results imply that the damage rate is more affected by indirect causes, such as
the condition of host trees and managerial factors, than the insect vector population. Gan [6] also
shows that management factors have a significant impact on forest pests. His research investigates
the relationship between various factors, such as climate and management, as well as southern pine
beetle (SPB) infestation using the panel data mode. He found a positive relationship between SPB and
unsalvaged timber volume. Thus, improving the tree health through preventive measures can help
prevent the Korean oak wilt

Projection results of the future damage rate indicate that the affected regions are likely to expand
further north and to coastal areas in the east and the west while the current pest occurrence is
concentrated on the capital and nearby regions. As in the case of Japan in which the Japanese oak wilt
mainly expanded to the coastal areas, the damage in the coastal regions in Korea should be paid close
attention to as well.

4.2. Economic Analysis

In the case of sustainable forests, there should be positive returns on forest management, which
may be done with significant increases in timber price or payout for various values of forests. Under
the current condition, however, it is difficult to expect a positive income even by considering both
timber and non-timber values of forests. Our results show that it is better not to use the forest in terms

80



Climate 2019, 7, 141

of profit, and the profits are declined due to the Korean oak wilt infection. The economic evaluation
results show the importance of pest control and prevention measures because the economic returns and
rotation age deteriorates when there is not a control measure after the infection, even with increases in
timber price, green payments, and utilization rate.

Under climate change, it is expected that the probability of Korean oak wilt infection would
intensify the decreases in the management returns and the increases in the uncertainty. No control
measures also exacerbate the income stability when the Korean oak wilt occurs. The forest rotation
age shortens when the damage rate increases due to climate change. Previous research also shows
rotation age is reduced when it maximizes the net present value of forest and trees are damaged by
pests. Macpherson et al. [24] show that the rotation age is shortened when timber from infected trees
has no value (only timber of undamaged trees would be sold) and the faster the infestation spreads the
shorter the optimal rotation age. Increasing the risk of a catastrophic loss such as forest pest and fire
shortens the optimal rotation age [25]. Reed [26], adapting the infinite rotation Faustmann formula to
the arrival of fire, found that the risk of catastrophic event shortens the optimal rotation age due to
increasing the effective discount rate. Therefore, the forest owners notice a higher opportunity cost of
not harvesting.

Thus, active control and prevention measures with additional support for income stabilization
would help prepare for increasing pest occurrence and keep forests sustainable. Our simulation results
indicate that the impacts of economic support, such as green payments and increasing the timber price,
would decline further in the future if the forest management returns decrease due to Korean oak wilt.
Thus, the policy to stabilize and/or increase income of forest owners would be more effective when it is
applied before the effects of climate change take place.

5. Conclusions

Climate change in the long run establishes the environmental circumstance favorable to pests
that competently adapt to changing environments. As the favorable region for inhabitation expands,
the damage is also expected to expand in new areas not previously affected by Korean oak wilt.
New damages are expected on the west coast and the southern region of the east coast after the 2050s.
Since Japanese oak wilt extended around the west coast in Japan in the 1990s, it is advisable to monitor
the Korean oak wilt occurrence especially in the coastal areas in Korea. The predicted increase in
winter temperature is expected to cause increasing damage in the cold and mountainous regions which
were not affected by the damage before. The forest management returns would deteriorate if the
infection of Korean oak wilt intensifies compared to when there was no oak wilt. Furthermore, this
study demonstrates that the management returns worsen faster, especially in the case of no pest control
after the infection. Thus, control and preventive measures are necessary to protect the income of forest
owners. However, most of the Korean forest owners do not have the incentive to control forest pests
because of the low economic efficiency of domestic forests. Therefore, it is necessary to provide an
incentive for forest owners, such as the green payments, to actively participate in pest control and
expand their role as the actual control subject. Since the estimation results show that moisture stress is
one of the key factors in deteriorating tree health, it is necessary to pay attention to supplying water
during the dry weather.
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Abstract: This study relates agricultural income and agricultural carbon dioxide (CO2) emissions in the
context of environmental Kuznets curves for South Africa. We posit likely relationships between UN
Sustainable Development Goals (SDG) 1, 2 and 13, relating food production to climate change action.
CO2 emissions, income, coal energy consumption and electricity energy consumption time series
data from 1990 to 2012 within the South African agricultural sector were used. The autoregressive
distributive lag bounds-test and the error correction model were used to analyse the data. The results
show long-run relationships. However, agricultural income was only significant in the linear and
squared models. Changes in agricultural CO2 emissions from the short run towards the long run
are estimated at 71.9%, 124.7% and 125.3% every year by the linear, squared and cubic models,
respectively. Exponentially increasing agricultural income did not result in a decrease in agricultural
CO2 emissions, which is at odds with the Kuznets hypothesis. The study concludes that it will be
difficult for South Africa to simultaneously achieve SDGs 1, 2 and 13, especially given that agriculture
is reliant upon livestock production, the largest CO2 emitter in the sector. The sector needs to shift to
renewable energy consumption with fewer CO2 emissions.

Keywords: agriculture; carbon dioxide; environmental Kuznets curves; South Africa; sustainable
development goals

1. Introduction

Climate change has become a topical issue, as witnessed by its inclusion in the United Nations’
2030 Agenda Sustainable Development Goals (SDGs), which are a global plan of action for people,
the planet and prosperity, seeking to eradicate poverty. Sustainable Development Goal (SDG)
13 pertains to combating climate change and its impacts [1,2]. Climate change is associated with
changes in ambient CO2 concentrations [3–5]. In achieving SDG 13 and reducing the impact of climate
change, transformative policies and actions are required for the reduction of CO2 emissions. These
transformative actions, however, come with their own downsides. These include trade-offs with
productive capacities, especially for developing countries [1,6]. Highlighting such downsides will
likely lead to short-term and long-term impacts. Agriculture is one of the primary sectors that is
affected by climate change, with its impact being both spatial and temporal in scale [1]. The sector is
both a perpetrator and a victim of climate change. Agriculture is the primary activity for 2.5 billion
people worldwide [3]. According to van Noordwijketal [7], agriculture is essential for achieving the
SDGs through the interaction of three broad categories of the SDGs, namely its redistributive power
and benefits, sustaining a resources base and demand for human resources appropriation. While
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agriculture and food systems attain SDGs 1 and 2, this should, however, not undermine achieving SDG
13, especially in developing countries [1]. In achieving SDG 13, various actions are required within
the agricultural sector to reduce emissions, especially given that agriculture and food account for
24% of global CO2 emissions and 10–25% of annual greenhouse gas (GHG) emissions, with livestock
being the primary perpetrator. Conversely, while being a major GHG contributor, agriculture is also
affected by climate extremes (the direct consequence of GHG emissions), which may exceed critical
thresholds for crop and livestock production. For instance, it has been forecasted that by 2030, crop
yield will decrease by 10–50% due to climate change [1]. This has a negative effect on the attainment
of other SDGs such as SDG 1 and 2, which refer to poverty reduction and food security, respectively,
in developing countries. One of the methods for reducing the impacts of climate change is to reduce
the emissions from agricultural production.

The contribution of agriculture to South Africa’s GDP has been decreasing since 1960, from
over 10% to just above 2% in 2018. This can be explained by the economic transformation of the
country from reliance on primary industries such as agriculture and mining, to manufacturing and
services [8]. This has also been reflected in the overall electricity consumption of agriculture relative to
other industries at 3%, with the sector contributing 7% to total GHG emissions in the country [9,10].
The agricultural sector is significant to South Africa’s GDP and employment, as well as its GHG
emissions and reductions [11]. The sector employs 661,000 people, representing 5% of all employment.
One-tenth of these employees are labourers, whilst the rest are skilled workers [10].

Climate-change-related initiatives in South Africa’s agricultural sector have embarked on an
integration of climate smart agriculture into climate-resilient rural development [11]. However,
the policy response to the nexus between energy use and productivity within the agricultural sector
has been lacklustre. Some of the drivers and challenges of agricultural energy use in South Africa will
include population increase, growing energy demand, intensification of energy use and economic
growth (Table 1).

Table 1. Drivers, trends and challenges to energy use in South Africa.

Drivers Key Trends Future Challenges

Population increase and
urbanization

Increase in the amount of energy
use and energy in food production

[12]

-Maintaining energy use whilst
increasing food production

Growing energy demand
Increased energy use in

agriculture, manufacturing,
households, etc. [13,14]

-Providing adequate energy to
agriculture without increasing

pollution
-Competing interest in terms of
energy use between agriculture

and other sectors of the economy

Increase in the amount of energy
use in food production

Increased energy use in
agricultural and manufacturing

sectors [15,16]

-Ensuring sufficient, reliable and
efficient energy for agriculture

Economic growth,
industrialization and urbanization

Increasing non-renewable energy
importation [12,17–20]

-Ensuring stable and quality
energy supply for food production

-Promoting private sector
involvement in renewable energy

utilisation for food production

With competing demands for resources and increasing environmental pressure, the challenge
facing South Africa is how to minimize and manage conflicts between renewable and non-renewable
energy uses for agricultural production given the commitment to reducing emissions and achieving
the SDGs. The other problem is a lack of policy synergies between energy, agriculture and climate
change in South Africa. Cross-sectoral efforts have remained linear, either taking into account the
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emissions from energy, or energy for agriculture. However, these relationships are dynamic, as shown
in Figure 1.

Figure 1. The climate change-agriculture-energy nexus. Adapted from Sridharan et al. [3].

1.1. Energy, Emissions and the Agricultural Sector

Globally, energy in the agricultural sector is mainly from fossil fuels [3,21]. Primary agricultural
production tends to use between 17% and 20% of total energy globally. Between one-fifth and
one-quarter of this is for primary farm production, whilst the rest is for post-harvest food operations.
Total global agricultural energy consumption is around 6 EJ/year (expected to increase to 9 EJ/year by
2035), with only 1 EJ/year coming from renewable energy sources [3]. This energy is mainly used for
irrigation, harvesting, livestock housing, heating and cultivation. Tractors, harvesters and machinery
have utilised fossil fuels at a rate of between 11.1 GJ/ha and 20.4 GJ/ha [3]. Around 0.225 EJ/year is
required globally to cover 324 million hectares of irrigated land, whilst 0.05 EJ/year is required for
manufacturing and delivering irrigation equipment.

Despite the declining agricultural contribution to GDP, energy use in the South African agricultural
sector has been consistent, as shown in Figure 2. Electricity and coal energy use in the sector peaked at
35,052, 8 TJ and 34,020 TJ in 1998 and 2012, respectively, with lows of 15,910, 2 TJ and 16,014, 4 TJ in
1993 and 2000, respectively [22]. According to Lin and Wesseh [13], energy directly affects spending
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decisions of firms and households, as well as economic performance. South Africa is an energy-intensive
economy, with coal alone accounting for 72% of total primary energy consumption. This, however,
is not reflected in the agriculture sector, with most coal consumption being exhibited in the energy
and manufacturing sectors. The country accounts for 42% of the continent’s CO2 emissions and is the
world’s most carbon-intensive non-oil-producing developing country [13].
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Figure 2. Energy use in South Africa’s agriculture sector (the energy use does not take into account
energy from methane and fuel oils, which contribute more than 50% of energy use in South Africa’s
agricultural sector [17]). Source: FAOSTAT [22].

South Africa is the world’s 14th largest emitter of GHGs, mainly from coal [23]. At the 2015 Paris
Agreement, nations undertook to cap emissions by 2025, at which level they will remain for a decade,
and limit the increase in global temperatures to 1.5 ◦C by 2025. South Africa’s nationally determined
contributions (NDCs), each country’s efforts at reducing national emissions and climate change
adaptation, was determined at 2 ◦C. However, the country’s commitments are highly insufficient.
In the NDCs, South Africa pledged to shift away from coal and to end the expansion of nuclear
power, whilst increasing renewable energy and gas [24,25]. South Africa’s NDC is consistent with
the Copenhagen Accord’s proposed reduction of emissions by 34% in 2020 and 42% in 2025 [26].
A pertinent question that arises is what effect this emission (fossil fuels) reduction will have on
agricultural production? What relationship exists between CO2 emissions and agricultural production
in South Africa? Not much has been documented concerning the relationship between the pledged
emissions reductions and agricultural production in the country. Given that there are trade-offs
between achieving the two objectives of emissions reduction and agricultural production (i.e., SDG 13
vs. SDG 1 and 2) [1], the objective of the study is to model how achieving SDGs 1 and 2 may affect
the achievement of SDG 13 in South Africa. This is through predicting how poverty reduction and
food security (i.e., an increase in agricultural income) might be achieved through cognizance of climate
change actions.

Figure 3 shows the CO2 emissions from agriculture in South Africa from 1990 to 2012. It is
shown that most of the CO2 emissions within the sector are from manure left on pastures, followed by
electricity emissions and synthetic fertilisers [27]. Livestock and livestock products contribute 46–51%
of agricultural income in South Africa, and have a large carbon footprint, mainly from land use and
its changes (deforestation, feed production), as well as methane production [10,28,29]. The country’s
main agricultural activity (livestock production) induces the most environmental degradation from
the sector. Contemplating the reduction of CO2 emissions in the agricultural sector in South Africa
requires climate change policy action targeting livestock production. Given that 40% of livestock
farmers are smallholder farmers [30] and thus reliant on livestock production for food security and
poverty reduction, the subsector exhibits trade-offs in achieving SDGs 1, 2 and 13.
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Figure 3. Carbon dioxide emissions from the South African agricultural sector. Source: FAOSTAT [27].

1.2. Conceptual Framework: Environmental Kuznets Curves

According to Bo [31], environmental quality indicators improve with an increase in income.
However, there is a need for deeper investigation of the relationship between income and the
environment. There is also a need to use data involving similar environmental involvement paths.
It has also been shown that, sometimes, it is not always the case that environmental indicators improve
with an increase in income, this being dependent on the indicators chosen. The objective of the study
is to show the nexus between CO2 emissions and agricultural production in South Africa through
environmental Kuznets curves (EKC). Environmental Kuznets curves, in the context of this study,
represent a temporal relationship between agricultural GDP and climate change (emissions). This offers
the advantage of tracking the likelihood of achieving SDGs 1, 2 and 13 separately, and observing how
they relate to each other. This is because the EKCs depict trade-offs between environmental degradation
and economic growth. Economic growth can be exhibited through food security and poverty reduction.
There has been little research done in South Africa utilising EKCs, with most concentrating on developed
countries. The nature of an EKC makes it a challenge to apply the test in a low- or middle-income
country. Furthermore, most studies utilising the EKC focus on relationship between GDP as an
economic indicator and CO2 as an environmental degradation indicator at the macrolevel [13,14,32].
Shahbaz, Kumar Tiwari, and Nasir [33], as well as Inglesi-Lotz and Bohlmann [34], utilised EKC
in South Africa, concentrating on the overall economic development and growth in light of CO2

emissions, with the studies not being sectoral-based. There is a lack of studies that are sectoral-focussed,
for example in agriculture as an economic indicator [35–38]. Furthermore, Kijima et al. [32] highlighted
that the inverted U-shape Kuznets curve hypothesis does not always hold, depending on the country in
question, the variables used and the time period considered. The study provides a way to determine the
relationship between the variables used in the EKC and the agricultural sectoral level in South Africa,
as intended SDG indicators. The EKC should be a precursor for developing nations to pursue economic
(sectoral) growth instead of implementing pro-environment policies [39]. Economic (sectoral) growth
eventually leads to attaining both environmental and economic goals, whilst pro-environment policies
slow down the economic (sectoral) growth.
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The conceptual framework of the study is based on environmental Kuznets curves (EKC). EKCs
increase awareness of environmental changes including global warming and climate change [39].
Environmental Kuznets curves (EKC) often reflect people paying more attention to environmental
issues and resolving them with the help of increasing income. Thus, while the environmental
quality initially gets worse, it then improves with economic development [32]. This is based on two
perspectives: (i) more attention being given to quality of life as income increases, including better
environmental protection and a healthy level of consumption. The government may eventually
intervene for environmental protection, improving environmental quality; and (ii) the interaction of
scale, structure and technology. On the one hand, an increased scale of production induces more energy
consumption and increased environmental degradation. This is also exhibited by structural changes,
but to a lesser and gradually decreasing extent. On the other hand, technology and R&D then tend to
improve efficiency in energy use, thereby improving environmental quality [31,32]. Thus, it follows the
sequence in Figure 4. A further school of thought argues that, instead of the typical inverted U-shaped
EKC, it is actually an inverted N-shape, reflecting an initial decrease in environmental degradation,
followed by an increase, with an eventual decrease when the economy is developing [40].

Figure 4. Kuznet curves model.

The study will take, as its focus, the interaction of scale, structure and technology. South Africa’s
agricultural sector is more developed than other SSA countries’ in terms of agricultural production and
poverty reduction. This is due to the relatively large-scale and technologically advanced agricultural
sector. Even though authors such as Kaika and Zervas [41] highlight that Kuznets curves have
been applied in economic transformation from primary production, to secondary and tertiary, with
an associated initial increase, followed by stabilisation and then a decline in degradation of the
environment, the current study argues that such an approach can be taken into the agricultural sector.
The focus will be on the stage of development of the agricultural sector, which in itself depicts the level
of environmental degradation. If the Kuznets theory proves otherwise, it reflects that improvements
within the sector have not brought (or are yet to bring) about reductions in environmental degradation.
It therefore reflects that, going forward, focussing on SDGs 1 and 2 would tend to reduce the impact of
SDG 13. If the Kuznets theory is exhibited, then achieving SGDs 1, 2 and 13 is possible in the inverted
U-shaped model, whilst at a later stage it will be reversed in the N-shaped model.

90



Climate 2019, 7, 108

Empirical analysis of EKCs has centred upon gas indicators harmful to people’s health like CO2,
CO, NO, SO2, and the inverted U-shape was confirmed [31]. Other studies actually confirmed the
inverted N-shape EKC. Some of the more recent studies on EKC are exhibited in Table 2. At the macro
level, concentrating on overall GDP, EKCs have been exhibited in some studies, but not in others.

Table 2. Recent studies on environmental Kuznets curves.

Author Period Country/Region/Organization Methodology
Variables Used

in the Study
EKC

Hypothesis

Balaguer and
Cantavella [42] 1874–2011 Spain

Autoregressive
distributed lag (ARDL)
bounds test approach
and error correction

model (ECM)

Per capita CO2,
GDP, crude oil

prices
Exhibited

Alam, Murad,
Noman, and
Ozturk [43]

1970–2012 Brazil, China, India and
Indonesia ARDL and ECM

Per capita CO2,
GDP, energy,

Trade openness

Exhibited in
India, but not

in Brazil, China
and Indonesia

Apergis [44] 1960–2013 15 OECD countries

Common correlated
effects and panel

quantile cointegration
test

Emissions, per
capita GDP Mixed results

Al-Mulali and
Ozturk [45] 1990–2012 27 Countries Kao and Fisher

cointegration and VECM

CO2, GDP,
renewable energy

consumption,
non-renewable

energy
consumption,

trade, population,
energy prices

Exhibited

Ahmad et al. [46] 1992–2011 Croatia ARDL and VECM CO2, GDP Exhibited

Özokcu and
Özdemir [47]

1980–2010 26 OECD countries and 52
emerging countries

Polynomial (cubic)
regression model

CO2 per capita,
GDP per capita,
energy use per

capita

Mixed results

Churchill, Inekwe,
Ivanovski, and

Smyth [48]
1870–2014 20 OECD countries

Panel cointegration,
mean group estimator

(MGE), common
corelated mean group
(CCEMG), augmented

mean group (AMG) and
pooled MG (PMG)

estimator

CO2, GDP, trade,
population,

financial
development

Mixed results

2. Materials and Methods

The study assessed the impact of agricultural production on agricultural CO2 emissions in South
Africa. The study utilised time series data for the period 1990 to 2012; even though agricultural income
data, as well as national CO2 emissions data, were available for South Africa up to 2018, sectoral-based
CO2 emissions data were only available up to 2012, which placed a limitation on the time series dataset.
The time series data were indexed to the 2004 constant figures. The data were collected from FAOSTAT
and the World Bank [22,27,49]. The variables utilised included agricultural carbon dioxide emissions
(CO2) as the dependent variable, with agricultural GDP, agricultural coal energy consumption and
agricultural electricity energy consumption as explanatory variables. The agricultural CO2 utilised
combined CO2 from fertiliser, manure applied in soil, manure left on pastures, coal and electricity.

The study utilised the method as utilised by Baek [40] as well as He and Richard [50] in estimating
three models: log linear, log quadratic and log cubic:

E = F(Y, Z) (1)

E = F
(
Y, Y2, Z

)
(2)

E = F
(
Y, Y2, Y3, Z

)
, (3)
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where E is the CO2 emissions from agricultural activities, Y is the agricultural GDP and Z is another
explanatory variable that influences environmental degradation in agricultural production. The main
objective of the study was establishing a relationship between agricultural income and agricultural
CO2 emissions. The estimated models in logarithmic form are as follows:

ln(E)t = β0 + β1 ln Yt + β4 ln ACCt + β5 ln AECt + εt (4)

ln(E)t = β0 + β1 ln Yt + β2(ln Yt)
2 + β4 ln ACCt + β5 ln AECt + εt (5)

ln(E)t = β0 + β1 ln Yt + β2(ln Yt)
2 + β3(ln Yt)

3 + β4 ln ACCt + β5 ln AECt + εt (6)

where t is the time period, E is the CO2 emissions from agricultural activities, Y is the real agricultural
income, ACC is the agricultural coal energy consumption, AEC is the agricultural electricity consumption
and εt is the standard error term. The elasticity of CO2 with respect to agricultural income in the
typical inverse U-shaped EKC form should be positive (β1 > 0), whilst the agricultural income
elasticity of its square would be negative (β2 < 0). The agricultural income elasticity of its cubic
would be positive (β3 > 0) for the N-shape EKC hypothesis to be true. Agricultural coal and electricity
energy consumption elasticities would be expected to be positive (β4β5), meaning that higher coal and
electricity consumption will result in higher CO2 emissions in the agricultural sector.

The study utilised the autoregressive distributive lag (ARDL) bounds test as well as the error
correction model (ECM) for estimating the long-run adjustment process toward equilibrium [51,52].
This method is advantageous in that regressions can be carried out regardless of integration of I (1) or
I (0), with most macroeconomic variables being either of these two orders. Another advantage is that
serial correlation and endogeneity problems are removed when simultaneously taking appropriate
long-run and short-run lags.

The relationships among agricultural CO2, agricultural income, agricultural coal consumption
and agricultural electricity consumption in Equations (4)–(6) follow a time path before long-run nexus
is achieved. Thus, Equations (4)–(6) would be written as an unrestricted error correction specification:

Δ ln CO2t = α0 +
∑p

i=1 αiΔ ln CO2t−i +
∑p

i=1 ϕiΔ ln yt−i +
∑p

i=1 δiΔ ln ACCt−i+∑p
i=1 ωiΔ ln AECt−i + λ1 ln CO2t−1 + λ2 ln yt−1 + λ4 ln ACCt−1 + λ5 ln AECt−1 + εt

(7)

Δ ln CO2t = α0 +
∑p

i=1 αiΔ ln CO2t−i +
∑p

i=1 ϕiΔ ln yt−i +
∑p

i=1 γiΔ(ln yt−i)
2+∑p

i=1 δiΔ ln ACCt−i +
∑p

i=1 ωiΔ ln AECt−i + λ1 ln CO2t−1 + λ2 ln yt−1 + λ3(ln yt−1)
2+

λ4 ln ACCt−1 + λ5 ln AECt−1 + εt

(8)

Δ ln CO2t = α0 +
∑p

i=1 αiΔ ln CO2t−i +
∑p

i=1 ϕiΔ ln yt−i +
∑p

i=1 γiΔ(ln yt−i)
2+∑p

i=1 δiΔ ln ACCt−i +
∑p

i=1 ωiΔ ln AECt−i +
∑p

i=1 ∅iΔ(ln yt−i)
3 + λ1 ln CO2t−1+

λ2 ln yt−1 + λ3(ln yt−1)
2 + λ4 ln ACCt−1 + λ5 ln AECt−1 + λ6(ln yt−1)

3 + εt

(9)

where εt are the new serially independent errors. The estimation procedure initially tests whether
there is evidence of a cointegration relationship through the ARDL bounds test. The null hypothesis of
no cointegration (H0 : λ1 = λ2 = λ3 = λ4 = λ5 = λ6 = 0) is tested against the alternative hypothesis
(H1 : λ1 � λ2 � λ3 � λ4 � λ5 � λ6 � 0). If the F-statistics from the ordinary least squares go beyond
the upper bound of the critical values provided in Pesaran et al. [51] and Pesaran and Shin [53], then
the null hypothesis is rejected, exhibiting a cointegrating relationship among the variables. If the
F-statistics are below the lower bound, we fail to reject the null hypothesis. When the F-statistics lie
between the upper and lower critical values, the test results will be inconclusive. The next stage will be
to estimate long-run coefficients of the cointegrating relation and make inferences.
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The final stage will involve estimating an error correction model, taking the form of
Equations (10)–(12) but including the long-run terms in the error correction variable lagged one period:

Δ ln CO2t = α0 +
∑p

i=1 αiΔ ln CO2t−i +
∑p

i=1 ϕiΔ ln yt−i +
∑p

i=1 δiΔ ln ACCt−i+∑p
i=1 ωiΔ ln AECt−i + λectt−1 + εt

(10)

Δ ln CO2t = α0 +
∑p

i=1 αiΔ ln CO2t−i +
∑p

i=1 ϕiΔ ln yt−i +
∑p

i=1 γiΔ(ln yt−i)
2+∑p

i=1 δiΔ ln ACCt−i +
∑p

i=1 ωiΔ ln AECt−i + λectt−1 + εt
(11)

Δ ln CO2t = α0 +
∑p

i=1 αiΔ ln CO2t−i +
∑p

i=1 ϕiΔ ln yt−i +
∑p

i=1 γiΔ(ln yt−i)
2+∑p

i=1 δiΔ ln ACCt−i +
∑p

i=1 ωiΔ ln AECt−i +
∑p

i=1 ∅iΔ(ln yt−i)
3 + λectt−1 + εt

(12)

where ectt−1 is the error correction term represented by the OLS residual series from the long-run
cointegration relationship, and theλ coefficient indicates the speed of adjustments towards this long-run
equilibrium. Diagnostic tests such as the Breusch-Godfrey serial correlation LM test, the Jarque-Bera Test
and the Breusch-Pagan-Godfrey Test were used to test for collinearity, normality and heteroscedasticity,
respectively. Cumulative sum (CUSUM) and cumulative sum of squares (CUSUMSQ) were used to
test the long- and short-run stability of the model.

3. Results and Discussion

3.1. Descriptive Results

Table 3 shows that the average agricultural CO2 emissions for the 22-year period was 17,935.49
gigagrams, with a maximum of 19,093.30 gigagrams and a minimum of 15,993.25 gigagrams. The value
of agricultural production has averaged R 69.17 billion, whilst coal and electricity consumption within
the sector had means of 3480.81 kilojoules and 20,190.75 kilojoules, respectively. The results indicate a
strong positive correlation between agricultural CO2 emissions and the value of agriculture, as well as
electric energy use.

Table 3. Descriptive statistics.

CO2 Emissions
(Gigagrams)

Gross Value of
Agriculture
(R Million)

Coal Energy
(Kilojoules)

Electricity Energy
(Kilojoules)

Mean 17,935.49 69,168.65 3840.809 20,190.75
Median 18,093.30 52,185.60 2605.800 20,718.00

Maximum 19,646.07 16,8591.1 13,467.60 30,357.20
Minimum 15,993.25 20,198.00 361.0000 11,188.80
Std Dev. 899.9911 44,950.37 3294.036 3915.104

Skewness −0.246352 0.790601 1.260109 0.133680
Kurtosis 2.446791 2.393959 4.221092 4.191326

Correlation
CO2 emissions 1.000
Gross value of

agriculture 0.525 1.000

Coal energy 0.264 0.142 1.000
Electricity energy 0.747 0.095 −0.030 1.000

3.2. Empirical Results

Testing unit roots’ properties is necessary when applying any standard cointegration in examining
the long-run relationship between variables. The augmented Dickey-Fuller (ADF) test created by Said
and Dickey [54] was used to test for unit roots. The series used in the analysis had a unit root problem.
Table 4 shows that the series are integrated at different orders because AEC is of I (0), whilst the rest
are I (1). The ARDL bounds test was therefore necessary for establishing the long-run relationship.
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Table 4. Augmented Dickey-Fuller unit root test.

ADF Statistics
I (0)

ADF Statistics
I (1)

ln CO2t −2.48 −5.44 ***
ln Yt −2.33 −5.27 ***

(ln Yt)
2 0.81 −5.24 ***

(ln Yt)
3 1.68 −4.87 ***

ln ACCt −1.61 −4.66 ***
ln AECt −3.78 **

Critical values 1% −3.809
5% −3.021
10% −2.650

Max lag = 2; Schwarz info. criterion; Sig at ** 5%, *** 1%.

Selecting an appropriate lag length is necessary for applying the ARDL bounds testing approach
to cointegration. Table 5 shows the lag selection criteria used in the study. The selection criteria was
based on the Akaike information criterion (AIC) and Schwarz information criterion (SIC) statistics.
The AIC is superior for small sample datasets [33]. An appropriate lag length can be used to capture
dynamic linkages between series [55]. The maximum lag selections for the dependent and regressor
values was 1.

Table 5. Lag selection criterion.

AIC SC

Lag 0 1 2 0 1 2

ln CO2t −3.03 −3.12 * −3.04 −2.98 −3.02 * −2.89
ln Yt 1.92 −1.98 * −1.9 1.97 −1.89 * −1.75

(ln Yt)
2 6.29 2.48 * 2.56 6.34 2.58 * 2.70

(ln Yt)
3 10.12 6.41 * 6.48 10.17 6.51 * 6.63

ln ACCt 2.89 2.38 * 2.46 2.94 2.48 * 2.61
ln AECt −0.22 * −0.22 −0.22 −0.22 * −0.12 −0.07

Sig at * 5%.

Table 6 shows the results of the ARDL bounds test approach and short-run results. The results
show that, for the linear, squared and cubic models, the F-statistic was greater than the critical value of
the upper bound I (1), and thus there is cointegration and a long-run relationship in each of the models.
In the linear model, the previous period’s CO2 emissions levels, agricultural income, agricultural coal
consumption and agricultural electricity consumption contribute to the CO2 emissions levels in the
next period. The table shows that a 1% increase in the previous period’s CO2 emissions causes a 0.28%
increase in the next period’s CO2 emissions. A 1% increase in the agricultural income, coal consumption
and electricity consumption within the sector induces a 0.023%, 0.022% and 0.18% increase in CO2

emissions, respectively.
For the squared agricultural income model, however, the linear agricultural income had a negative

coefficient, whilst the squared agricultural income had a positive coefficient. In the squared agricultural
income model, a 1% increase in agricultural income and the square of agricultural income induced a
0.35% reduction and 0.044% increase in CO2, respectively. This is mainly based on the characteristics
within the sector, which is livestock-based, accounting for 46–51% of agricultural GDP [28]. Livestock
has a large carbon footprint. Increasing income within the agricultural sector means increasing livestock
production and productivity. This therefore results in increases of CO2 from manure on pastures,
for instance, which is the largest CO2 emitter within the sector.
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Table 6. Bounds test and short-run relationship.

Variable

ln CO2t (-1) 0.28 (2.91) ** –0.25 (–1.31) –0.26 (–1.24)
ln Yt 0.023 (2.97) *** –0.35 (–3.18) *** –0.20 (–0.12)

(ln Yt)
2 0.044 (3.46) *** 0.0079 (0.019)

(ln Yt)
3 0.0028 (0.090)

ln ACCt 0.022 (3.72) *** 0.014 (3.26) *** 0.013 (2.06) *
ln ACCt (-1) –0.011 (–1.67)

ln AECt 0.18 (8.28) *** 0.16 (9.03) *** 0.16 (8.61) ***
ln AECt (-1) 0.087 (2.22) ** 0.088 (2.14) *

C 5.20 (5.95) *** 5.01 (2.13) *1

R-squared 0.887683 0.930861 0.930900
Adjusted
R-squared 0.852584 0.903205 0.896351

F-statistic 25.29077 *** 33.65891 *** 26.94370 ***
Durbin-Watson

statistic 2.434274 2.214419 2.210267

F-bounds
test

F-statistic 28.11 11.69 9.09
I (0) I (1) I (0) I (1) I (0) I (1)

10% 2.72 3.77 2.45 3.52 2.26 3.35
5% 3.23 4.35 2.86 4.01 2.62 3.79

2.5% 3.69 4.89 3.25 4.49 2.96 4.18
1% 4.29 5.61 3.74 5.06 3.41 4.68

Sig. at * 10%, ** 5%, *** 1%; t-values in parentheses.

After examining the cointegration of the variables, the next stage was disclosing the impact
of agricultural income, agricultural coal energy consumption and agricultural electricity energy
consumption on agricultural CO2 emissions in the long run. The EKC hypothesis was not validated
in the long run. The squared model showed that the linear agricultural income was negative, whilst
the quadratic coefficients was positive, which is contrary to the inverted U-shaped EKC hypothesis.
The cubic model also shows the linear agricultural income coefficient being negative, whilst both
the quadratic and cubic coefficients were positive, which is also contrary to the inverted N-shaped
EKC postulations. It is therefore deduced that the EKC hypothesis is not exhibited within the South
African agricultural sector based on agricultural CO2 emissions. The results fall short of Shahbaz,
Aviral, and Nasir [56] and Shahbaz et al. [33], who reported a validation of the EKC in South Africa.
The differences can be explained by the scale of their studies, which were focussing on the overall
economy and not sector-based. Furthermore, their studies utilised a longer time series (1965–2008),
which was able to capture economic transformations over a period of time. However, Inglesi-Lotz
and Bohlmann [34] also utilised a long time series (1960–2010), the same as Nasr, Gupta, and Sato [57]
(1911–2010), and could not validate the EKC in South Africa. It was highlighted that the economy was
still transforming through the early stages of the inverted U-shape EKC. Table 7 shows that in the
linear model, agricultural income, coal energy consumption and electricity energy consumption had a
significant, positive impact on agricultural CO2 emissions. In the squared model, agricultural income
had a significant, negative impact on agricultural CO2 emissions, whilst the squared agricultural
income, agricultural coal energy consumption and agricultural electricity energy consumption had a
significant, positive influence on the agricultural CO2 emissions. For the cubic model, agricultural
income had no influence on the agricultural CO2 emissions (whether linear, squared or cubic), whilst
agricultural coal energy consumption and agricultural electricity energy consumption had a significant,
positive influence on the agricultural CO2 emissions.
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Table 7. Error correction model and long-run relationship.

Variable

ln Yt 0.032 (3.06) *** –0.28 (–3.58) *** –0.12 (–0.11)
(ln Yt)

2 0.035 (3.95) *** 0.0063 (0.019)
(ln Yt)

3 0.0022 (0.090)
ln ACCt 0.015 (2.00) * 0.011 (3.12) *** 0.011 (1.9) *
ln AECt 0.25 (5.97) *** 0.20 (10.06) *** 0.20 (9.70) ***

CointEq (-1) –0.719 *** –1.247 *** –1.253 ***

Sig. at * 10%, ** 5%, *** 1%; t-values in parentheses.

Table 7 shows that a 1% increase in the agricultural income induces a 0.03% increase and 0.28%
decrease in the agricultural CO2 emissions in the linear and quadratic models, respectively. Increasing
the squared agricultural income will induce a 0.035% increase in the CO2 emissions. This shows that
expanding the sector is not having a significant effect in terms of CO2 emissions reduction. Thus, food
security and poverty reduction (by way of agricultural income growth) are increasing CO2 emissions.
There is thus a trade-off between achieving agricultural income growth (SDG 1 and 2) and reducing
CO2 emissions (SDG 13). In all three models it was shown that a 1% increase in the coal energy
consumption in agriculture will induce a 0.011-0.015% increase in agricultural CO2 emissions, whilst a
1% increase in agricultural electricity consumption will result in a 0.20-0.25% increase in agricultural
CO2 emissions. This shows that, going into the future, electricity consumption will account for a large
portion of the emissions from the agricultural sector. The findings were, however, different in Shahbaz
et al. [33], who found that coal consumption was the major source of CO2 emissions within the South
African economy. This was mainly based on the scale of the study: they concentrated on the whole
economy and not a specific sector. Even though South Africa is the sixth-largest consumer of coal,
its use appears to be primarily in the energy and manufacturing sectors, and not necessarily in the
agricultural sector [9]. The Error Correction Term (ECT) has a negative and significant sign at the 1%
level, indicating a long-run association between the variables. The ECT from the linear model shows
that the change in CO2 emissions from the short run towards the long run is estimated at 71.9% every
year in the linear model, whilst it is 124.7% and 125.3% for the squared and cubic models.

A pairwise Granger causality test was also performed to analyse the direction of causal relationship
with regards to CO2 emissions. The causality test was necessary for establishing whether agricultural
growth causes environmental degradation, or whether the emissions from agricultural activities
were responsible for the sector’s growth. The pairwise Granger causality test in Table 8 shows that
agricultural income, as well as its squared and cubic terms, tend to Granger cause CO2 emissions
within the sector in the long run at the 1% level. Even though this was at the overall GDP level, this
finding is consistent with Shahbaz et al. [33] in South Africa. However, coal and electric energy do not
Granger cause CO2 emissions.

Table 8. Pairwise Granger causality test.

F-Statistic Prob.

ln Yt does not Granger cause ln CO2t 3.15122 0.0702
(ln Yt)

2 does not Granger cause ln CO2t 3.07631 0.0741
(ln Yt)

3 does not Granger cause ln CO2t 3.11833 0.0718
ln ACCt does not Granger cause ln CO2t 0.57636 0.5732
ln AECt does not Granger cause ln CO2t 0.86314 0.4406

3.3. Diagnostic Tests

A sensitivity analysis indicates that the models pass all diagnostic tests. Table 9 shows the
collinearity, heteroskedasticity and normality diagnostic tests. The collinearity test in all three instances
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shows an insignificant value, indicating no collinearity. There was also no heteroskedasticity, and
normal distribution for the residual within the models. The models were thus robust.

Table 9. Residual diagnostic tests.

F-Stat Prob. F-Stat Prob. F-Stat Prob.

Breusch-Godfrey serial
correlation LM test 2.208748 0.1467 0.711048 0.5093 0.948005 0.4147

Breusch-Pagan-Godfrey
heteroskedasticity test 2.058414 0.1245 2.125251 0.1107 1.733281 0.1804

Jarque-Bera normality test 2.962189 0.227389 0.9898624 0.609685 0.987404 0.610363

The long-run parameter stability was tested by applying the CUSUM and CUSUM of square test.
Figures 5–7 show the CUSUM and CUSUM of square stability tests for the models. All the models lie
within the critical bounds, and therefore confirm the stability of long-run estimates.

Figure 5. CUSUM and CUSUM of squares test for the linear model.

Figure 6. CUSUM and CUSUM of squares test for the squared model.
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Figure 7. CUSUM and CUSUM of squares test for the cubic model.

4. Conclusions and Recommendations

The study sought to investigate the trade-offs between SDGs 1 (poverty reduction), 2 (food security)
and 13 (climate change action) through analysing the validation of environmental Kuznets curves
(EKC), which examine the nexus between income and environmental degradation. The study focused
on the agricultural sector in South Africa for the period 1990 to 2012, and the income that was
utilised in the study was real agricultural income (2004 constant levels), whilst the indicator used for
environmental degradation was agricultural CO2 emissions. The agricultural CO2 variables used in the
study include agricultural income, agricultural income squared, agricultural income cubic, agricultural
coal consumption and agricultural electricity consumption. The bounds testing approach was used for
examining the long-run relationship between the variables. The study finds cointegration between
the series in the three models (linear, squared and cubic). Furthermore, agricultural coal energy and
electricity energy consumption tend to increase agricultural CO2 emissions in South Africa. The EKC
hypothesis is not validated in the South African agricultural sector as there is a U-shaped EKC in
the squared model, whilst no relationship was exhibited in the cubic model. Thus, as agricultural
income increases, so do CO2 emissions in the South African agricultural sector. This implies that for
South Africa to reduce its CO2 emissions and achieve SDG 13, the country has to sacrifice agricultural
growth. This is not feasible as agriculture is required for food security and hunger reduction (SDG
2), as well as poverty reduction (SDG1). This further shows that the sector is less likely to be used
to overcome environmental degradation, especially given the country’s 2 ◦C nationally determined
contributions (NDCs). This is also exacerbated by the focus of EKC, which disregards consumption
evolution and focusses on production activity [35]. Thus, promoting sectoral growth, as implied by
the EKC hypothesis, will not result in simultaneous attainment of both sectoral and environmental
goals. In this instance, a pro-environmental policy would be ideal for reducing the emissions from the
country’s agricultural sector, as opposed to a pro-sector-growth one.

The study recommends that policies aimed at improving energy efficiency be promoted in
order to decrease agricultural CO2 emissions without adversely affecting the agricultural sector’s
productive capacity. To ensure the positive impact of agricultural coal energy and electricity energy on
agricultural CO2 emissions, there needs to be a policy of searching for and using renewable energy
(wind, solar, biodiesel fuel) within the South African agricultural sector. There is large potential for
bioenergy and hydroelectricity use in the South African agricultural sector, but it will require buy-in
and investment [58]. Policy makers could also increase taxes on fossil fuel use within the agricultural
sector, whilst subsidising renewable energies. Furthermore, instead of focusing entirely on policy
intervention, the country could also invest more in R&D for more efficient technology to be used in
the sector. This could aid in reducing CO2 emissions. Ultimately, the study recommends that policy
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within the sector should not be linear, focussing on cause-effect, as suggested by the EKC hypothesis.
There is a need for simultaneous growth and protection of the environment [39].
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Abstract: The regions of the world where average precipitation is between one fifth and half of
the potential plant water demand are termed ‘semi-arid’. They make up 15.2% of the global land
surface, and the approximately 1.1 billion people who live there are among the world’s poorest. The
inter-annual variability of rainfall in semi-arid regions is exceptionally high, due to intrinsic features
of the global atmospheric circulation. The observed and projected climate trends for most semi-arid
regions indicate warming at rates above the global mean rate over land, increasing evaporative
demand, and reduced and more variable rainfall. Historically, the ecosystems and people coped with
the challenges of semi-arid climates using a range of strategies that are now less viable. Semi-arid
ecosystems are by definition water limited, generally only suitable for extensive pastoralism and
opportunistic cropping, unless irrigation supplementation is available. The characteristics of dryland
plant production in semi-arid ecosystems, as they interact with climate change and human systems,
provide a conceptual framework for why land degradation is so conspicuous in semi-arid regions.
The coupled social-ecological failures are contagious, both within the landscape and at regional and
global scales. Thus, semi-arid lands are a likely flashpoint for Earth system changes in the 21st century.

Keywords: vulnerability; contagion; climate change; land degradation

1. Introduction: Regions with Semi-Arid Climates as a Distinct Global Entity

The Food and Agriculture Organisation Agro-Ecological Zone concept defines those parts of
the world where the annual precipitation (P) sums to between one fifth and one half of the potential
evapotranspiration (Ep) as ‘semi-arid’ (i.e., 0.2 < P/Ep ≤ 0.5) [1]. This translates, on average, to between
60 and 180 days of plant growth opportunity. At the lower end this is just enough for some fast-growing
annual crops. At the upper end it provides a reasonably reliable annual crop yield in most years.

This paper focuses on the ‘hot semi-arid regions’ (Mean Annual Temperature > 18 ◦C, which
serves as a separator between the neotropical drylands and the temperate to sub-arctic drylands).
These areas, corresponding to the Köppen class BSh, are clustered around the tropics of Cancer and
Capricorn, where the descending limbs of the Hadley cells, to the north and south of the equator, result
in extensive dry areas on all continents. In addition, there are cold semi-arid areas at higher latitudes
(Köppen class BSk). These face a somewhat different set of climatic and social futures and are thus not
substantially treated here (Figure 1).
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Figure 1. The distribution of semi-arid areas in relationship to the major features of the global
atmospheric circulation. The schematic to the right shows in the southern hemisphere a stylised cross
section of the globe and the tropospheric cells. The northern hemisphere has a representation of the
three-dimensional nature of the circulation, with the surface winds in white and the upper-atmosphere
winds in black. The hot semi-arid areas have a mean annual temperature (MAT) above 18 ◦C and are
the main focus of this paper. Cool semi-arid areas share some of their water-limited characteristics, but
in addition have a strong control of primary production by low temperatures in winter.

The hot semi-arid regions have characteristic unifying climatic, ecological and social-system
features that mark them out as a coherent global category with respect to the challenges of the
Anthropocene, including but not restricted to climate change. The key climate characteristics are
high solar radiation and thus high mean daytime air temperatures, due to the low cloud cover and
subtropical location [2]; overall low atmospheric humidity and rainfall, because of the predominance of
high-pressure systems (descending air masses) [3]; prominent within-year rainfall seasonality, due to
the north-south migration of the intertropical convergence zone, typically consisting of a hot ‘summer’
wet season and a warm ‘winter’ dry season (though winter-wet variants also occur, as do ‘monsoonal’
systems with two wet seasons a year, one at each equinox) [4]; and high inter-annual variability of
rainfall, often linked to variable modes of the global climate system, such as the ENSO phenomenon [5].
The coefficient of variation of inter-annual rainfall is often 30% or higher—a threshold which ecologists
have used to differentiate ‘equilibrium systems’ from ‘non-equilibrium systems’ [6,7].

The ecological landscape in semi-arid regions is often notably spatially patchy [8]. This patchiness
has many sources, operating at a variety of scales. Precipitation in semi-arid lands occurs mostly as
discrete convective storms, which have a characteristic spatial footprint of several kilometres [9]. A
second major source of spatial variation is geomorphology (the landform and soil). The prominence
of geomorphology in semi-arid lands is ultimately due to the absence of glaciation and intermediate
pace of pedogenesis during the Pleistocene. Wetter warm landscapes (i.e., the moist tropics) tend to be
flatter and dominated by homogeneously highly weathered, nutrient-deleted soils, because weathering
and pedogenesis has run its course. Drier, hotter landscapes (i.e., arid lands and hyperarid deserts)
show little soil development and differentiation. In between, semi-arid landscapes typically have a
distinct drainage pattern, with soils arranged in a topographical sequence from ridge crest to valley
floor, at a scale of a few kilometres (the original reference to the ‘catena concept’ is [10]; there has been
much work subsequently). There are several soil-animal-vegetation feedback processes which act to
reinforce this basic ‘climate by geomorphology’ spatial template [11]. The interaction between the
temporal variability of the climate with the spatial variability of the landscape, is a central feature of
the natural and human ecology of semi-arid regions [12].

The warm semi-arid regions of the world are home to about 1.1 billion people, many of whom
are rural dwellers. With some notable exceptions (e.g., Australia and the southern United States of
America), the median household income for semi-arid areas is lower than that of sub-humid areas [13].
Since crop agriculture without irrigation is a risky enterprise in semi-arid lands, the main agricultural
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land use is pastoralism, involving cattle, sheep, goats, and camels. Opportunistic dryland cropping is
widespread, especially towards the wetter end of the spectrum and where there are institutions that
allow land uses to persist despite seasonal crop failures. A consequence of the mismatch between the
high natural temporal variability and the often slower pace of adaptive response by human systems
has been episodes of extensive land degradation, resulting from the over-optimistic expansion of crops
or herds during period of rainfall abundance, followed by their collapse in times of multi-year drought.
Well-known examples, among many, include the dustbowl of the southern USA, the loess plateau of
China, the mallee lands of south-east Australia, and the little Karoo in South Africa [14–17].

A frequently reported feature of semi-arid lands is economic and political marginalisation. The
economic yield per unit area of land is low, thus the population density is low. Semi-arid lands
are frequently distant from the main population centres where policy is made. While the people of
semi-arid lands often have a strong identity and sense of place, their influence on larger-scale political
processes is usually weak [18–20].

2. The Climatic Determinants of Semi-Aridity and How They are Changing

The Hadley cells are atmospheric circulation structures on either side of the equator (strictly
speaking, the energy equator, the line where extra-terrestrial solar input is maximum, rather than the
line of 0◦ latitude; the energy equator moves north and south with the seasons). When moist equatorial
air is warmed and rises, the atmospheric profile becomes unstable, producing clouds and the rainfall
that supports the equatorial forests. The now-drier air moves poleward at the tropopause, under the
influence of the equator-pole temperature gradient. Several thousands of kilometres further north or
south it descends, forming a broad band of discrete high-pressure cells that are relatively dry. Because
of the low cloud cover fraction and location are relatively near to the tropics, these lands tend to be hot.
The air mass then circulates back towards the equator, closer to the land surface, gathering moisture as
it goes. The entire paired structure of the northern and southern Hadley circulation moves northward
in the boreal summer and southward in the austral summer, in response to the apparent movement of
the latitudinal position of the sun, but with a delay and an attenuated amplitude. The band where
which the northern and southern Hadley cells abut is called the inter-tropical convergence zone (ITCZ)
and is associated with torrential rains. The ITCZ is a seasonally and geographically meandering line,
bending poleward over land and equatorward over oceans, not perfectly symmetrical between the
northern and southern hemispheres, and behaving slightly differently from year to year, depending on
global and regional patterns of oceanic temperature. The position of the ITCZ is a key determinant of
rainfall in the semi-arid regions, since they lie between its poleward limit and the poleward limit of its
antithesis—the divergence zone between the Hadley and Ferrell cells, which are the next generalised
circulation structure toward the poles. The dynamics of the Hadley cells explain both the strong
seasonality and the high inter-annual variability in semi-arid regions [21,22].

The Hadley circulation is a prominent and consistent feature of the global climate system but is
not invariant. In simplified mathematical models of the global circulation it emerges in response to
the establishment of an equator-pole temperature gradient, and its breadth and strength is influenced
by that gradient [23]. In the more complex, three-dimensional simulations of 21st century climates,
precipitation generally increases globally in response to rising greenhouse gas concentrations and
thus rising global mean air temperature, but in general the rain falling in semi-arid areas, i.e., those
seasonally covered by the descending limbs of the Hadley cells, decreases [24,25]. At the same time in
these zones, air temperature rises, wind-fields strengthen, humidity decreases and net solar radiation
at the Earth surface may increase—all of which cause the potential evaporation to increase. Thus,
water balance indicators in semi-arid lands, such as soil moisture duration and the P/Ep ratio decrease
in future, with high consistency across many model platforms and scenarios. All models agree that the
variability structure of individual rainfall events also changes, most indicating fewer rainfall events,
but a relatively greater fraction of rain falling in the form of intense events. Most models also project
the inter-annual variability of rainfall in semi-arid lands to increase, as a result of re-organisations in the
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coupled ocean-atmosphere circulation, leading to greater persistence of modes associated with either
extended droughts or high-rainfall periods, but there is substantial disagreement between models
regarding the details [26].

This review is less focussed on the idea that the semi-arid lands are expanding (‘desert
encroachment’) than on the intensification of biophysical and social processes within the historical
footprint of the hot semi-arid regions which increase the risk of social-ecological systems failure.

3. Plant Production Dynamics in Semi-Arid Ecosystems

In warm semi-arid lands, where Ep is consistently high, the relationship between net plant
production (NPP) and growing season rainfall is very nearly linear and has a similar slope in all
parts of the world, as is theoretically expected given the prominence of water limitation in this
environment [27–29]. Since human welfare in semi-arid regions ultimately depends to a large degree
on plant production, the directness of the climate-production relationship means high confidence in
projecting future outcomes—but the apparent simplicity of the annual-scale predictive model given by
(NPP = a*(P/Ep) + b) belies some underlying subtleties.

A useful way of thinking about the relation is that the slope (a) is a measure of plant water use
efficiency (Many researchers define ‘rain use efficiency’ as RUE =NPP/P. This is problematic, given
that the linear relation seldom passes exactly through the origin (i.e., b � 0). As a result, RUE thus
defined apparently changes as function of P. This is just a mathematical truism, with no inherent
ecological insight) while the intercept (b) is a measure of the landscape water partitioning, either
moisture carried over between years, or lost to the landscape unproductively as runoff or evaporation
from the soil surface. To see this, express the intercept in terms of the x-axis rather than the y-axis
intercept, NPP = a*(P/Ep − c), where c is −a/b. Water use efficiency at the plant scale is sensitive to
plant functional type—for instance, C4 grasses have a higher value than C3 trees—but also to nutrient
supply. If nutrients are sufficient, the plants can grow at their maximum rate; if not, the rate is reduced.
The intercept parameter is sensitive to soil water holding capacity; it is higher on deep, sandy soils and
lower on shallow or clayey soils [30].

The pragmatic version of the above relationship (Given that across many semi-arid regions Ep

is quite consistently around 1500 mm·y−1, and in semi-arid rangelands AGNPP is about half of NPP,
approximate conversions can be made between the various forms of the basic linear relationship
between production and water availability. Furthermore, gross primary production (GPP) is about
twice NPP, and since GPP= ε*

∑
(FAPAR*PAR), a logical bridge can be built to satellite-derived estimates

of plant productivity based on seasonally accumulated greenness indices, such as FAPAR or NDVI)
uses aboveground NPP (AGNPP) and mean annual precipitation (MAP) as proxies (i.e., AGNPP =
a*MAP + b). For semi-arid grassland regions around the world, the relationship is essentially identical
when determined over a number of sites, each measured for several years, and spanning a MAP
gradient. These ‘regional’ relations have a value of the slope constant ‘a’ if around 0.65 g·m−2 mm−1

and the intercept ‘b’ around −50 g·m−2. The regional relations explain a high fraction of observed
variance (typically R2 > 0.8). However, when production is measured at a single site over many years,
and annual production in each year is related to the rainfall for the year at that site, the correlation
is much weaker and the parameters differ systematically from those derived for the across-site case:
the slopes (a) are lower and the incept (b) is higher [29]. Thus, the regional mean relation cannot be
reliably applied to individual sites. The divergence between the local (temporal) and regional (spatial)
relationship is relevant to the issue of semi-arid landscape vulnerability and has been explained as
follows. Over a long period of time (decades or centuries), the nutrient stock at each location comes into
equilibrium with the NPP which can be supported by the long-term water balance at that site. Thus,
the regional relation has a tight linear fit, quite invariant across very different regions. In any given
year at a given site, however, the nutrient supply is either less than needed (in a high rainfall year) or
more than needed (a low rainfall year), thus the slope flattens. There are also carry-over effects at a site
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between years, which have the consequence of raising the intercept. These dynamics mean that it is
possible for the site equilibrium to lag behind climate trends, presenting as land degradation [29,31].

The contemporary practice is to define land degradation as a persistent decrease in the ecosystem
services (‘the benefits that humans derive from nature’) delivered by the land, where persistence
means a timescale considerably longer than either the natural variation or the coping capacity of
human institutions [32,33]. Many ecosystem services depend directly or indirectly on plant production,
biomass, and cover—including, to a substantial degree, those benefits based on biodiversity. Therefore,
degradation requires either that the expected value of P/Ep decreases (a robust prediction for warm
semi-arid lands in the 21st century), or that the parameters a or b change in a persistent way. If a is a
measure of vegetation functional type composition and/or nutrient availability as suggested above,
degradation can result either from a composition shift to less water-efficient types, or a reduction of
soil nutrient supplying capacity. The intercept (b) can be reduced by soil loss, soil surface sealing, or a
change in the proportion of water evaporating from the soil rather than transpiring from plants. All
these mechanisms of persistent parameter change are increasingly likely to occur when the rainfall,
over a multi-year period, is below expectation, and is more intense when it occurs. The relationship
between drought, land use, and land degradation is complex, but all authorities agree that such a
linkage exists and is important [34,35]. This means that increases in inter-annual rainfall variability
and decreases in P/Ep, widely predicted outcomes in semi-arid lands in this century, are likely also to
result in further degradation, particularly if the human system fails to adapt to low rainfall periods
rapidly and appropriately.

4. Plant and Animal and Coping Strategies and Their Limits

The plants and animals in semi-arid lands have evolved under conditions of water scarcity,
and therefore have adapted to them. Semi-arid systems are helpfully thought of as being pulsed
by water availability—there are more-or-less discrete periods of water availability, of variable
duration, interspersed with periods of non-availability, during which physiological activity is greatly
constrained [36]. Some of this temporal variability is predictable, such as between rainy and dry
seasons within the year. Some is less predictable, such as the variation between years, or the occurrence
of dry spells within the supposed wet season. A wide range of life history strategies have evolved in
semi-arid lands to cope with this variation in water availability. Some plants (annual ephemerals) avoid
drought by having desiccation-resistant seeds, and germinating, growing and reproducing rapidly in
response to wetting events. Others have a perennial strategy but die back or shed leaves in the dry
season to restrict water loss. Some store water in stems and bulbs. Some tolerate extreme desiccation,
or eke out the water supply that they have, or tap into groundwater (for a recent review, see [37]). Some
keep the leaf water potential from falling by closing their stomata (isohydric) while others prioritise
production and keep their stomata open while allowing leaf water potential to fall (anisohydric) [38].
All these strategies are demonstrably viable, but each only within the historically experienced range of
the multi-dimensional temporal water availability regime. A change in the regime, or a change in other
evolutionary pressures (such as fire or herbivory) leads to a change in the functional type composition,
and in the medium term often to a loss in biodiversity. Conversely, the maintenance of functional
diversity confers some insurance against water supply variability [39,40]. Woody-plant mortality has
been observed following atypical drought in dry forests, and regeneration may be impeded [41].

Animals in semi-arid landscapes also exhibit a range of physiological and behavioural mechanisms
to cope with the scarcity, variability, and unreliability of water supply. Particularly important is the
capacity to relocate to places where water is available. The restriction of this capability by fragmentation
of the habitat or otherwise impeding animal movement is a key contributor to a reduction in arid land
resilience [42,43]. Protracted periods of extremely high temperatures are a serious threat to both the
survival and productivity of warm-blooded animals, including humans and their livestock, in hot
semi-arid areas [44].
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5. The Failure of Coupled Socio-Ecological Systems in Semiarid Regions

The IPBES Land Degradation and Restoration Assessment demonstrated that examples of
land degradation and attendant human wellbeing loss can be found in every terrestrial system,
worldwide—but that some ecosystems, notably including the semi-arid landscapes, are more vulnerable
than others [33].

Partly this can be explained in biophysical terms, as the presence in semi-arid ecosystems of several
processes where the state of the system can easily stray across a degradation threshold, beyond which
recovery is slow. It can also be partly explained in terms of the poverty and political marginalisation of
many social systems in arid lands. However, a full understanding of the vulnerability of semiarid lands
also needs to consider the interaction between the social and ecological systems. It can be argued that
when human and ecological systems have coexisted for many generations without significant external
intervention, they should have come into a sustainable equilibrium, and there are cases which support
that contention [45]. However, there have been major changes in semi-arid land use worldwide over
the past two centuries, which mean that contemporary social-ecological systems may not yet be fully
co-adapted, even if they once were. Furthermore, few arid lands are now governed entirely by their
internal dynamics. Global climate change is only one intrusive external factor—others include global
trade, the demand for mineral resources, and the upscaling and centralisation of governance.

Three technologies have had substantial impact in semiarid lands. The first was the development of
fencing, enabling the restriction of animal movement and the privatisation of the commons. The second
was the ability to tap groundwater using boreholes and pumps. The third was the introduction of highly
bred domesticated herbivores, usually non-native, and the consequent displacement of indigenous
herbivores. All three, along with the political desire to settle and control nomadic pastoralists, have
contributed to the reduction of the spatial adaptability of semi-arid lands, and thus a loss of resilience.
The increase in rigidity has a temporal element as well. Infrastructural investment, loans, drought
assistance, and private property ownership rules can all act to allow a land use to persist at an intensity
mismatched to a transient change in ecological capacity, resulting in a persistent reduction in that
capacity [33].

The factors described above and listed below combine and interact to make semi-arid lands
exceptionally vulnerable to social and ecological failure: their political and economic marginalisation;
the relative slowness in many to undergo the demographic transition to a lower birth rate matching
the modern reduced death rate that has been observed in other lands, worldwide; the concurrence
of climate change stresses; inherent ecological features; and maladapted social systems. A potential
consequence, already demonstrable in some accounts, is human conflict and migration [46,47]. The
evidence that this is an inevitable consequence of land degradation is extremely mixed [48].

Identifying contagious processes (i.e., sequential degradation and reduction in human wellbeing in
adjacent or otherwise spatially connected areas) is a key indicator for the detection of land degradation.
Early detection is an important avoidance criterion, since prevention is inevitably cheaper and more
effective than remediation after degradation has become severe [33]. At a local scale, it is observed
in high-resolution satellite images that degradation patches are coherent at spatial sales of up to
several kilometres, rather than involving random pixels. This suggests a contagious mechanism
is at work. For instance, unless the stocking rate is decreased, reductions in NPP at a pixel scale
increases the grazing pressure on adjacent patches. Contagion mechanisms also occur at larger
scales—for instance, the displacement of people is one such mechanism. Another long-distance
teleconnection involves the airborne transport of dust derived from degraded semiarid lands [49,50].
A third involves the silt load and flooding of rivers [51]. There are several hypothetical mechanisms by
which land degradation in semi-arid lands could have regional-scale climatic feedback consequences,
especially rainfall reduction [52,53]. These hypotheses are neither fully tested and established, nor
unequivocally disproved.
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6. Interventions in Semi-Arid Lands

6.1. Actions That are Unlikely to Help

Massive tree-planting schemes have been widely advocated in semi-arid lands, often as cheap,
no-pain climate mitigation schemes, thinly disguised as human-wellbeing enhancements or land
restoration interventions [54]. Semi-arid landscapes have an inherent upper limit to the tree cover they
can support [55]; thus, trying to establish extensive closed-canopy forests in semi-arid areas will not
succeed. Even increasing the tree cover to the limit which can be supported comes at the expense of
forage production, crop production and water yield—this is unsurprising, given that water limitation
is the unifying feature of such landscapes. If afforestation is conducted using monocultures, typically
of exotic species, it also imposes a biodiversity penalty [56]. Apart from the likelihood of expensive,
delaying, and damaging afforestation failures, replacing a typically bright land surface with a dark
perennial tree-covered surface, in an area of low productivity but high solar radiation, almost certainly
leads to more, rather than less, global warming.

There is a great temptation, in times of water scarcity in semi-arid lands, to supply groundwater
through boreholes. This has two limitations. First, average groundwater recharge in semi-arid lands
typically amounts to only a few percent of MAP [57]. This sets a limit on the long-term sustainability
of most such schemes. Secondly, perennial water supplies act as a focus of animal and human
concentration, potentially leading to local degradation [58].

The perceived negative welfare consequences of urbanisation result in calls to promote rural
development, in order that the population stay on the land. There are very few examples, worldwide,
where such a strategy has succeeded in the long term. The move to cities is a rational choice in
economies where land-based activities (i.e., agriculture) are a shrinking part of the mix. In many
instances the rural landscape is ‘full’ in terms of the availability of new land to exploit, and subdivision
of the land to accommodate rural population growth is counterproductive given the low per area
productivity. Despite the problems associated with rapid urbanisation, the movement to towns
helps to relieve pressure on the land and may be a necessary response to a declining rural resource
capacity. Notwithstanding the high cost of developing urban infrastructure, services are usually more
cost-efficiently provided in more densely settled areas than in sparsely settled rural contexts.

6.2. Interventions with Greater Promise of Success

Land use systems that either replicate the adaptive capacity of the natural or traditional
social-ecological systems they replace, or simulate it other ways, can rebuild and enhance the resilience
of semi-arid lands. For instance, rotational grazing schemes offer restoration advantages over fixed,
sedentary grazing [59], controllable water-points are better for avoiding degradation than permanent
water provision [60], and schemes for rapid, low-cost stocking rate adjustment or stock movement are
better than the import of supplemental feed that allows the overgrazing of natural rangelands [61,62].
Examples of artificially introduced flexibility include meta-population management of wildlife in
place of natural migration [63], and a combination of drought early warnings and cropland set-aside
schemes that incentivise reduction in the cultivated area in predicted low rainfall years, rather than
yield insurance schemes that incentivise speculative planting [64]. Several ‘conservation agriculture’
techniques, including low or no-till cropping, allow crops to make better use of a deteriorating water
balance, as does shifting to more drought-and-heat resistant varieties and crop species [64].

Semi-arid landscapes in many parts of the world are undergoing spontaneous or deliberate
rewilding. For instance, the outback of Australia is depopulating as livestock-based farm enterprises
become less labour intensive, and sometimes not economically viable [65]. Southern Africa has
witnessed a dramatic shift from cattle and sheep pastoralism to mixed indigenous herbivores, servicing
the wildlife-based tourism and hunting industry [66]. In an increasingly urbanised world, relatively
natural and sparsely populated spaces are a scarce and valuable commodity. Especially if rewilding
is accompanied by larger spatial scales of management, such land uses are likely to be more able to
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tolerate lower and more variable rainfall, higher temperatures and multi-year droughts than land uses
based on domestic livestock or crop production alone.

Many semi-arid landscapes worldwide are seeing a shift from an economy based on plant and
animal production to one based on energy generation. Semi-arid lands are ideal for the capture of
solar energy. The near-equatorial location of hot semi-arid areas results in high extra-terrestrial solar
fluxes, and dryness in both hot and cold semi-arid areas means low cloud cover. In contrast to more
arid regions, they are typically closer to energy users and have some population, and thus have a
basic infrastructure and local energy demand. Land in semi-arid landscapes is relatively cheap. Some
semi-arid lands also have wind energy potential, with fewer of the visual and noise complications of
wind power networks in more densely populated landscapes. The combination of wind and solar
power helps to cover for some of the intermittency problems of either implemented alone. Semi-arid
lands have been mooted as locations for the production of bioenergy or the sequestration of carbon.
This is not out of the question, depending on the energy or carbon price, but is constrained by the
inherently low NPP, its inter-annual variability, and the low carbon storage potential in hot soils. These
result in a low carbon density for sequestration, and a low energy density for biofuels.
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Abstract: Climate change is altering agricultural production and ecosystems around the world. Future
projections indicate that additional change is expected in the coming decades, forcing individuals
and communities to respond and adapt. Current research efforts typically examine climate change
effects and possible adaptations but fail to integrate agriculture and ecosystems. This failure to
jointly consider these systems and associated externalities may underestimate climate change impacts
or cause adaptation implementation surprises, such as causing adaptation status of some groups
or ecosystems to be worsened. This work describes and motivates reasons why ecosystems and
agriculture adaptation require an integrated analytical approach. Synthesis of current literature and
examples from Texas are used to explain concepts and current challenges. Texas is chosen because of
its high agricultural output that is produced in close interrelationship with the surrounding semi-arid
ecosystem. We conclude that future effect and adaptation analyses would be wise to jointly consider
ecosystems and agriculture. Existing paradigms and useful methodology can be transplanted from the
sustainable agriculture and ecosystem service literature to explore alternatives for climate adaptation
and incentivization of private agriculturalists and consumers. Researchers are encouraged to adopt
integrated modeling as a means to avoid implementation challenges and surprises when formulating
and implementing adaptation.

Keywords: climate change; adaptation; agriculture; ecosystems; externalities

1. Introduction

Since the first World Climate Conference in 1979, researchers have been able to document
and quantify the effects of anthropogenic climate change on physical climate, human, and natural
systems [1]. Due to the economic importance of agriculture and strong ties to ecoregion diversity [2],
plus the emergence of dramatic, recent climate change [3], Texas is an ideal region in which to assess
the effects of climate change across natural and managed systems. With large parts of Texas being
classified as semi-arid, the warmer and more arid regional shifts caused by climate change will be
especially critical in long term decision making and in developing adaptation strategies. Over the last
20 years, temperatures across Texas have increased by 0.5–1.5 ◦C [4]. Precipitation patterns statewide
have shifted, with statewide precipitation in the last century exhibiting increased rainfall in the east
and decreased rainfall in the west [5]. At the same time, extreme weather events such as heavy rains,
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extreme droughts, tropical storms, and hurricanes, are becoming more common [4]. As a result,
individuals and landscapes are responding. Winter wheat is no longer flowering at the same time as it
did historically [6]. There have been marked declines in the quality and amount of habitat for birds [6,7],
mussels [8], and butterflies [9], among many other species. Changes in temperature, precipitation,
atmospheric carbon dioxide concentrations, and extreme event frequency/severity are impacting the
distribution and function of agriculture and ecosystems in Texas.

As global carbon and other greenhouse gas emissions continue to increase, future model projections
suggest that additional climate alterations are inevitable. Furthermore, even if global emissions were
to return to pre-industrial levels the atmosphere would stay at current concentrations for many
decades, with global surface temperatures continuing to increase and physical climate effects persisting
well beyond 2100 [10]. Under a scenario where global emissions continue to increase through 2100
(under Representative Concentration Pathway 8.5) as they have for the last 100 years or more, it is
expected that temperatures will increase across Texas and the Great Plains of the United States
with 2070–2099 minimum temperatures approximately 6–8 ◦C higher and maximum temperatures
5–7 ◦C higher relative to 1971–1999 [11]. Precipitation patterns are also expected to become more
extreme with the number of consecutive dry days increasing in 2070–2099 by 0–18% and maximum
one-day precipitation totals increasing by 12–18% again compared to 1971–1999 [11]. Furthermore,
in Texas, the number of days over 38 ◦C is expected to increase as is the number of warm nights [12].
Future conditions are expected to lead to even more agricultural and ecosystems shifts, disruptions,
and production variability.

Given the already observable current impacts of climate change and projections of inevitable
larger impacts, understanding how systems will respond and adapt is critical to maintain function.
Systems that rely on climate characteristics and atmospheric carbon dioxide are especially vulnerable.
The rapid rate of change poses unprecedented threats [13]. This is especially true for agriculture and
ecosystems as they are fundamentally reliant on climate and carbon dioxide for productivity and their
mix of available products/services. Interdependencies in resource usage, competition for space, and
the movement of water, nutrients, and species among agriculture and ecosystems lead in effect to a
unified interdependent system facing common drivers and constraints.

To date, research efforts on climate change effects and possible adaptations have been largely
independent, concentrating on either agriculture or non-agricultural ecosystems but not both
simultaneously. Failure to jointly address the effects and inform on the consequences of adaptations
generates only a partial view of vulnerabilities and the implications of possible adaptations. This work
argues that evaluations at the intersection of agriculture and ecosystems allow for analysis of synergies,
feedbacks, and tradeoffs. Analyses that integrate impacts on and responses by both human and natural
systems create a more robust, complex, and holistic evaluation of climate-change-related threats and
possible adaptive decision making.

Additionally, global analyses overlook important regional characteristics and peculiarities that
color vulnerabilities and adaptation implications. Here, we draw together evidence on how climate
change and possible adaptations affect agriculture and ecosystems both individually and in interaction.
We ask what the research and policy implications of analyses that ignore linkages between agriculture
and ecosystems when exploring climate change effects and adaptation are. We find that a joint systems
analysis is more informative as an input to ecosystem and agricultural management. In particular,
in the Texas semi-arid setting we (1) briefly review the literature on the main impacts and vulnerabilities
imposed on agriculture and ecosystems, (2) describe the interdependency of agriculture and ecosystems
and the need for integrated climate change research, (3) discuss current and future adaptation
possibilities and appraisal approaches, (4) introduce challenges for research in general and in the
Texas-specific setting, and (5) argue the need for integrated research and modeling when understanding
impacts of a climate-evolved future and the possibility of adaptation action.
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2. Literature Review

Most climate change impacts research has considered agriculture and ecosystems to be independent
of one another [14–17]. Few studies attempt to analyze the joint impact of adaptations or propose
potential adaptation strategies that would reduce the negative impact of climate change across both
systems. Recognizing the state of knowledge in each system, methodology used to date, and remaining
research gaps would help identify mutually beneficial research needs and synergies. It would also
contribute to an understanding of how addressing the systems jointly can help identify tradeoffs and
possibilities for mutually beneficial outcomes. Here, we review the existing literature related to climate
change impacts for agricultural crops, livestock, and food production along with general impacts on
ecosystems, vegetation, and aquatic systems. A summary of climate change impacts on agriculture
and ecosystems is shown in Table 1 and below we present a discussion for each system.

2.1. Agricultural Studies

Climate change is expected to have differing effects on cropping systems globally due to regionally
specific physical conditions as well as differing mixes of crop and livestock types. For some crops
in some regions, climate change has reduced current yields and is expected to reduce long-term
agricultural productivity [18]. Agricultural research into climate change effects on crops has benefitted
from observationally rich and geographically detailed datasets [19]. Studies can also take advantage of
long-term, highly controlled, multi-site, manipulatable experimental studies [20,21]. The current extent
of climate change has been shown to shift crop geographic distributions toward higher latitudes and
elevations [19,22]. Studies have demonstrated that future crop productivity is expected to be limited by
increased variability in weather and physical growing conditions [23], differentially impacted by carbon
dioxide concentrations [24,25], and limited on a regional basis by dwindling water availability [26].
Other effects such as slowing technological progress [25,27] and increased pest damages and pesticide
costs [28] are all expected to further alter productivity and costs. In Texas, a climate that is becoming
warmer and drier with a greater probability of extreme events is expected to lead to declining yields
for crops such as cotton [29] with greater variability due to extreme weather events [30]. Furthermore,
lower soil moisture [31] is expected to increase aquifer pumping, in turn increasing drawdown and
water stress. Finally, increased pest, disease, and invasive species frequency is expected to raise
management costs [28,32].

Livestock, especially cattle, are expected to be directly impacted by climate change and increased
heat stress but also indirectly though impacts on forage and feed grain yield reductions [33]. In the
US, direct livestock losses due to heat stress are estimated to be $2.4 billion annually from decreased
reproduction rates, feed consumption, and feed efficiency affecting animal growth rates [34–37]. Lower
forage and feed quality are also expected [38] as increased temperatures negatively affect growth
conditions and nutrient availability [39]. In Texas, warmer and drier conditions are expected to
reduce total livestock production through lower stocking rates and reduced per animal production.
Lower grassland growth rates and nutritional quality will force increased supplemental feeding and
costs [40]. Total grassland productivity is also expected to decrease with the expansion of woody
plants [40], although movements of land from cropping are expected to increase grass land quantity [41].
Expansion and greater incidence of disease, ectoparasites, and other pests are expected to decrease
animal productivity [30,40,41].

The impact of climate change on agricultural systems also has implications for land prices,
transportation, storage, food safety, labor, and consumer prices. These critical processes within the
supply chain for agricultural products are expected to be affected with alterations occurring at every
stage of production, including input sourcing, packaging, and processing [42]. It has been suggested
that additional precautions might have to be considered to maintain food safety and reduce spoilage,
such as increased storage and cooling facilities [43,44]. Relevant to Texas, shifting US production
capacity is expected to change routes and methods used to transport agricultural products [45].
On a larger scale, global shifts in production capacity are anticipated which will alter comparative
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advantages, international trading routes, and partnerships [42]. Agricultural prices will also be
impacted. However, determining the direction, magnitude, and associated changes to producer and
consumer welfare as a result is complicated [46–48]. For example, price changes may impact urban
versus rural consumers or other sub-groups within the same market differently [48]. Agricultural
labor supply is also predicted to be impacted, and, with it, rural incomes [49,50]. Finally, changes in
agricultural land values are anticipated as historic land use is expected to shift either due to changes in
the agricultural activity utilizing the land, land moving out of agricultural production all together,
and/or changing values of land based on water or other resource availability [48].

2.2. Ecological Studies

While agricultural scientists have been able to study effects using large public datasets and publicly
funded experiments, work on ecosystem effects has proven more difficult. For natural ecosystems there
is a lack of widespread data availability. Furthermore, most available data sets focus on one species
and/or geographic area with substantial inconsistencies in study–time horizon [51,52]. Nevertheless,
consistent impacts and vulnerabilities have been identified.

Foremost, biodiversity is threatened by climate change due to the rising trend and magnitude
of change over a short timeline. This impacts all levels of biodiversity, from individual organisms to
populations and ecosystems [53]. Extirpation of regional populations and global extinction continue
to be the most visible impacts, although establishing the extent of climate change causality remains
challenging because species vary in their capacity to adapt [54]. However, in recent years, our ability
to model these shifts has improved due to the creation and continued proliferation of biodiversity
data repositories (e.g., GBIF) and VertNet, etc.; [55]) and finer scale environmental data (e.g., EarthEnv,
SoilGrids, and WorldClim; [56–58]), in addition to improvements in climate model resolution [59].

Climate change has already been found to alter species geographic distribution, phenology,
behavior, and patterns of habitat use, with more change expected in the coming decades. Organisms
adapt to inhospitable physical climate conditions by shifting, expanding, or contracting their historic
ranges [60,61], and for a few species, perishing. Climate-associated range shifts have been observed
across a wide geographic and taxonomic scope, including flora in the Himalayas [62] and the western
United States [63], birds in New Guinea [64], Amazonian fish [65], and small mammal communities [66],
just to name a few. As an example, Parmesan and Yohe [51] sampled 1598 species across multiple taxa,
of which 59% had exhibited changes in their phenology or distribution over the past 20 to 140 years.
Furthermore, the presence of novel climate niches and geographic barriers that reduce dispersal and
gene flow [67] will likely limit the potential for natural adaptation.

Across Texas, species already are showing dramatic responses to climate change. For example,
migration patterns for resident birds have been impacted [68]. Model projections indicate that some
rodent species will go extinct and species geographic ranges are expected to shift 54% or more
depending on the extent of climate change [69]. Diseases, invasive species, and pests are expected
to change their distribution with ecological consequences, with, for example, tick vectors shifting
and likely bringing diseases into new regions, impacting both humans and wildlife [70,71]. This will
require more complex eradication and control strategies [72] as tick-borne disease relationships are
changed [73]. These are just a few examples of the profound impact on wildlife populations.

Vegetation communities are also responding. Plants are governed by stress and disturbance,
and climate-induced changes to these factors will alter vegetation composition, productivity, and
distribution [74,75]. Changes in temperature, precipitation, and climatic extremes can increase stress
and limit plant growth [76,77]. In Texas and other semi-arid regions, warming-induced increases
in evapotranspiration are expected to reduce plant productivity [78,79]. Moreover, as precipitation
variability increases, grassland productivity decreases regardless of constant average rainfall [80].
Clearly, climate variability matters when considering damage from climate change. Shifts in disturbance
regimes are expected due to changes in the prevalence and distribution of fires, floods, hurricanes,
and insect outbreaks, thus forcing communities into altered states [81,82]. These transitions can occur
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rapidly when severe disturbances are combined with increasing stress and they can lead to permanent
vegetation community changes [83,84].

Table 1. A summary of climate change impacts on agriculture and ecosystems.

Climate Impacts on Agriculture Citations

Crops

Crop mixes and distributions are shifting northward to higher elevation [19,22]

Future crop productivity (1) limited by increased variability in weather and physical growing
conditions, (2) differentially impacted by carbon dioxide concentrations, (3) limited by
dwindling water availability, (4) limited by slowing technological progress, and (5) limited by
increased pesticide costs.

[23–28]

Texas: warmer and drier climate-reduced crop yields and increased losses due to extreme
weather events [29,30]

Texas: lower soil moisture leading to increased aquifer pumping and water stress [31]

Texas: increased frequency of pest, disease, and invasive species which raises crop
management costs [28,32]

Livestock

Increased heat stress and reduced forage and feed growth [33]

Livestock losses from decreased reproduction rates, feed consumption, and feed efficiency
affecting animal growth rates [34–37]

Lower forage and feed quality due to increased temperatures affecting growth and
nutrient availability [38,39]

Texas: lower stocking rates and reduced per animal production due to warmer and
drier conditions [33]

Texas: increased supplemental feeding due to lower grassland growth rates, quality, and
acreage with the expansion of woody plants [40]

Texas: decreased animal productivity due to the expansion and greater incidence of disease,
ectoparasites, and other pests [30,40,41]

Supply
Chain

Input sourcing, packaging, and processing affected by climate change [42]

Additional storage and cooling facilities necessary to maintain food safety and reduce
spoilage from increased temperatures [42–44]

Shifting US production capacity will change transportation routes and methods [45]

Altered comparative advantages, international trading routes, partnerships, and trade
agreements due to shifts in production [42]

Difficulty in determining the direction, magnitude, and associated changes to producer and
consumer welfare [46–48]

Agricultural labor supply is predicted to be impacted, and with it rural incomes [49,50]

Changes in agricultural land values as historic land use shifts [48]

Climate Impacts on Ecosystems Citations

Fauna

Biodiversity is threatened due to the trend and magnitude of rapid changes over a
short timeline [53]

Extirpation due to varied capacity of species to adapt to environmental changes brought about
by climate change [54]

Organisms respond to inhospitable physical climate conditions by shifting, expanding, or
contracting their historic ranges [60,61]

Barriers to dispersal that reduce gene flow in landscapes which limit potential for
natural adaptation [67]

Texas: migration patterns for resident birds have been impacted [68]

Texas: some rodent species will go extinct and geographic shifts of 54% or more will occur [69]

Texas: tick vectors are shifting and will likely bring diseases into new regions impacting
humans and wildlife, resulting in more complex eradication and control strategies [70–73]
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Table 1. Cont.

Climate Impacts on Agriculture Citations

Flora

Altered vegetation composition, productivity, and distribution due to climate-induced stress
and disturbance [74,75]

Limited plant growth due to changes in temperature, precipitation, or the incidence of
climatic extremes [76,77]

Texas: reduced plant productivity due to increasing evapotranspiration [78,79]

Altered prevalence and distribution of fires, floods, hurricanes, and insect outbreaks forces
communities into a stressed state which can lead to permanent changes to vegetation [81–84]

Aquatic and
Riparian

Hydrological environment areas that cycle nutrients, maintain water quality, and moderate
lifecycle events such as spawning and recruitment are disrupted by climate changes [85–88]

Dewatered channel segments leading to habitat fragmentation due to reduced flows [86,89]

Texas: disrupted productivity and biodiversity of stressed freshwater inflows due to
human appropriation [90]

Increased algal blooms due to warmer water temperatures and changes in rainfall [91,92]

Aquatic and riparian systems are also affected. The hydrologic environment adds an additional
layer of complexity as it also cycles nutrients, alters water quality [85–87], and moderates lifecycle
events such as spawning and recruitment [88]. When rivers and streams in arid and semi-arid regions
experience severely reduced flows, channel segments may become dewatered, resulting in habitat
fragmentation and threatening the population viability of rare endemic species at scales that often
extend well beyond the impacted habitat [86,89]. In Texas, freshwater inflows that support coastal
ecosystems are expected to come under increasing stress from human appropriation and altered flow
levels, and this will further disrupt future productivity and erode native biodiversity [90]. Looking
ahead, harmful algal blooms are expected to become an increasing problem [91,92]. As conditions
become drier and the magnitude and frequency of freshwater inflows decline, such algal blooms are
likely to cause larger fish kills and substantial financial damages.

2.3. Summary Table

In Table 1, below, is a summary of the relevant literature from agriculture and ecosystem studies.

3. Need for an Integrated Approach

The above material clearly shows that climate change disruptions to temperature, precipitation,
and extreme events threaten the health, function, and productivity of agriculture and more generally
ecosystems. However, gaps remain in understanding and projecting future impacts, especially since
critical interactions between agriculture and ecosystems have largely been ignored. These interactions
can include externalities or unintended effects, additional drivers, feedback loops, and tradeoffs.
For example, pesticide use is expected to increase as a result of emerging and expanding pest
populations [28]. Pesticides impact not only ecosystems where they are applied but also have far
reaching effects when they are transported via runoff and infiltration [93,94]. As another example,
the interactions between cattle and grassland production and forage quality has not been well integrated
into climate change research [41,95]. Warmer and drier climates stress livestock [34] but estimates
of damages have not fully considered the additional effects of decreased shade cover and less water
availability on rangeland grazing animals. Adaptation to such simultaneous stressors may lead to
increased costs, lower productivity, and less revenue [30]. In Texas and other areas with extensive
rangeland acreage and cropland under input-intensive agriculture, if synergistic impacts across the
ecosystem are not considered, the costs of both projected and realized climate change might be severely
underestimated, leading to reduced adaptation action.

An improved understanding of how the systems interact and of the relevant feedbacks need to
be developed. Arguably, the most widespread effort to begin to unify agriculture and ecosystems
has occurred through monetary valuations of ecosystem services [96–99]. However, this effort falls
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short of holistically incorporating ecosystems and agricultural regimes into a shared conceptualization
of climate change effects. Rather, ecosystem valuation is typically reduced to a short-sighted service
value or a dynamic financially-discounted contribution over time [97,99]. When efforts to evaluate
agricultural practices in the presence of ecosystems do take place, the results confirm that ignoring this
duality leads to severely biased findings [100,101].

For climate change research, this forces a discussion of the validity of findings on climate change
effects and adaptations when one system is analyzed in isolation. Some researchers have identified
the need for integrated research and have presented loose guidelines or examples for how to merge
studies, disciplines, and research priorities [100,102]. However, this is challenging, as the inclusion
of increasing degrees of climate change exacerbates existing data limitations, timescale mismatches,
geographic scale, unstudied but associated phenomena, and a need for adaptation action to avoid
severe consequences. At its base, what is missing from much of current climate change research is an
understanding of how rapid change affects the linkages between agriculture and ecosystems and in
turn how resilience, future output, and, ultimately, the survival of communities, will be impacted.

Improved understanding could begin with an analysis of ecosystem services including agricultural
and other markets as a service and conceptualization of regional interactions. The analysis could
start by building off the framework given in Figure 1. Identification and understanding of ecosystem
services provided to a particular agricultural system, market, or regional society could rely on existing
ecosystem service literature [96–99,102,103]. Given that tradeoffs are known to exist between market
services (crops, livestock, and water) and non-market ecosystem services (regulating, supporting, and
cultural), attempts are needed to minimize negative impacts or assess best practices. Such examinations
will enhance understanding of the problem, thereby avoiding incomplete analysis and flawed results.
Identifying tradeoffs of overconsumption will be particularly important. Research efforts that strive to
incorporate both systems into an analytic structure will provide more robust and broadly applicable
findings and recommendations.

Figure 1. Joint ecosystem and agriculture modeling framework highlighting integrated nature of
systems [96,103].

4. Sustainable Adaptation Challenges and Solutions

Agriculture and ecosystems are already reacting and responding to climate change by exhibiting
altered productivity and species populations. In managed systems individuals, farmers, and researchers
are trying to anticipate future changes and adapt in beneficial and cost-effective manners. In unmanaged
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systems, natural adaptation is occurring but not always in desirable ways, and in these cases
management intervention is being contemplated often with incomplete knowledge of the consequences.
Research efforts projecting effects and evaluating adaptation actions have an even greater incentive to
consider an integrated agriculture and ecosystems framework.

Most often, agriculture and ecosystems adapt to climate change effects in response to altered
physical climate. A flow chart showing how changes to physical climate can motivate adaptation
can be seen in Figure 2. From previous examples, it is clear that changes to physical climate such as
increased temperature and altered rainfall can change cereal crop yields [22]. In response, farmers
adapt to altered yields by changing crop mixes. Similarly altered species abundance occurs when
temperature rainfall or extremes affect regional ecosystems [53,54].

 

Figure 2. Flow chart describing the primary motivation for systems to adapt to climate change effects.

To date, agricultural systems have largely adapted or considered adapting to climate change
through altering management practices and implementing policies that motivate desired behavior
or management practices. Much of the published literature on agricultural adaptation uses a large
geographic study area and shows that adaptations can lessen the negative impacts of future climate
alterations. Within cropping systems, strategies proposed have included earlier planting times,
changing crop mixes, and complete shifts of land out of crop into pasture [19,41,104]. For livestock,
proposals include adopting more heat-tolerant breeds or species, changing stocking rates, providing
shade or water, altering pest management, and shifting grazing seasons [40,105,106]. Overall, markets
and other mechanisms for insurance, such as water rights regimes, water markets, and crop insurance,
might also have to evolve, expand, or be redefined under climate change in order to mitigate risk to
users [107,108].

As a general economic rule, undertaking adaptation strategies and supporting governmental or
institutional efforts will only occur if they are judged superior to current practices [109]. The adaptation
strategies listed above seek to minimize risk for individual producers but are usually considered to
ignore potential externalities or impacts on the surrounding ecosystem (An externality is simply a
market failure where the price of a good does not reflect its value.). In other words, while the chosen
adaptations are efficient for a private producer, they may not be efficient for society, or cause substantial
ecosystem damages. This commonly happens when looking at environmental goods and services
because it is difficult to price all possible benefits and costs, which leads to a poor estimate of value.
As seen in Equation (1), only when the marginal private cost (MPC) and marginal social cost (MSC) of
an adaptation equals the marginal benefit (MB) do we see an efficient market and an accurately valued
good [110], or in this case, a holistic adaptation strategy.

MB = MPC + MSC (1)

When the MSC is not considered, the value of the externality is equal to the value of the MSC,
thus making the adaptation inefficient. Inefficient adaptation and maladaptation could cause long-term
damages that limit or slow beneficial adaptation to climate change, and, ultimately, increase the
damages and costs of climate change [109,111]. Studies to date show that some adaptation strategies
for agriculture could cause both winners and losers [112]. Thus, failure to incorporate the positive and
negative externalities associated with adaptation efforts to a modeling framework in either agriculture
or ecosystems has the potential to bias the estimates of benefits and costs causing poor or at least
sub-optimal choices to be made.
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Table 2 seeks to provide agricultural and ecosystem examples of potential externalities resulting
from adaptations. Column 1 displays the underlying climate change stressor effect that is stimulating
adaptation. Columns 2 and 3 show examples of corresponding agricultural management or ecosystem
responses. It is useful to note that multiple adaptations can result from one climate change driver.
For example, increased drought frequency and duration can motivate farmers to adapt by changing crop
mix while also causing ecosystems to adapt, resulting in shifting vegetation mix and water retention.

Table 2. Eight examples of how climate stressors lead to adaptation in agriculture and the corresponding
response in ecosystems which can be a positive or negative externality. The opposite case of adaptations
in ecosystems and responses in agriculture is then presented.

Climate Stressor Agricultural Adaptation Ecosystem Service Externality

1. Increased temperature
and drought

Diversifying livestock
species [113–115]

Altered plant biodiversity and
productivity [116–118]

Crop land shift to grazing [19,41,119]
Increased root production in
upper soil levels and carbon

sequestration [120,121]

2. Increased temperature Heat-tolerant animal breeds [103] Dilution of disease
prevalence [103,122,123]

3. Increased drought Changing crop mix and
rotation [19,124,125] Increased soil quality [126,127]

Climate Stressor Ecosystem Adaptation Agriculture System Externality

4. Shifts in temperature and
rainfall patterns

Land vegetative change and habitat
fragmentation [128,129]

Reduction in pollinators and
pollination [100,130–132]

5. Increased temperature Reduced animal body size [133]
Altered diets and rangeland

economic productivity such as
stocking rates [41,114,134]

6. Increased drought Shift in vegetation productivity and
water retention [135,136]

Altered water supply and
increased demand for

irrigation [137,138]

7. Increased temperature and
altered rainfall Shifting species distribution [139,140] Increased pesticide and herbicide

costs [28,141,142]

8. Increased water temperature Change in phenology [143,144] Reduced fish survival [145–149]

These examples show that adaptation efforts or actions experienced in one system have spillover
effects into the other which may impact the function and economic viability of the opposing system.
These spillovers increase the uncertainty of outcomes. For researchers and policymakers seeking
to make informed adaptation decisions and recommendations, simultaneous human and natural
adaptation makes analysis and modeling efforts complex. At the same time, not all observed
externalities are negative or are expected to increase damages from climate change. An agricultural
adaptation such as switching to more heat-tolerant livestock breeds can introduce less competent hosts
for pathogen transmission, diluting disease prevalence in ecosystems. Therefore, to accurately predict,
respond to, and make recommendations for adaptation strategies in response to future climate change,
a framework that includes both ecosystems and agriculture must be adopted.

Solutions: Improving Modeling Efforts

Based on the literature, three avenues of approach arise that can assist modeling efforts in merging
ecosystems and agriculture systems. These are (1) incorporating alternative practices that can lessen
the impact of agriculture on ecosystems, (2) incorporating and advancing modeling of ecosystem
services and the way they are affected by agricultural activity, and (3) modeling means of providing
economic incentives to encourage adoption of conservation or environmental policies.

Practices exist that can be adopted to reduce agricultural impacts on surrounding ecosystems,
as shown by the long US history with soil conservation [150]. There is a large body of literature that
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champions conservation agriculture practices such as reduced/no tillage, retention of crop residues,
and altered crop rotation that benefit ecosystem services regulation and provisioning, via expanded
carbon sequestration, reduced erosion, and improved soil health [151,152]. Other studies support
expanding organic agriculture, which has been shown to reduce off-farm impacts while preserving
ecosystem services [103]. However, while these strategies reduce agricultural impacts to ecosystems,
more research is needed to optimize management practices so that organic yields can consistently
meet or exceed the yields of conventional agriculture since population growth is increasing food
demand [153]. Additionally, precision agriculture and climate smart agriculture might also offer a
solution, as they rely on optimizing current conventional agricultural techniques and responding
to climate change at a more localized level [154–157]. The benefit of these approaches is that they
inherently have characteristics which benefit the environment. Continued research and efforts toward
incorporating positive environmental externalities into production agriculture decision-making above
could present alternative ways to reframe the current narrative to benefit health of both agriculture
and ecosystems.

Ecosystem service analysis and modeling methodologies present potential solutions for integrating
ecosystems and agriculture. Non-market valuation of ecosystem services determines a value for a
particular facet of the ecosystem which benefits humans and provides a quantitative measurement for
use in adaptation strategy and associated policy analysis [98]. This approach can be useful for valuing
ecosystems and placing them on an equal footing with market transactions. Tools such as the Integrated
Valuation of Ecosystem Services and Tradeoffs (InVEST) models help give a quantitative value to
ecosystem services in an easy, open-source platform which can then be used to look at land-use change
or other scenarios [97]. Many of these modeling efforts will rely on ambitious data collecting efforts such
as National Ecological Observatory Network (NEON), a 30-year long-term research project designed
to capture a wide range of ecosystem process indicators [158]. These data can then be integrated with
output from other systems to incorporate ecosystems, their processes, and how they change over
time into decision analysis [159]. More recently, many of the machine learning techniques typically
used in species distribution modeling [160] are being used to model biodiversity [82], agricultural
suitability [161], and crop mix shifts [162]. As the use of these methods spreads, they will be able to
help characterize the contributions and sensitivities of ecosystems relevant to agriculture. Creating
causal networks and truly assimilating ecosystems and agriculture could benefit from ecosystem
service valuation research and additional long-term ecosystem monitoring databases.

Finally, policies that incentivize private landowner environmental efforts could aid in the public’s
realized benefits from healthier ecosystems. Also, monitoring the results of such programs would
increase understanding of how ecosystems and agriculture interact. In Texas, specifically, most of
the land is privately owned and programs such as Texas Ecological Laboratories (“Texas Ecolab”)
can facilitate connections between researchers and landowners. Such an exercise generates data
while advancing environmental goals such as conservation and the conduct of research that improves
state interests [163,164]. It also economically rewards cooperating landowners for their efforts [165].
Fostering partnerships with private landowners is especially beneficial, as oftentimes there is distrust
of government entities [166] that hampers conservation or research efforts [167].

5. Conclusions

Future impacts of climate change are inevitable, stimulating ecosystem and agriculture impacts and
responses. Understanding how ecosystems and agriculture are inherently linked and projecting climate
change consequences, and then using this knowledge to inform adaptation actions has the potential
to improve policy and lower social/environmental impacts. Moreover, such an understanding will
further protect against inefficient and even detrimental adaptations that cause long-term disruptions.
Developing an integrated framework that jointly considers both agriculture and ecosystems enhances
our knowledge of the inherent tapestry of occurring interactions. Understanding these interactions

124



Climate 2020, 8, 10

will help maintain and enhance system resiliency necessary to produce food and human livelihoods
while maintaining a productive, high-quality environment.

While an integrated ecosystem and agricultural framework is recommended, other issues remain
that will challenge our ability to adapt to climate change in a way that minimizes damages for future
generations as well as ecosystems. Firstly, large-scale studies and solutions must be paired with
local and regional analysis, interpretation, and flexible implementation to avoid missing localized
phenomena [30,40,168,169]. Action to integrate agriculture and ecosystems will reveal knowledge
gaps related to externalities, feedbacks, and dynamics within and between systems. Secondly, while
this work motivates the need for an integrated research framework, we could not find a specific
example of where an integrated model proved superior to disjoint efforts. Thirdly, while initially
difficult to overcome, increased monitoring and identification of critical data needs will contribute
to resolving these challenges. Future research could address identifying and quantifying cause and
effect relationships among systems and some research efforts could focus on case studies showing
the added benefit of additional data and integrated analyses. Fourthly, funding is also somewhat
compartmentalized to individual areas and the development of broader funding opportunities to
support this research is needed.

Overall, while an integrated ecosystem and agricultural framework will not solve all climate
change challenges, it might help remove some of the uncertainty [170], balance conflicting objectives,
and present more nuanced solutions to a complex problem.
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