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Preface to ”Additive Manufacturing (AM) of Metallic

Alloys”

Developed in the 1980s, additive manufacturing (AM), known as rapid prototyping, has already

revolutionized the production of polymeric material components. New developments in AM

technologies are providing industries with the ability to build structural components with a variety

of metal alloys, ceramics and composite materials. The introduction of metal AM processes has

revolutionized the production of metallic components in the industrial sectors, where complex

geometries, organic shapes, tubular, hollow designs, and dense, lattice-filled structures play a decisive

role. In AM, there is no correlation between complexity and cost. Sometimes, more complexity means

lower costs: less material and no need for assembly. However, there are problems that limit the wider

uptake and exploitation of metals in AM. These range from the lack of design and modeling skills and

AM software, to the different properties that are obtained using the same technology but different

machines, to the difficulty of perfectly simulating the processes, to the incomplete understanding of

the causes of variation in the quality of the parts, and to the repeatability of the processes.

Flaviana Calignano

Editor
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The introduction of metal additive manufacturing (AM) processes in industrial sectors, such as
the aerospace, automotive, defense, jewelry, medical and tool-making fields, has led to a significant
reduction in waste material and in the lead times of the components, innovative designs with higher
strength, lower weight and fewer potential failure points from joining features.

This Special Issue on “Additive Manufacturing (AM) of Metallic Alloys” contains a mixture
of review articles and original contributions on some problems that limit the wider uptake and
exploitation of metal AM.

The variation in the quality of the parts and to the repeatability of the laser powder bed fusion
process (L-PBF) was reviewed by Yadav et al. [1]. Their review focuses on the types of process
defects that can be monitored via process signatures captured by in situ sensing devices and recent
advancements in the field of data analytics for easy and automated defect detection.

One of the main causes that can lead to the poor quality of the components produced or the
non-completion of the construction of the components is to be identified in the residual stresses.
The fast and accurate prediction of residual stress is of great importance in the aerospace, automotive,
and medical industries. Mirkoohi et al. [2] proposed a fully coupled thermomechanical analytical
model to predict residual stress in the L-PBF process. In this process, due to the high-temperature
gradient, the part experiences a high amount of thermal stress which may exceed the yield strength of
the material. The proposed model uses a moving point heat source approach, the Green’s function of
stresses, and the Johnson-Cook flow stress model in order to predict the temperature field, the thermal
stress, and the yield surface of the part under repeated heating and cooling, respectively.

The residual stress and other physical quantities, such as molten pool morphology, temperature
field, and distortions, were examined by Saadlaoui et al. [3] in order to analyze and better understand
the laser welding and melting of a powder bed fusion process. The results of this study can be used to
improve and validate the numerical simulations of these processes.

Macroscale modeling plays an essential role in simulating AM processes. However, they cannot
predict local quality problems such as a lack of fusion or surface roughness due to the fact that
they often require a lot of computation time to get a certain accuracy of the results. Galati et al. [4]
proposed an accurate and simple three-dimensional (3D) model to estimate the potential faulty process
conditions that may cause quality issues or even process failure during the electron beam melting
(EBM) process. Heat transfer analysis accuracy is demonstrated with a more accurate literature model.
A multilayer simulation validates the model capability in predicting the roughness of a manufactured
Ti6Al4V sample.

The fracture behavior and mechanical properties of the support structures for the components
produced with this titanium alloy by the L-PBF process were investigated by Weber et al. [5]. In addition
to fixing a part onto the building platform and the use of supporting overhanging structures, the support
structures are necessary for heat dissipation, the avoidance of residual stresses and the compensation
of residual stress-induced warping. The importance of support structures is often underestimated.
This study is therefore based on the analysis of the process parameters that allow having suitable support
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structures for the purposes for which they are used. The experiments revealed that the struts produced
with support parameters had no significantly lower tensile strength than the comparative parts.

The importance of design does not only concern the support structures but also, and above
all, the components themselves. In fact, one cannot think of producing a component designed for
traditional technologies with additive ones. Each technological process has its own design rules that
depend on the constraints of the process itself. Galati et al. [6] investigated the designing for additive
manufacturing (DfAM) and designing for assembly (DfA), to increase the material efficiency of the
components for high-precision applications. The new methodology proposed allows a considerable
reduction in the weight of the components and a simultaneous improvement in performance, as well
as a reduction in the number of parts of a component that lead it to be economically competitive on an
industrial level.

Remaining in the field of design, for the fabrication of mesoscale metal parts, Liu et al. [7] proposed
the novel design of a low-cost electrochemical additive manufacturing (ECAM) 3D printer based on a
microfluidic system. A copper circuit was printed on a non-conductive substrate to demonstrate a
possible application of the ECAM system in the fabrication of functional electronics.

This Special Issue also includes a study conducted by Zhao et al. [8] on the microstructures and
mechanical properties of ausrolled nanobainite steel. Due to their excellent mechanical properties and
extraordinarily slender ferrite plates, high-C carbide-free nanostructured bainite steels are widely used
in railway frogs, bearings, and automobile sheets in many industries.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: The conventional approach to design and manufacturing often has geometries with an
efficient material distribution. For the high-precision machines, that approach involves the design of
heavy components that guarantees the stiffness requirements. However, the higher the weight of
the part, the higher inertia it has. As a result, when the feed axes are accelerated, the inertial forces
deform the machine components and the precision of the machine is reduced. This study investigated
the designing for additive manufacturing (DfAM) and designing for assembly (DfA) to increase
the material efficiency of components for high-precision applications. A new methodology which
considered the design and manufacturing issues and machining as well is given. A comprehensive
model for cost evaluation of the part is presented. The case study refers to the rails and the bracket
that support and move the flying probe of a testing machine for micro-electromechanical systems
(MEMS). The weight of the rails has been decreased by 32% and the components to be assembled
have been reduced from 16 to 7. The optimized bracket is more than 50% stiffer than the original one,
10% lighter, and economically competitive.

Keywords: design for additive manufacturing (DfAM); displacements; laser powder bed fusion
(L-PBF); manufacturing constraints; stiffness; costs

1. Introduction

In recent years, the development of additive manufacturing (AM) technologies has led to numerous
opportunities to fill the gap between optimal design and product application. The advantages of AM
over conventional subtractive or formative methods clearly emerge when considering the great design
freedom that can be achieved [1–3]. AM technologies allow fully dense and near-net-shaped parts
to be produced with complex structures made of excellent materials. Industrial applications can
be found for metal components [4], for which traditional manufacturing processes are expensive or
difficult to apply [5]. The geometries that result from such design techniques as topology optimization
(TO) [6–10] are examples of such geometries [1]. The so-called design for AM (DfAM) is being explored
to show the design opportunities that are enabled by the adoption of both TO and AM [11,12]. At the
current state-of-the art, components for structural applications are redesigned to achieve both weight
reduction and performance improvement. In these components, TO has been conducted so far by
introducing a decrease in stiffness [13] or using more performing materials specifically developed for AM
technologies [14–16]. Such solutions may be effective in several fields, but they may not be practicable
when the choice of new material involves a large increase in the cost of a component, or a much lower
component stiffness. The stiffness of the structural components (such as the measuring probe, brackets,
and the rails that support the measuring probes and motors) plays a key role in the accuracy of the
machine, especially for high precision applications [17]. The use of conventional design methods
and manufacturing systems lead to heavy and large components as final output [18] to guarantee

Crystals 2020, 10, 161; doi:10.3390/cryst10030161 www.mdpi.com/journal/crystals3
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high rigidity and limited deformations and vibrations [19,20]. However, the increased component
weight (inertial forces) involves higher bending forces which may cause larger measurement errors [17].
Additionally, the accumulation of mass forces implies the use of lower traverse speeds that decrease
machine productivity [21]. The aim of this research has been to show how such critical issues can be
overcome by exploiting the benefit of DfAM. The study focused on the redesigning of some component
of a high precision machine that uses flying probes to test the boards of micro-electromechanical systems
(MEMS). Considering that only small production lots are produced per year and each testing machine
is highly customized according to the specific requirements of each customer, the redesign lends itself
well to production through metal AM systems. Because of the requirements of high dimensional
accuracy, the laser powder bed fusion (L-PBF) technique is considered [22]. A comprehensive approach
was proposed in which material distribution optimization, design for L-PBF, and design for assembly
(DfA) are considered. This approach aimed also to overcome the current limitation of the design
techniques and building volume of the L-PBF systems. The feasibility of the components and the
machining operations have been investigated, and a comprehensive and detailed cost model has been
developed and applied.

2. Design for L-PBF

During an L-PBF process, a laser source fuses a region of a metallic powder bed according to
the computer aided design (CAD). When the one layer has been completed, the building platform
is lowered, and the next layer of powder is deposited on the previous one. The process is then
repeated until the part is completely built. Production by L-PBF (black flow line in Figure 1) involves
several steps: the cleaning of loose powder from the part and post-process operations, including
stress-relieving, removal of the supports, shot peening, heat treatments, and finishing operations [23].

The design of a part and its orientation on the building platform together with the choice of process
parameters play a key role in the success of the process. From this point of view and according to one
of the main rules for correctly using AM technologies, the design for L-PBF should focus on using the
material only where necessary. Designing for L-PBF means considering during the design phases not
only the constraints of the process, such as the minimum dimension of the feature, but also all activities
that aim to guarantee the process and the part compliances, including the next manufacturing steps
(support removal and machining). Here, the dimensional and the surface qualities and the metallurgic
properties to be achieved on the part need to be considered [24].

For the part design, the DfAM and the DfA are the only possible design methodologies related to
AM [25]. However, a comprehensive approach considers five steps: (1) the acquisition of the CAD
model; (2) the part optimization; (3) the resulting new design; (4) the optimization of the orientation
(purple square), and (5) the design verification. The optimized part from a structural point of view
is the input for the subsequent steps. Advanced design techniques, such as TO, can be applied in
this phase [2]. The optimized geometry needs to be checked under the geometrical limitation of the
process. Adam et al. [26] provided a classification of these limitations, but it should be noted that
design rules for L-PBF must not be considered as constraints but as modifiers during the design
optimization [27]. Points 3 and 4 are iterative steps which consider reducing as little as possible the
modifications of the optimize geometry resulting from step 2. Point 4, together with the support
optimization, considers all of the above-mentioned activities. The evaluation of the optimal orientation
is a hot topic in literature and usually is mainly based on the avoiding of support structures [28].
Leary et al. [29] proposed a methodology to evaluate the optimal build orientation according to
the manufacturing time and component mass. However, because the L-PBF components are only
near-net-shape, finishing operations should be carefully considered. Additionally, since support
structures cannot be completely avoided, proper support design should be considered as leverage for
the process [30].

The optimization phases (orientation and supports) are developed here with the aim to limit the
support structure and the allowance for the machining operations. The iterative flow (red flow line in
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Figure 1) is maintained between the product design and the optimizations steps that may be involved
in partial design modifications.

The part orientation phase (purple square in Figure 1) has the purpose of optimizing the part
orientation, position, and arrangement on the build platform because they can have an impact on
the stability and speed of the process as well as on the properties of the components e.g., on residual
stress-induced warping, known as curl effect. When the recoating blade deposits a new layer of powder
on the previous one, it approaches the already fused area. If the molten section is large, the force
applied by the blade on the part could detach it from the building platform or lead to the stalling of
the blade motor. To reduce the contact length, the part should be rotated by a small angle (from 5 to
8 degrees on the building platform with respect to the blade).

Cylindrical surfaces are the first features that need to be considered. The best solution, which
reduces the dimensional error, is the positioning of the cylindrical surfaces with their axis perpendicular
to the building platform. Among the surfaces, the accuracy of the internal ones has the priority due
to the difficulty to machine these kinds of surfaces. Anyway, the accessibility of the area to remove
the support should always be verified. In fact, the purpose of adjusting the orientation of a part
is also to alter the inclined angles of the overhanging surface to minimize the number of support
structures. Support structures locally reduce the dimensional and the surface quality, and therefore
they limit the design freedom due to the additional post-processing operations required to remove
the supports. Similarly, support structure should be avoided on thin features that could be damaged
during the support removal operations. The orientation should also minimize the number of surfaces
to be finished. If the rough surface or support structure cannot be avoided, those surfaces should be
the same that, according to the design requirements, need to be machined. Therefore, e.g., the best
solution is to move and rotate the part until the surfaces to be machined are the same that serve to
attach the support to the part. Overall, it should be considered:

• Adding a suitable allowance, albeit only to the features that need to be finished or where the
prescribed roughness is lower than the surface roughness obtained when using the L-PBF process.
Post heat treatments that can cause modifications of the final geometry should also be considered;

• From the design point of view, since the surface roughness depends on the orientation of the part
in the build volume, the part should be oriented to minimize the finishing operations;

• If the holes need to be finished by machining, consider directly machining the holes;
• Because complex geometries can lead to problems related to the positioning of the part during the

finishing operations, flat surfaces should be designed as reference surfaces for the subsequent
operations. Specific tools may be produced directly, by means AM processes for metals or
polymers, and used to fasten the component to a standard tool;

• Some features could be designed with the aim to support the part during the L-PBF process and
as an aid for the fastening of the component during machining. On the other hand, the features to
be machined should be simplified according to the design for conventional manufacturing rules.

The next step “support design” (blue square in Figure 1) aims to design proper support structures
that allow fixing the part to the building platform, to support critical surface angles and to prevent
deformation of the part due to heat accumulation and thermal stresses [30]. Additionally, the support
design workflow helps in designing suitable support structures that are easy to remove and minimize
the machining.

5
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Figure 1. Design and manufacturing for an laser powder bed fusion (L-PBF ) process.
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3. Economic Analysis

The overall objective of the economic analysis is to estimate the manufacturing costs. Differently to
the literature on the conventional manufacturing processes, the costs for metal AM processes have
only been dealt with in a limited number of case studies, and a well-structured approach has not
yet been presented. Rickenbacher et al. [31] introduced a cost model for L-PBF that considered only
some components to calculate the manufacturing costs. However, they neglected some relevant
items, such as the fixed cost of the machine due to the maintenance and the heat treatment required
to release the thermal stresses. Moreover, they introduced arbitrary factors to model the frequency
of material changes, which was evaluated on the basis of a single build rather than a single part.
Baumers et al. [32] proposed a general production cost model for electron beam melting (EBM) and
direct metal laser sintering (DMLS), which is the EOS GmbH tradename for their L-PBF process
machine. Their study estimated the costs according to machine usage. However, they did not consider
any design optimizations and neglected the partition of the machine cost of when different components
are produced in the same job. A general estimation model of the manufacturing costs of AM processes
should consider the so-called well-structured costs, Cwell-structured, which cover the direct and the
indirect costs and can be computed for a single produced part. The direct costs refer to the costs that
are directly associated with the production. They are absent if the production is halted. The indirect
costs refer to those costs which cannot be avoided when the production is interrupted, such as the
salaries of the administrative staff. The direct costs and the indirect costs are functions of the build
time of each part.

As far as the indirect costs are concerned, the following costs were calculated:

• Machinery depreciation, which is distributed over the total working hours of the year and
computed in proportion to the build time, according to Equation (1):

S =
Cmachine(1 + i) n

n
· tbuild

hyear
(1)

where Cmachine is the cost of the machine, n is the number of years, which is usually assumed
equal to 5, i is the interest, hyear is the annual working hours, and tbuild is the building time.

• Administrative costs, which are distributed over the total working hours per year and computed
considering the build time;

• The costs due to the renting the premises are computed considering the space occupied by the
machine and the auxiliary systems.

The direct costs are:
• The design costs per part Cd, which can be referred to as the time required to design and optimize

the geometry. Since an optimized geometry must be obtained from a manufacturing design,
Cd also refers to the time spent assembling the job (all activities included in checking Figure 1
such as the creation of the STL file, orientation, creation of the support structures, slicing and
setting the process parameters). Thus, Cd can be computed as:

Cd =
1

Nps

[(
Cdoper +

CCADsw

hCADsw

)
td +

(
Cdoper +

CCAMsw

hCAMsw

)
k1tjob

]
(2)

where Cdoper is the designer’s hourly rate, expressed in €/h, CCADsw and CCAMsw are the cost
per user of the annual software license for the CAD model and the job preparation, respectively,
hCADsw and hCAMsw are the number of hours of use of the software per year (€/year) for the CAD
model and the job preparation, respectively, td is the time that is required for the design and tjob is
the time that is required to prepare the job, and it is weighed by k1, which is the ratio between the
volume of the part (including the support structures and the allowances) VO+A+S and the total job
volume Vjob. k1 is used to account the building of parts with different geometries in the same job.
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k1 considers that the larger the volume of the part, the more time is required for the building time.
Nps is the total number of parts that have to be produced.

• Setup Cost per part, which refers to the preparation of the machine before the job starts.
It includes the cost of filling the dispenser, Cfill, the cost of preparing and checking the chamber,
Cenv (e.g., argon flow), the cost of resurfacing the build platform, and Cbuild plat, the cost of
removing the supports after the part has been removed. Build platforms are usually re-surfaced
by milling operation [33]:

Csetup= k2Cfill+k1Cenv+k3Cbuild plat (3)

where Cfill = Coper·tfill, and tfill is the time required to fill the dispensers.
Cbuild plat = (Cmachining · W(H + ex)) ⁄ (0.50Dvo) is the cost of resurfacing the build platform
by machining in a single operation. Cmachining is the hourly cost of the milling machine, W and H
are the dimensions of the build platform, ex is the sum of the approach length and the overtravel,
D is the diameter of the mill, and vo is the material removal rate (mm/min). As k1, k2, and k3

take into account the building of parts with different geometries in the same job, k2 considers the
percentage of material utilized for the building of the part against the quantity used to fill the
dispensers (Matfilldisp). Matfilldisp considers a quantity of powder expressed in kg that corresponds
to the quantity of material to fill a building volume corresponding to the maximum height of job
multiplied for the dose factor. The dose factor depends on the saturation of the build platform.
An additional 20% of material could be also considered. k3 considers that the larger the projected
area of the part on the build platform is, the higher the cost of the part for the milling operations:

k2 =
Wm

Matfilldisp
(4)

k3 =
surface of the build platform occupied by the part

total surface of the occupied build platform
(5)

where Wm is the quantity of material used to build the part and Matfilldispis the quantity of material
used to fill the dispenser.

When Argon is used, Cenv can be computed as follows:

Cenv = CArVAr +CopertoperAr (6)

where CAr is the price of the Argon per m3, and VAr is the total volume of Argon used to fill the
build chamber and achieve the right pressure before the process starts. toperAr is the time required
for the operator to start and control the procedure.

• Production cost, Cproduction, refers to the direct cost of building the part. This cost includes
the energy consumption of the machine and of the other systems, including gas consumption.
In addition, this cost includes the maintenance of the machine and the other systems during which
a downtime period is required. These costs are computed as indirect costs and are a function of
the time that the machine is used to build the part. However, these costs are not taken into account
when the machine is not utilized, unlike the indirect costs, which still have to be considered,
even when the production is halted:

Cproduction = Cgas
(
texp + k4tcooling

)
+CAMtbuild (7)

where Cgas is the hourly rate cost of the gas that is used during the building and cooling of
the part, CAM is the direct hourly rate cost of the AM system and is the sum of the costs of the
energy consumption per hour, of the maintenance of the machine and the other Cmm systems.
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Cmm, which is distributed over the total hours between two subsequent maintenance operations
of the tb2m systems, is calculated as follows:

Cmm =
∑ (

Copertmm + Crc
)

tb2m
(8)

where Coper is the operator’s hourly rate cost, expressed in €/h, tmm is the time that is required for
the maintenance operations and Crc is the cost of the replaced components.

• Material cost, Cmat, is obtained from the total material quantity Wm and is calculated according to
Equation (9). The cost of powder, Cpowder, refers to the cost per kilogram of powder:

Cmat = WmCpowder (9)

• The manufacturing cost is related to the build time, and it includes the idle time and the exposure
time, texp, per part, as presented in Equation (10):

tbuild = k1
(
theating plat + taux + tfillAr

)
+ texp + k4tcooling (10)

where theating plat is the time required to heat the build platform, taux is the extra time required before
starting the process (the cleaning and levelling processes of the build platform, compacting and
leveling the powder, cleaning the lens and lens cover), tfillAr is the time required to fill the build
chamber with argon, and tcooling is the time required to cool the part. k4 is a coefficient that is
introduced to consider the building of parts with different geometries in the same job and is
defined as follows:

k4 =

(
1− the total surface of the part∑

the surface of the parts

)
(11)

k4 considers that the larger the surface of the part is, the more rapid the cooling.
• The post-processing cost, Cpost proc, only includes the operations that are mandatory to consider

the AM process complete. For these reasons, Cpost proc contains the cost of removing the support
structures, Crem supp, the cost of the post treatment, Cpost treat, the cost of the heat treatment to
release the residual stresses for the L-PBF process, and the cost of polishing the part, Cpolishing,
by shot peening:

Cpost proc = k3Crem supp + k1Cpost treat +Cpolishing (12)

Crem supp = (CEDMvoEDM +CsawvoGr)lbuild platform +Copertrem (13)

The support can be removed by means of a wire electro discharge machining (EDM) process,
manually or by sawing. CEDM and Csaw are the hourly costs of the EDM machine and of the
saw, respectively. voEDM and voGr are the material removal rates for EDM and sawing processes,
respectively. lbuild platform is a length of the build platform and trem is the time required to remove
the support structures manually. Cpost treat and Cpolishing are evaluated as the hourly costs for the
machine and the time needed to complete the operation. k3 considers that more supports are
necessary for larger surfaces. k1 considers that the larger the parts are, the longer the time needed
in the oven.

• Finishing costs, which refer to the additional operations necessary to finish the part and achieve
the required dimensional, geometrical, and surface accuracy. This information should be defined
at the design stage.

4. Case Study

The study has dealt with the system (Figure 2) that supports and moves a flying measure probe in
a working volume. Each test machine has eight flying measurement probes: four to acquire signals

9



Crystals 2020, 10, 161

from the top of the board and four to acquire signals from the bottom of the board. The high precision
flying probe is supported by a bracket which also contains the vision system and the lighting system
that are used to acquire images during the measurements, the mechanisms that are used to move
the flying measure probe and the data collection systems. The flying probe and the system used to
collect data and to move the probe are joined to the bracket by means of six screws, while the vision
system and its data collection system are joined to the bracket with four bolts. The whole system
(bracket, flying probe and vision system) is joined to the X-rail by four bolts and aligned precisely
with two dowel pins. The linear motor guide is assembled in the upper part of the X-rail. The X-rail
also contains the motor stator magnets which are enclosed in the rail by two side covers. The X-rail is
joined to the bottom part of the Y-rail and is equipped with another linear motor. The electric motors
move the whole system linearly along the X and Y axes. The probe can also be moved along the Z*axis,
which is rotated by a certain angle with respect to the normal of the XY-plane. The overall dimensions
of the two rails (orange in Figure 1) are 220 × 690 × 101 mm3 and the total weight is around 5000 g.
The maximum envelope for the bracket is 150 × 60 × 60 mm3. The bracket weighs 203 g, while the
whole system (probe, vision and lighting systems) weighs about 1400 g.

Figure 2. Case study. The systems that are subjected to redesigning are the X and Y rails and the bracket.

From the structural point of view, the most critical components for the accuracy of the machine
and its dynamics are the two rails and the bracket. Because of the low number of parts produced per
year (around 400 parts), a three-axis milling machine is used today to shape the components from raw
aluminum 7075 alloy ingots.

The part of the system that considers the two rails includes 16 elements and requires 12 operations
to join the two rails. The weight of these elements lies on the linear motor and affects the acceleration
and deceleration ramps when the flying probe is moving in the working volume. Owing to the design
criterion which lies to the high stiffness, the system is subjected to low stresses. The redesigning
of the rails is aimed at streamlining the assembly in order to reduce the geometric errors that are
accumulated and propagated, step by step, during the assembly process and which may affect the
machine accuracy [34]. Redesigning is also aimed at reducing the total weight while maintaining
stiffness. The design limitations, due to the larger rail dimensions (690 mm) than for most industrial
metal component AM systems, need to also be considered at the design stage together with subsequent
machining operations.
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The current design of the bracket exhibits a maximum displacement of over 30 μm, which exceeds
the design requirements of 20μm. The generated bending excess affects the position of the probe and the
precision of the measurements. This error is currently compensated for by adopting suitable algorithms
to adjust the probe positioning. From an industrial point of view, this choice is the best compromise
between the time and costs necessary to design and manufacture (machine and component set, tools,
etc.) the bracket. The bracket redesign is aimed at increasing the stiffness to that of the requirement
(20 μm) while maintaining its original weight to avoid an increased load on the electric motors.

Both components are designed to be produced using gas atomized AlSi10Mg powder, as it has
similar properties to the original material. The material properties are reported in Table 1. Exact details
about the machine, the geometries, the load conditions and the working cycle considered in this
case study cannot be disclosed for confidentiality reasons. However, this should not rule out the
understanding of the main findings of the case study.

Table 1. Material properties: comparison of Aluminum 7075-T6 for the three-axis milling machine and
AlSi10Mg for L-PBF systems.

Property Aluminum 7075-T6 AlSi10Mg

Density [kg/m3] 2810 2670
Young’s Modulus [MPa] 71,700 75,000

Yield Strength [MPa] 503 350

4.1. Design of the Rails

A simplified model of the original system was initially implemented in InspireTM 2018
SolidThinking®, version 2018, build 9508, to analyze its mechanical behavior. The probe, and the vision
and the lighting systems were modelled as concentrated masses. The magnetic forces from the linear
motor were simulated as vertical loads. A finite element (FE) method was used to solve the model.
As expected, the system showed an almost uniform stress distribution and high equivalent stress of
around 20 MPa, which is far below the limit of the material (Table 1). As already mentioned, the low
stresses are due to the high stiffness design criterion. Thanks to the low stress (see supplementary file),
the part can be redesigned freely considering only the peculiarity of the L-PBF process. The components
of the system were therefore redesigned to achieve an efficient new material distribution and weight
reduction while only coupling areas were constrained.

As far as the X-rail is concerned, the design starts with a redesigning of the vertical walls
(Figure 3a,b). Each vertical wall was replaced by two thin honeycomb-structure walls. These structures
were demonstrated to be self-supported, and allow better stress distribution and light. The walls were
also placed out of sync in order to distribute the stresses more evenly during the production of the
components and during operation. A new material distribution was considered for the bottom wall
using the Voronoi algorithm (Figure 3c). The cover was then welded to the rail (Figure 3d) to improve
the stiffness of the rail and it was shaped like a cross. A similar approach was followed to redesign the
Y-Rail (Figure 3e).

After the redesign of every single part, the parts were assembled and unnecessary features were
removed. The whole system was therefore redesigned to be produced as a single monolithic part
as follows. The two rails were then welded together. However, the component had to be split into
three parts to fit most commercial and industrial L-PBF systems. Owing to the dimensions of the new
parts, with the aim to produced them in a single job, an EOS M400 machine (400 × 400 × 400 mm3) has
been considered for the production. Figure 4a shows the results of the optimization phase (Section 2
and Figure 1) in which the support structures and the surface finishing are minimized. In this way,
only the top surfaces of the X-rail, and the bottom surfaces of the X and Y rails have to be finished.
The bottom surfaces are finished directly by EDM when the parts are removed from the building
platform. The top surfaces of the X-rail are machined by milling after the assembly of the parts to
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ensure a good geometrical tolerance so that they can be joined to the linear motor guides. Figure 4
shows a simulation of the fastening systems during a milling step.

Figure 3. Details of the redesigned features for (a–d) the X-rail and (e) the Y-rail.

 

Figure 4. (a) manufacturing orientation for L-PBF production by EOS M400 and (b) machining using
a three-axis machine.

According to the support optimization indications (Section 2 and Figure 1), all surfaces were
modified to avoid the need of support structures (e.g., Figure 5a) and where the geometrical features
were not accessible for manual or mechanical support removal (e.g., Figure 5c, an internal section of
the y-rail). A grid (Figure 5d) that also works as a support during the L-PBF process was designed to
increase the stiffness of the systems. A shaft-hub interference fit was designed (Figure 5e) to assemble
the three parts (details provided in the supplementary file). The connection only included features that
are self-supported. The connection between the two parts was also ensured by two bolts (Figure 5b).
The component parts were all numbered to make the assembly easier (e.g., Figure 5a red square). After
the geometry modification, Figure 6 shows the result of the support optimization according to Section 2
and Figure 1.
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Figure 5. Modifications of the part features according to the support optimization procedure presented
in Section 2. (a) modification of the bottom part of the rail to reduce the number of support structures;
(b) removing material and modification of the surfaces to avoid inaccessible area for the support removal
(a section is showed in (c)) and adding a link to improve the assembly strength; (d) features that support
the overhang both during the construction of the part and the working conditions; (e) particulars of the
shaft–hub interference fit (details are provided in the supplementary file).

Figure 6. The layout of the parts with the support structure (in blue). All supports can be removed
manually, except the ones on the bottom surfaces which are removed during the detachment of the
parts from the building platform by EDM.

Figure 7 shows the differences between the original and the new design. The displacements
showed the same distribution. The new material distribution that led a reduction in weight of about
32% was achieved as a result of the implementation of the new design, without any significant changes
in terms of stiffness. A technical prototype for the experimental tests was produced according to the
designed working cycle. The total production time, including the heat treatment, the support removal,
the EDM, and the finishing operations, was about three days. The final component is shown in Figure 8.
The total material swarf was about 200 g. The material cost (powder cost equal to 65€/kg) of producing
the component was around €197, which is comparable with the material cost of the original component
(€196 [35]). However, considering that the initial components were machined from an ingot [35],
the material saving, with respect to the original component, was around 99%. The assembly operation
flow was simplified because all the operations to join the rails and the covers were removed.
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Figure 7. Comparison of the maximum displacements between the original and the new design.
The maximum displacement is registered as the extremity of the probe. The slight difference in the
displacements values between the two designs demonstrates that the stiffness of the system has been
preserved while the material efficiency has been improved.

 
Figure 8. Technical prototype with details of the walls of the X-rail (A) and the shaft-hub interference
fit (B).

4.2. Bracket Design

As already mentioned, the redesigning process had the aim of designing a bracket that would
satisfy the original requirement, in terms of displacement, while maintaining its original weight.
In order to maintain the original rail assembly operational flow, the coupling areas were constrained
with other systems to avoid modifications as a result of the redesign. Some other surfaces were also
included as constrained areas so that the same fastening tools used for the original geometry could be
used during the finishing operations.
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Differently from the previous case, an increase of the stiffness is required here. Practically,
this means a search of a new material distribution which considers a larger design domain of the
original component. The design domain needs to be large enough to include the anticipated optimal
material distribution, but also had to be as small as possible to avoid unfeasible structures and increases
in the computational costs due to an abundance of unnecessary elements [36]. The potential design
domain has been considered as the design space that does not compromise the fastening operations
with the other systems. The design domain was therefore increased and optimized iteratively according
to the following procedure:

1. Defining the initial design by increasing the updated design space without exceeding the
maximum envelope:

• Identifying the areas with high deformation energy from the computer-aided engineering
(CAE) analysis of the original design;

• Adding material to the areas that showed high deformation energy, after controlling that the
total volume did not increase excessively. It noticed that, for small components, the total
volume should not have exceeded twice the updated volume in order to avoid an excessive
increase in the computational time. This rule was therefore followed in the subsequent steps.

2. Meshing the domain with a tetrahedral mesh which could be generated automatically, in order to
decrease the computational time. In this step, the density of the mesh could be low.

3. Running a TO with free constraints and using the solid isotropic material with penalization (SIMP)
method [37], which is implemented in the most frequently used commercial software programs,
by constraining the weight to be equal to that of the original design (or a volume reduction of
50%) and maximizing the stiffness.

4. Updating the optimized geometry (i.e., creating a geometry in which the areas with low
deformation energy had been removed).

5. Verifying that the maximum stress did not exceed the material limit.
6. Establishing the maximum displacement of each axis; if the values did not exceed the prescribed

condition, then the geometry obtained from step 4 could be considered optimal; otherwise, it was
necessary to go to the next step.

7. Modifying the geometry obtained from step 4 by adding material to the areas with high
deformation energy, while controlling that the total volume did not exceed twice the original
volume. This model represents the new design space.

8. Go back to step 2.

The as-defined design space results in being the smallest that would allow a solution to be found
for the global displacement. In short, the proposed design space optimization procedure solves a
displacement control problem by means of a series of structural TO problems in which the minimum
compliance and volume constraint are considered. The maximum displacement is considered as the
ideal design optimization criterion for the design space. Therefore, the design space is redefined
several times, and the optimized geometry is obtained after iterations. These iterations work as a
design space optimization as they allow the domain to be expanded, where necessary, regardless of
the shape of the initial design domain. In other words, the displacement control problem is solved by
means of iterative lightening procedures, in which the optimized goal is to find the structures with the
maximum stiffness. That obtained design space design space was used in a free constraint TO using
an improved mesh quality to provide a more precise solution [7] and allow a better representation of
the structure.

The design optimization of both initial design domain and final geometry have been obtained by
the TO method. The TO and validation of the optimized geometry were implemented and solved using
Abaqus Standard and a TOSCA algorithm. Thanks to the design freedom, which is guaranteed by the
design for the L-PBF process, TO was run with free constraints [38] and using the SIMP method [37].

15



Crystals 2020, 10, 161

A tetrahedral mesh was used for the design space optimization and for the final TO in order to decrease
the computational time. Hexahedral elements were used for the analysis and validation of the geometry
because the accuracy of the results was considered of utmost importance.

4.2.1. Redesigning and Prototyping

A preliminary static analysis of the original design of the bracket was performed to validate the
FE model for the stiffness optimization. The analysis involved the implementation of an FE model
of the original bracket, in which the mechanical stress and displacement behaviors were included.
The probe and the vision system weights and the probing force during the measurement are the main
causes of the bending of the bracket. The bending of the bracket was thus simulated for two different
load cases. Load case 1 represents the situation in which the bracket is subjected to its own weight and
to that of the other systems (vision and lighting systems and probe), while load case 2 represents the
phase in which the probe tests a MEMS relay, and a probing force is therefore added. The maximum
equivalent stress on the component was around 15 MPa which was still below the limit of the material
so as not to decrease the stiffness of the component. However, the maximum equivalent displacement
was around 35 μm, in agreement with the specifications provided by the manufacturer. According to
the procedure mentioned above, the design space was subjected to several iterations. An expansion of
the original design is possible if the geometry modifications do not lead to a change in the finishing
and assembly operations. The starting point was the original design for which the stresses and the
displacements were known (Figure 9).

 

Figure 9. Iterations of the design space optimization. At each iteration, the material has been removed
from the area at low energy deformation and has been added in the ones at high energy deformation.
The iterations ended when the maximum displacement of the bracket under the load was less than the
prescribed requirement (20 μm).

Design space 0 was obtained by adding material to the areas with high deformation energy
(Figure 9) while controlling that the total volume did not exceed twice the original volume. TO was
then run by constraining the weight to be equal to the original design and maximizing the stiffness.
The stresses and displacements were then analyzed. Design spaces 1 and 2 (Figure 9) were obtained
from the previous design space in order to consider the optimized geometry by adding material to
the areas with high deformation energy while controlling that the total volume did not exceed twice
the original volume. Finally, when TO was run using design space 2, the displacement values did
not exceed the prescribed condition, that is, 20 μm and the space design was therefore considered
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optimal. Each design space was using Abaqus CAE and re-meshed considering the same element size.
Design space 2 was then used to perform a more detailed optimization. The element was decreased in
size to improve the approximation of the geometry.

The optimized geometry was redesigned, according to Section 2. Figure 10 shows a comparison of
the original and the redesigned geometry displacements, which are reduced to the prescribed constraint
in each direction. The maximum displacement was along axis 2 and was equal to 18 μm. Furthermore,
the final design weighed 184 g, which is about 10% less than the original bracket. This reduction in
weight, in AM material, cannot be ascribed to the slightly lower density (Table 1) because the difference
between the material density values is about 5%.

 
Figure 10. Comparison of the original and new designs for load case 1 (the bracket is subjected to its
own weight and to that of vision and lighting systems and a probe) and load case 2 (the probe tests a
MEMS). The lower displacements in the case of the new design demonstrated an overall increasing of
the stiffness of the bracket.

17



Crystals 2020, 10, 161

The feasibility of the bracket in terms of part and process (choice of supports and orientation)
designs has been verified by producing a single part. With this scope, the production has been performed
by an EOSINT M270 Dual Mode machine that has a small production volume (250 × 250 × 215 mm3)
which is suitable for the preliminary prototyping tests. An Ytterbium fiber laser system is used to
melt powders with a continuous power of up to 200 W, a spot of 100 μm, and scanning rate up to
7000 mm/s in an argon atmosphere. The used process parameters are shown in Table 2. The produced
component was heat-treated in a furnace (2 h at 300 ◦C) to prevent inaccuracies due to stresses induced
thermally during removal of the parts. Figure 11 shows the as-built technical prototype in AlSi10Mg
manufactured by the EOSINT M270 machine.

Table 2. Process parameter values employed for the bracket production.

Process Parameters Skin Core Contour

Scan speed [mm/s] 900 800 900
Laser power [W] 120 195 80

Hatching distance [mm] 0.10 0.17 -
Layer thickness [μm] 30 30 -
Laser spot size [mm] 0.10 0.10 0.10

 
Figure 11. The technical prototype produced by EOSINT M270.

4.2.2. Cost of the Bracket

A production series of the bracket with the new design has been considered to compare the
feasibility of the product and the actual cost with those of the original design. A production quantity
of 400 parts per year was considered [35].

The time to produce the original design, using a milling machine, is about 1.40 h, and the total
cost is around €116 [35].

A SLM500 machine, made by SLM Solution, was considered for the simulation because, among the
industrialized L-PBF systems, its building volume fits in a single job a higher number of brackets.
The build volume is 500 × 280 × 365mm3, where 500 × 280 mm2 are the dimensions of the build
platform (WxH). The price of the machine is around €1,200,000. The powder necessary to fill the tank
(Matfilldisp) is about 50 kg in which a maximum height of the job and a dose factor equal to 27.3 mm
and 4, respectively, have been considered. The manufacturing costs were simulated by considering the
build platform to have been filled according to the procedure reported in Section 2. Nine parts can be
produced for each job. An aliquot of 0.240 kg of material is necessary to build the part and supports
(Wm). An additional 5% is considered as powder lost during the cleaning of the part. After the
production, the loose powder is removed from the parts and the as-built parts (attached to the building
platform) are heat-treated to release the residual stresses. The supports are then removed manually. The
pinholes and the holes for the bolts that join the probe to the bracket are the only surfaces that must be
finished. It was assumed that all the manufacturing operations were performed in the same workshop.

The above-mentioned data are summarized in Table 3. The coefficient k1 is calculated by the ratio
between the VO+A+S and the total job volume Vjob, k2, and k3 are calculated according to Equations (4)
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and (5), while k4 is equal to zero because no cooling time is required after the production. The times
included in Table 3 that are necessary to complete any manual operation or task was measured in real
production. With this scope, a single part was produced using an SLM500 (Figure 12).

Table 3. General information about the cost of the model.

Material quantity for the build tank [kg] Matfilldisp 50
The dimension of the build platform [mm2] WxH 500 × 280

Volume (part+supports) [mm3] 90,000
Material quantity (part+ supports) [kg] 0.240

% of waste 5
Total material quantity [kg] Wm 0.240012

Number of parts per job 9
k1 0.11
k2 0.005
k3 0.11
k4 -

Operation time
Heating platform [h] theating plat 0.33

Levelling platform [h] taux 0.33
The time necessary to fill the chamber with Argon [h] tfillAr 1.67

The time necessary to complete the job [h] texp 13
Cooling time [h] thooling -

Total time per part [h] tbuild 1.7

Figure 12. Part manufactured by SLM500. The idle times (Table 3) have been measured during
the production.

Table 4 shows the calculation of each costs. The cost for a single part is obtained by dividing the
cost for the number of brackets that are fabricated in a single job. The machining times were numerically
calculated performing a 3-axis milling using computer-aided manufacturing (CAM) software, Visi 19.
The same clamps used for the original designed were used. The costs of designing the part and the job
were neglected because a large production was considered.
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Table 4. Calculation of the total manufacturing costs according to the model presented in Section 4.1.
* The volume of Argon necessary to fill the chamber, VAr, is the product of tfillAr and Arp.

Machinery Depreciation and Indirect Costs

Cost of the machine [€] Cmachine 1,200,000
Years 5

I 0.05
Depreciation cost [€/h] S 76.58

Indirect costs [€/h] 11.5
Indirect costs per part [€/part] 149.74

Setup Costs

Labor cost [€/h] Coper 23
The time necessary to fill the dispenser [h] tfill 0.7

Cost of filling the dispenser [€/part] 0.010
Time of the operator to start the process [h] toperAr 0.08

Cost of the Argon [€/m3] CAr 3.7
Argon consumption for purging [l/min] Arp 70

Total Argon volume to fill the chamber * [m3] VAr 7.03
Cenv [€/part] 3.09

Machining cost [€/h] Cmachining 35
Labor cost [€/h] Coper 23

Mill diameter [mm] D 100
Cost of resurfacing the building platform [€/part] Cbuild plat 2.05

Setup cost per part [€/part] Csetup 5.15

Material Cost

Powder cost [€/kg] Cpowder 65
Material cost per part [€/part] Cmat 19.06

Production Costs

Cost of the Argon [€/m3] CAr 3.7
Argon consumption during the building [l/min] Arb 5

Total Argon volume for building [m3] VAr 0.433
AM cost [€/h] CAM 10

Production cost per part [€/part] Cproduction 18.60
Post-processing costs

Labor cost [€/h] Coper 23
EDM cost [€/h] CEDM 30

The time necessary to remove the supports manually [h] trem 1
Heat treatment cost [€/h] 35
Heat treatment time [h] 8

Polishing cost [€/h] 5
The time necessary to remove the powder [h/part] 0.16

Post processing cost per part [€/part] Cpost proc 43.69
Manufacturing cost [€/part] 247.59

Finishing operation cost [€/part] 52.7
Total cost [€/part] 300.37

The manufacturing cost for the new design (€300.37) results in being more than twice those of the
original bracket. Figure 13 compares the distribution of each cost item over the total manufacturing
costs for the new design and the original one. It may be observed that the largest contributions to the
AM processes are those of the depreciation of machinery and the indirect costs. This is because these
costs are computed on the basis of the build time. In fact, the production time of L-PBF machines is
longer than that of the traditional manufacturing process. The depreciation of machinery and the
production costs for a 3-axis CNC (computer numerical control) process are distributed equally over the
total costs. In fact, the total hourly production cost for a traditional machine considers the maintenance
of the machine, the tools, the equipment, the lubrication, the cooling system and energy consumption,
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the operator, movement of the pallet, and so on. As a result, the total hourly production cost for
a traditional process is higher than that of an AM process. A large part of the cost of the new design is
due to the post-processing and finishing operations. As the currently used L-PBF processes can only
produce near-net shaped parts, the total production cost of obtaining a functional part, by means of
L-PBF, should be considered as the sum of the production cost, the post-processing and the finishing
cost. Accordingly, it is evident that the distribution of the costs of traditional and AM processes is
similar. Although it is generally believed that the price of powders influences the final cost of the part
to a great extent, the here presented analysis instead shows that the main influence on L-PBF is the
production rate, in other words, the time necessary to produce a part and to finish it. The cost of the
material to produce the original design, by means of milling, is comparable with the cost of the material
necessary to produce the newly designed part produced by L-PBF. However, the cost of the material
for 3-axis CNC has a significant effect on the total cost because a large quantity of material is wasted
during machining. In fact, a 2.2 kg ingot of material is needed to produce a bracket that weighs 203 g.

 
Figure 13. Distribution of the manufacturing costs.

Besides the increased cost, the benefit that was achieved by adopting the new geometry, and thus
the AM process adopted to produce the part, should be considered from an overall point of view.
The new design for L-PBF has shown the possibility of achieving the required stiffness, which in
turn improves the actual machine accuracy and dynamics because the load on the electric motor is
decreased. Therefore, the higher cost, with respect to the 3-axis CNC, could be justified by the increase
in the performance of the component and in turn of the whole machine. The same conclusion cannot
be reached when the new design and the 3-axis CNC process are adopted because the complexity of
the geometry would lead to an exponential increase in manufacturing costs.

5. Conclusions

The here presented work is aimed at exploiting the production advantages of L-PBF systems
for high-precision applications, in which the design problems pertain to the assembly operations,
weight reductions and increasing the stiffness. In this context, the rails and bracket that support a
high-precision flying probe for a testing machine have been redesigned. The redesign is based on a
general methodology that considers all the steps of an L-PBF process. The optimization of the design,
the support and the part orientation have been driven by material efficiency. The components that
have been redesigned to be produced by L-PBF have demonstrated great advantages, in terms of
mechanical performance. The weight of the rails has been reduced by 32%, while the number of
components has been reduced from 16 to 3. The optimized bracket results in being more than 50%
stiffer than the original one and about 10% lighter. In both cases, CAE simulations have shown that
great improvements can be achieved as a result of new material distribution. The results have thus
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provided further validation of the fact that an integrated approach between design and AM processes
is an extremely powerful tool to generate geometries with high performances and characteristics,
even in the case of precision machines, coordinate measuring machines, and industrial robots, in which
the mechanical stiffness of the parts, without any extra weight, is one of the most important design
criteria. The cost analysis has also confirmed the suitability of adopting a new manufacturing process
to produce components for this industrial sector. The higher cost of the new design of the bracket,
with respect to the original one, appears negligible compared to the improvements that can be achieved
in terms of component performance and machine accuracy. Additionally, the increased cost appears
to be a small part if compared with the market price of these kinds of machines (around €700,000).
Compared with the traditional process, DfAM leads to significant savings in material. As a result,
the use of AM leads to positive environmental impacts, in terms of material utilization, the supply
chain, and life-cycle performances [39].

Overall, AM processes shorten the distance between concept and reality. However, the empirical
findings of this study suggest important issues that should be considered in future research:

• The support structures and finishing operations still represent a challenge for the full exploitation
of the AM process and for the creation of optimized geometries;

• The available commercial tools are still not able to fully support the designer to find optimal
design solutions for AM and to handle geometric complexities;

• At present, the application of an iterative approach to designing seems to be the only way to:

• reach an optimal solution that takes advantage (for specific purposes) of the level of complexity
of the design made available as a result of the adoption of AM processes;

• achieve the production of truly optimized parts.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4352/10/3/161/s1,
Figure S1: Comparison of the Von Mises stress between the original and the new design. As can be observed,
the stress on both parts is extremely low. The maximum values around (24 MPa) is registered in the contact
between the bolts the rails (Figure S2). The low stresses and great safety coefficient respect to the yield stress of the
material (503 MPa for the Al7075 of the original design and 350 MPs for the AlSi10Mg of the new design) are
due to the high stiffness requirements which were applied the design stage (which means low deformation and
displacements during the working conditions of the system), Figure S2: Localisation of the only areas in which
the maximum stress has been registered, Figure S3: Design details of the shaft-hub interference. The features
have been designed to guarantee an adequate stiffness of the connection. This is ensured not only by the feature
‘dimensions but also by the roughness of tilted surfaces that is slightly higher of the horizontal and vertical ones
and helps to improve the contact between the surface.
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Abstract: In this study, an experimental approach was developed to analyze and better understand the
laser welding and melting of a powder bed process. Different optical diagnostics tools (high-speed
camera, infrared camera, pyrometer, etc.) were applied to measure different physical quantities
(molten pool morphology, temperature field, residual stresses, and distortions). As a result,
measurements during the laser welding process facilitated the building of a database of experimental
results (experimental benchmarks). The study of the melting of a powder bed enabled a better
understanding of the physics related to the formation and behavior of the molten pool. These results
can be used by researchers to improve and validate numerical simulations of these processes.

Keywords: melting of a powder bed; laser welding; optical diagnostics; molten pool; temperature field;
residual stresses

1. Introduction

The laser welding process is used widely in international industry. It involves using a laser
to assemble various metals (carbon steels, stainless steels, aluminum, and titanium). A laser is a
concentrated heat source that can provide a tight and deep weld bead. This process has different
advantages over other welding processes: the absence of chamfers and filler material, a high welding
speed, a controlled welding depth, a small thermal affected zone, and a low deformation of welded
parts. Recently, additive manufacturing processes have begun to occupy an increasingly important
place in the industrial world, especially those based on the melting of a powder bed. They consist
of producing parts through layer by layer deposition and selective melting of powder layers using
a laser. During the melting of a powder bed, different materials can be used: metals, polymers,
and ceramics. Metals are by far the most used materials in different industrial environments such as
medical, aerospace, automotive, and power.

The laser welding and especially the melting of a powder bed require continuous studying
to improve their performance. The experimental approach is often used to study and analyze
these thermomechanical processes [1–8]. These studies can be very expensive considering that the
processes parameters are numerous [9,10]. In this context, numerical simulation can be an alternative
solution. It facilitates the optimization of these parameters and predicting the final characteristics of
manufactured parts for a reasonable cost and time.

During the numerical simulation of these thermomechanical processes, several physical
phenomena must be considered. These phenomena include the formation of the molten pool,
heat transfers, metallurgical transformation, residual stresses, and distortions. Depending on the
aims targeted by the simulation, some physical phenomena can be neglected [11]. For example,
during numerical modeling that focuses on the formation of the molten pool (thermo-fluid simulation),
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the mechanical computation (residual stresses and distortions computation) is often overlooked [12–15].
Thermomechanical simulation is generally used to estimate residual stresses and distortions,
thus providing very useful information for fatigue lifetime predictions. The thermal computation of
this type of simulation is often simplified (the formation of the molten pool is neglected) to reduce
the computation time [16–24]. Some studies have attempted to consider most of these physical
phenomena. For example, Saadlaoui et al. [25] developed a new strategy to simulate the interaction
between the fluid flow in the molten pool and the deformations in the base metal. Therefore, their
strategy enables the provision, at the same time, of thermal, fluid, and mechanical results (thermal
cycle, molten pool morphology, fluid flow, residual stresses, and deformations). As mentioned above,
the numerical simulation can be a useful solution in studying these processes for a reasonable cost
and time. However, the numerical simulation is based on different assumptions [11]. For this, a step
of validating the numerical models may be necessary. It involves testing the efficiency and reliability
of the simulation using experimental or numerical benchmarks. Frequently, researchers prefer to
validate their modeling using numerical benchmarks. That is mostly because of the reasonable cost
and the accessibility of these benchmarks (contrarily to experimental benchmarks). Here, the problem
is that these numerical benchmarks are often simple academic simulations. For example, the sloshing
problem was used by Saadlaoui et al. [15] to validate the fluid formulation of the molten pool formation
during the laser welding process. It involves tracking the oscillations of a liquid in a container [26].
Therefore, these benchmarks cannot be directly used to validate the results of a laser welding simulation.
In this context, several experimental measurements were developed to study and to build a database
(experimental benchmarks) of thermomechanical processes [27–32]. These experimental benchmarks
can clearly be used to improve and validate numerical simulations.

Some experimental studies have examined the formation of a molten pool during laser welding
and the melting of powder bed processes [10,30,33–35]. They have enabled the measuring of the
molten pool morphology. This may assist in validating the thermo-fluid simulation of these processes.
Gao et al. [36] studied the formation of a molten pool and the keyhole during ND: YAG laser welding
of stainless steel. They applied a coaxial visual sensing system to record images of the molten pool.
The same system was used by Kim et al. [29] to observe the morphology of the molten pool and keyhole
during a remote laser welding. The effect of the welding speed on the molten pool morphology during
a high-power laser welding was studied by Li et al. [37]. Lei et al. [32] used a high-speed camera
synchronized with an auxiliary laser light to study the effect of laser welding parameters on the molten
pool morphology. The same system was used by Trapp et al. [10] to follow the formation of the molten
pool during the melting of a powder bed. These authors and others have studied only the formation of
the molten pool. In addition, the molten pool images of these studies (especially for the melting of a
powder bed) are not always of sufficient quality to determine the molten pool morphology [10,38–42].
Therefore, these studies cannot be used to validate a complete simulation (thermo-fluid-mechanical
simulation) of thermomechanical processes. Indeed, information on the temperature field and the
residual stresses distribution may be necessary for such validation. These physical quantities were
measured separately by some studies [27,31]. Finding an experimental study that measured the molten
pool morphology, the temperature field, the residual stresses, and the distortions at the same time is
very rare.

In this paper, an experimental approach is proposed to study laser welding. It involves instrumenting
this process to measure different physical quantities (molten pool morphology, temperature field, residual
stresses, and distortions). These quantities can be used to build a database (experimental benchmark) to
validate the numerical simulation of this process. In addition, the formation of the molten pool during the
melting of a powder bed process was also studied using the same experimental approach. Here, the aim
was to analyze and understand this recent process better.
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The paper is organized as follows:

• in Section 2, the proposed experimental setup is presented.
• in Section 3, the methodologies used during the laser welding and the melting of a powder bed

are detailed.
• in Section 4, the results of the study of these processes are illustrated and discussed.

2. Experiment Setup

2.1. Proposed Approach

A specific experimental setup (Figure 1) was designed and realized using different instrumentation
tools (high-speed camera, infrared camera, etc.).

For laser welding by conduction, the numerical simulation is well advanced and controlled.
It enables the consideration of the physical phenomena during this process [11,14,15,43]. For this,
the main objective of welding measurements is to acquire the necessary results to validate the numerical
simulation of this process. However, obtaining results of all physical quantities using the experimental
approach is not always easy. Hence, we will focus on the weld pool morphology, the temperature field,
residual stresses, and distortions.

Contrary to laser welding, the numerical simulation of the melting of a powder bed is not
sufficiently advanced [44–47]. Thus, the first interest of the experimental study was to understand
the physical phenomena involved better. This can help to improve the numerical simulation of this
process. We note that the same experimental setup was used to study both processes (laser welding
and melting of a powder bed).

Figure 1. Experiment setup: 1—High-speed camera; 2—Infrared camera; 3—Laser fiber; 4—Laser head;
5—Pyrometer; 6—Auxiliary laser light; 7—Samples support.
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2.2. Experimental Equipment and Samples

2.2.1. Machine and Laser

A TRUMPF LASMA 1054 CNC machine (3 axis) was used (Figure 1). A PRECITEC YC52 laser
head was powered by a LASERLINE LDM 3000-60 diode laser with a theoretical power of 3 kW and a
wavelength of 930 nm. A real laser power equal to 2.5 kW was measured using a wattmeter. The beam
analysis of this laser was carried out for the maximum power (2.5 kW) and the results are given in Figure 2.

This analysis enables us to position the sample in the focal plane. Initially, we decided that
the upper surface of the sample is merged with this plane (Figure 3a). This configuration causes
the formation of a keyhole that is not often considered during numerical simulations [15]. For this
reason, the laser beam was defocused by 5 mm (Figure 3b) to conduct a laser welding by conduction.
This second configuration give a laser beam diameter of 2.4 mm. The energy distributions of the laser
beam of these two configurations are given by Figure 3c,d. The formation of the molten pool during
the two welding configurations is presented in Figure 4.

2.2.2. High-Speed Camera and Auxiliary Laser Light

A Phantom VEO 710 high-speed camera with a resolution of 1280 × 800 pixels was used. With a
maximal rate of 7400 f ps, this camera model is perfect to track the formation of the molten pool.
Phantom Camera Control (PCC) software was used to configure, control, process, and download
images. A filter with a wavelength of 810 nm was installed on the camera lens (NAVITAR ZM 6000-II,
12 mm FF). The camera was also synchronized with an auxiliary laser light (CAVILUX diode laser with
a wavelength of 810 nm and a maximal power of 500 W). This facilitated the capturing of clear images
of the molten pool surface (without the light of the laser power). As shown in Figure 1, the camera was
attached to the laser head to monitor the molten pool movement. The working distance (the distance
between the camera lens and the tip of the power laser) was approximately 100 mm and the tilt angle
of the camera from the vertical was approximately 30◦. We note that a reference sample was used to
determine the scale of the camera images.

Figure 2. Laser beam analysis for maximal power of 2.5 kW.
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Figure 3. (a) Focused laser beam; (b) Defocused laser beam of 5 mm; (c) Energy distribution of focused
laser beam; (d) Energy distribution of defocused laser beam.

Figure 4. Two welding configuration (images of high-speed camera): (a) welding by keyhole;
(b) welding by conduction (P = 2.5 KW, v = 600 mm.min−1).

29



Crystals 2020, 10, 246

2.2.3. Infrared Camera and Pyrometer

A FLIR Phoenix MWIR infrared camera with a resolution of 320 × 256 pixels was used to
determine the temperature distribution in the weld bead. As Figure 1 shows, the camera was
attached to the machine table. Its working distance and tilt angle were in the order of 695 mm
and 29◦, respectively. With this configuration, the camera facilitated the capturing of the temperature
distribution throughout the weld bead. An attenuator filter was installed on the camera lens to capture
temperatures approximately 1600 ◦C. An integration time of 0.01 ms and acquisition time of 10 μs
were chosen.

We note that the infrared camera was not calibrated, so it could not provide temperature values.
For this, a KLEIBER LVO 25 S-7 monochromatic pyrometer was used to measure the temperature in
the weld bead. It can measure temperatures between 350 and 3500 ◦C. A specific mounting was used
to install the pyrometer on the laser head (Figure 1). This specific mounting expedited moving the
pyrometer and measuring the temperature in four positions (P1, P2, P3, and P4) on the weld bead
(Figure 5). A working distance of approximately 123 mm and a length of the pyrometer body of 61 mm
enabled the measuring of the temperature with a spot diameter of 0.9 mm. We note that the emissivity
of the material was assumed to be 1. Therefore, the temperature given by the pyrometer was the
brightness temperature.

Figure 5. Measurement points of the pyrometer.

2.2.4. Optical Microscope, DRC Machine, and 3D Measuring Arm

The length and width of the weld pool can be measured using the images of the high-speed camera.
However, to determine its depth and height, the use of another approach is necessary. It involves
making samples by transversely cutting the welded samples. These samples must then undergo a
polishing step. Subsequently, a chemical attack must be conducted to distinguish the different zones:
weld bead, heat affected zone (HAZ), and the base metal. The final step is to visualize the samples
using an optical microscope.

A PROTO DRX machine (with a collimator diameter of 1 mm) was used to measure residual
stresses. The detector uses two orientations, 0◦ and 90◦, to determine the axial and longitudinal
residual stresses. For each of these two orientations, the scanned angles are −25◦; −16.66◦; −8.33◦; 0◦;
8.33◦; 16.66◦, and 25◦.
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A FARO GAGE 3D measuring arm (with a precision of 0.025 mm) was used to measure the flatness
of the samples after welding. This measuring enabled us to determine the vertical displacements Uz of
the welded samples (Figure 6).

Figure 6. Vertical displacement Uz of welded sample: transverse plane.

2.2.5. Samples Preparation

For the laser welding, 316L stainless steel plates (austenitic steel) from hot rolling were machined
to obtain nine samples with dimensions of 100 mm × 100 mm × 10 mm. The chemical composition
of this material is given in Table 1. These samples were subjected to a relaxation heat treatment at
610 ◦C for 2.5 h with slow cooling in a neutral atmosphere (nitrogen). This heat treatment facilitates
the reduction of the residual stresses related to the machining and rolling processes. Thus, this enables
avoiding considering the initial residual stresses during the numerical simulation of the laser welding
process. The first measurement of stresses (after machining of samples and before the heat treatment)
indicated values in the order of 700 MPa while values of approximately 100 MPa were observed after
this heat treatment. Samples in 15CDV6 low alloy steel (bainitic steel) were also machined (with the
same dimensions). The aim here was to study the formation of the weld pool of two materials that do
not have the same thermophysical properties.

Table 1. Chemical composition of 316L stainless steel in percent.

C Mn P S Si Cr Ni Mo N

0.022 1846 0.039 0.0004 0.319 16.97 20.01 2.01 0.0368

The melting of a powder bed involved filling a hollow 316L substrate of dimensions
60 mm × 60 mm × 10 mm (Figure 7) by a layer of 316L powder. Subsequently, the power laser facilitated
the formation of a bead by melting a zone of this layer (thickness of 2 mm). Two types of powder were
examined to study the influence of the size and granulometry of the powder on the formation of the molten
pool: a spherical powder with a diameter between 20 and 50 μm, and another irregular one with a size
between 100 and 150 μm (Figure 8).
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Figure 7. Preparation of the powder layer.

Figure 8. Granulometry of 316L powder: (a) spherical powder (20–50 μm); (b) irregular powder
(100–150 μm).

3. Methodology

3.1. Laser Welding

Laser welding tests involved creating a bead of length 90 mm on each sample. A maximal power
of laser of approximately 2.5 kW was set. Welding speeds of 600, 1600, and 2600 mm.min−1 were
tested. Three 316L samples were studied for each speed. 15CDV6 samples were also examined to
study the weld pool formation according to the welded material. A comparison of the weld pool
morphology of the two materials (316L and 15CDV6) was conducted.

As noted earlier, the aim here was to create a database (experimental benchmark) that enables
the validating of numerical simulations of laser welding. To achieve this, we were interested in the
weld pool morphology, temperature evolution, residual stresses, and distortions of the 316L samples.
The length and width of the weld pool were measured from the images of the high-speed camera.
However, to determine its depth and height, the approach proposed in Section 2.2.4 must be used.
The infrared camera enabled us to obtain the temperature distribution. At the same time, the pyrometer
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enabled us to measure the brightness temperature for each color given by the infrared camera (points
P1, P2, P3, and P4: Figure 5). Residual stresses related to the welding process were also measured
at three points (1, 2, and 3) on 316L samples (Figure 9). The welding conditions and measurements
performed for the two materials are given in Table 2.

Figure 9. Measurement points of residual stress.

Table 2. Machine parameters and measured quantities for both materials (316L and 15CDV6).

Material Power [kW] Speed [mm.min−1] Molten Pool Morphology Temperature Residual Stresses Distortions

316L 2.5 600, 1600, and 2600 measured measured measured measured

15CDV6 2.5 600, 1600, and 2600 measured not measured not measured not measured

3.2. Melting of a Powder Bed

A single bead of 50 mm length was created by melting a zone of the powder layer. Similar to
laser welding, the maximum power of the laser was used (2.5 kW). Scanning speeds (speed of laser
movement) between 400 and 3600 mm.min−1 were examined. Three beads were created for each speed.

4. Results and Discussion

In this section, the results of the laser welding process (molten pool morphology, temperature
field, residual stresses, and distortions) are given and discussed. The authors are interested in the
effect of the welding speed on these results. The results (formation of the molten pool) of the melting
of a powder bed are then presented.

4.1. Laser Welding

4.1.1. Weld Pool Morphology

Figure 10 shows the microscopic images of a cross-section of 316L and 15CDV6 weld beads for a
speed of 1600 mm.min−1. These images enable us to determine the depth, height, and width of the
weld bead. The length of the molten pool can be measured from images of the high-speed camera
(the width can also be measured from these images: Figure 11). Tables 3 and 4 illustrate respectively
the dimensions of the 316L and 15CDV6 weld beads for three speeds (600, 1600 and 2600 mm.min−1).
Figure 12 shows the high-speed camera images of the weld pool of the two materials for a welding
speed equal to 1600 mm.min−1.
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Figure 10. Cross-section of the weld bead (microscopic images, v = 1600 mm.min−1): (a) 316L;
(b) 15CDV6.

Figure 11. Morphology of the weld pool (316L): 1600 mm.min−1.

Figure 12. Morphology of the weld pools of both materials (1600 mm.min−1): (a) 316L; (b) 15CDV6.
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Table 3. Morphology of the weld pool (316L).

Speed [mm.min−1] L [mm] W [mm] D [mm] H [mm]

600 2.85 ± 0.2 2.97 ± 0.1 2.12 ± 0.1 0.31 ± 0.02
1600 2.98 ± 0.2 2.78 ± 0.1 1.29 ± 0.1 0.15 ± 0.02
2600 3.1 ± 0.2 2.6 ± 0.1 0.99 ± 0.1 0.12 ± 0.02

Table 4. Morphology of the weld pool (15CDV6).

Speed [mm.min−1] L [mm] W [mm] D [mm] H [mm]

600 5.27 ± 0.2 2.82 ± 0.1 2.14 ± 0.1 0.25 ± 0.02
1600 5.56 ± 0.2 2.15 ± 0.1 1.16 ± 0.1 0.1 ± 0.02
2600 5.9 ± 0.2 2.06 ± 0.1 0.95 ± 0.1 0.09 ± 0.02

The images captured by the optical microscope and the high-speed camera enabled us to build a
database of 316L (Table 3) and 15CDV6 (Table 4) weld pool morphologies. Tables 3 and 4 indicate a
significant effect of the welding speed on the weld pool morphology. As expected, the weld pool is
longer and shallower for the speed of 2600 mm.min−1. In Figure 12, the weld pool, HAZ, and base
metal can be clearly distinguished. Because 316L steel is austenitic, it does not undergo a major
metallurgical transformation during welding (not HAZ). However, the HAZ is very remarkable for
the 15CDV6 material (bainitic steel). Figure 12 also shows that the weld pool morphology is sensitive
to the welded material. For example, using the same welding conditions, the 15CDV6 weld pool is
longer compared to the 316L weld pool (Tables 3 and 4). This may be justified by the fact that the two
materials do not have the same thermophysical properties (thermal conductivity, viscosity, surface
tension, etc.).

4.1.2. Temperature Field

The temperature distribution during the laser welding of the 316L samples is shown in Figure 13.
We note that an arbitrary unit (A.U.) was used in Figure 13 because the infrared camera was not
calibrated (the scale does not represent temperature values). Figure 14 illustrates the evolution of
the brightness temperature in the melted zone according to welding speed. The evolution of this
temperature in different positions of the weld bead is given in Figure 15 (v = 1600 mm.min−1).

The images of the temperature distribution captured by the infrared camera (Figure 13) show
that the welding speed affects the isotherms distribution (and thus the morphology of the weld pool).
The pyrometer enabled us to determine the brightness temperature values (Figure 15) corresponding
to the different colors captured by the infrared camera. This brightness temperature in the weld pool is
not very sensitive to the welding speed (Figure 14).

We note that the true temperature restoration is the key problem of pyrometry because of the
unknown emissivity and its possible variation during measurement. Different methods can be applied
but no universal solution is found [27,31]. The brightness temperature of a non-blackbody target is defined
as the temperature of a blackbody with the same monochromatic luminance. The relation between the
two temperatures is presented in [48]. The true temperature can be measured during a future work by
using other experimental approaches (bichromatic pyrometer, thermocouple, etc.).
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Figure 13. Temperature field given by infrared camera (316L): (a) v = 600 mm.min−1;
(b) v = 1600 mm.min−1; (c) v = 2600 mm.min−1.

Figure 14. Effect of the welding speed on the brightness temperature evolution (316L).
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Figure 15. Measurement of the brightness temperature in different positions on the weld bead for
v = 1600 mm.min−1: P1, P2, P3, and P4 (316L).

4.1.3. Residual Stresses and Distortions

Axial and longitudinal residual stresses were measured on the 316L samples after welding using
the DRX machine. As Figure 9 shows, three measurement points were chosen. We specify that the first
point is tangent to the weld bead. Table 5 summarizes the results of these stresses for speeds of 600,
1600, and 2600 mm.min−1.

The vertical displacements of the welded samples were measured using the measuring arm.
Vertical displacements of Uz of 0.411, 0.174, and 0.091 mm were measured respectively for the welding
speeds of 600, 1600, and 2600 mm.min−1.

Table 5. Residual stresses of 316L samples (points 1, 2, and 3) after welding.

Stresses [MPa] (φ = 0◦) Stresses [MPa] (φ = 90◦)

Speed [mm.min−1] Point 1 Point 2 Point 3 Point 1 Point 2 Point 3

600 688 ± 30 359 ± 11 69 ± 19 −18 ± 30 312 ± 62 323 ± 14
1600 591 ± 25 151 ± 12 73 ± 20 259 ± 30 545 ± 62 405 ± 14
2600 343 ± 22 99 ± 30 75 ± 12 249 ± 30 507 ± 17 278 ± 13

Residual stresses in the order of 100 MPa were observed before the welding of the 316L
samples. These stresses increased after welding to reach approximately 688 MPa for a speed of
600 mm.min−1. This indicates that the residual stresses related to the laser welding process can be very
important. As shown in Table 5, these stresses are very sensitive to the welding speed. For example,
the longitudinal residual stresses decrease when the speed increases. The vertical displacements also
decrease when the welding speed increases (Uz = 0.411 for v = 600 mm.min−1 and Uz = 0.091 for
v = 2600 mm.min−1). This can be justified by the effect of the welding speed on the molten pool
morphology and thermal cycle.

The results of the laser welding process enabled us to conduct an experimental benchmark (molten
pool morphology, temperature field, residual stresses, and distortions). This benchmark can assist
in validating the different types of numerical simulations of this process. For example, the molten
pool morphology and temperature field results can be used to validate thermo-fluid simulations.
The molten pool morphology and especially the free surface shape can also indicate that the tension
surface gradient is positive (for used welding conditions). The mechanical results of the numerical
simulation can be validated using the residual stresses and distortion results.
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4.2. Morphology of the Molten Pool: Melting of a Powder Bed

Figure 16 shows the formation of the molten pool during the melting of the spherical powder.
The effect of the scanning speed on the molten pool morphology is given in Figures 17 and 18.
The influence of the types of powder on the formation of the molten pool is presented in Figures 19
and 20. Tables 6 and 7 summarize the dimensions of the respective beads of the spherical and
irregular powders.

Figure 16. Formation of the molten pool during melting of a 316L spherical powder bed
(v = 1600 mm.min−1).

Figure 17. Effect of scanning speed on molten pool morphology (spherical powder): high-speed
camera images.
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Figure 18. Effect of scanning speed on molten pool morphology (spherical powder): infrared
camera images.

Figure 19. Effect of powder distribution on molten pool morphology (high-speed camera images,
v = 400 mm.min−1): (a) Spherical powder; (b) Irregular powder.

Figure 20. Molten pool morphology (microscopic images, v = 400 mm.min−1): (a) Spherical powder;
(b) Irregular powder.
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Table 6. Molten pool morphology of spherical powder (20–50 μm).

Speed [mm.min−1] W1 [mm] W2 [mm] D [mm] H [mm]

400 3.93 ± 0.1 3.17 ± 0.1 1.86 ± 0.1 2.47 ± 0.1
600 3.91 ± 0.1 2.96 ± 0.1 1.61 ± 0.1 2.24 ± 0.1
800 3.53 ± 0.1 2.83 ± 0.1 1.39 ± 0.1 2.22 ± 0.1
1000 3.25 ± 0.1 2.62 ± 0.1 1.3 ± 0.1 2.05 ± 0.1
1200 3 ± 0.1 2.41 ± 0.1 1.09 ± 0.1 1.88 ± 0.1
1400 2.8 ± 0.1 2.21 ± 0.1 1.01 ± 0.1 1.82 ± 0.1

Table 7. Molten pool morphology of irregular powder (100–150 μm).

Speed [mm.min−1] W1 [mm] W2 [mm] D [mm] H [mm]

400 3.77 ± 0.1 3.77 ± 0.1 2.42 ± 0.1 1.99 ± 0.1
600 3.46 ± 0.1 3.46 ± 0.1 1.97 ± 0.1 1.7 ± 0.1
800 3.23 ± 0.1 3.23 ± 0.1 1.7 ± 0.1 1.63 ± 0.1

Figure 16 shows the formation of the molten pool during the melting of a spherical powder
layer. In this figure, the molten pool, the bead (consolidated material), and the unfused powder can be
distinguished. A denuded zone can also be distinguished; it appears between the bead and the unfused
powder. The videos captured by the high-speed camera can explain the causes of the appearance of
this zone. Indeed, the molten pool absorbs the powder around it. This absorption can be justified by
the mechanical flow of the powder which moves it towards the molten pool. This flow is probably less
important for low layer thicknesses.

Figure 17 shows the effect of the scanning speed on the formation of the molten pool. The latter
is longer and narrower for the higher velocities. The "balling" phenomenon appears from a speed
of 3600 mm.min−1 (Figures 17 and 18). Figure 19 shows the molten pool formation of both types of
powder (spherical and irregular powders). We note that the type of powder has a direct effect on
the formation and morphology of the bead. This can be justified by the influence of the size and the
granulometry of the powder on its mechanical flow. A standardized flowability test (ASTM) was used
to measure the rate of this flow. It involves timing the flow of 50 g of powder through a hole with a
diameter of 2.54 mm. The spherical powder flowed after 16 seconds while 38 seconds was required for
the flow of the irregular powder. These results confirm that the flowability of the spherical powder is
greater than that of the irregular powder.

The cross-section of the beads of the spherical and irregular powders are given in Figure 20.
We observed that the morphology of the bead is sensitive to the types of powder. For example,
gaps of 12 and 24% were observed respectively for the width (L1) and height (H) for the speed of
600 mm.min−1. This difference can also be justified by the flowability of the two powders. We have
observed that the height of the spherical powder bead is greater than the initial thickness of the powder
layer (2 mm) for speeds of 400, 600, 800, and 1000 mm.min−1. This can be explained by the flowability
of the spherical powder which facilitates its absorption by the molten pool. This absorption facilitates
the increase in the volume of the bead. For these velocities, the phenomenon of shrinkage of the layer
powder (shrinkage related to the variation of the density between the powder bed and the molten
pool) is, therefore, less visible. However, it begins to be observed from a speed of 1200 mm.min−1.
Indeed, the powder quantity absorbed is less important for high velocities. The flowability of the
irregular powder and therefore its absorption by the molten pool are less important. For this reason,
the height (H) of the irregular powder bead is less than 2 mm, even for low velocities.

The study of the melting of a powder bed enabled us to analyze and understand this process
better. As the first remark, we have observed that the molten pool absorbs the unfused powder around
it. This phenomenon was very visible especially for the spherical powder, which has a significant
flowability. The absorption of the powder by the molten pool leads to the formation of a denuded zone
between the bead and the unfused powder. It also facilitates the increase in the bead volume, especially
for the spherical powder and at low velocities. Therefore, the shrinkage phenomenon simulated by
several studies [46,49] cannot always occur during the melting of a powder bed. However, considering
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the material addition (related to the mechanical flow of the powder around the molten pool) during
the numerical simulation may be necessary according to manufacturing conditions. Considering the
fluid flows in the molten pool (related to the absorption of the powder by the molten pool) will also be
necessary. The formation of an interface between the molten zone and the unfused powder can also
be simulated.

5. Conclusions

An experimental setup was proposed to study the laser welding and melting of powder bed
processes. The first aim of this setup was to analyze and understand these two processes better.
The second aim was to build an experimental database (experimental benchmark) to validate the
different types of numerical simulations of laser welding. The study involved instrumenting a
laser welding machine to measure different quantities (molten pool morphology, temperature field,
residual stresses, and distortions). Different instrumentation tools (high-speed camera, infrared camera,
pyrometer, etc.) were used to achieve this.

In the first step, tests of laser welding were carried out on 316L samples. The effect of the welding
speed on the molten pool morphology, temperature field, residual stresses, and distortions was studied.
The measured quantities were very sensitive to this speed. For example, the weld pool was longer
and shallower for high velocities. The longitudinal residual stresses and distortions decreased when
the speed increased. The results of these different quantities will enable researchers to validate their
numerical simulations of this process.

In the second step, tests of the melting of a powder bed were carried out using a laser welding
machine. The idea was to fill a hollow substrate with a powder layer and then melt it using a laser.
The aim of these tests was to understand this process better. As a result, the bead dimensions of two
types of powder (spherical and irregular powders) were measured. These results, and especially the
height of the bead, depicted that the shrinkage of the powder layer after melting cannot always be
visible. Indeed, the height of the bead of the spherical powder exceeded the initial thickness of the
powder layer for low velocities. This can be explained by the high-speed camera videos. They indicated
that the molten pool absorbed the powder around it. This absorption facilitates the increase in the bead
volume and creating a denuded zone between the bead and the unfused powder. The shrinkage of the
powder layer was easily visualized with the irregular powder even for low scanning velocities. This can
be explained by its low flowability, which delays its absorption by the molten pool (less material
addition). The results also indicated that the bead morphology is sensitive to scanning velocities.

Finally, this study enabled us to understand the physics during laser welding and especially
during the melting of a powder bed process better. It also enabled us to build a database of experimental
results (experimental benchmark) of laser welding. This can assist in improving and validating the
numerical simulation of these processes.
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Abstract: For the additive manufacturing (AM) of metal objects, the powder-based fusion (PBF)
method is routinely utilized to fabricate macroscale parts. On the other hand, electrochemical additive
manufacturing (ECAM), in which metallic structures are deposited through the electrochemical
reduction of metal ions, is a promising technique for producing micro- and nanoscale objects.
However, a gap exists in terms of fabricating mesoscale objects within the current AM techniques. The
PBF method is limited by fabrication precision due to pronounced residual stresses, and most current
ECAM systems are difficult to scale up to print mesoscale objects. In the present paper, the novel
design of a low-cost ECAM 3D printer based on a microfluidic system is proposed for fabricating
mesoscale metal parts. The meniscus-guided electrodeposition approach is utilized, in which a
meniscus is formed between the print head and substrate, and electrodeposition is confined within
the meniscus. A 3D object is fabricated by the meniscus moving with the print head according to the
programmed pattern and the material subsequently being deposited at the designated locations. The
key to the proposed design is to maintain a mesoscale meniscus, which normally cannot be sustained
by the electrolyte surface tension with a print nozzle having a mesoscale diameter. Therefore, a
microfluidic system, called the fountain pen feed system, constituting a semi-open main channel and
comb structure, was designed to maintain a mesoscale meniscus throughout the printing process.
Two materials, copper and nickel, with various geometric shapes were attempted to print by the
proposed ECAM system, and, during the printing process, both fluid leaking and meniscus breaking
were completely prevented. Free standing tilted copper pillars with controlled angles were printed
to show the ability of the proposed design in fabricating 3D structures. A copper circuit was also
printed on a non-conductive substrate to demonstrate a possible application of the proposed ECAM
system in the fabrication of functional electronics.

Keywords: electrochemical additive manufacturing; fountain pen feed system; metal 3D printer

1. Introduction

Additive manufacturing (AM) (3D printing), the method of creating geometrically complex
3D parts in a layer-by-layer manner, enables the fabrication of complex parts with high topological
freedoms within a single manufacturing step. For metals, macroscale parts are usually fabricated using
the powder-based fusion (PBF) method, which involves a high-energy external heat source such as
a laser or electron beam to selectively melt metallic powders and fuse them together according to a
computationally programmed pattern [1,2]. For microscale and nanoscale structures, electrochemical
additive manufacturing (ECAM), in which metal ions are deposited as metal atoms at given locations
by an electrochemical process, has been suggested as a promising approach to achieve excellent
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mechanical and electrical properties with extremely high resolution [3,4]. However, there is a gap in
terms of cost-effective AM approaches to print mesoscale structures in the sub-millimeter range.

The resolution of the PBF method is limited by the powder diameter, which is in the range of
20–100 μm [5]. Additionally, high residual stress induced by thermal deformation [6,7] is pronounced
in PBF, which considerably impairs the printing precision. For ECAM, two approaches are mainly
utilized:

1. Localized electrodepotion (LED), for which a conductive substrate and an ultrasharp
microelectrode are immersed into a bath of metal salt solution (electrolyte). Localized deposition
of metals occurs through the electrochemical reduction when the microelectrode is very close to
the substrate and an external electric field is applied between the microelectrode and substrate
[8–10].

2. Meniscus-guided electrodeposition (MGED) [11], for which a micropipette that contains the
metal salt solution is utilized. When the micropipette approaches the conductive substrate, a
liquid meniscus is established. The electrodeposition is then confined to the small region of the
meniscus when applying appropriate potential difference [12].

As in MGED, the printing process is operated in air, and the printed structures will not be
contaminated or destroyed by submersion [11]. Seol et al. [4] demonstrated geometrically complex
microarchitectures can be printed using the MGED approach by modulating the applied potential in
two steps with different amplitudes and durations. By utilizing a pulsed potential, Behroozfar et al. [3]
successfully printed nanotwinned-metals, which exhibit superior mechanical and electrical properties.
Kim et al. [13,14] developed an AFM-based nanofountain probe with the form of volcano tip, which
is capable of delivering a meniscus at the sub-100 nm scale. This design is then successfully applied
for multiple applications [15–18]. Besides, Falola et al. [19] introduced a wide range of elements
that can be electrodeposited from aqueous electrolytes. Reiser et al. [20] printed bi-metal (Cu-Ag)
pillars by controlling the electrohydrodynamic ejection of metal ions dissolved from the Cu or Ag
anode. Chen et al. [21] developed a two-syringe system, one for copper and one for nickel, to fabricate
thermally responsive Cu-Ni strips. Ambrosi et al. [22] demonstrated how the materials (metal copper
and polyaniline) to be deposited within a single syringe can be precisely controlled by tuning the
applied potential.

Although these methods demonstrate they are valid alternatives to conventional ink-based or
laser-based AM technologies, the products are mainly limited to micro- or nanoscale applications.
Furthermore, expensive piezo-driven positioning stages are usually required to maintain a stable
meniscus [22]. Therefore, a more economically efficient metal printing technology to fabricate
large-scale products is highly needed. The key problem is how to maintain a stable mesoscale
meniscus, which cannot be obtained merely by the surface tension of the liquid. Wang et al. [23]
modified a syringe extruder to print 2D patterns of Cu2O. A controlled volume of liquid electrolyte
was ejected to form a meniscus between the print head and substrate. Kim et al. [24] introduced a
suction nozzle at the print head to maintain a stable meniscus. Chen et al. [25] proposed an ECAM
system based on low-cost stepper motor stages instead of expensive piezo-based stages. A nozzle
with a diameter of 400 μm was employed to increase the size of the meniscus considerably and thus
improve the deposition rates. In order to maintain a stable meniscus with such a large diameter, they
proposed inserting a porous sponge at the tip of the nozzle to adjust the electrolyte flow rate. They
further improved their approach by using porous electrospun nanofiber mats at the tip instead of a
sponge to print Cu-Ni strips [21]. However, in their approach, the flow rate of the electrolyte solution
was intrinsically controlled by the permeability of the porous material, which may vary during the
printing process and hence cause certain difficulties in maintaining a stable meniscus. Moreover,
precise control over insertion of the porous material at the desired nozzle position was also difficult.
Nevertheless, they demonstrated that mesoscale meniscus-confined ECAM is possible.

In the present paper, we propose a novel ECAM system design based on the MGED approach for
printing mesoscale metal objects. A microfluidic system referred to as the fountain pen feed system
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was employed to maintain a stable mesoscale meniscus. With the proposed design, passive control
of continuous electrolyte flow at the tip of the print head can be achieved without liquid leaking
or breaking during the printing process, and thus the stability of the meniscus can be automatically
adjusted by the fountain pen feed system. As there is no need for active control, the proposed fountain
pen feed system is convenient to establish. Moreover, the proposed fountain pen feed system opens
the door to controlling the profile of the meniscus with various designs of the microfluidic system. A
fluid flow simulation performed on the commercial software Fluent was utilized to help to explain
the mechanism of the fountain pen feed system. Two materials, copper and nickel, with various
geometric shapes were attempted to print to demonstrate the feasibility of the proposed ECAM
system. A printing process on a non-conductive substrate was also conducted to provide a possible
application with the proposed design. The article concludes with a reiteration of the most salient
points of the study.

2. Design

The proposed ECAM system is shown in Figure 1a. Movement of the print head is controlled by
the x−, y−, and z− stages. The design of the print head is schematically illustrated in Figure 1b. A
microfluidic system, which is referred to as the fountain pen feed system, is proposed. This fountain
pen feed system consists of the main channel part and the comb structure, which is further illustrated
in details in Figure 2a. During the printing process, the electrolyte in the reservoir flows through the
main channel to the tip by gravity and capillary action. At the same time, with the semi-open design
of the main channel (as shown in the A–A cross-section of Figure 1b), air can also flow through the
main channel into the reservoir, thereby providing a sufficient back pressure for continuous transport
of electrolyte to the tip of the print head. When a positive potential is applied between the working
electrode and substrate, the metal ions Mn+ within the meniscus are deposited on the substrate
through the reduction of Mn+ + ne− = M. The meniscus moves with the print head according to a
programmed path, and the materials are subsequently deposited at the designated locations to form
the desired structure.
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Figure 1. (a) Schematic illustration of the proposed ECAM system. (b) Detailed illustration of the print
head, also referred to as the fountain pen feed system. The cross section A–A at the tip of the main
channel is shown in the lower right corner.

As shown in Figure 2a, there is a slit in the comb structure. Therefore, if disturbances occur, such
as a variance in temperature or unevenness of the substrate, the excess liquid which passes into the
main channel from the reservoir can flow through the slit of the comb structure to the outside branches,
and thus liquid leaking can be prevented at the tip of the print head.
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(a)

(b) (c)

Figure 2. (a) The detailed illustration of the main channel and the comb structure. Excess fluid can flow
through the slit of the comb structure and to the outside branches. (b) Schematic illustration that how
the branches can help to main a stable meniscus. (c) Force diagram of the meniscus at the interface
between liquid and air.

This mechanism is further explained in Figure 2b,c. The branches shown in Figure 2b act as the
comb structure to store the excess liquid. If the meniscus shown in Figure 2b is simplified to have
a shape of cylinder with the radius of R, which is equal to the radius of the main channel, the key
to maintaining a stable meniscus is the pressure difference between the inside and outside of the
meniscus, which can be balanced by the surface tension γliquid of the liquid, as illustrated in Figure 2c.
The force equilibrium is expressed as

ΔP =
γliquid

R
. (1)

If disturbances occur which causes a sudden increase of ΔP, and the surface tension γliquid is
insufficient to balance this increase, liquid leaking would occur at the tip of the print head. On the other
hand, if the radius R is increased to enlarge the deposition area, which thus improves the deposition
rate, the pressure provided by the surface tension γliquid would decrease, and hence the stability of
the meniscus is impaired. The branches shown in Figure 2b not only store the excess liquid but also
prevent the abrupt increase of the pressure difference ΔP at the tip of the print head. The effect of
adding the branches was further analyzed by a simulation run in the commercial software Fluent.

As shown in Figure 3a,b, two 2D simulations were performed. There are no branches for the
simulation in Figure 3a, and for the simulation in Figure 3b, eight branches are located symmetrically
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with respect to the main channel. The width of the branch channel is 20 μm and the distance between
adjacent branch channels is 30 μm. A constant pressure of ΔP = 2000 Pa was applied at the inlet
for both simulations shown in Figure 3a,b. The volume of fluid (VOF) approach in Fluent was used
to track the interface of the liquid and air. Water was taken as the liquid in the simulations and the
material parameters employed in the simulations are tabulated in Table 1. For the phase field φv shown
in Figure 3a,b, air is represented by φv = 0 while water is represented by φv = 1. Rectangular elements
with the mesh size of 0.004 mm × 0.004 mm are used and the time increment is 10−5 s.

Figure 3a,b shows the phase filed at a certain time for the case without and with eight branches,
respectively. φv = 0.8 is chosen as the interface of water and air. It can be observed that the meniscus for
the case without branches tends to flow outward while the meniscus for the case with eight branches is
maintained in reasonable shape. The pressure from Point A to Point B (see Figure 3a) for the two cases
is compared in Figure 3c. It can be clearly observed that the pressure for the case with eight branches
is lower than that without branches, which implies the stability of the meniscus can be improved by
adding the branches. It should be noted that the simulation with eight branches shown in Figure 3b
is employed to schematically illustrate that the branched structure is capable of maintaining a more
stable meniscus. There are 24 branches for the real comb structure shown in Figure 2a. Therefore,
the effect of maintaining a stable meniscus by the real comb structure is expected to be much better
than that of the simulated structure with eight branches. As detailed in the following sections, several
experiments were conducted to demonstrate the processing ability of the proposed design.
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Figure 3. Simulations on the fluid flow in the main channel: (a) without branches; and (b) with eight
branches. (c) The pressure along Point A to Point B shown in (a).

Table 1. Physical conditions of water and air [26].

Density (kg/m3) Viscosity (Pa·s) Surface Tension (N/m)

Water 988.2 0.001 0.072

Air 1.225 1.8×10−5 -

3. Experiments

3.1. Materials

The experiments were mainly conducted for the deposition of copper and the electrolytes were
a mixture of 1 M CuSO4 and 0.005 M H2SO4 in deionized water with ratio 1:1 by volume. A nickel
square was also printed to demonstrate the ability to print various materials. The electrolytes for nickel
deposition were 113 gL−1 NiSO4 · 6H2O, 30 gL−1 NiCl2 · 6H2O and 23 gL−1 H3BO3 [21].
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3.2. Apparatus

Three two-phase stepper motor stages (Zolix, Beijing) were employed to serve as the x-, y-, and
z-stages. The stepper motor stages have the screw pith of L = 4 mm and step angle of α = 1.8◦ with n
= 20 subdivisions, resulting in the positioning resolution of Lα/360n = 1 μm in Cartesian coordinates.

Three materials, namely the polished brass plate which was composed of 67%Cu and 33%Zn
with the surface roughness Ra = 0.017 μm, the unpolished copper plate with Ra = 0.19 μm, and the
polyethylene terephthalate (PET), were tested to serve as the substrate. The surface roughness Ra,
which was evaluated by the arithmetic average of the absolute values of the profile height deviations
from the mean line within the evaluation length, was measured using a Mitutoyo SJ-210 surface
roughness tester with an evaluation length of 1 mm.

As shown in Figure 1a, a syringe was employed as the reservoir and a copper or nickel wire
was inserted into the electrolyte to serve as the anode, while the substrate served as the cathode.
The electrical potential was applied between the anode and cathode by a signal generator (Tektronix
AFG3011C). The syringe with the print head was held onto the z-stage and the print head was lowered
slowly until the tip touched the substrate where a current signal was recorded by a Keithley digital
multimeter DMM7510. Then, the print head retracted 30 μm to form a stable meniscus.

A two-electrode system without the reference electrode was used in the present study. Since the
active area of the anode (counter electrode) was far larger than that of the cathode (working electrode),
the polarization of the counter electrode was expected to be small [27]. The deposition voltage was
tuned to make the corresponding current ∼0.3 mA, which was reported as the optimal deposition
current for copper in [22]. After a parametric study, the potential of 25 V between the anode and
cathode was selected (the corresponding current recorded was ∼0.3 mA). Both the constant (25 V) and
pulsed potential (25 V, 1 kHz, duty cycle = 0.3) were tested for copper deposition. For simplicity, a
content potential of 25 V was also employed to print the nickel. It should be noted that the potential
value selected was relatively larger than that reported in [25], in which a three-electrode system where
a copper bar was used as the reference electrode was employed and a maximum potential of 6 V
was applied between the reference electrode and the cathode. In the proposed design, the electrolyte
needs to pass through the long and narrow main channel to the tip of the print head. As a result, the
transport of the metal ions from the reservoir to the tip of the print head is limited due to the high
width to height ratio of the main channel [28]. Therefore, the concentration of the metal ions through
the long main channel is expected to be lower than that in the reservoir, which would increase the
resistance of the whole circuit.

A commercially obtained fountain pen, as shown in Figure 4, was employed as the print head.
The tip of the main channel was machined by a laser engraving machine (Branded Hans Laser) to
control the width in the range of 50–300 μm. The width of the slit in the comb structure was ∼400 μm.
The material used for the main channel and the comb structure was acrylonitrile butadiene styrene
plastic (ABS).

Scanning electron microscopy (SEM) images and energy-dispersive X-ray spectroscopy (EDX)
element mapping were obtained at high vacuum with operating voltage of 20 kV. Elastic modulus of
the printed structure was measured by the nanoindentation test on an Agilent Nano Indenter G200,
and microhardness tests were performed on a Fischerscope HM200.
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Figure 4. The dimensions of the print head.

4. Results and Discussions

4.1. Printing Speed

To determine the maximum appropriate printing speed for the proposed ECAM system that
can be achieved with a relatively high resolution and uniform morphology, lines printed at various
printing speeds on the brass substrate were investigated. For simplification and convenience regarding
the influence of frequency and duty cycle of the pulsed potential, a constant potential was simply
applied. An optical microscope was employed to measure the printed line width. Figure 5a shows the
printed copper line width as a function of printing speed. It can be observed that the printed line width
decreases in an approximately linear fashion as speed increases, which indicates that a higher speed
leads to a higher resolution of the printed line. However, a printing speed that is too high results in a
non-uniform printed line width along the printing direction and serrated boundaries. For instance, as
shown in Figure 5a, the line printed at 500 μm/s is much more uniform than that printed at 1000 μm/s.
Further increasing the printing speed resulted in non-continuous printed lines, as shown in Figure 5b
for the speed of 3000 μm/s. On the other hand, a printing speed that is too low not only impairs the
deposition rate but also allows sufficient time for solvent (water) evaporation. As a result, the solute
material (for instance, CuSO4 for copper deposition) readily precipitates on the substrate, such as for
the line printed at 100 μm/s. Consequently, in the present study, 500 μm/s was chosen as the optimal
speed.

For the speed of 500 μm/s, taking the diameter of the meniscus having the same dimension, i.e.,
500 μm, and the current to be ∼ 0.3 mA, then the corresponding current density was 0.15A/cm2, which
was comparable to the values reported in [3,21,29] (0.02–0.64 A/cm2).
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Figure 5. (a) Printed line width as a function of printing speed. (b) An optical microscope image of the
printed line with the speed of 3000 μm/s.

4.2. Printing a Copper Square

A copper square with the length of 2 mm was printed on the brass substrate. Two printing
strategies, as shown in Figure 6a,b, with the constant and pulsed potential were investigated. The
distance between two adjacent printing lines was 100 μm. For Printing Strategy 1 (see Figure 6a), the
print head moves along the x-axis for all the layers; Rax in Figure 6a is the surface roughness measured
along the x-direction, which is parallel to the printing direction, while Ray is the surface roughness
measured along the y-direction, which is perpendicular to the printing direction. For Printing Strategy
2 (see Figure 6b), the printing direction rotates 90◦ after printing each layer, and the surface roughness
Ra is measured for both the x- and y-directions. The Ra values shown in Figure 6c were averaged by
measuring three samples, and, for each sample, at least five different locations were analyzed.

Rax
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y

Printing strategy 1
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Layer i+1

Printing strategy 2
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Figure 6. The average surface roughness, Ra, was investigated for two printing strategies. (a) Printing
Strategy 1, where the print head moves along the x-axis for all layers. (b) Printing Strategy 2, where the
printing direction rotates 90◦ after printing each layer. (c) Ra as a function of the number of deposition
layers and printing strategies under pulsed and constant potential.

Figure 6c shows that Ra increases with the increasing number of deposition layers. For Printing
Strategy 1, Rax is slightly smaller than Ray, which suggests that the surface is smoother along the
direction parallel to the printing direction than that along the perpendicular direction. In contrast, the
square obtained by Printing Strategy 2 with a pulsed potential has the smallest Ra, which indicates
that the surface roughness can be improved by applying the pulsed potential with varying the printing
directions during the process. The advantage of Printing Strategy 2 compared to Printing Strategy 1 is
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that the upper-layer material can be filled into the gap and hole of the lower layer during the printing
process, therefore some uneven areas can be repaired and the surface flatness is improved. The surface
roughness shown in Figure 6c was measured using a Mitutoyo SJ-210 surface roughness tester with an
evaluation length of 1 mm.

Figure 7a shows the printed square by depositing two layers on the brass substrate with Printing
Strategy 2 and the pulsed potential. The yellow part at the boundary is believed that some electrolytes
were accumulated at the boundary during printing and the zinc element in the brass substrate was
dissolved in the electrolytes and then deposited on the substrate. This was confirmed by using an
unpolished copper substrate and, repeating the same process for printing the square, the yellow part
was no longer observed, as shown in Figure 7b. The proposed ECAM system also worked well on both
the polished and unpolished substrates, and the stability of the meniscus was not affected. Further
measurements showed that the square printed on the polished substrate resulted in a smoother printed
surface (Ra = 0.036 μm) than that on the unpolished substrate (Ra = 0.233 μm). This is mainly because
the actual surface area of the rough surface is larger than that of the smooth surface, therefore the
current density on the rough surface is relatively small. If the local current density were not sufficient
for the deposition of metal ions, there would be no metals deposited on that region. Hence, due to the
worse uniformity of current density on the rough surface, the corresponding roughness of the printed
structures is higher.

(a) (b) (c)

(d) (e)

Figure 7. (a) A copper square printed on the polished brass substrate for two layers. (b) A copper
square printed on the unpolished copper substrate for two layers. (c) SEM image of the side view of a
copper square printed on the brass substrate for 32 layers. (d) Elastic modulus and Vickers hardness
for the printed copper square. (e) EDX of the printed copper square.

The side view for the square printed on the brass substrate for 32 layers is shown in Figure 7c,
illustrating the dense morphology and height of ∼12 μm. As the printing speed was 500 μm/s with 22
passes (each pass was 2 mm) for printing each layer, the total time for printing every layer was 88 s.
Hence, Figure 7c suggests the thickness for each pass is ∼375 nm. This implies that the printing process
has an exceptionally high z-height resolution, making it potentially useful for fabricating functional
electronics such as thin-film sensors.
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The elastic modulus E and Vickers hardness HV of the printed copper square on the polished
brass substrate were measured by the nanoindentation and microhardness tests, respectively. Six
points were tested and the results are shown in Figure 7d. It can be observed that the average elastic
modulus of the printed copper is ∼75 GPa, while the average Vickers hardness is ∼200 HV. As a
reference, Chen et al. [25] reported that the hardness of their printed copper structures ranged from 184
to 228 HV and the hardness of copper used in circuit bonding wires can range from 50 to 176 HV [30].
The processes for obtaining the elastic modulus and Vickers hardness are explained in Appendix A.
The formation of pure elemental copper for the printed square on the polished brass substrate was
confirmed by EDX, as shown in Figure 7e. The deposited copper of the test point can be as high as
96.83 wt% with 3.17 wt% of oxygen. Further SEM study showed the grain size of the printed square
was as small as ∼1 μm.

4.3. Printing Various Copper Structures

Three letters, “S”, “Y”, and “U”, were separately printed from corresponding computer-aided
design (CAD) models with pulsed potential and the image of a combination of the printed letters
featuring the pattern “SYSU” is shown in Figure 8a. As the letters were printed separately, to make a
uniform background, the substrate is removed and only the letters are shown in Figure 8a. A typical
SEM image of the letter “U” is shown in Figure 8b, illustrating the dense copper morphology without
noticeable dendrites. Figure 8c is a close-up of the white boxed area in Figure 8b and clearly shows that
the printed letter has a smooth surface. Multiple passes were applied for printing each letter and the
printing time was ∼45 min. SEM images of the printed letter “Y” (Figure 7d) indicates that the printed
copper structures are polycrystalline with the grain size as small as ∼1 μm. The letter “Y” shown in
the boxed area in Figure 7d is an unedited image without removing the substrate.

Figure 8. (a) Images of printed structures featuring the letters “SYSU.” Only the letters without the
substrate are shown to make an uniform background. (b) A typical SEM image of the letter “U”; the
zoomed-in view of the white boxed area is shown in (c). (d) SEM image of the white boxed area in
letter “Y”.

The letter “U” printed under pulsed and constant potential are also compared in Figure 9a,b. The
SEM images show that the pulsed potential results in denser morphologies with sharp boundaries (see
Figure 9a), whereas the structures printed under the constant potential have a porous morphology (see
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Figure 7b). This is mainly because the pulsed potential can provide a higher current density, which
favors the initiation of grain nuclei and leads to finer-grained deposition [31]. Again, The two letters
“U” shown in the boxed area of Figure 9a,b are unedited images without removing the substrate.

Figure 9. SEM images of the letter “U” printed under (a) pulsed and (b) constant potential.

A few attempts were also made to print free standing copper pillars, which are shown in Figure 10.
Figure 10a,b shows the printed copper pillars with slopes of tan α = 1 and 2, respectively, where α is
the angle with respect to the x-axis. Figure 10c is a printed vertical pillar followed by a pillar with
the slope tanα = 3, and Figure 10d is a mixed structure with the overhanging pillars. The red arrows
indicate the movement paths of the print head, and the numbers in Figure 10d represent the printing
path sequence. The printed pillars with slopes tan α in Figure 10a–c were achieved by alternately
moving the print head a distance of d = 3 μm along the x-axis and d · tan α along the z-axis. The
movement paths in Figure 10d were also realized by controlling the movement distances of the x- and
z-stages via a computer program. The speed of the print head was controlled to a low value (3 μm/s)
for both the x- and z-stages. The diameter of the printed pillars in Figure 10 is ∼50 μm, and dendritic
morphologies can be observed in all structures. As explained in [25], when printing structures such as
those in Figure 8, movement of the print head within the x–y plane results in mechanical removal of
the dendrites. However, for the structures shown in Figure 10, without the aid of mechanical removal,
dendrites are easily formed due to preferential deposition at the center of the meniscus, which could
be improved by applying an appropriate type of potential [4,25]. Nevertheless, Figure 10 demonstrates
the ability of the proposed ECAM system to print structures with small overhanging angles.

μ

α
α

α

Figure 10. Images of 3D-printed Cu structures with different shapes. Red arrows indicate the movement
paths of the print head. (a) A tilted pillar with slope tanα = 1, where α is the angle with respect to the
x-axis. (b) A tilted pillar with slope tanα = 2. (c) A vertical pillar followed by a tilted pillar with slope
tanα = 3. (d) Mixed structure with overhanging features. The numbers indicate the sequence of the
printing path.
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4.4. Printing a Copper Circuit on the PET Substrate

A circuit printed on the PET substrate was attempted to present a potential application with
the proposed ECAM system. As the PET substrate was non-conductive, a thin copper film was
first deposited on the PET substrate as the seed layer through the vacuum vapor plating technology.
The thickness of the seed layer was 150 nm. This thickness ensured good chemical and mechanical
properties of the deposited copper [32] and good adhesion between the substrate and the seed layer
[24]. The proposed printing process was then performed on the seed layer to fabricate the designed
patterns. Finally, a chemical etching process was employed to remove the seed layer and clean the
substrate. The etching solution was composed of 0.4 M hydrochloric acid and 0.07 M FeCl3 and the
etching process lasted 10 s. Before depositing the seed layer, the substrate was cleaned by rinsing with
ethanol and ultrapure water and subsequent 10 min plasma. As shown in Figure 11, a “pulse signal”
pattern was printed on the PET substrate. Multiple passes were performed for printing the “pulse
signal” pattern and the printing time was ∼1 h. This example is shown as a proof-of-concept. Further
investigations are needed to improve the quality of the printed circuit by optimizing the processing
parameters and testing the corresponding electrical and mechanical properties.

Figure 11. A “pulse signal” pattern printed on the PET substrate.

4.5. Printing a Nickel Square

A nickel square was finally printed with the same configurations as printing the copper. The
square was printed using Printing Strategy 2 (see Figure 6b) for 16 layers. The SEM image of the
printed nickel square is shown in Figure 12a. The formation of the nickel was further confirmed by
testing a small region of the printed square using the EDX element mapping, as shown in Figure 12b.
The printed nickel was 86.47 wt%. The elements of copper and zinc tabulated in Figure 12b were
believed to come from the brass substrate. The surface roughness Ra of the printed nickel square was
0.141 μm. Figure 12 demonstrates various materials can be printed by the proposed ECAM system.
Future studies may incorporate the electrolytes for printing the nickel and copper and control the
depositing sequence of different elements by manipulating the applied potential.
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(a) (b)

Figure 12. (a) The printed nickel square. (b) EDX element mapping for a small region of the printed
nickel square and the corresponding wt.% of the detected elements.

5. Conclusions

This work presents the novel design of a low-cost ECAM system for printing mesoscale metal
parts. With the proposed microfluidic system, i.e., the fountain pen feed system, which is composed of
a semi-open main channel and comb structure, a stable mesoscale meniscus can be obtained during the
printing process without liquid leaking or meniscus breaking. Two materials, copper and nickel, were
attempted to print. It is believed that some other metals that can be electrodeposited from aqueous
electrolytes, such as Ag and Ti, can be printed through the same ECAM system. The investigation of
the surface roughness of the printed structures shows that the surface smoothness can be controlled
by manipulating the applied potential and printing strategy. Various structures were also printed
and an example of a copper circuit printed on the non-conductive PET substrate was achieved to
provide a possible application using the proposed ECAM system. The presented work demonstrates
the possibility to control the meniscus and electrolyte flow by designing an appropriate microfluidic
system and provides a foundation for future work on designing more sophisticated microfluidic
systems to achieve higher printing precisions and satisfactory material properties for the fabrication of
functional electronics.
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Appendix A.

Appendix A.1. Nanoindentation Test

A load of 0.78 mN was applied on the sample for the nanoindentation test with a Berkovich
indenter and a typical loading and unloading curve is shown in Figure A1. The unloading curve was
fitted by

Pu = a(h − h f )
m, (A1)
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where a, h and h f are the fitting parameters, which were fitted using MATLAB in the present study.
Then, the contact stiffness was established as

S =
dPu

dh
|h = hmax = ma(hmax − h f )

m−1, (A2)

where hmax is the maximum indentation depth.
The elastic modulus and hardness were calculated by the Oliver–Pharr method and were

expressed as
1
Er

=
1 − v2

E
+

1 − v2
i

Ei
, (A3)

where Ei and vi are the elastic modulus (1140 GPa) and Poisson’s ratio (0.07), respectively, of the
indenter, and E and v are the elastic modulus and Poisson’s ratio, respectively, of the test material. The
modulus Er was expressed as

Er =

√
π

2
· S√

A
, (A4)

where S is the contact stiffness and A is the projected contact area. The projected contact area A was
calculated by

A = C1h2
c + C2hc + C3h1/2

c , (A5)

where C1 = 23.97, C2 = 391.7, and C3 = 2018.2, which were calibrated by the test machine. The contact
depth hc was estimated by

hc = hmax − ε
Pu

S
, (A6)

where ε is a constant, which is related to the geometry of the indenter. For a Berkovich indenter,
ε = 0.75.

Figure A1. The loading and unloading curve from the nanoindentation test.

For all the material points tested, the ratio of final indentation depth h f to the maximum
indentation depth hmax (h f /hmax) was ∼0.83, which indicated that slight pile-up may have occurred
under nanoindentation. As a result, the measured elastic modulus and hardness may be slightly
overestimated. As reported by Moharrami and Bull [33], for the indentation depth obtained in the
present study, the maximum overestimation for the elastic modulus was 8%.

58



Crystals 2020, 10, 257

Appendix A.2. Vickers Hardness Test

A maximum load of F = 1000 mN was applied for the Vickers hardness test with the maximum
indentation depth of ∼4.6 μm. The loading and unloading time were both 20 s and the dwell time
was 10 s. For the Vickers hardness test, a diamond indenter with the tip angle of 136◦ was employed
and the averaged diagonal length d (μm) of the contact area was measured to calculate the Vickers
hardness HV by

HV =
0.1891F

d2 × 103. (A7)
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Abstract: Rapid and accurate prediction of residual stress in metal additive manufacturing processes
is of great importance to guarantee the quality of the fabricated part to be used in a mission-critical
application in the aerospace, automotive, and medical industries. Experimentations and numerical
modeling of residual stress however are valuable but expensive and time-consuming. Thus, a fully
coupled thermomechanical analytical model is proposed to predict residual stress of the additively
manufactured parts rapidly and accurately. A moving point heat source approach is used to predict
the temperature field by considering the effects of scan strategies, heat loss at part’s boundaries,
and energy needed for solid-state phase transformation. Due to the high-temperature gradient
in this process, the part experiences a high amount of thermal stress which may exceed the yield
strength of the material. The thermal stress is obtained using Green’s function of stresses due to
the point body load. The Johnson–Cook flow stress model is used to predict the yield surface of
the part under repeated heating and cooling. As a result of the cyclic heating and cooling and the
fact that the material is yielded, the residual stress build-up is precited using incremental plasticity
and kinematic hardening behavior of the metal according to the property of volume invariance in
plastic deformation in coupling with the equilibrium and compatibility conditions. Experimental
measurement of residual stress was conducted using X-ray diffraction on the fabricated IN718 built
via laser powder bed fusion to validate the proposed model.

Keywords: residual stress prediction; IN718; experimental measurement of residual stress; additive
manufacturing

1. Introduction

Laser powder bed fusion (L-PBF) is a type of metal additive manufacturing (AM) process that
produces metallic parts layer by layer via selectively melting the powders. In the past few years, L-PBF is
utilized to manufacture a wide variety of parts and assemblies using a vast range of material systems [1].
Laser powder bed fusion process has several superiorities over conventional manufacturing processes
including reduction in density, fabrication of more intricate parts than has been previously possible,
a reduction in design and manufacturing time due to the single-step manufacturing, fabrication of
functionality graded material, and many more [2]. Nevertheless, parts built via L-BPF usually contain
a high level of residual stress due to the large temperature gradient and cooling rates [3]. This may
cause the part to fail during or after fabrication due to crack initiation and growth as caused by
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large stress [4,5]. Components produced via L-PBF are used in aerospace, automotive, medical, and
marine industries; thus, high-quality components should be fabricated to be used in these critical
applications [1,6]. An essential part of this qualification is the ability to accurately and rapidly predict
the stress state within the part [7,8].

There is significant work in the literature on understanding of the residual stress formation during
metal AM process under different process conditions [9]. This line of research can be categorized into
three main parts: experimental measurements, numerical modeling, and analytical modeling.

Residual stress measurements can be classified into destructive and non-destructive methods [10].
The popular non-destructive methods are X-ray diffraction and Neutron diffraction techniques, which
are capable of surface and volumetric residual stress measurements, respectively [11,12]. Destructive
methods such as hole drilling, sectioning, and crack compliance mainly involved creating free surfaces
and relating the deformation to the resultant residual stresses. Wu et al. [13] measured the residual
stress using digital image correlation in conjunction with build plate removal and sectioning. The
results are compared to the nondestructive volumetric neutron diffraction technique. They concluded
that the residual stress is reduced by decreasing the island size, increasing the applied energy per
length, and increasing island to wall rotation to 45◦. Staub et al. [14] measured the residual stress using
the X-ray technique in the L-PBF of SS316L. They concluded that the higher aspect ratio (width/depth)
of the melt pool geometry could result in higher residual stress. Wang et al. [15] used X-ray method to
measure the residual stress from electron beam additive manufacturing (EBAM) process as well as
selective laser melting (SLM) for Ti-6Al-4V and IN718 parts. They summarized that the residual stress
of Ti-6Al-4V parts that are made using EBAM is more compressive compared to IN-718. In addition,
Ti-6Al-4V parts have a lower absolute value of residual stress compared to IN718 parts that are built
using EBAM.

As explained above, there is significant research on the understanding of the residual stress
formation under different process conditions using experimentations and numerical modeling.
Experimental techniques to measure the residual stress within the part built via L-PBF certainly
play an important role in the understanding of the residual stress formation. However, experimental
measurement of the stress state in an entire part is time-consuming and expensive. Finite element
models could predict the residual stress build-up in the AM components. However, performing
FE simulations is challenged by the fact that it is computationally expensive. Consequently, many
simplifications in modeling are conducted by applying different methods to predict the residual stress.
While these simplifications are applied to this line of modeling, it still needs high-processor computers
for the modeling of the entire process.

Numerical modeling is another approach for the prediction of residual stress in metal AM.
Hajializade et al. [16] performed a finite element (FE) simulation using an adaptive mesh coarsening
algorithm to increase the computational efficiency of the FE model for the direct metal deposition
(DMD) of the AISI 304L. They used the double elliptical heat source model to predict the temperature
distribution and used the result of thermal modeling to predict the residual stress. The heat loss
due to the radiation is ignored in this modeling. Cheng et al. [17] performed FE modeling to predict
the residual stress to design the support structure to mitigate residual stress formation. In this
modeling, they used the inherent strain method to decrease the computational time. Siewert et al. [18]
predicted the residual stress by using the Mechanical Layer Equivalent (MLE) method to decrease the
computational time. They validated this model by measuring the residual stress using X-ray.

Herein, a novel physics-based analytical model is proposed to predict the residual stress in the
IN718 parts built via L-PBF. The thermal signature of this process is predicted using a moving heat
source approach by considering the scan strategy of the hatching space, layer thickness, and scan
path, energy needed for solid-state phase change, and heat loss due to the convection and radiation.
The high-temperature gradient and non-uniform heating in this process impose thermal stress on the
component. The thermal stress is obtained by combining three sources of stresses known as stress due
to the body forces, normal tension, and hydrostatic stress. Thermal stress may exceed the yield strength
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of the part. Hence, the Johnson–Cook (J-C) fellow stress model is used to predict the yield surface. As
a result of repeated heating and cooling and the fact that the material is yielded, the through-thickness
residual stress along the scan direction and build direction is predicted using the incremental plasticity
and kinematic hardening behavior of the metal according to the property of volume invariance in
plastic deformation in coupling with equilibrium and compatibility conditions. The X-ray diffraction
technique was used to measure the residual stress of the IN718 components built via L-PBF to validate
the proposed model. Good agreement was obtained between predicted and measured residual stress,
which indicates that the proposed model is a valuable tool for the rapid and accurate prediction of the
residual stress build-up in the parts built via L-PBF. Due to the high computational efficiency of the
proposed model, it can also be used for the real-time monitoring and control of the build process, as
well as for optimization of the process parameters in achieving a high-quality part.

2. Process Modeling

A physics-based closed-form analytical thermo-mechanical model is proposed to predict the
residual stress of the IN718 parts built via L-PBF. The model significantly reduces the computational
time, which makes it a great tool for the prediction, control, and optimization of the L-PBF process to
achieve a high-quality part by cutting the trial-and-error approach.

2.1. Thermal Modeling

A moving point heat source approach is used to predict the temperature field within the parts
built via L-PBF. The initial solution of temperature in a semi-infinite medium was derived by Carslaw
and Jaeger [19]. Heat losses at part’s boundaries including conduction on lateral faces and convection
and radiation on the top surface are solved by modifying the heat source solution. Figure 1 illustrates
the heat transfer mechanisms in L-PBF. The closed-form solution of temperature considering part’s
boundary condition can be obtained as

T =
1

4πKR(T − T0)
×
{

P exp
(−V(R + x)

2D

)
−A
[
h(T − T0) + εσ

(
T4 − T4

0

)
+

K(T − T0)

R

] }
+ T0 (1)

where P is the laser power, α represents absorption coefficient, K is the thermal conductivity,
R =

√
x2 + y2 + z2 is the radial distance from heat source, V is the laser speed, D = K

ρC is the
thermal diffusivity, ρ is the density, C is the specific heat, A is the area of the heat sink, h is convection
coefficient, ε is the emissivity, σ is the Stefan–Boltzmann constant, n is the number of heat sinks, i is
the index of each heat sink, and T0 is the initial temperature. More explanation about the heat source
solution can be obtained from the previous work of the authors [20–23].

Figure 1. Heat transfer mechanisms in laser powder bed fusion.
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2.2. Thermal Stress Prediction

Thermal stress induced by non-uniform heating is obtained using Green’s function of stresses due
to the point body load [23,24]. The obtained thermal stress is the combination of stresses due to the
body forces, normal tension, and hydrostatic stress, as described by Saif et al. [25]:

σxx(x, z) = −α(T)E(T)
1− 2ν(T)

∫ ∞
0

∫ ∞
−∞

(Gxh
∂T
∂x

(x′, z′) + Gxv
∂T
∂z

(x′, z′))dx′dz′

+
2z
π

∫ ∞
−∞

p(s)(s− x)2

((s− x)2 + z2)2 ds− α(T)E(T)T(x, z)
1− 2ν(T)

(2)

σzz(x, z) = −α(T)E(T)
1− 2ν(T)

∫ ∞
0

∫ ∞
−∞

(Gzh
∂T
∂x

(x′, z′) + Gzv
∂T
∂z

(x′, z′))dx′dz′

+
2z3

π

∫ ∞
−∞

p(s)

((s− x)2 + z2)2 ds− α(T)E(T)T(x, z)
1− 2ν(T)

(3)

σxz(x, z) = −α(T)E(T)
1− 2ν(T)

∫ ∞
0

∫ ∞
−∞

(Gxzh
∂T
∂x

(x′, z′) + Gxzv
∂T
∂z

(x′, z′))dx′dz′ + 2z2

π

∫ ∞
−∞

p(s)(s− x)

((s− x)2 + z2)2 ds (4)

σyy(x, z) = ν(T)(σxx + σzz) − α(T)E(T)T(x, z) (5)

where α represents the coefficient of the thermal expansion, E is the elastic modulus, ∂T
∂x is the

temperature gradient and p(s) is expressed by:

p(s) =
α(T)E(T)T(x, z = 0)

1− 2ν(T)
(6)

Gxh, GxV, Gzh, Gzv, Gxzh,Gxzv are the plane strain Green’s functions, which are explained in [26].
The closed-form solution of thermal stress can be derived as

σxx(i, j) = −αE(T)
1− 2ν

(GxhTx + GxvTz)
(
|xi − xi−1|

∣∣∣zj − zj−1
∣∣∣)+ 2z

π (p(s)(s− x)2

((s− x)2 + z2)
2 |xi − xi−1| − αET

1− 2ν
(7)

where Tx =
T(i, j)−T(i−1, j)
|xi−xi−1 | , Tz =

T(i, j)−T(i, j−1)∣∣∣zj−zj−1
∣∣∣ and i and j represent a location in the 2D medium at which

the stress is calculated. The closed-form solutions of σzz and σxz can be derived using the same method.

2.3. Residual Stress Prediction

The Johnson–Cook (J-C) flow stress model is employed to determine the yield surface of the
material as

σ =
(
A + Bεp

e f f
n
)⎛⎜⎜⎜⎜⎜⎜⎝1 + Cln

⎛⎜⎜⎜⎜⎜⎜⎝
.
ε

p
e f f
.
ε0

⎞⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠
(
1−
[

T − T0

Tm − T0

]m)
(8)

where εp
e f f is the effective plastic strain,

.
ε

p
e f f is the effective plastic strain rate, T is the temperature

of material, Tm is the melting point of material, and T0 is the initial temperature. The terms A,
B, C, n, m, and

.
ε0 are the material constant for IN718, which are listed in Table 1.

The yielding criterion is obtained for an isotropic material. Kinematic hardening is considered by
employing backstress tensor (αi j)

Fyeild =
3
2

(
Sij − αi j

)(
Sij − αi j

)
− k2 = 0 (9)

where Sij = σi j −
(
σkk
3

)
δi j is the deviatoric stress.
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If Fyeild < 0, the material is in elastic region and the stresses can be obtained from the Hook’s Law.
If Fyeild > 0, incremental plastic strains are calculated and accumulated during the stress history to
determine the total plastic strains.

In the elastic–plastic case where the Fyeild ≥ 0, the strain rate along the scan direction and transverse
direction can be calculated using modified McDowell algorithm.

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

1
E

[ .
σxx − υ

( .
σyy − .

σzz
)]
+ αΔT + 1

h

( .
σxxnxx +

.
σyynyy +

.
σzznzz + 2

.
σ
∗
xznxz

)
nxx =

ψ
(

1
E

[ .
σ
∗
xx − υ

( .
σyy − .

σ
∗
zz

)]
+ αΔT + 1

h

( .
σ
∗
xxnxx +

.
σyynyy +

.
σ
∗
zznzz + 2

.
σ
∗
xznxz

)
nxx
)

1
E

[ .
σyy − υ

( .
σxx − .

σzz
)]
+ αΔT + 1

h

( .
σxxnxx +

.
σyynyy +

.
σzznzz + 2

.
σ
∗
xznxz

)
nyy = 0

.
σyy = 1

2

( .
σxx +

.
σzz
)

(10)

where
.
σ
∗
xx,

.
σ
∗
zz,

.
σ
∗
xz are the elastic thermal stresses calculated from Equations (2) and (6). In the McDowell

model, a hybrid function (ψ) is proposed, which depends on the instantaneous value of the modulus
ratio h/G as

ψ = 1− exp
(
−ξ 3h

2G

)
(11)

where ξ = 0.15 is the algorithm constant, h is the plastic modulus, and G = E/(2(1 + υ)) is the elastic
shear modulus. Three systems of equations are solved simultaneously for

.
σxx,

.
σyy, and

.
σzz for each

elastic–plastic increment of strain [27].

Table 1. Johnson–Cook parameters for IN718 [28].

A (MPa) B (MPa) C n m
.
ε0

980 1370 0.02 0.164 1.03 1

After one layer is laser scanned, elastic stresses are relaxed to satisfy the boundary condition
prescribed by Merwin and Johnson [29] as

εr
xx = 0, σr

xx = f1(z), εr
yy = 0, σr

yy = f2(z), εr
zz = f3(z), σr

zz = 0,

γr
xz = f4(z), σr

xz = 0
(12)

Finally, only stresses and strains parallel to the surface (σr
xx, σr

yy, γr
xz) remain non-zero [30].

The proposed analytical model does not consider the effect of geometry. Moreover, the bulk
temperature dependent material properties are considered for the simulation of residual stress. It
should be noted that the proposed model can be used for both powder bed and powder feed systems
by just changing the boundary conditions in the temperature modeling. In powder feed systems, since
the part is subjected to air, the heat loss from lateral faces would be due to convection.

3. Experimental Procedure

3.1. Build Process

Density of the additively manufactured part built via L-PBF has a crucial impact on mechanical
properties of the fabricated component. An approach to identify processing parameters for producing
high-density parts was employed to select the processing conditions, as described in the previous
studies [31–34]. Tong Tai AM250 selective laser melting (SLM) machine (Kaohsiung, Taiwan), equipped
with a 50–400 W YAG laser with the laser spot size of D4sigma = 54 μm, was used to fabricate
rectangular bar shape samples with dimensions of 10 × 5 × 5 mm3. The processing conditions used
to fabricate high-density samples for measuring the residual stress are listed in Table 2. The spherical
IN718 powders used in this study are distributed in the range of d10 = 17.51 μm, d50 = 31.44 μm, and
d90 = 52.21 μm.
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Table 2. Process parameters designed for the fabrication of IN718 specimens using L-PBF.

Sample
Laser

Power (W)

Scan
Speed
(mm/s)

Layer
Thickness

(μm)

Hatching
Space
(μm)

Number
of Scans

Pre-Heating
Rotation Angle of

Scan Vector
between Layers (◦)

1 150 600 30 100 50 No 67
2 250 600 30 100 50 No 67
3 150 1000 30 100 50 No 67

The process parameters were selected in a way to capture the effects of scan speed and laser power
on residual stress; thus, the other parameters of layer thickness, hatching space, and hatch style were
kept the same for all samples. Figure 2 illustrates the as-built samples and were then removed from
the base plate using the electrical discharge machining (EDM).

 
Figure 2. Illustration of the as-built IN718 parts manufactured via L-PBF.

3.2. Experimental Measurement of Residual Stress

The residual stress on the side walls of the samples, as illustrated in Figure 3, was measured by
a commercial X-ray Diffractions machine (D8 Discover Bruker, Billerica, MA, USA) using the sin2Ψ
method [35,36]. The coordinate and location of measured points are shown in Table 3. For each point
shown in Figure 3, the through-thickness residual stresses along the build direction (z-direction) and
along the scan direction (x-direction) were measured. The parameters for XRD measurement are
specified in Table 4. It should be noted that, for each set of parameters and each point shown in Figure 3,
the XRD measurements were performed on three fabricated samples and the results were averaged.

Table 3. Coordinates of the measured points using XRD.

A x = 5 mm; y = 0; z = 0.5 mm
B x = 5 mm; y = 0; z = 1.5 mm
C x = 5 mm; y = 0; z = 2.5 mm
D x = 5 mm; y = 0; z = 3.5 mm
E x = 5 mm; y = 0; z = 4.5 mm
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Table 4. Parameters for XRD measurements.

Focus 1.0 mm

Radiation Cu Kα

Lattice Plane (hkl) [36] {420}

2θ [36] 145◦

Ψ-Tilting 0◦ to 45◦ in 6 steps each

Young Modulus [37] 199,955 MPa

Poisson Ration [37] 0.29

Figure 3. Schematic diagram illustrating the definition of processing parameters.

4. Results and Discussion

The proposed thermomechanical analytical model enables the prediction of the residual stress of
the fabricated L-PBF samples under different process conditions along the scan direction (σxx) and
build direction (σzz). The thermomechanical material properties of the IN718 are listed in Table 5.
The thermal response of the build part was predicted using moving point heat source approach by
considering the effects of heat loss due to the convection and radiation, scan strategies, and energy
needed for solid-state phase transformation. Figures 4–6 illustrate the predicted temperature field for
three IN718 samples listed in Table 5. The analytical modeling of the temperature field is validated in
the previous work of authors [20].

 

Figure 4. Predicted temperature field for the fabricated IN718 sample built via L-PBF with the laser
power of 150 W, scan speed of 600 mm/s, layer thickness of 30 μm, and hatching space of 100 μm.
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Table 5. Temperature dependent material properties of IN718 (temperature is in ◦C) [37–41].

Density g/cm3

ρ = 8.19− 39.2× 10−2T 25 < T ≤ 1170
ρ = 7.40− 88.0× 10−2(T − 1200) T > 1170

Thermal Conductivity W/m◦C
k = 39.73− 24.0× 10−3T + 2× 10−3T−2 25 < T < 1170

k = 29.6 T > 1170

Specific Heat J/kg◦C
Cp = 420.24 + 0.026T − 4× 10−6T2 25 < T ≤ 1170

Cp = 650 T > 1170

Thermal Expansion 1/◦C

α = −9× 10−13T2 − 7.7× 10−9T + 1.1× 10−5 25 < T ≤ 1100
α = 1.8× 10−5 T > 1100

Elastic Modulus GPa

E = 5.2× 10−5T2 − 0.088T + 1.6× 102 25 < T ≤ 798
E = 3.1× 10−5T2 − 0.23T + 2.9× 102 798 < T < 2500

Yield Strength MPa

σY = −9× 10−10T4 − 1.2× 10−6T3 + 0.00026T2 −
0.23T + 3.2× 102 25 < T < 2500

Poisson’s Ratio

ν = −4.8× 10−10T3 − 8.8× 10−7T2 − 0.00031T + 0.31 25 < T < 2500

Figure 4 demonstrates the predicted temperature field for the first sample with the laser power of
150 W, scan speed of 600 mm/s, layer thickness of 30 μm, and hatching space of 100 μm. It should be
noted that the simulated dimension is 5 mm × 0.5 mm × 0.5 mm. The laser was located at the middle
of the samples to simulate the temperature field just at the irradiation of the laser. This location of the
laser was selected since the experimental measurements were gathered from the middle of the samples
to be consistent.

Figure 5. Predicted temperature field for the fabricated IN718 sample built via L-PBF with the laser
power of 250 W, scan speed of 600 mm/s, layer thickness of 30 μm, and hatching space of 100 μm.
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Figure 6. Predicted temperature field for the fabricated IN718 sample built via L-PBF with the laser
power of 150 W, scan speed of 1000 mm/s, layer thickness of 30 μm, and hatching space of 100 μm.

Figure 5 illustrates the predicted temperature field for the second sample with the laser power
of 250 W, scan speed of 600 mm/s, layer thickness of 30 μm, and hatching space of 100 μm. Figure 6
depicts the predicted temperature field for the third sample with the laser power of 150 W, scan speed
of 1000 mm/s, layer thickness of 30 μm, and hatching space of 100 μm.

Comparison of Figures 4 and 5 shows that the increase in laser power would increase the melt
pool area, and the comparison of Figures 4 and 6 illustrates that, for the same laser power, the increase
in scan speed would decrease the melt pool geometry, which is very well-known knowledge and
confirms that the proposed model properly follows the trend. The proposed analytical model of the
temperature field is validated in the previous work of these authors.

High-temperature gradient and fast cooling rate induce thermal stress in the fabricated part. The
thermal stress is calculated using Green’s function of stresses due to the point body load. The thermal
stress is a combination of three main sources of stress known as stresses due to body forces, normal
tension, and hydrostatic stress. The thermal stress may exceed the yield strength of the material. The
yield surface is predicted using the J-C flow stress model. Due to the repeated heating and cooling and
the fact that the material is yielded, the part experiences a high level of residual stress. Residual stress
is calculated using incremental plasticity and kinematic hardening behavior of the material in coupling
with equilibrium and compatibility conditions.

As shown in Figure 3, the residual stress was measured at five different locations through the
thickness along the scan direction and build direction. The residual stress was predicted for two
different heat transfer boundary conditions: (1) the residual stress considering the heat transfer
boundary conditions; and (2) the residual stress considering heat transfer boundary condition. Then,
both conditions were compared to experimental measurements.

Figure 7a,b illustrates the predict residual stress for the IN718 sample, which is built with the
laser power of 150 W, scan speed of 600 mm/s, layer thickness of 30 μm, and hatching space of 100 μm.
The predicted and measured residual stresses are highly tensile along both scan direction and build
direction since, during the cooling cycle, the heat-affected zone begins to cool down and the shrinkage of
material in this zone tends to occur; thus, the tensile stress state builds up in the heated zone. Moreover,
the predicted and measured residual stress along the build direction showed higher values compared
to that along the scan direction, which is due to the fact that the heat transfer mechanism varies in
different directions and would result in different temperature gradient and cooling rates [38]. The
variation in temperature gradient and cooling rate resulting from different heat transfer mechanisms
would impact the microstructural evolution and material properties, which then impact the residual
stress. Furthermore, the comparison of the predicted residual stress with and without considering the
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effect of heat loss reveals that, although in most of the points through thickness the predicted residual
stress in both conditions are within the range of experimental measurements, the predicted residual
stress considering the effect of heat loss demonstrates lower bound predictions. This is because, due to
the heat loss, the temperature gradient would be lower compared to that without the effect of heat loss.
It should also be noted that the predicted residual stress near the surface for these two conditions show
more divergence compared to that at higher depth into the workpiece. This is because, the heat loss
has higher impact on the heat affected zone and lower impact on the solidified material. Thus, the
predictions are more sensitive to the heat loss near the surface where the heat affected zone exists.

  
(a) (b) 

Figure 7. Predicted and measured residual stress of IN718 sample built via L-PBF with the laser power
of 150 W and scan speed of 600 mm/s, layer thickness of 30 μm, and hatching space of 100 μm: (a) along
the scan direction; and (b) along the build direction.

Figure 8a,b demonstrates the predicted and measured residual stress of IN718 sample with
the laser power of 250 W, scan speed of 600 mm/s, layer thickness of 30 μm, and hatching space of
100 μm. The predicted residual stress along the scan direction and build direction are highly tensile
in accordance with the data in the literature. Furthermore, the predicted residual stress along the
scan direction has lower value compared to that along the build direction. As explained above,
different heat transfer mechanisms contribute to this variation. Moreover, the predicted residual stress
without considering the effect of heat loss demonstrates upper bound predictions. This is because
the temperature gradient is higher compared to that when the effect of heat loss is considered, thus
resulting in higher prediction of residual stress values.

Figure 9a,b shows the predicted and measured residual stress along the scan direction and build
direction for the laser power of 150 W, scan speed of 1000 mm/s, layer thickness of 30 μm, and hatching
space of 100 μm. As shown in these figures, the predicted residual stress is highly tensile along the scan
direction and build direction. Moreover, the predicted residual stress without considering the effect of
heat loss demonstrate higher values compared to that when the effect of heat loss is considered, as
explained above. The predicted residual stress showed good agreement with measured residual stress
of IN718.

To sum up, the comparison of the predicted and measured residual stress for three IN718 samples
showed that the proposed thermo-mechanical analytical is a valuable, reliable, and rapid tool for
the prediction of stress state within the part which then can be used for the optimization of process
parameters and control of the build process through inverse analysis [39–41]. It should be noted
that the proposed model works for all material systems as long as the thermo-mechanical material
properties are known.
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(a) (b) 

Figure 8. Predicted and measured residual stress of IN718 sample built via L-PBF with the laser power
of 250 W and scan speed of 600 mm/s, layer thickness of 30 μm, and hatching space of 100 μm: (a) along
the scan direction; and (b) along the build direction.

  

(a) (b) 

Figure 9. Predicted and measured residual stress of IN718 sample built via L-PBF with the laser power
of 150 W and scan speed of 1000 mm/s, layer thickness of 30 μm, and hatching space of 100 μm: (a) along
the scan direction; and (b) along the build direction.

5. Conclusions

A physics-based analytical model is proposed to predict the residual stress in laser powder bed
fusion process. The proposed model was validated by measuring the residual stress of the fabricated
IN718 samples via X-ray diffraction. The proposed thermo-mechanical analytical model predicts
the temperature field of the additively manufactured part using moving point heat source approach
by considering the effects of scan strategies, heat loss due to convection and radiation, and energy
needed for solid-state phase change. The build part may experience high thermal stress due to the
high-temperature gradient. The thermal stress is obtained using Green’s function of stresses due to
the point body load. The thermal stress may exceed the yield strength of the material. Thus, the
Johnson–Cook flow stress model is used to determine the yield surface. Due to the cyclic heating and
cooling, the material experiences high residual stress. The residual stress is predicted using incremental
plasticity and kinematic hardening behavior of the metal according to the property of volume invariance
in plastic deformation in coupling with the equilibrium and compatibility conditions.
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The residual stress is predicted along the scan direction and build direction under three different
process conditions. The results show that the residual stress is highly tensile in both directions since,
during the cooling cycle, the heat-affected zone begins to cool down and the shrinkage of material in
this zone tends to occur; thus, the tensile stress state builds up.

Moreover, a comparison of the residual stress along the scan direction and build direction showed
that the predicted residual stress along the build direction is higher than that along the scan direction.
Different heat transfer mechanisms along the scan direction and build direction could contribute to
this difference.

Furthermore, the residual stress is predicted under two different boundary conditions: (1) the
effect of heat loss due to the convection and radiation is considered; and (2) the effect of heat loss from
boundaries is ignored. The results show that, when the heat loss is ignored, the predicted residual stress
has higher value compared to the results where the effect of heat loss is considered. Although in most
of the points through thickness, the results for both conditions are within the range of experimental
measurements, the predicted residual stress without the effect of heat loss boundary conditions is an
upper bound, and the predicted residual stress with the effect of heat loss boundary conditions is a
lower bound.

Results from the proposed analytical residual stress model showed good agreement with X-ray
diffraction measurements used to determine the residual stresses in the IN718 specimens built via
L-PBF. Thus, the proposed model is a valuable tool for the rapid and accurate prediction of the residual
stress build-up in the parts built via L-PBF. Due to the high computational efficiency of the proposed
model, this model can also be used for the real-time monitoring and control of the build process, as
well as optimization of the process parameters in achieving a high-quality part.
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Abstract: In the laser powder bed fusion processes for metal additive manufacturing, a support
structure is needed to fix the part to the base plate and to support overhanging regions. Currently
the importance of support structure for a successful build process is often underestimated and
some effects are not yet well understood. Therefore, this study investigates the fracture behavior
and mechanical properties of thin additive manufactured struts using the titanium alloy Ti-6Al-4V
and specific machine parameters for support structures. Tensile tests were performed for different
strut diameters and the fracture surfaces were analyzed using a laser microscope and a scanning
electron microscope. Additionally, the porosity was examined with micro-CT scans. The results were
compared with a different set of parameters used for solid parts. The experiments revealed that struts
produced with support parameters had no significantly lower tensile strength than the comparative
parts. Despite that, some porosity and around two percent of defects on the fracture surface for parts
using the solid parameter set have been found. Parts with support parameters show no porosity,
even though the energy density is around 30% lower compared to the solid parameter set.

Keywords: support structure; additive manufacturing; Powder Bed Fusion; titanium alloy; Ti-6Al-4V;
fracture behavior; mechanical properties

1. Introduction

Additive manufacturing (AM) is a process for the rapid creation of complex parts in small batches.
It is associated with a small number of design restrictions and near net-shaped products. Metal
additive manufacturing is a manufacturing process with which to create a part based on 3D model
data by subsequently adding material layer upon layer [1]. This is in contradiction to subtractive
manufacturing methods, which create the final product through material removal usually from a
semi-finished part. For machines used in the consumer sector, 3D Printing is typically used as a
synonym to AM. Nowadays its applications range from rapid prototyping (RP), rapid tooling (RT) and
rapid manufacturing (RM) to fully functional parts and even simple assemblies [2]. Based on the ability
of AM to create complex shapes, it is usually related to the idea of design freedom. Nevertheless some
restrictions depending on the used material and process apply [3]. The most common AM technology
for industrial metal parts and therefore the focus of this article is laser powder bed fusion (L-PBF).
L-PBF uses a laser as an energy source. L-PBF is described as an “AM process in which thermal energy
selectively fuses regions of a powder bed” [1].
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In L-PBF powder particles of a powder bed are selectively fused together by the laser beam,
merging them to a single layer of a part. The beam is guided in the horizontal plane based on
trajectories defined through the slicing of a 3D model, which is the method for dividing a 3D model
into a finite number of equally spaced layers. After each layer is finished, the build plate is lowered
by a fixed amount specifying the layer height. New powder is then placed on top of the previous
layer by a recoating device. Repeating this procedure, the part is build layer upon layer. To avoid
oxidation, the build chamber is evacuated of remaining oxygen by a constant flow of an inert gas;
for instance, argon.

Due to high melting temperatures of the titanium alloy and the extremely high cool down rates,
the material tends to expand and contract, leading to high residual stresses. Additionally, during
solidification there is not enough time for the microstructure to solidify in an equilibrium phase and
thereby resolve the stressed state. These internal stresses lead to severe distortions and deformation of
the part [4]. To prevent build failures based on large deformations, a support structure is added for
even heat dissipation and to anchor the part on the build plate [5]. After the AM process is finished,
these support structures need to be mechanically removed in a post-processing step.

A support structure has different tasks to fulfill in metal additive manufacturing. On the one
hand, it is needed to create an evenly distributed heat gradient from the part to the base plate, and on
the other hand, deformations need to be reduced or prevented by anchoring the part to the base
plate. Another important role is the support of overhanging structures [6], which would otherwise
sink down into the loose powder bed. There are different types of support structures used in metal
additive manufacturing. Among the most common are block-support, point-support, web-support,
contour-support and line-support [6,7]. These types can be implemented in a simple manner with state
of the art pre-processing software and are sometimes even generated automatically. More complex
approaches use the stacking of unit cells, which is then called a lattice support structure [8,9]. Lately
investigations were made with heat and topology optimization, resulting in promising tree-like
structures consisting of stems with multiple branches each [10,11]. The benefits of those support
structures are the more flexible design and lesser powder consumption, and therefore, build time is
reduced when compared to traditional structures. Therefore tree-like support is part of this ongoing
research. For this study, the focus is set exclusively on the stem and hence on test samples consisting
of multiple struts.

A general rule for a support structure is to use only as much as necessary and as little as possible,
due to the fact that an increase in support volume leads directly to longer print times and a higher
powder consumption. On the other hand, insufficient support leads to failed print jobs. Knowing
the fracture properties of supports and estimating residual stresses in an early stage are key elements
for primary support structure design; i.e., for a support that is added during the part design. Due to
the current underestimation of the importance and the design of the support structure, the process
can fail as a result of severe warping and/or collapse of the part or support. Typically, a support
structure is built using manufacturer-provided parameters differing from those for structural parts.
Consequently, a thorough investigation of the mechanical and fracture behavior is needed for a proper
design. The resulting mechanical properties of the support structures are also very important for
structural simulations that lead to new support designs.

Previous research investigated the mechanical properties and fracture behaviors of additive
manufactured titanium samples with geometry according to standards [12,13] or other large
cross-sectional areas [14], often together with examination of the microstructure [15,16]. Therefore
the influences of a small diameter are not taken into account. On the other hand, a lot of effort is put
into the design of support structures. Their optimal geometry is analyzed using structural or thermal
simulations [7,11], or parameter optimizations are performed [6].

This study aims to fill the gap between support structure design and investigations of mechanical
properties for finished parts, to further understand the in-process failure of supports. Therefore,
tensile test samples with thin struts, representing the supports, were additively manufactured using
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the titanium alloy Ti-6Al-4V. Specific machine parameters for support structure were used. Tensile
tests were carried out for different strut diameters and build parameters. The resulting fracture
surfaces were examined with a scanning electron microscope. To distinguish between pores and
trapped particles, additional micro-CT scans were performed. All results were compared with a set of
parameters for structural solid parts.

2. Materials and Methods

2.1. Titanium Alloy Powder—Ti-6Al-4V

All test samples used in this study were produced using the titanium alloy powder Ti64ELI-A
LMF from the manufacturer Trumpf, where ELI (extra low interstitials) stands for improved ductility
and better fracture toughness. The titanium alloy is also known under the designation Ti-6Al-4V and
is one of the most common materials used in metal additive manufacturing [6]. It was produced using
plasma atomization, resulting in particle sizes between 15 μm and 45 μm. The particle size distribution
is D10 = 20.6 μm, D50 = 33.5 μm and D90 = 43.0 μm [17]. The chemical composition of the powder
is shown in Table 1.

Table 1. Chemical powder composition [17].

Al V Fe O C N H Ti

Min. 5.50 3.50 ≤0.25 ≤0.13 ≤0.08 ≤0.05 ≤0.012 residual
Max. 6.50 4.50

Measured 6.49 3.99 0.19 0.09 0.01 0.02 0.0025 balance

Mass fraction in %.

2.2. Test Samples

The test samples were produced with a Trumpf TruPrint 1000 Multilaser L-PBF machine.
Two different sets of process parameters were used. The first set’s contents are referred to as solid
parameters and were used for structural parts. Samples produced with this set are from here on
called solid samples. The second set is the Trumpf standard for support structure and therefore
referred as support (structure) parameters. Samples using this set are henceforth called support samples.
Both parameter sets use a layer height of 20 μm, a hatch spacing of 80 μm and a laser spot size of 55 μm.
The difference between the sets is the used energy input resulting from a laser power of 150 W with a
scanning speed of 1600 mm s−1 as support structure parameters and 600 mm s−1 at 83 W for the solid
samples respectively. According to Figure 1, only the solid parameters result in a fully dense part.
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Figure 1. Process parameter relationships for L-PBF manufactured Ti-6Al-4V. Adapted from [18].

The samples had to be designed with a similar outline as the flat version of the ASTM E8 standard
tensile test sample for metallic materials with little modifications in the dimensions to fit the clamping
mechanism of the tensile machine. The middle section was replaced by the support structure that
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was to be tested in the tensile test. In this way, the upper and lower block of the sample acted as an
aid for the clamping of the sample. A sketch of the geometry is shown in Figure 2. Bar support was
used because of its similarity to the stems of tree-like support. For each set of parameters, test samples
were produced in an upright orientation with a diameter D range of the struts of 0.1 mm to 1 mm
in 0.1 mm steps. The length A was set to 10 mm. The distance between the struts L is the resulting
value, when using four struts symmetrically with specified diameters. Samples with a diameter
beneath 0.6 mm got heavily distorted during the printing process and were therefore not considered
in this investigation. Samples with diameters above 0.7 mm were designed to have only three struts
for consistent clearance between the struts and were therefore also excluded from this particular
contribution. This leads to a remaining number of 20 test samples, five samples for each diameter and
machine parameter configuration. The samples were labeled according to their sizes and diameters as
L10D06 and L10D07. With respect to support structure parameters, the letter S is added to the end of
name for support samples.

A

D
L

10
.0
0

4.0010.00

Figure 2. Sketch of the sample geometry.

2.3. Microscopic Analyses

The samples were analyzed using a Keyence 3D laser scanning confocal microscope of the model
VK-X200. It is equipped with a violet laser with a wave length of 408 nm. A 10× magnification
objective lens was used for the measurements. The captured data have been further processed using
a manufacturer provided software. The number of and sizes of defects were analyzed, as were the
outer diameter and the diameter of an inner section that was present due to non-fully-molten particles.
Additionally the depth information was used to create a 3D model of the fracture surface; exemplary
results of this are shown in Figure 3 of Section 3.3.

After the analysis with the confocal laser microscope, the fracture surface of one sample for
each parameter set was investigated using a Zeiss Ultra Plus field emission scanning electron microscope
(FE-SEM), now referred to as SEM. The acceleration voltage range was 0.02 kV to 30 kV and was set to
1 kV and 1.5 kV for this contribution. A total magnification of 1,000,000× and thereby a resolution of
0.8 nm can be reached with this SEM. As the test samples and the desired images were rather large,
the maximum magnification for this investigation was 3000×.

2.4. Micro Tensile Testing

Tensile tests were performed on each sample of the sets in as-built condition without any
mechanical post-processing other than removing the samples from the base plate. The tensile testing
machine used was a tension/compression module developed and distributed by Kammrath and Weiss
GmbH (Dortmund, Germany). The measurement range of the load cell is between 10 μN and 10 kN.
The machine uses threaded bars to move one part of the sample fixation with a resolution of 100 nm
and speeds of 0.1 μm s−1 to 20 μm s−1. For this investigation a constant speed of 1 mm min−1 was used.
Due to the unpredictable region of the failure on the strut and no available extensometer, the local
strain of the struts was not measured.

78



Crystals 2020, 10, 343

3. Results

3.1. Geometric Accuracy of the Samples

The diameters of the struts of the test samples were measured before and after the tensile testing.
Table 2 shows the measured and the designed values for the diameter of the struts. The standard
deviation (σd) is given in parentheses. Side view is the diameter, based on the thickness of the struts,
measured under the confocal laser microscope before the tensile test. Both the fracture surface and
core value were measured after the test from the top view on the fracture surface with the core as
the fully-molten region, which can be observed later in Figure 3. It can be recognized that the
designed diameter is a little bit smaller than the actual one. After the test, the outer diameter of
the fracture surface was smaller than the side view value, but still in the range of the designed
diameter. Even though the difference between those diameters is in the order of the standard deviation,
the reduction might result from necking due to a minor ductile behavior. Lastly the diameter of the
fully dense inner section of the fracture surface was determined. This core is around the size of two
powder particles smaller than the outside diameter, which results from particles being sintered or
partially molten to the outside geometry due to lower heat, where laser paths no longer overlap. This is
consistent with the results from the fracture surface analysis in Section 3.3, using the laser and scanning
electron microscope.

Table 2. Mean values of the measured diameters (d) of the test samples in μm.

Sample Designed Diameter Side View Fracture Surface Core

L10D06 600 606 (σd = 12) 599 (σd = 13) 480 (σd = 13)
L10D06S 600 627 (σd = 7) 607 (σd = 6) 464 (σd = 12)
L10D07 700 727 (σd = 16) 714 (σd = 8) 565 (σd = 13)
L10D07S 700 726 (σd = 19) 701 (σd = 11) 560 (σd = 14)

3.2. Tensile Properties

The ultimate tensile strength (UTS) was evaluated using the different diameters from Table 2
from before and after the tensile test to calculate the cross-sectional area and the measured forces from
the micro tensile test for each sample in as-built condition. UTSside uses the diameter measured from
side view, UTSfracture and UTScore respectively the outer and inner diameter measured from the top
view of the fracture surface. The results are listed in Table 3. Significantly lower UTS values for the
sample L10D06S with support parameters can be seen at first sight while the standard deviation is
in the order of ten higher than the others. This results from a failure of some of the test samples at
low stress levels without distinct plastic deformation leading to a larger standard deviation as with
the other samples. Comparing the L10D07S sample with those for solid parameters no significant
deviation can be observed, as the values of solid samples are only 2 % to 4 % higher.

Table 3. Mean ultimate tensile strength (UTS) of the as-built test samples in MPa.

Sample UTSside UTSfracture UTScore

L10D06 852 (σ = 11) 872 (σ = 12) 1357 (σ = 18)
L10D06S 640 (σ = 113) 685 (σ = 119) 1114 (σ = 245)
L10D07 839 (σ = 12) 870 (σ = 13) 1389 (σ = 20)
L10D07S 808 (σ = 13) 867 (σ = 14) 1358 (σ = 22)

3.3. Fracture Surface Analysis

In Figure 3 the fracture surface images of the samples L10D07S with and L10D07 without support
parameters are shown together with a 3D model of the fracture captured with a confocal laser
microscope. In Figure 3a 14 defects can be observed on the fracture surface of the test sample,
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which was built using the solid parameter set. These defects seem to be pores and are investigated
later in Section 3.4. The total area of the pores is around 2 % with respect to the cross-sectional
area. The diameters of the pores range from 7.9 μm to 21.3 μm with a mean diameter of 12.9 μm
and a standard deviation of 3.5 μm. All of the eight tested struts show the same number of pores.
In comparison to (a), Figure 3d shows the same strut of a test sample that was produced with the
support parameter set. There is no visible porosity on the fracture surface of Figure 3d. Figure 3b
shows the measurement of the outside diameter of the strut from the solid sample, which is listed for
all measurements of all samples in Table 2 as fracture surface. Figure 3e shows the same measurement
for the support sample. In both pictures an outer region with powder particles, which are not fully
molten, and an inner circle with the fully dense part, the core, can be observed. The magnitude of
the differences between those two diameters is in the order of two powder particles. In Figure 3c,f
the 3D model of the fracture is shown. It can be observed that the fracture is angled at almost 45°
with a slightly steeper angle in Figure 3f. This angle may result from small variations in the fixation
of the samples in the tensile test machine and therefrom result in shear stresses. All in all, it still
shows a predominantly brittle behavior. Especially in Figure 3f, some indications of a cup-and-cone
fracture mode behavior are visible, leading to the assumption that ductility was present to some
extent. The small diameters of the test samples may affect the formation of the cup-and-cone mode.
The analysis of brittle and ductile behavior of the test samples will be addressed later in this article.

(a) (b) (c)

(d) (e) (f)

Figure 3. Confocal laser microscopy of the fracture surfaces of the test samples L10D07 (a–c) and
L10D07S (d–f). Observed pores marked blue in (a), not present in (d). Outside diameter measurement
of the struts in (b,e). 3D model of each fracture surface respectively in (c,f).

In Figure 4 different pictures of the fracture surface from the L10D06S sample with support
parameters captured by a scanning electron microscope are displayed. At first sight, the hard edges on
the fracture surface in Figure 4a indicate a brittle behavior of the fracture. Beside those edges, a single
round pore can be observed in the upper half of Figure 4a. The spheres on the outer diameter of the
sample, visible in Figure 4a,b, are residual powder particles, which are either semi-molten or sintered
to the outside surface. Especially in Figure 4b, it can be observed that the sizes of the particles are
mostly consistent, although a few smaller particles are attached to the larger ones. A closer examination
of Figure 4b unravels two different types of fracture surface region, one being a brittle section with
sharp edges and an obvious uneven surface with differences in height. The other region is more flat
and characterized by a micro-dimpled surface that suggests a minor ductile behavior. This can be
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confirmed with Figure 4c with 3000× magnification. Here the micro-dimpled surface seems again to
be very flat with small quasi-cleavage regions with a width of around 2 μm in between the elevated
grain boundaries. Bassoli and Denti refer to a similar flat micro-dimpled surface as quasi-flat rupture
morphology [19]. This micro-dimpled surface combined with tiny quasi-cleavage regions suggests a
small granularity of the microstructure matrix. Again, a mixture of brittle and ductile behavior can be
observed in Figure 4c with the brittle region with harsh edges in the upper half of the picture and the
ductile section, represented by the micro-dimpled surface, in the lower half. Several brittle sections are
also visible in Figure 4d. The path of the edges suggests a crack initiation from a ductile outer region
towards the center of the strut.

(a) (b)

(c) (d)

Figure 4. SEM analysis of the support sample L10D06S. (a) Fracture surface with 250× magnification.
(b) Brittle and ductile regions at 500×. (c) Micro-dimpled surface at 3000×. (d) Mixed fracture at 500×.

The fracture surface of the solid sample L10D06 captured with an SEM is shown in Figure 5. At first
sight, there are way more defects or pores visible in Figure 5a compared to Figure 4a. Additionally,
a large brittle section can be observed in Figure 5a near to the center of the strut. This brittle region
is associated with the number of pores in the fracture layer. For the solid sample, there are again
only a few semi-molten and sintered particles attached to the outside surface of the sample, visible in
(a,b,d). This shows no difference to the support sample. Brittle regions seem to evolve around pores,
as can be observed in Figure 5b, even though it shows a mixed behavior close to the outside surface.
Additionally, close to the outer diameter is the very flat micro-dimpled surface of Figure 5c. Around
the pore a large quasi-cleavage area can be observed. Figure 5d exhibits a ductile behavior in the outer
region in form of a micro-dimpled surface, leading to the assumption of a small amount of necking.
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(a) (b)

(c) (d)

Figure 5. SEM fracture analysis of the solid sample L10D06. (a) Overview with pores at 250×
magnification. (b) Mixed fracture behavior at 1000×. (c) Quasi-flat dimpled surface with pore at 3000×.
(d) Dimpled surface close to the outside surface at 1000×

During the Investigations of the fracture surface, martensite columns could be observed in regions
of semi-molten particles on the outside surface. Figure 6a shows the location to be close to the edge
of the fracture surface with a semi-molten particle attached to the outside surface. In Figure 6b the
actual martensite columns with a length of around 2 μm and an approximate width of 50 nm can be
observed in a 90° pattern on the upper half of the picture and a brittle section of the fracture surface in
the lower half.

(a) (b)

Figure 6. SEM analysis of the boundary surface of the test sample L10D06. (a) Semi-molten powder
particle. (b) Magnification of (a) showing martensite columns on non fractured surface.
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3.4. Porosity

In order to distinguish between pores and trapped particles that fell out after the tensile test,
a micro-CT scan of both samples was performed. Figure 7a shows the scan image of one half of the
solid sample L10D07 through the center of the specimen. Figure 7b displays the right two struts close
to the rupture. Several small pores with diameters between 10 μm and 40 μm can be observed. Scans of
the support sample showed, as expected, no signs of pores, and they were therefore not included in
this article.

(a) (b)

Figure 7. Micro-CT scan of the solid sample L10D07 with porosity. (a) Overview of all four struts.
(b) Magnification with visible pores

Table 4 lists the mean properties of the porosity of the samples with 0.6 mm and 0.7 mm diameter
struts for both parameter sets. It is clearly visible that samples produced with the solid parameter set
contain more pores and thereby have larger defect surfaces. In total there is around 2 % of the fracture
surface subject to porosity. There is no obvious reason for the solid parameter combination to show
porosity, as the combination is located in the fully dense region of Figure 1. Still, it might result from
an already too high energy input or the fact that small amounts of porosity were not considered in the
definition of the fully dense zone. Occasional pores in the support samples seem to have no significant
differences in diameter. The sample L10D07S showed a single pore in one of the four struts. As a mean
value, this leads to an amount of zero pores, but a remaining defect surface of 61 μm2 still.

Table 4. Mean properties of pores, visible on the fracture surfaces of the test samples.

Sample Number of Defects Defect Surface [μm2] Percent of Total Area Pore Diameter [μm]

L10D06 10 6267 (σs = 2075) 2.23 % 15.1 (σd = 2.9)
L10D06S 2 769 (σs = 2917) 0.36 % 11.4 (σd = 3.3)
L10D07 12 6970 (σs = 2924) 1.74 % 12.3 (σd = 3.7)
L10D07S 0 61 (σs = 106) 0.02 % -

4. Discussion and Conclusions

In this article, the characteristics of thin struts, which act as a support structure, were analyzed for
two sets of build parameters. Tensile tests and subsequent fracture surface analysis were performed.
It was shown that semi-molten and sintered particles on the outside surfaces of the samples affect
the load bearing of the parts as the designed dimensions include these regions with particularly
lower bonding strength. Small amounts of porosity in the parts showed no effect on the overall
tensile strength.
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Compared to round tensile test specimens produced according to the ASTM standards,
the ultimate tensile strength evaluated in this article, is significantly lower. For cross-sectional areas
calculated with the outside diameters of the specimens, the UTS was below 900 MPa and thereby
strongly deviated from the range reported by Kasperovich and Hausmann given as 1040 MPa to
1062 MPa [20]. On the other hand, if only the core area is considered, values above 1300 MPa are
even higher than the strength of as-built and machined samples, for which Vilaro et al. evaluated
1166 MPa [21] and Rafi et al. 1219 MPa [12]. This confirms that the outside, non-fully-molten region
carries significantly less load than the core region, while still contributing to the overall load bearing.
The values for L10D06S are considered statistical outliers, as the failure at low stress levels might
result from a slightly tilted clamping or minor defects in the sample. The high standard deviation
indicates that it was an unusual failure and if added to the UTS value it results in the same range as
the other values.

The fracture surface analysis revealed a mixed fracture behavior showing micro-dimpled regions
for ductile and quasi-cleavage sections for brittle failure. This is in accordance with results from
Krakhmalev et al. [13] and Bassoli and Denti [19]. The cup-and-cone shape of the necking region
reported by Krakhmalev et al. [13], however, was only present to some extent for the struts with small
diameters. Additionally no distinct necking could be observed, as the diameter reduction was only in
the range of the standard deviation of the measurements.

The results discussed in this article helped us to further understand the behavior of a support
structure built with specific support parameters compared to solid parameters. Using these results,
support structures can be investigated in process simulations with adapted material characteristics
or be designed to meet load bearing needs. In addition, it was shown that the small diameters of the
struts affected the fracture behaviors and tensile strengths of the samples. The authors suggest for
future research to investigate the effect of the diameter on the micro structure, especially the differences
between outside regions and the cores of the samples.

Author Contributions: Conceptualization, S.W. and J.M.; data curation, S.W. and T.S.; investigation, S.W., C.P. and
T.S.; resources, C.P.; supervision, K.P.; writing—original draft, S.W. and J.M.; writing—review and editing,
M.B. and K.P. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Acknowledgments: The authors like to thank the 3D Printing Center at the Bundeswehr Research Institute for
Materials, Fuels and Lubricants (WIWeB) for their assistance with the L-PBF print of the test samples and for
providing the CT and SEM images.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. ISO. ISO/ASTM52900-15, Terminology for Additive Manufacturing-General Principles-Terminology; Technical
Report; ASTM International: West Conshohocken, PA, USA, 2015. [CrossRef]

2. 3D Printing Parts for the Aviation and Aerospace Industries. Available online: https://www.ge.com/
additive/additive-manufacturing/industries/aviation-aerospace (accessed on 13 February 2020).

3. Ponche, R.; Kerbrat, O.; Mognol, P.; Hascoet, J.Y. A novel methodology of design for Additive Manufacturing
applied to Additive Laser Manufacturing process. Robot. Comput.-Integr. Manuf. 2014, 30, 389–398. [CrossRef]

4. Mercelis, P.; Kruth, J. Residual stresses in selective laser sintering and selective laser melting. Rapid Prototyp.
J. 2006, 12, 254–265. [CrossRef]

5. Cloots, M.; Spierings, A.; Wegener, K. Assessing new support minimizing strategies for the additive
manufacturing technology SLM. In Proceedings of the Solid Freeform Fabrication Symposium (SFF), Austin,
TX, USA, 12–14 August 2013; pp. 12–14.

6. Calignano, F. Design optimization of supports for overhanging structures in aluminum and titanium alloys
by selective laser melting. Mater. Des. 2014, 64, 203–213. [CrossRef]

84



Crystals 2020, 10, 343

7. Krol, T.A.; Zaeh, M.F.; Seidel, C. Optimization of Supports in Metal-Based Additive Manufacturing by means
of Finite Element Models. In Proceedings of the SFF Symposium Preceedings, Austin, TX, USA, 6–8 August
2012; pp. 707–718.

8. Strano, G.; Hao, L.; Everson, R.M.; Evans, K.E. A new approach to the design and optimisation of support
structures in additive manufacturing. Int. J. Adv. Manuf. Technol. 2013, 66, 1247–1254. [CrossRef]

9. Hussein, A.; Hao, L.; Yan, C.; Everson, R.; Young, P. Advanced lattice support structures for metal additive
manufacturing. J. Mater. Process. Technol. 2013, 213, 1019–1026. [CrossRef]

10. Malekipour, E.; Tovar, A.; El-Mounayri, H. Heat Conduction and Geometry Topology Optimization
of Support Structure in Laser-Based Additive Manufacturing. In Mechanics of Additive and Advanced
Manufacturing, Volume 9; Wang, J., Antoun, B., Brown, E., Chen, W., Chasiotis, I., Huskins-Retzlaff, E.,
Kramer, S., Thakre, P.R., Eds.; Springer International Publishing: Cham, Switzerland, 2018; pp. 17–27.
[CrossRef]

11. Bartsch, K.; Herzog, D.; Emmelmann, C.; Lange, F. A Novel Approach to Support Structures Optimized for
Heat Dissipation in SLM by Combining Process Simulation with Topology Optimization. In Proceedings of
the NAFEMS World Congress 2019, Quebec City, QC, Canada, 17–20 June 2019; p. 25.

12. Rafi, H.K.; Karthik, N.V.; Gong, H.; Starr, T.L.; Stucker, B.E. Microstructures and Mechanical Properties of
Ti6Al4V Parts Fabricated by Selective Laser Melting and Electron Beam Melting. J. Mater. Eng. Perform. 2013,
22, 3872–3883. [CrossRef]

13. Krakhmalev, P.; Fredriksson, G.; Yadroitsava, I.; Kazantseva, N.; Plessis, A.D.; Yadroitsev, I. Deformation
Behavior and Microstructure of Ti6Al4V Manufactured by SLM. Phys. Procedia 2016, 83, 778–788. [CrossRef]

14. Simonelli, M.; Tse, Y.Y.; Tuck, C. Effect of the build orientation on the mechanical properties and fracture
modes of SLM Ti–6Al–4V. Mater. Sci. Eng. A 2014, 616, 1–11. doi:10.1016/j.msea.2014.07.086. [CrossRef]

15. Popovich, A.; Sufiiarov, V.; Borisov, E.; Polozov, I. Microstructure and Mechanical Properties of Ti-6Al-4V
Manufactured by SLM. Key Eng. Mater. 2015, 651-653, 677–682. [CrossRef]

16. Yadroitsev, I.; Krakhmalev, P.; Yadroitsava, I.; Du Plessis, A. Qualification of Ti6Al4V ELI Alloy Produced by
Laser Powder Bed Fusion for Biomedical Applications. JOM 2018, 70, 372–377. [CrossRef]

17. Trumpf. Batch Test Report—Ti64Eli—A 17-E361; Trumpf GmbH + Co. KG: Ditzingen, Germany, 2019.
18. Gong, H.; Rafi, K.; Gu, H.; Starr, T.; Stucker, B. Analysis of defect generation in Ti–6Al–4V parts made using

powder bed fusion additive manufacturing processes. Addit. Manuf. 2014, 1–4, 87–98. [CrossRef]
19. Bassoli, E.; Denti, L. Assay of Secondary Anisotropy in Additively Manufactured Alloys for Dental

Applications. Materials 2018, 11, 1831. [CrossRef] [PubMed]
20. Kasperovich, G.; Hausmann, J. Improvement of fatigue resistance and ductility of TiAl6V4 processed by

selective laser melting. J. Mater. Process. Technol. 2015, 220, 202–214. [CrossRef]
21. Vilaro, T.; Colin, C.; Bartout, J.D. As-Fabricated and Heat-Treated Microstructures of the Ti-6Al-4V Alloy

Processed by Selective Laser Melting. Metall. Mater. Trans. A 2011, 42, 3190–3199. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

85





crystals

Review

In Situ Monitoring Systems of The SLM Process:
On the Need to Develop Machine Learning Models
for Data Processing

Pinku Yadav 1,2, Olivier Rigo 1, Corinne Arvieu 2, Emilie Le Guen 2 and Eric Lacoste 2,*

1 SIRRIS, Rue du Bois Saint-Jean 12, 4102 Seraing, Belgium
2 CNRS, Arts et Metiers Institute of Technology, University of Bordeaux, Bordeaux INP, INRAE,

I2M Bordeaux, F-33400 Talence, France
* Correspondence: Eric.lacoste@u-bordeaux.fr; Tel.: +33-05-5684-5865

Received: 27 May 2020; Accepted: 13 June 2020; Published: 18 June 2020

Abstract: In recent years, technological advancements have led to the industrialization of the laser
powder bed fusion process. Despite all of the advancements, quality assurance, reliability, and
lack of repeatability of the laser powder bed fusion process still hinder risk-averse industries from
adopting it wholeheartedly. The process-induced defects or drifts can have a detrimental effect on
the quality of the final part, which could lead to catastrophic failure of the finished part. It led to
the development of in situ monitoring systems to effectively monitor the process signatures during
printing. Nevertheless, post-processing of the in situ data and defect detection in an automated
fashion are major challenges. Nowadays, many studies have been focused on incorporating machine
learning approaches to solve this problem and develop a feedback control loop system to monitor the
process in real-time. In our study, we review the types of process defects that can be monitored via
process signatures captured by in situ sensing devices and recent advancements in the field of data
analytics for easy and automated defect detection. We also discuss the working principles of the most
common in situ sensing sensors to have a better understanding of the process. Commercially available
in situ monitoring devices on laser powder bed fusion systems are also reviewed. This review is
inspired by the work of Grasso and Colosimo, which presented an overall review of powder bed
fusion technology.

Keywords: L-PBF; in situ sensing; quality assurance; machine learning

1. Introduction

Additive manufacturing (AM), colloquially referred to as 3D printing, is defined by ASTM
standard ISO/ASTM 52900 as “process of joining materials to make parts from the 3D model data,
usually layer upon layer, as opposed to subtractive manufacturing and formative manufacturing
methodologies” [1]. In recent years, the manufacturing industry has seen a paradigm shift due to
the full range of advantages of AM, such as complexity-free design, no need for tooling, reduction in
waste, and amount of production steps compared to conventional techniques. Fabrication of complex
geometries without increasing the production cost is one of the capabilities of the AM. This capability of
AM allows the designing of complex lightweight components without compromising the functionality.
For example, in the aerospace and automotive industries, the reduction in material weight is directly
linked to the reduction in fuel consumption. Therefore, the AM has matured very rapidly in terms of
technical aspects and process aspects. These developments have led to convincing many industries to
adopt AM for manufacturing novel parts across many sectors.

Despite many technological advantages, many problems related in particular to the control of
defects (porosity rate, cracking, etc.), to the management and control of heat transfer during the process,
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or material supply problems persist. Several operating factors, such as processing parameters, part
design, support placement, powder properties, etc., can influence the quality of the finished part [2].
For example, Galy et al. [3] reviewed all the factors in the L-PBF process that influence the final quality
of Al alloy parts. All these factors hinder the full adaption of the AM by many niche industries [4–6].
Many of the factors that can influence the quality of the final part (Figure 1) can be controlled in-line,
and the process signatures can be directly linked to the quality [7–9].

Figure 1. List of process parameters, and corresponding signatures which influence the product
quality [2].

This led to the development of in situ monitoring of the process and closed-loop control. There is an
enormous number of in situ sensing techniques developed for all types of AM processes. However, we
will focus mainly on the laser powder bed fusion process (L-PBF), also known as selective laser melting
(SLM). Usually, melt pool monitoring is the most used technique to control the L-PBF process due to
the dependency of melt pool dynamics on the quality metric of the part [10].

Generally, we monitor the process at three different levels, which are:

1. Local melt pool monitoring: involves monitoring of the melt pool morphology (shape and size)
and heat-affected zone.

2. Layer wise monitoring: The total temperature distribution of the printed layer is monitored.
The homogeneous temperature profile of the layer shows the stability of the process.

3. Part volume monitoring: it involves the monitoring of the whole build volume at the end of
the process.

The in situ sensors for L-PBF can be divided into acoustic, optical systems, which are similar to the
laser welding literature [11]. Acoustic sensors are complicated to calibrate due to the significantly high
noise factor. Therefore, optical systems, such as cameras and photodiodes, are common for the L-PBF
process. Clijsters et al. [12] and Craeghs et al. [13–15] have developed a co-axial melt pool monitoring
system in-house for the L-PBF process in the visible-near infrared detection range. Demir et al. [16]
proposed a co-axial system with a set of focused optics to control the area of focus. It is critical to
control the area of focus to enhance the resolution around the melt pool. Nowadays, many commercial
L-PBF machines are equipped with in situ monitoring systems. Nevertheless, the commercial systems
are very closed and act as a black box. Therefore, it is essential to post-process the acquired sensors
data to predict the quality of the part.

There are good critical reviews available on in situ monitoring and factors affecting the powder
bed fusion (PBF) process [7–9]. Therefore, there is a lack of comprehensive review, especially focused
on the L-PBF process and covers the process, in situ monitoring systems, and post-processing of in
situ sensing data. This review article bridges the gap and provides a brief overview of the in situ

88



Crystals 2020, 10, 524

monitoring systems and treatment of data in the L-PBF process. Sections 3 and 4 are inspired by the
work of Grasso et al. [9], which discussed commonly occurred defects in the powder bed fusion process.
However, we have only reviewed the defects related to the L-PBF process.

This article is organized as follows. Firstly, we discuss the working principle of the L-PBF process
and the most common defects that occur during the process, followed by the working principle of the
in situ sensing devices. Finally, we review the literature available on the data treatment and automatic
detection of defects in the L-PBF process using machine learning.

2. Working Principle of L-PBF

Laser powder bed fusion (L-PBF), also known as selective laser melting (SLM) and Direct melt
laser sintering (DMLS), is an additive manufacturing process in which a laser source (thermal energy)
selectively fuses regions of powder bed in a layer by layer fashion [17]. The schematic of L-PBF is
shown in Figure 2a. The complex thermomechanical process in the form of a melt pool occurs locally
due to laser–material interaction [18]. The schematic of the laser–material interaction region is shown in
Figure 2b [19]. The non-uniformity of temperature distribution in the melt pool (center of melt pool is at
a higher temperature) develops a surface tension gradient, which leads to the thermocapillary motion
of the liquid, i.e., the liquid from the center of the melt pool is transported to the edges (colder region).
When the laser source moves away from the molten pool, a negative surface tension gradient develops
in the melt pool, which generates a shallow and well-distributed liquid mass. Similarly, the segregated
melt at the melt pool edges will acquire sufficient surface energy, which then flows back to the hotter
region, and the convection loop completes [20]. Rapid solidification with cooling rates of 106 K/s of
melt pool allows for interlayer bonding [21].

(a) (b) 

Figure 2. (a) Schematic diagram of L-PBF process [17], (b) Laser–melt interaction region [19].

For metallic alloys, the support structures are required to anchor parts and their features to the
build plate. It is necessary because the thermal gradients in the building part are high, which can
lead to thermal stresses and warping if the anchors are not used. The thick build plate serves as
the heat sink and also prevents the parts from warping while printing. The preheating of the build
plate, which depends on the material manufactured, is done to minimize thermal stresses in the part.
The dimensional accuracy and ability to print good surface finish products and fine feature details is
one of the advantages of the L-PBF process.
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3. Defects

As we discussed, the L-PBF process is a complex thermomechanical process that is affected by
many controllable process parameters such as laser power, scan speed, hatch distance, powder material,
and powder morphology. All these parameters can strongly influence the laser–material interaction,
which will influence the thermophysical mechanism, resulting in various physical phenomena such
as material evaporation, microstructural evolution, melt pool instabilities, and thermal stresses.
Thus, the formation of various defects during the process is inevitable. Here, we review the formation
mechanism of the most prevalent defects, such as porosities, lack of fusion, balling, and cracking
defects that can be detrimental to the mechanical properties of the final part.

3.1. Porosities

Spherical and non-spherical porosities, which are usually smaller in size (100 μm), are the most
common defects in the L-PBF process, which significantly influence the fatigue properties of the
part [22–27]. The leading cause for the formation of gas porosities (generally spherical, as shown in
Figure 3a) is the entrapping of gas in the melt pool due to rapid solidification. The rapid solidification
of the melt pool does not allow dissolved gas to come out on the surface. As we know, at high
temperatures, the gas dissolves in the melt pool very easily. Moreover, enrichment of gas in the liquid
melt can be due to various factors such as low packing density of powder bed, gas inclusion during
gas atomization of powders, and evaporation due to high laser power. Dissociation of oxide films,
adsorbed gas, and moisture on the powder material also results in gas formation [28]. For example,
Gong et al. [29] showed the presence of gas porosities due to the entrapping of gas bubbles, which
originated due to the vaporization of the low melting material in the alloys. The gas bubbles could not
escape to the surface due to rapid solidification. Zang et al. [30] reported the random distribution of
the porosities within the printed layer, between the adjacent layers, and on the surface of the part.

(a) (b) (c) 

(d) (e) 

Figure 3. Micrographs of defects observed in L-PBF, such as (a) gas porosities [22], (b) key hole
porosity [29], (c) lack of fusion defect [22], (d) balling, and (e) thermal crack. Reused under Creative
Commons Attribution License.

Another type of porosity called “keyhole porosity” is due to excessive energy input, which leads
to temperatures beyond the boiling point of the material, which causes evaporation of the material and
forms a plasma. The laser beam penetrates the powder bed deep through the vapor voids, which creates
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a large melt pool. High energy density can occur at lower scan speeds, where the longer exposure
time initiates boiling, which unstabilizes the melt pool and induces small metallics balls. The intense
recoil pressure creates denudation along the scan track and, together with Marangoni convection
(thermocapillary convection), forms a melt pool depression into the powder layers. The breakdown
of the melt pool sidewalls during solidification leads to entrapped irregular porosities in the printed
layer (as shown in Figure 3b) [31].

Still, there is a lack of universal consensus among researchers on the evolution mechanism of
keyhole porosities [29]. For example, according to reference [25], the keyhole porosities occur when the
Marangoni effect outweighs the buoyancy. Similarly, Choquet et al. [32] stated that vortices, high fluid
speed, and recirculation in the melt pool leads to keyhole phenomena. It is challenging to observe this
type of defect experimentally and requires a sophisticated set up to observe it on-line. For instance,
Cunningham et al. [33] used ultrahigh-speed X-ray imaging to capture keyhole evolution in titanium
alloy while printing. They have explained the evolution of the keyhole porosity, which is as follows:
As the laser turned on, the powder began to melt, and a solid–liquid interface was formed. Once the
melt pool temperature reached near the boiling point of the material, localized vaporization led to recoil
pressure and formed a depression. Due to recoil pressure, the melt pushed up and out of depression,
which developed instability in the melt pool. Soon after, the shallow vapor depression transitioned
to deep, conical depression. Then, deep vapor depression rapidly penetrated the melt pool, and
displacement of the melted liquid from the center of the melt pool occurred. The displacement in
the liquid introduced the liquid–vapor interface fluctuations and changed the melt pool shape from
quasi-semicircular to a bimodal shape to form keyhole porosity.

3.2. Lack of Fusion

Another common defect observed in L-PBF is the lack of fusion defect (LOF), which occurs due to
incomplete fusion of two adjacent layers (as shown in Figure 3c). It can happen due to (i) insufficient
energy input leading to incomplete melting of the powder layer [34], (ii) insufficient material due
to shrinkage during solidification, and (iii) poor bonding between layers due to oxidation, which
influences the wetting angle between layers [29,35]. As the L-PBF process selectively melts the powder
line by line and layer by layer, the LOF defects are usually present in between the layers or between
the scan vectors. Sometimes, the uneven powder layer spreading in consecutive layers also leads to
incomplete melting of the powder, which also results in an LOF defect in the final part. Clijsters et al.
and Read et al. [12,36] showed that the rapid formation of an oxide layer on the solidified layer of
AlSi10Mg leads to poor wettability in between layers, which results in an LOF defect.

3.3. Balling

Another common defect in the L-PBF process is called “balling”, which leads to disruption in
interlayer bonding, poor surface quality, and porosity in the final part [36]. It occurs mainly in high
scan speeds, which leads to an elongated melt pool that breaks into small beads (10 μm) to reduce the
surface tension due to Rayleigh instability. Additionally, partially melted powder due to low input
energy leads to limited melt formation and produces coarser sized beads (500 μm). Oxide layer or
presence of moisture on the powder surface can also disrupt the melt pool surface tension, resulting in
balling. These impurities reverse the capillary motion at the melt pool surface, and positive surface
tension gradient forces the melt pool to flow inwards to the center, which develops unfavorable
wetting conditions and leads to spheroidization. Remelting/double exposure or deoxidizing agents
can significantly reduce the balling phenomena [37,38]. Li et al. [39] presented the SEM images of the
balling phenomena for stainless steel w.r.t different scanning speeds in the L-PBF process (as shown
in Figure 3d). Other authors, for example [38,40], reported the balling phenomenon in L-PBF for
different materials.
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3.4. Cracks

The residual stresses are the stresses that remain in the part after fabrication; these stresses are
significantly detrimental to the mechanical strength of the final part. Higher thermal gradient due to
rapid heating and cooling cycles develops residual stresses in the part and results in delamination,
part distortion, and warping [41,42]. The two mechanisms responsible for the evolution of residual
stresses are temperature gradient mechanism (TGM) and rapid solidification mechanism. During TGM,
the pre-solidified layer underneath the melted layers is heated up very rapidly upon laser exposure,
which tries to expand but is restricted by the cold solidified material. This restriction in thermal
expansion develops compressive residual stresses at the regional heat affected zone (see Figure 4a) [43].
During the solidification mechanism, the melted zone cools very rapidly, and shrinkage is again
restricted by the underlying layer, developing tensile residual stresses in the upper layer (Figure 5a).
Therefore, the cyclic heating and cooling phases during printing results in larger tensile residual
stresses in the top surface layers and residual compression stress at the bottom of the printed part
(Figures 4b and 5b) [43].

 

 

 
(a) (b) 

Figure 4. (a) Temperature gradient mechanism during laser heating, (b) representation of the evolution
of thermal stress and strains in the irradiated zone [43].

(a) (b) 

Figure 5. (a) Evolution of stresses during solidification phase, (b) representation of the evolution
of residual stresses and strain in the irradiated zone [43]. Reused under Creative Commons
Attribution License.

At a given time and temperature, when the tensile residual stresses cross the ultimate tensile
strength of the material, it leads to cracking in the part [44]. As reported [45], the crack initiation and
propagation start on the as-built surface as it adhered to the partially melted material and leads to
interlayer delamination, also called interlayer cracking. Materials like nickel-based alloys, copper,
and stainless steel are highly susceptible to cracking due to their low thermal conductivity [46–48].
The pre-heating of the build plate is often applied to reduce the effect of the residual stresses in the
final part.

3.5. Part Distortions

Another critical aspect of residual stresses on the overall quality of the part health is
“part distortion”. If the thermally induced local residual stresses exceed the yield stress of the
material, it can lead to part distortion in the middle of the process. Part distortion can also damage

92



Crystals 2020, 10, 524

the recoater permanently. Kruth et al. [49] reported the warping in the SLMed parts due to high
thermal fluctuations experienced by the material in a short interval of time. The relaxation in the
residual stresses after the removal of the finished part from the base plate and support structures,
leads to macroscopic distortion in the final part (as shown in Figure 3e). Mugwagwa et al. [50] studied
the influence of process parameters such as laser power, scanning speed, scanning strategies on the
evolution of residual stresses, and part distortion experimentally and with finite element modeling.
Sometimes, the warping of the parts can lead to failure of the bolts of the build plate as well. Mishurova
et al. [51] studied the influence of support structures on part distortion using the X-ray diffraction
method. The stress redistribution takes place for the samples with support structures after removal from
the base plate, whereas for parts without support structures, only simple stress relaxation observed.
They have concluded that the support structures decrease the amount of residual stresses in the part.

Other defects or anomalies such as surface defects, material contamination, and geometrical
inaccuracy are not discussed in this article. However, interested readers can refer to references [52–55].

4. Origin of Defects

L-PBF process involves a large number of critical parameters that can influence the quality of the
final part and leads to the above mention defects if not optimized. Sharratt et al. [26] categorized the
influencing parameters into three categories, which are (i) process defects, (ii) equipment-induced
defects, (iii) design defects. Equipment defects are basically due to aberration in the equipment
of the machine such as f-theta lens aberration, improper calibration, wear of recoating blade, etc.
Nowadays, due to significant technological advancements, most of the commercial machines are
well-calibrated and standardized to minimize such defects. Design defects are due to improper
optimization of the design as per AM standards such as lack of support structures, overhang
angle, and bad orientation. These defects can be minimized by using commercial software such as
AdditiveLab, Simufact, Virfac, etc., which helps to find the best support structure placement based on
the thermomechanical simulations.

A lot of time and money is consumed to find best-fit process parameters such as laser power, scan
speed, hatch distance, layer thickness, etc., to reduce the third type of defects called “process defects”.
All the parameters mentioned above can be combined in the empirical formula of ’Energy density (E)’
given by Equation (1), where P, v, h, and t represent laser power, scan speed, hatch distance, and layer
thickness, respectively.

E =
P

v× h× t
(1)

Each paramete in Equation (1) has its effect on the final quality of the part. For example, at lower
scan speed and high laser power, the energy density is higher, and its attributes to porosity defects
are due to entrapment of gas. Thijs et al. [27] stated that high energy input in Ti6Al4V powders leads
to large melt pool size, which causes denudation. Thus, not enough material is available to fuse the
adjacent scan vector, which leads to bigger pores in the part. The higher residual stresses are also
reported for low scan speed and higher laser power [46].

Similarly, at low laser power and higher scan speed, a lack of fusion defects is more pronounced
due to a lack of energy input to fully melt the powder layer [29,35,56]. Sun et al. [57] showed the
relationship between the part density and input energy density for Al0.5CoCrFeNi High Entropy
Alloys (Figure 6). It can be observed that for lower energy density, the highest porosity is reported.
Therefore, it is crucial to optimize the process parameters to attain the maximum dense parts.
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Figure 6. Relative density as a function of energy density [57]. Reused under Creative Commons
Attribution License.

It is important to note that the scanning strategy also makes an impact on the overall quality of
the part. Although it has not been considered in the energy density equation, the scanning strategy
directly influences the heat balance of the part. For example, Aboulkhair et al. [30] showed the relation
between the scan speed and different scan strategies, as shown in Figure 7. The different strategies
used are: “2X” is similar to “X” but each layer is scanned twice, “X&Y 2HS” means that each layer
was scanned twice having each scan pass perpendicular to the one before and with different hatch
spacings for each scan, “pre-sinter” means to first scan the layer with half the power followed by a
second scan with full power, “overlap” strategy indicates where each layer was scanned twice with the
second scan melting the overlap between each two adjacent melt pools, and “alternating” strategy
indicates scanning each layer in a direction rotated by 90◦ to its precursor. As can be concluded from
Figure 7, the pre-sinter scanning strategy and scanning speed of 500 mm/s report a high density of
AlSi10Mg parts.

5. Melt Pool Signatures

Laser–material interaction in L-PBF is a complex thermophysical phenomenon occurring in a short
interval of time. The shape and size of the melt pool are significantly influenced by the process
parameters and geometrical factors as well. Therefore, melt pool signatures provide essential
information about the quality of the part. A different range of electromagnetic spectrum emanates from
the melt pool, which serves as the input variable for in situ sensing devices. The types of electromagnetic
radiations observed from the melt pool are shown in Figure 8. As we know, scattering, absorption,
and diffraction of the laser light are the common phenomena that occur. Hence, the backscattering
of the laser light is a common phenomenon that occurs in L-PBF. Therefore, it is vital to eliminate
the backscattering of the laser light in the in situ sensing module by installing correct mirrors.
Thermal emissions from the melt pool occur at the wavelengths that correspond to the melt temperature.
High laser energy can lead to the evaporation of melt and ionization of the gas, which results in the
formation of a plasma plume above the melt pool. The electromagnetic radiation from the plasma
can also add noise to the captured signatures [58–61]. Sometimes, the plasma also hinders the
laser beam, which results in low input energy to the powder bed. Thermal radiation, which ranges
from 900 to 2300 nm, is captured to monitor the process and links it to the temperature field of
the melt pool. Plasma radiations, which are in the range of visible wavelengths (400–600 nm),
are eliminated [58,62]. These melt pool signatures are captured by using in situ sensing sensors, which
are discussed in the next section.
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Figure 7. Effect of scanning strategies and scan speed on the porosity % of AlSi10Mg parts [30]. Reused
under Creative Commons Attribution License.
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Figure 8. Illustration of types of emitting radiation from melt pool [58].

6. In Situ Sensing Devices

As discussed in the last section, capturing the melt pool signatures is essential to monitor the
process. Therefore, in this section, we review the working principle of the most used devices or
sensors for in situ sensing of melt pool signatures in the L-PBF process. Generally, two entities related
to the melting pool are measured, i.e., melt pool morphology (shape and size) and temperature.
For temperature measurements, there are two types of sensors available, i.e., photon detectors,
also called non-contact sensors, and thermal detectors, referred to as contact detectors. As can be seen
in Figure 9, the thermal detector response is constant with the wavelength (radiations emanating from
the melt pool), whereas the photon detector response was greatly influenced by the wavelength of the
light. The linking of the photon detectors output to the melt pool temperature will be discussed in
Section 7. Besides monitoring the melt pool signatures, other process signatures such as powder bed
spreading and part geometry are also studied using different sensor techniques, such as ultrasonic,
line profiling, optical coherence tomography, etc., as reported in references [63–65].
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Figure 9. Wavelength response of detectors.
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6.1. Non-Contact Temperature Measurement Devices

Most of the studies involve the monitoring of the temperature field or electromagnetic radiations
from the melt pool both in a co-axial/on-axis and off-axis manner. The melt pool signatures capture
the most invaluable information such as the temperature profile of the melt pool and the morphology
of the melt pool that directly influences the quality the part [66–68]. Electromagnetic emissions are
associated with the melt pool and plasma plume [27]. Therefore, to capture electromagnetic signatures,
mostly non-contact measurement sensors are used. Broadly, these sensors can be classified as spatially
integrated, i.e., photodiodes and pyrometers; spatially resolved, i.e., cameras; spectrally resolved,
i.e., spectrometers [62,69]. Regardless of the sensors, the essential requirement for AM applications
is the ability of the sensor to capture the rapid melt pool dynamics. Below, we discuss the working
mechanism of the two most common photodevices used in the L-PBF process.

6.1.1. Photodiodes

Spatially integrated, single-channel detectors such as photodiodes are semiconductor devices that
convert light (radiation) into electric current. The basic principle of the photodiode or photodetector
is that when photons of sufficient energy (radiation) hit the active area of the device, it generates
an electron-hole pair, which changes the effective resistance or conductance of the detector. A bias
voltage is applied to collect the charge carriers, and the signal (photocurrent) is measured across a
load resistor RL, as shown in Figure 10. The photocurrent is directly proportional to the intensity of
the photons hitting the active area of the device. The intensity of photons is directly linked to the
melt pool temperature. Photodiodes have the advantages and disadvantages of reducing the signal to
a single data point, i.e., photovoltage corresponding to the amount of light hitting the photodiode.
Reducing the signal to a single point relates to data shrinkage, which makes it easier to post-process.
Low cost, high sensitivity, and high sampling rates (typically ~50 kHz) make them suitable for in
situ sensing of the L-PBF process. The detection range of these devices is limited to over a range
of the spectrum; for example, germanium (Ge) and InGaAs-based photodiodes are used for visible
to infrared light detection. In contrast, silicon-based photodiodes are used for the UV and visible
spectrum [70–73].

Figure 10. Schematic of working principle of PIN photodiode [70].

6.1.2. Digital Cameras

The digital cameras, also called spatially resolved sensors, are an array of photodiodes where each
photodiode is labeled as a pixel. The different types of photodiodes with their detection wavelength
range are given in Figure 11. Each pixel detects the photon coming from the melt pool and converts it
into photocurrent. Afterward, signal processing is done to extract a picture which corresponds to the
temperature fields of the melt pool. Based on the detection range of the devices, it can be classified
either as a regular digital camera that has detection range in the visible spectrum or a thermal camera,
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which has detection range in the infrared spectrum. Mostly, for monitoring melt pool signatures,
thermal cameras are preferred with a detection range over 700 nm. Based on the signal processing
method, the digital cameras can be classified into two categories, i.e., charge-coupled device (CCD)
and complementary metal-oxide-semiconductor (CMOS). In a CCD camera, all the pixel information
is processed by the single circuit, whereas, in a CMOS camera, each pixel has its processing circuit.
Therefore, the CMOS cameras have better signal processing speed, but the capture area is limited
compared to a CCD camera. The main disadvantage of using cameras for in situ sensing of the L-PBF
process is the speed of the process, which requires a high frame rate camera that results in an enormous
size of data that are difficult to post-process [74–76].

0.1 1 10 100 

Wavelength (μm) 

Figure 11. Wavelength sensitivity of common detectors.

6.2. Contact Temperature Measurement Devices

Another category of the devices or sensors used for monitoring the temperature fields in the
L-PBF process is direct contact-based measurement devices such as thermocouples. The thermocouple
is an electric device that produces a temperature-dependent voltage due to thermoelectric effect.
The working principle of the thermocouple is based on the Peltier effect. The thermocouple consists of
two electric conductors joined together to form two junctions. If junctions are attached to the surface at
different temperatures, an electromotive force (EMF) is generated due to the temperature gradient
between the two junctions of the circuit; then, total EMF can be calculated based on the temperature of
the junctions and the properties of the electric conductors used. A point of measurement is connected
to one of the junctions in the circuit, also called a hot junction. Another body of known temperature
is connected to the other junction, also called a cold junction or a reference junction. A voltmeter
measures voltage or current generated due to the temperature gradient between the two junctions.
This voltage or current is then converted into the temperature [79,80]. Thermocouples can be used to
monitor the overall heat flow of the part while printing. However, one limitation of the thermocouple
is that it requires physical contact to measure the temperature, which is difficult in the L-PBF process
and often requires extra preparation such as drilling holes or slots. Some of the researchers have
monitored the L-PBF process using thermocouples, which can be found in the reference article [71].

7. Temperature Correlation

One of the key advantages of using photodiodes and digital cameras is the possibility to monitor
the melt pool temperature fields or process signatures without any physical contact with the target
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surface. It provides the freedom to monitor the processes like AM, in which it is challenging to access
the target surface. Another advantage of these sensors is the possibility to detect high temperatures
such as 2000 ◦C. Although these sensors provide great flexibility and easy detectability, calibration of
these sensors properly is a vital issue. The main principle of the sensors is to generate a photocurrent
or photovoltage based on the emitted radiation from the melt pool. Therefore, it requires much
understanding about the process and complex thermophysical phenomena occurring in that short
interval of time. Usually, the melt pool is compared with the black body phenomenon to compute the
actual temperature. However, in reality, the melt pool does not behave as an ideal black body rather
than a real body. In addition, the emissivity of the material concerning different temperatures is not
known. Therefore, a better understanding of black body phenomena is inevitable. Here, we present an
insight into black body radiation and their correlation with the melt pool physics in L-PBF.

All bodies above absolute zero (0 K) emit thermal radiation due to the thermal vibrations of atomic
particles. The quantity of the power emitted is expressed by the radiative intensity. The total energy is
distributed across the electromagnetic spectrum. The emission intensity and shape of the distribution
is dependent on the temperature. Conversely, the temperature of the body can be calculated by the
quantity and spectral distribution of its emitted energy across the spectrum.

Firstly, a black body is a physical body that absorbs all the incident electromagnetic radiation and
emits electromagnetic radiation called black body radiation. The radiation emitted by the black body
is dependent on the temperature alone, not on body shape and composition. For an ideal black body at
a specific temperature (T), spectral radiance (B) is given by Planck’s law (Equation (2)), where h is
Planck’s constant; c is the speed of light; KB is the Boltzmann constant.

B =
2hc2

λ5

(
exp
(

hc
kBλT

)
− 1
)−1

(2)

Figure 12 shows the spectral radiance of ideal black body radiation at different temperatures.
It can be seen that the radiant intensity increases with increasing temperature at all wavelengths and
for all temperatures. For any given temperature, the radiant intensity reaches a maximum at a specific
wavelength, and there are two wavelengths where the radiant intensity is equal for intensities less
than the maximum or peak intensity. The wavelength at maximum radiant intensity decreases with an
increase in temperature (Wien’s displacement law) [70].
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Figure 12. Spectral radiance of an ideal black body at different temperatures [70].
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Nevertheless, real surfaces do not emit radiations like an idealized black body. The fraction of the
emitted radiation from the real body is relative to a black body, which is known as spectral emissivity.
However, spectral emissivity is temperature and wavelength-dependent. Therefore, it is challenging to
obtain spectral emissivity of every material for each temperature and wavelength. Therefore, the direct
application of Planck’s law for temperature correlation cannot be used. Instead, to overcome this
challenge, there are three possibilities which are as follows:

• For a single measurement, assume the emissivity and calculate the temperature (spectral method).
• Make two measurements at different wavelengths and assume a relationship between the

emissivities at each wavelength and calculate a single temperature (ratio method).
• Make multiple measurements at different wavelengths and assume some functional form of the

emissivity and find the best fit to the temperature and emissivity (multispectral method).

Mostly, the ratio method is used to calculate the actual temperature. In the ratio method, the two
intensity measurements (I1 and I2 ) at two different wavelengths λ1 and λ2 are calculated. The ratio of
intensities I1 and I2 are taken to calculate the temperature as given by Equation (3).

I1

I2
=

A1ε1λ
5
2

A2ε2λ5
1

exp
(

hc
kBT

(
1
λ2
− 1
λ1

))
(3)

The difference between the two wavelengths (λ1 and λ2) chosen is very small so that it is assumed
that the emissivities (ε1 and ε2) are equal. Once the constants A1 and A2 are known, the calibration
curve can be calculated, which relates the intensity ratio to the temperature of the object irrespective
of the emissivity. Therefore, the choice of the two wavelengths is very critical. Because too close
wavelengths can lead to low signal and noise ratio from the sensors, i.e., the measurement will be
dominated by the noise. If too distinct wavelengths are chosen, the assumption of equal emissivities
will no longer be valid. Most of the engineering materials have a melting point above 1000 K and
vaporization temperature around 3000 K. Therefore, most of the monitoring devices have detection
ranges in the visible-near infrared region. Typically, for calibration of the sensors and to find the values
of the constants A1 and A2, the tungsten halogen light source with known spectral radiance is used.
The halogen lamp is placed inside the build chamber, and the spectral radiance measured by the
sensors is then compared with the radiance obtained by the calibrated spectrometer. Then, the A1 and
A2 values are computed [70].

Moylan et al. [77] also used a multispectral method to calculate the imaged temperature from
captured infrared images using a hyperspectral camera in the L-PBF process. The imaged temperature
can be calculated by using this method. It shall be noted that the imaged temperature is different from
the true temperature, as the true temperature is highly dependent on the emissivity of the material,
which is subjected to the temperature.

8. Overview of ML Techniques

In the L-PBF process, the quality of the final part and the reliability of the whole process are highly
dependent on various process parameters, as discussed in Sections 3 and 4. The above-discussed process
parameters incorporate inconsistency in the part quality, which is difficult to monitor. The inconsistency
during the process can be effectively controlled and monitored by using in situ monitoring systems.
However, there are numerous problems associated with monitoring systems, which hinders the full
exploitation of these systems. Firstly, the size of the data, real-time processing, and storage of the data
are significant challenges. For example, consider a laser printing a part with geometrical tolerances of
±100 μm with a scanning speed of 100 mm/s. The sensors will have a data collection rate of ~10 kHz,
i.e., one data point for every 10 μm to achieve a spatial resolution of 10 μm. Most of the researchers
have reported a sampling rate of 50 kHz and used more than two sensing devices, such as a digital
camera, photodiode, or combination of both. Therefore, if a single data value is stored in binary fashion,
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it occupies 32 bits. With a 50 kHz data sampling rate and with five sensing devices, the data will be
stored at 1 MB/s. Therefore, if the machine runs for three days, it will generate at least 233 GB of data.
The post-processability of this dataset and storage is difficult [78]. Secondly, linking the obtained in
situ sensing data to the quality of the product is a significant challenge. In recent years, the research
community is working on integrating ML methods into AM.

Machine learning (ML) is a subset of Artificial Intelligence (AI) that can learn and improve in an
automated fashion from experience without being explicitly programmed. The process of learning
starts with data observation and data pattern recognition to allow algorithms to learn automatically
and adjust actions accordingly. The main aim of the ML is to learn and improve from data without
human intervention. The ML algorithms are used in AM for design and process optimization, in situ
monitoring, inspection and validation, and cost estimation. The data used for training the ML
algorithms decide the effectiveness of the ML approach. In other words, the ML algorithms are as
good as the training dataset [79].

ML algorithm can be broadly classified into three categories: supervised learning, unsupervised
learning, and reinforcement learning. In supervised machine learning, the algorithm is trained with a
labeled dataset. The labeled dataset is the dataset in which the output is known for the input variables.
Therefore, the model is trained based on inferring the functional relationship between input and output
variable. Supervised learning can be used for regression and classification problems. For instance,
classifying the part quality as “good” and “bad” is a classification problem, whereas predicting the
porosity level or mechanical properties of the part is a regression problem. In unsupervised learning,
the output labels are not known for the input training dataset. The algorithm separates the training
dataset into different clusters based on the relationship among input data. Unsupervised learning is
useful in clustering problems such as detecting anomalous conditions. The third ML category, called
reinforcement learning (RL), is learning by interacting with an environment. The RL algorithm learns
from the consequences of its actions, and it selects its actions based on its experience and new choices,
which is trial and error learning. The RL algorithm receives a numerical reward which encodes the
success of an action’s outcome. The RL algorithm seeks to learn to select actions that maximize the
accumulated reward over time. Applications of the RL algorithm are game theory and self-driving
cars. The list of various ML algorithms is shown in Figure 13 [80].

There is another type ML algorithm called “semi-supervised learning”, which combines
unsupervised and supervised learning. Semi-supervised learning combines the small or limited
amount of the labeled dataset with a large amount of the unlabeled dataset during training the
algorithm [81]. This type of learning is beneficial in AM applications, where obtaining the labeled
dataset is a very challenging task. The decision for using a type of ML approach is based on the
available dataset, and specific output preferred. The use of the abovementioned ML approaches for
monitoring the L-PBF process is discussed in the next sections.
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Figure 13. Schematic of machine learning algorithms.

9. Problem with ML Techniques

Although there are tremendous possibilities of the ML approach in the AM industry, there are a
few limitations or problems associated with the AM methods that can have a deterministic effect on
the ML outcomes.

1. Size of data: ML approaches are data-driven methods which require a sufficient amount of data
for making accurate predictions. The amount of training data needed increases exponentially
with a number of input variables. However, in some applications such as AM, data acquisition
and labeling the training data is extremely difficult and expensive. For example, it is challenging
to obtain a large amount of data for particular defects such as keyhole and lack of fusion in the
L-PBF process. Thus, using neural networks that require a copious amount of data for defect
detection can be a challenging task.

2. Lack of knowledge for feature extraction: Selecting good features that can capture the distinction
in the dataset is most vital. Sometimes, it is very tricky to identify and extract these features.
For example, it is challenging to identify the features that will distinguish an unstable melt pool
signal from a stable melt pool signal in photodiode data.

3. Lack of labeled data: As discussed earlier, the supervised learning ML approach requires a labeled
dataset for training. Therefore, a better understanding of the acquired data is needed to label it.
However, sometimes it is challenging to label the data accurately and effectively. For example,
in the case of melt pool in situ monitoring data, it is very tricky to identify the “acceptable” melt
pool profile from the “unacceptable” melt pool profile. There are high chances of human error
and misclassification. It can affect the accuracy of the whole model.
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4. Machine learning training problems: Overfitting and underfitting are the most common problems
that can occur while training machine learning models. Overfitting occurs when the model
tries to fit every data point precisely in the training dataset. It makes the model vulnerable
to noise and outliers. Usually, overfitting is most likely with non-parametric and non-linear
models that are more flexible while learning a target function. For example, the Decision tree
(DT) is a nonparametric algorithm that is very flexible and subjected to overfitting training data.
Overfitting problem can be eliminated by running a tree after it has learned, to remove some of
the detail it has picked up. Underfitting occurs when the model is unable to extract a reasonable
relationship among training data points. An underfit model will perform poorly on training data
and will not be able to generalize to new data. Drop out and regularization techniques can be
used to overcome underfitting and overfitting problems [82,83].

In the next sections, we discuss the class-wise (supervised, unsupervised, semi-supervised) ML
approaches used for in situ monitoring of the L-PBF process.

10. In Situ Data Processing Using ML

In this section, post-processing of the in situ monitoring data is presented as per the used ML
approach classes. This section mostly focuses on in situ defects related to melt pool signatures and
the powder layer spread. The use of the ML approach in other domains such as geometric control,
cost estimation, process optimization, etc., is not covered in this review.

10.1. Supervised Learning Approach

Supervised learning is one of the most commonly used ML approaches for detecting the defect
in the L-PBF process. The first step in supervised learning is to prepare a labeled training dataset.
Labeling the in situ data is the most challenging and error-prone task, which can affect the overall
accuracy of the supervised ML model. Therefore, labeling the in situ data, such as IR images, photodiode
signals, pyrometer signals, can be done via making a statistical comparison between in situ data and CT
images, which captures the ground truth labels. The same can be used for labeling the different clusters
obtained by unsupervised learning. Gobert et al. and Petrich et al. [84,85] used a 36.3-megapixel
digital single-lens reflex (DSLR) CCD camera (Nikon D800E) mounted inside the build chamber of EOS
M280 (L-PBF system) to detect discontinuity defects such as overheating, pores and unmolten powder.
The ground truth bales were extracted by comparing the post-CT scan data with captured in situ
images. The labeled dataset was then used to train supervised ML approaches such as support vector
machine (SVM) and neural network (NN). Imani et al. [86] used ML techniques like SVM, K-NN, and
NN to find the process parameters such as hatch distance, laser power, and scanning speed that likely to
produce more porous parts. The link between process parameters and the location, size, and frequency
of the pores was studied. Aminzadeh et al. [87] used an 8.8 megapixel USB Digital Camera with high
focus lenses to capture the post-printed images of every layer in L-PBF. They used Bayesian inference
to detect the porosity and quality of the final part. The training dataset was labeled as “defective”
and “non-defective” based on visual inspection. The frequency-domain features were extracted,
and a trained Bayesian classifier was used to predict the quality of the part. Zhang et al. [88] used
a high-speed camera to capture process images such as melt pool, plume, and spatters. These images
were used to train SVM classifiers and CNN to detect the process anomalies. The CNN model showed
a higher accuracy of 92.7% compared to the SVM classifier, which showed an accuracy of 90.1%.

Baumgartl et al. [89] used a convolutional neural network (CNN) to detect defects from thermographic
images. CNN showed an average accuracy of 96.80%. The thermographic images were captured using
an infrared camera, which was placed above the build chamber with an angle of 60o to the build plate.
Delamination and spatter defects were successfully identified and cross-validated with the CT scan.
However, the model does not identify other defects, such as balling, lack of fusion, and keyhole.

Scime et al. [90] used a one megapixel Photron FASTCAM Mini AX200 high-speed camera in the
visible range to capture melt pool images. The machine learning technique, called Scale Invariant Feature
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Transforms (SIFT), was used to extract features from the captured melt pool signatures. The bag-of-words
(or Keypoints) were used to obtain a scale-agnostic description of melt pool morphology. The melt pool
morphology represents the shape of the melt pool, spatter, and vapor plume. With the ML approach, the
author classified the individual melt pool morphologies into four categories, such as desirable, balling,
under-melting, and keyhole porosities. A supervised classification ML technique called support vector
machine (SVM) was used to train and test the model. The percentage of the melt pool morphologies
linked to process parameters such as laser power and scan speed was obtained.

In another study, Scime et al. [91] used a computer vision algorithm to predict the percentage
of types of defects present in the part based on the powder bed images. Scime et al. extracted the
regions of the images and classify such as anomaly-free, recoater hopping, recoater streaking, debris,
superelevation, part failure, and incomplete spreading. These categories were used as the fingerprints
for the computer vision algorithm. A percentage of the particular defect in the respective layer was
classified. The approach did not use melt pool signatures and instead used powder bed spreading as
their main signature. Repossini et al. [92] used a high-speed camera to capture spatter images and
used them as an indicator for process stability. They have developed a supervised learning logistic
regression model to classify different energy density conditions to various quality states using spatters
as a descriptor.

Some researchers also studied the acoustic signals to detect the defects in the L-PBF process using
a supervised learning ML approach. For example, Ye et al. [93] used deep belief networks (DBN) to
analyze the acoustic signals to detect defects such as balling, keyhole, and cracking. Shevchik et al. [94]
used Bragg grating acoustic sensors to capture the acoustic signals during melting, solidification, and
spattering processes. The time-domain captured signal was transformed into the frequency domain
using the wavelet transformation technique. The spectral CNN was used to identify the particular
defect signals. The presented sCNN model showed an accuracy of 83–89%.

10.2. Unsupervised Learning Approach

The use of unsupervised machine learning is limited in the field of the L-PBF process.
However, unsupervised can be useful when obtaining the labeled training dataset is not possible.
Another advantage of using unsupervised learning compared to supervised learning is that it does
not require human interaction to the label training dataset. Grasso et al. [10] demonstrated the use of
the T-mode Principal Component Analysis (PCA) for image data obtained by an OlympusTM I-speed
3 camera mounted outside the build chamber at an angle of 40◦ w.r.t build plate to define a spatial
statistical descriptor and to detect local over-heating phenomena along the scan path by analyzing
the intensity profile of each pixel. These local hotspots correspond to the regions where slow cooling
occurred due to variation in heat flux; it can be observed at sharp corners and overhang structures.
K-means clustering learning was applied to the spatially distributed PCA descriptors to detect a defect
in an automated fashion. Although an iterative updating of the k-means clustering based on the new
dataset allowed to detect defects in complex shapes, the approach is dependent on the comparisons
between data collected at different layers or on the signal from successful builds of the same geometry,
which limits its applicability to other situations. Grasso et al. [95] used an off-axis IR camera to monitor
the plume of zinc material to design a data-driven and automated approach for process monitoring.
The region of interest (ROI), which is the plume, was extracted from the IR images. A multivariate
control-charting method was proposed to monitor the ROI features, i.e., mean intensity and area of the
plume, to detect the deviation from the stable plume patterns. However, in this work, the author did
not take into consideration the morphology of the melt pool.

10.3. Semi-Supervised Learning

Okaro et al. [96] proposed another perspective of the ML approach for data treatment and
predicted the quality of the parts based on their mechanical property as a descriptor. Key features were
extracted from the photodiode signals, and a semi-supervised classification algorithm called “Gaussian
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Mixture Model-Expectation Maximization (GMM-EM)” was applied to classify the samples as “faulty”
and “acceptable” based on the ultimate tensile strength of the tensile bars. This approach showed
the possibility for automatic certification of the L-PBF parts based on their mechanical properties.
However, the method of Okaro et al. does not illustrate any possibility to detect the defects in the parts,
which is the cause of inferior mechanical properties.

Yuan et al. [97] used a high-speed 1 kHz video camera, with its focal point moving along with the
laser spot, to acquire in situ video data to monitor scan track width and continuity. Image processing
algorithms were used to label a small amount of data using structured light measurements. The labeled
in situ videos were used to train a semi-supervised CNN model based on the temporal ensemble
method, with a small amount of labeled data and a large amount of unlabeled data. Yuan et al.
showed that the semi-supervised CNN approach performs better than the supervised CNN approach.
They also studied the average measuring time for 100 videos, which was 1.4 ms and concluded that
the trained CNN approach is adequately fast to monitor in real-time. The summary of the discussed
literature is presented in Table 1.

Table 1. List of the literature on the processing of L-PBF in situ data using machine learning approaches.

Reference Data Type Monitoring Quantity ML Technique

Supervised Learning Approach

Gobert et al. [84] and
Petrich et al. [85] Images of post-printing Defects such as overheating,

pores and unmolten powder SVM, NN

Imani et al. [86]
process parameters such as

hatch distance, laser
power, and scanning speed

Porosity level K-NN, SVM, NN

Aminzadeh et al. [87] Images of post-printing Porosity Bayesian inference

Zhang et al. [88] Melt pool, spatters and
plume images Process anomalies SVM and CNN

Baumgartl et al. [89] Thermographic images Delamination and spatter
defects CNN

Scime et al. [90] Melt pool images Types of melt pool shapes SIFT, SVM

Scime et al. [91] Powder bed images Powder bed defects Computer vision

Ye et al. [93] Acoustic signals Defects such as balling,
keyhole, and cracking DBN

Shevchik et al. [94] Acoustic signals Defect signals sCNN

Unsupervised Learning Approach

Grasso et al. [10] Images Overheating defect T-Mode PCA, K-means

Semi-supervised Learning Approach

Okaro et al. [96] Photodiode signal Defective parts based on
tensile strength GMM-EM

Yuan et al. [97] Video Scan track width and
continuity Semi-supervised CNN

The final aim of in situ monitoring is to improve the overall reliability of the process via a feedback
control loop. This will significantly reduce the material waste and time needed to qualify the part
for quality assurance. Yao et al. [98] developed a closed-loop feedback control system for real-time
monitoring of the L-PBF process. Firstly, the defect level of each printed layer was calculated based on
irregular and non-homogeneous patterns using multifractal analysis. Secondly, the composite index
was decided for each porosity level based on Hotelling T2 statistics from the multifractal spectrum.
Finally, the stochastic dynamics of the layer to layer defect conditions were modeled as a Markov
process to determine an optimal control policy.
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11. Commercial Monitoring Systems

Due to the increasing demand for L-PBF systems in manufacturing industries, the commercial
suppliers of L-PBF systems are now equipped with the inbuilt in situ sensing modules. The monitoring
system layout, detection range, and types of sensors differentiate different commercial supplier
monitoring systems. There is no common consensus on the detection range of the melt pool emissions
among different suppliers. The reason to choose a specific detection range is protected under the
confidentiality clause by the supplier. Therefore, each module has its disadvantages and advantages.
For example, the EOSTATE Optical Tomography (OT) module detects the light emitted from the met
pool for every layer. The EOSTATE Exposure analysis tool provided by EOS GmbH uses a statistical
algorithm to detect so-called “hotspots” and “cold spots”, which are the regions of high and low
intensity compared to rest of the layer.

Similarly, Melt Pool Monitoring (MPM) provided by SLM solutions captures the melt pool
emissions in the near-infrared region by using two photodiodes with different spectral ranges.
Then, captured thermal emissions can be studied in the software module supplied by SLM solutions in
a layer by layer fashion. The Layer Control System (LCS), also supplied by SLM solutions, uses the
visible range camera to monitor the quality of the powder bed spread. After the powder bed spreading,
an automatic algorithm processes the captured image in real-time and automatically activates the
recoating operation in case of inhomogeneous powder spread. Renishaw supplied the InfiAM module
composed of MeltView, which captures the in situ data in a wide spectral range and LaserView to
monitor the part build and laser power, respectively. It provides the captured data in 2D and 3D view
as the build progresses. Table 2 summarizes the in situ sensing equipment with their sensing process
signature capabilities. It shall be noted that the author’s aim is not to comment on the capabilities of
the available commercial systems as the authors have not personally used all these systems.

Table 2. List of commercial in situ sensing modules.

Module Name. Developer Monitored Quantity In Situ Sensing

QM meltpool 3D [99] Concept Laser Melt pool (area and
intensity)

Co-axial photodiodes (co-axial camera
also available in research version)

EOSTATE MeltPool EOS Melt pool Co-axial and off-axial sensors

EOSTATE [100]
Exposure OT [100] EOS Thermal map over the

entire powder bed Off-axis camera

Melt Pool Monitoring
(MPM) system [101] SLM Solutions Melt pool Co-axial pyrometer

Layer Control
System (LCS) [101] SLM Solutions Powder bed Off-axial camera

InfiAM [102] Renishaw Melt pool Co-axial photodiodes

Truprint Monitoring
[103] Trumpf Melt pool Co-axial photodiodes (beta version)

Truprint Monitoring
[103] Trumpf Powder bed and part

geometry Off-axial camera

SISMA Powder bed Off-axial camera

PrintRite3D [104] B6 Sigma, Inc. Different monitoring
equipment

Set of co-axial and off-axial sensors
available

12. Conclusions

From the literature available, it is evident that the in situ sensing of the L-PBF process is still in the
infancy stage. Much of the research conducted so far focuses on developing in situ sensing systems to
understand the process and less concentrated on detecting defects in real-time. The ultimate goal of in
situ sensing in the L-PBF process is to develop a closed feedback control system to improve and control
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the quality assurance in real-time. Understanding the process signatures and their link to the potential
defect in the final part is the first step towards this. Commercial systems equipped with monitoring
systems work on a black box phenomenon, and the critical information obtained during the process
is protected by the manufacturer. The large size of the data generated for a particular job is another
limitation of these systems. Thus, there is a huge demand for other advanced machine learning models
for treating and extracting crucial information from the available captured data. To date, only a few
researchers have used a machine learning approach to counter this problem.

The complexity of the L-PBF process is a significant challenge to understand all the phenomena
occurring due to controllable and uncontrollable parameters. Therefore, monitoring each stage of the
process, such as powder health, powder spreadability, build chamber inert gas flow, oxygen content,
melt pool stability, etc., are closely interlinked. Therefore, linking the different process states such
as powder bed spreading, layer heatmap, and melt pool stability can enhance the quality control in
real-time. Real-time monitoring will also limit the use of other quality checks, such as non-destructive
testing, which costs a lot of time and money. The improved reliability and repeatability of the L-PBF
process will allow risk-averse industries to adopt the process entirely.
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Abstract: Macroscale modeling plays an essential role in simulating additive manufacturing (AM)
processes. However, models at such scales often pay computational time in output accuracy.
Therefore, they cannot forecast local quality issues like lack of fusion or surface roughness. For these
reasons, this kind of model is never used for process optimization, as it is supposed to work with
optimized parameters. In this work, a more accurate but still simple three-dimensional (3D) model is
developed to estimate potential faulty process conditions that may cause quality issues or even process
failure during the electron beam melting (EBM) process. The model is multilayer, and modeling
strategies are developed to have fast and accurate responses. A material state variable allows for
the molten material to be represented. That information is used to analyze process quality issues in
terms of a lack of fusion and lateral surface roughness. A quiet element approach is implemented
to limit the number of elements during the calculation, as well as to simulate the material addition
layer by layer. The new material is activated according to a predefined temperature that considers
the heat-affected zone. Heat transfer analysis accuracy is comparatively demonstrated with a more
accurate literature model. Then, a multilayer simulation validates the model capability in predicting
the roughness of a manufactured Ti6Al4V sample. The model capability in predicting a lack of fusion
is verified under a critical process condition.

Keywords: roughness; electron beam melting (EBM); surface texture; lack of fusion; part quality;
Ti6Al4V; metal additive manufacturing

1. Introduction

Over the years, increased computing power combined with proper software development,
has allowed for the implementation of simulation tools to speed up product development [1].
Chief among the numerous advantages offered by simulation is the possibility of investigating complex
processes. Especially for new processes, such as additive manufacturing (AM), process simulation
looks to be the best tool for processing complex understandings [2]. Electron beam melting (EBM) is an
AM powder-bed process for metal components used for the production of end-usable parts in several
industrial sectors [2]. During the EBM process, a high energy electron beam melts metallic powders by
moving across the powder bed [3]. After the powder distribution, the whole powder bed is preheated.
The preheating step establishes a uniform temperature on the powder bed, which is approximately
equal to 60% of the melting point of the processed material. Except for a low helium flow (0.002 mbar) [4],
the whole process occurs under vacuum to avoid beam deflection and to maintain a hot working
environment. Thanks to the high working temperature and vacuum environment, EBM guarantees
the possibility of manufacturing parts with high-quality materials such as intermetallic titanium
alloys that cannot be processed with other AM or conventional processes [5]. Although the EBM
process has great potential, the difficulties in controlling and determining proper process conditions
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limit the EBM application to niche industrial sectors. Process complexity is a result of numerous
phenomena involved in the process [6], including the rapid material phase change [2]. The process
conditions and implementation difficulties of process monitoring systems [2] make EBM attractive at
the numerical scale. Figure 1 maps the relevant literature to an EBM simulation. Few models have
adopted a mesoscopic approach in which particle to particle modeling is conducted [7–11]. The great
level of detail included in powder modeling requires significant computational time and resources.
Therefore, usually, only two-dimensional (2D) models were implemented. To reduce the computational
time, most models in the literature are solved using the finite element (FE) method. In this case,
the material is modeled as a continuum. FE models are mainly used to predict thermal distribution
(pure thermal or uncoupled) [2,6,12–22]. These models simulated a single track or a single-layer and
analyzed the process from a microscopic level (i.e., temperature distribution and melt pool size).
Coupled models use a thermal solver coupled with at least one other solver. These models can be
grouped into fully coupled thermomechanical [12,22–28], thermo-fluid flow [18,24,29], or weakly
coupled [13,14]. A limited category of models analyzed the microscopic aspects of the process, such as
the interaction between beam and powder particles [15,30,31], or even microstructural evolution [32].
Owing to the high number of elements that should be involved in the calculation, multilayer simulations
have rarely been implemented [33] and instead have been primarily used for predicting residual stresses.

 

Figure 1. Classification of electron beam melting (EBM) process simulation models.

Except for a few studies [15,16,23], calibrating coefficients were often applied to the heat source
model to improve the match between experimental and simulation results. None of the reviewed FE
models have explored the possibility of predicting the macroscopic process quality issues, i.e., the lack
of fusion or surface roughness profile. As far as surface roughness is concerned, all developed models
are empirical and can only estimate the average roughness value of the surface according to its angle
with respect to the build platform [34]. S. Shrestha and K. Chou [35] developed a finite volume model
based on a free surface approach to predict only the top surface roughness. However, the top surface is
usually less critical than the vertical one because it shows better texture and a lower Ra value [34].
Typical values for vertical surface roughness range between 24 and 30 μm [36], while the Ra value of
the top surfaces is around 6 μm [34]. Vertical surface roughness is mainly affected by the heat transfer
effect between the molten material and the surrounding powder [34,37].

The prediction of macroscopic quality issues such as the lack of fusion and surface roughness
profile over a short time is an important topic for simplifying the optimization process. This work
presents a new and fast three-dimensional (3D) uncoupled thermal model for the multilayer simulation
of the EBM process. The heat source is modeled following the approach developed in previous
work [15], in which no calibrating coefficient was used. The multilayer simulation emulates the
creation of the part layer by layer and the electron beam control along the hatching path and layer
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rotation. A material state variable is introduced to represent the material, which is melted during the
process. This variable allows the identification of both the surface roughness profile and the lack of
fusion. A new procedure is developed to reduce the calculation time, which accounts for a minimum
number of elements during the calculation. This procedure is based on the quiet element approach,
in which certain elements are activated only when necessary. This approach has been investigated in the
literature to activate elements within a predefined volume by the time [38], such as the heat-affected
zone (HAZ). However, the HAZ can vary in size and severity depending on the process condition
and can be determined only by running experiments. A rough estimation of this quantity involves
an incorrect number of elements that participate in the calculation and, therefore, a heat transfer
analysis can be inaccurate or slow. To overcome this issue, the proposed procedure automatically
considers element activation as a function of a predefined temperature. The activation temperature
is determined by observing the HAZ predicted by the microscale model developed in a previous
work [15]. The accuracy of the heat transfer analysis carried out with the proposed model, in terms of
melt pool size and temperature distribution, is verified against the microscale model [15]. The capability
of the proposed model in predicting the lateral roughness is validated by an experimental comparison.
Herein, we verify the model response to a critical process parameter condition that causes a lack
of fusion.

2. Materials and Methods

2.1. Modeling

Numerical modeling was based on the fundamentals presented in a previous study [15] in which
a 3D microscale thermal model for the EBM process was developed. That work presented a new heat
source model tailored according to the actual beam impact on the powder bed and new modeling
for the powder thermal proprieties. The beam impact was simulated by Monte Carlo simulations.
These simulations determined the effective beam diameter DE that mimics the electron distribution on
the powder surface. The energy source model was, therefore, defined as a uniform heat distribution on
a circular area in which a coefficient η depends on DE. This was used to couple the electron beam size
with the uniform heat source. The material was modeled as a continuum, and the calculation of actual
thermal conductivity of the powder considered both thermal radiation in the pores and heat transfer
through the powder necks formed during preheating. The powder bed’s specific heat and latent heat
of fusion were assumed to be equal to those of the solid bulk material [15,16]. The porosity of the
powder material, ϕ, was considered equal to 0.32, which corresponds with a particle arrangement in
body cubic centered (BCC) structure. Because of the thermal properties of the powder differ from the
bulk (material after the melting) one, the powder was handled as different material, and during the
melting simulation, a material change procedure updated the material properties from powder to bulk
according to the achieved temperature. In that and subsequent works [15,16], the model was used to
predict and validate the temperature distribution and melt pool size during the melting of a single
track. Although the accuracy of this kind of modeling, the modeling of the actual EBM process should
consider the melting of the entire layer and the addition of the material layer by layer. With this aim,
the heat source developed in Reference [15] was adapted to consider the electron beam path across the
powder bed. The heat source was, therefore, calculated according to the following equations:

q = ηUI/S (x1,x2,x3) ∈ Γi (1)

q = 0 (x1,x2,x3) ∈ (D − Γi) (2)

where η is calculated according to the procedure [15], D is the whole simulation domain, and Γi is
the domain of the flux application. The shape of Γi is circular and corresponds to the cross-section of
the beam diameter. x1 and x2 are the coordinates of the nodes in the plane of the layer, while x3 is
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the coordinate along the build direction, which is the axis normal to the building platform (Figure 2).
If nlayer is the total number of layers to be simulated, x3 varies layer after layer according to Equation (3).

x3 = −(nlayer + n − 1)Δs (3)

The index n is the index of actual layer and Δs is the layer thickness and thus an integer variable,
which is calculated (Equation (4)) as the ratio between the total time increment, t, and time to scan
a single layer, tlayer.

n = int(t/tlayer) (4)

The beam movement over the x1x2 plane is governed by Equation (5) that describes the selection of the
nodes that belong to the domain Γi in the x1x2 plane.

(x1 − x1,inc)2 + (x2 − x2,inc)2 ≤ (Ø/2)2 (5)

where Ø is the beam diameter and x1,inc and x2,inc are the incremental coordinates from the first
position of the beam on the plane (x1c0, x2c0) and the last point of the scanning path. The beam is,
therefore, moved point by point along a predefined scanning path. In this work, a standard single
direction hatching strategy (Figure 2) was implemented. According to this strategy, the beam is moved
with a constant speed, v, across the powder bed along parallel lines. The line offset parameter (LO)
establishes the distance between the centerline of two adjacent lines, and all hatch melt lines are in the
same direction. At each layer, the scanning path is rotated by 90 degrees clockwise. Therefore, x1,inc and
x2,inc are calculated as follows:

x1,inc = x1c0 + a12[v(t − ntlayer) −mttrack] + a11mLO (6)

x2,inc = x2c0 + a22 [v(t − ntlayer) −mttrack] + a21mLO (7)

where aii are the coefficients of an antisymmetric matrix that considered the single direction hatching
and the scanning path rotation (Figure 2). The aii elements were calculated as follows:

a11 = a22 = −sin(nπ/2), (8)

a12 = −a21 = cos(nπ/2). (9)

In Equations (6) and (7), m is the line index and represents the actual line to be melted. The line index,
m, was calculated from the time for the single line, ttracks, as follows:

m = int[(t − ntlayer)/ttrack] (10)

Since the simulation here considered the melting of a square of side ltot, ttrack was calculated as follows:

ttrack = (ltot − Ø)/v (11)

The addition of the material layer by layer was emulated using a new element activation procedure
based on the quiet element approach [33]. This method is a numerical approach used in FE simulation
for processes that need to account for addition of material during the process. All elements of the model
must be modeled from the beginning. Therefore, all elements within the workspace are assembled into
the global thermal conductivity matrix, but the elements yet to be deposited are assigned ‘void’ material
properties. Practically, the quiet elements are elements in which the thermal properties are adequately
scaled and do not affect the calculation. The domain of analysis is progressively increased according to
specific conditions. In this work, the quiet element approach was used not only to simulate the layer
addition but also to keep the number of elements involved in the calculation into the current melted
layer as low as possible. In this sense, the quiet elements confine the heat exchange only in the HAZ.
This strategy is expected to increase the computational speed with respect to the literature models that
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consider the entire layer at the beginning of the simulation. This method uses a constant mesh and is
simple. However, incorrect selection of elements to be eventually activated can lead to ill heat transfer.
For this reason, a new criterion was implemented that aims to determine the lowest number of elements
belonging to the HAZ without decreasing the accuracy of the heat transfer. Practically, this corresponds
to determining the minimum temperature that refers to the location of the HAZ boundary at which the
element must be “activated”. This temperature is called “activation temperature”. Element activation
means changing the element material properties to the real ones. This methodology is called thermal
activation because it depends exclusively on heat transfer. Since the nodal temperatures of a quiet
element are different from those of an active element, body heat flux is numerically generated in some
integration points to compensate for the temperature difference [39]. In this way, when the heat source
moves, heat transfer can occur. This propagation generates a temperature field in the nodes of the quiet
elements, which are constantly compared with the predefined activation temperature.

The determination of HAZ during the melting involves temperature monitoring and, therefore,
experimental trials. To overcome these issues, the microscale model [15,16] was used to determine
the HAZ, and thus the activation temperature. Firstly, few melting tracks are simulated using the
microscale model. During the simulation, the minimum temperature that corresponds to the boundary
of HAZ is identified. This temperature is set as activation temperature in the macroscale model,
and the same simulation is performed. The results from the two models are compared in terms of
temperature distribution and melt pool size. The macroscale model is then calibrated by changing the
activation temperature iteratively until a good match between the two models is observed. With this
approach, a trade-off between runtime, numerical convergence, and simulation accuracy is guaranteed.
Several simulations at different process conditions showed that the activation temperature is slightly
higher than the preheating temperature used in the model.

To further reduce the running time, material change was not considered. Therefore, the material
properties were modeled directly as bulk material within the solid part are simulated. However, the material
surrounding the external surfaces was modeled as powder material in order to account for the heat
transfer between the melted and surrounding materials.

For each node of the model, a material state variable ID was defined to indicate the material’s
temperature history. The material state was defined as “unmelted” (ID = 0) before the melting point
was reached and as “melted” (ID = 1) after the melting point was reached. At the beginning of the
process, all elements had an ID equal to zero. This variable, therefore, identified the material melted
during the EBM process simulation from the one not melted. The melted material state (ID = 1) was
used for both the liquid state and for all solid material in the model. The elements for which the ID
was still equal to zero at the end of the process were identified as having a lack of fusion areas.

2.2. Model Implementation

The thermal model was implemented in Abaqus/Standard using user code subroutines for the
heat source motion, element activation, and molten material representation. The whole domain is
rather simple and consists of a solid substrate on which a set of layers are laid. To reduce the calculation
time, the analysis domain used was a small portion of a specimen produced by EBM process with an
external lateral surface in contact with a certain volume of loose powder. This powder volume was
included to consider the heat exchange between the melted part and the surrounding area. The whole
domain was divided into four subdomains (Figure 2): the bulk substrate, the powder substrate,
the bulk quiet domain, and the quiet powder domain. The bulk substrate represented material already
processed and not simulated in the analysis. The powder substrate was adjacent to the solid substrate.
Therefore, a vertical surface of the bulk domain was numerically coupled with one surface of the
powder domain. The other surfaces were considered adiabatic. The quiet bulk domain represented
the domain scanned by the electron beam. It contained quiet elements that were activated once they
achieved the activation temperature. The quiet powder domain represented a portion of material
adjacent to the quiet bulk domain that was not scanned. This domain contained quiet elements that
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were automatically activated at the beginning of the layer and simulated heat transfer from the electron
beam track and the surrounding powder. The quiet powder and bulk domains share a lateral surface.
The other surfaces were considered adiabatic.

The mesh included DC3D8 (heat transfer brick) elements with a size equal to 0.05 mm in the quiet
bulk and powder domains. The rest of the domain was discretized with a progressive coarsening mesh
of up to 0.5 mm with DC3D4 elements (heat transfer tetrahedron).

Figure 2. Finite element (FE) model configuration.

The overall domain was subjected to a predefined field corresponding to the preheating
temperature. To simulate the preheating step, the elements activated during the simulation had
a preheating temperature.

According to the EBM melting strategy, the heat source swiped across the layer using a hatching
mode. A specific user code, DFLUX, controlled the electron beam movement according to a user code
that implemented the Equations from (1) to (11). Initially, the heat source moved at a constant speed
along a certain axis. At each time increment, the code identified the nodes with the domain Γi and
applied the heat flux according to Equations (1) and (2). After the scanning of a track, the heat source
was repositioned at the origin of the previously scanned line. Then, it was translated perpendicularly
to the previously scanned line and was of a quantity equal to LO. Hence, a new track was melted.
The process was repeated until the layer was completed. Since only a portion of the whole cube was
simulated, the code also considered the idle times due to the non-simulated portion of the layer.

To consider the melting strategy rotation, the scan lines were tilted on every layer by 90 degrees
(Figure 2). Therefore, the code considered the heat source path rotation and its translation along
the build direction. Both the path rotation and the translation were controlled by the time and the
scanning speed.

The addition of the material during the simulation was implemented using the UEPACTIVATION
VOL subroutine. This subroutine allows for the element activation control using rules predefined by
the user. According to the thermal activation described in the previous paragraph, the elements are
activated if the nodal temperature (T) is higher than the activation temperature (Tact). Owing to the
Abaqus limitation, at the beginning of each layer, a few elements must be activated to trigger the
subsequent thermal activation. Therefore, a predefined set of elements corresponding to the beam
cross-section was activated by default at the beginning of each layer. This initial set was concentrically
positioned at the center of the first beam spot. During subsequent increments, the elements were
activated via the achieved temperature. Because of the heat propagation, it was possible that subsequent
melting would determine the activation of elements belonging to the underlying layer if the temperature
was higher than the activation temperature.

At the beginning of the simulation, the ID value at each node was equal to zero. At each increment,
the ID was updated using the USDFLD subroutine. This user code identified and collected the nodes
that had achieved the solidus temperature (TSolidus), while the temperature at the material point for
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each increment (T) was read using the GETVRM subroutine. Practically, all ID values were read at
each node at the end of each increment, and the ID values equal to zero were updated (from 0 to 1) if
the node achieved the melting point.

Figure 3 summarizes the FE whole structure implementation. Appendix B reports the source code
of DFLUX and UEPACTIVATIONVOL subroutines as implemented in Abaqus.

 
Figure 3. FE model structure and the subroutine for the material addition (UEPACATIVATION
VOL), the material state variable for the melted material (USDFLD), and heat flux application
(DFLUX) implementations.

2.3. Model Validation

As mentioned above, the proposed model needs proper calibration before it can be run.
The calibration is performed using the microscale model [15], named the reference model.
Practically, the activation temperature in the macroscale model is iteratively changed until similar heat
transfer conditions between the models are obtained.

First, to demonstrate the reliability of the heat transfer obtained via the proposed model after the
calibration, a preliminary validation shows the comparison between the proposed and the reference
models in terms of temperature distribution and melt pool size. This analysis considered the melting
of a portion of a single layer. Then, further validation evaluates the ability of the model to predict the
lateral surface roughness. In this case, a multilayer simulation was performed and compared with the
experimental data.

In order to give a measure of the computational time, all simulations were performed on a personal
computer with the following specifications: Intel® Core™ i7-8700K 3.70 GHz processor, 32 GB RAM,
and 1 TB SSD. A six-core parallelization was used according to the computational resources used to
perform the analysis.

2.3.1. Comparison with the Reference Model: Single Layer Validation

This validation was carried out by simulating the melting of a single layer, 30 mm × 30 mm,
of Ti-48Al-2Cr-2Nb alloy. The layer was 0.090 mm thick. The material properties for the bulk material
were extracted from Reference [40], while the powder proprieties were calculated from the bulk one
according to Reference [15]. The material properties implemented in the model were reported as
Supplementary Materials. The simulation by the proposed and reference models consisted of the

119



Crystals 2020, 10, 532

melting of six unidirectional parallel scan tracks. Table 1 lists the process parameters used for both
simulations. The comparison considered both the melt pool size and temperature distribution.

Table 1. Simulation parameters for both analyses.

Parameters

Beam diameter, D [mm] 0.633
Line offset [mm] 0.200

Scan speed, v [mm/s] 2800
η 0.50

Heat flux [W/mm2] 790.140
Room temperature, Tr [K] 1323

Preheat temperature, Tpr [K] 1323
Diameter of the starting zone Dsz [mm] 0.700

2.3.2. Multilayer Experimental Validation

The experiment consisted of producing a 10 mm × 10 mm × 20 mm-sized parallelepiped
sample made on Ti6Al4V. The sample was produced using an Arcam A2X, standard Arcam powder
(average particle size equal to 75 μm) with a layer thickness equal to 0.050 mm. The process parameters
are listed in Table 2. According to the standard melting strategy, the melting strategy consisted of
unidirectional parallel lines with a clockwise rotation of 90 degrees every layer (Figure 2). After the
production, the sample was cleaned by loose powder. The 2D surface roughness profiles of the
lateral surface samples were acquired using an RTP-80 profilometer, equipped with a TL90 drive unit.
The cut-off length and sampling length were chosen according to ISO 4288:1997. For each lateral surface
of the sample, the roughness profile was measured along the build direction. Additionally, for each
surface, three profiles were collected: one on the center of the specimen and the other two equally
spaced from the first one and from the sample’s edges. The collected profiles for each surface are
reported in Appendix A, while all collected data and roughness descriptors can be found in the
database [41]. The average roughness (Ra) and root mean square (Rq) values were equal to 28 μm and
33 μm, respectively.

Table 2. Process parameters for the experiment and simulation.

Parameters

Beam diameter, D [mm] 0.780
Line offset [mm] 0.200

Scan speed, v [mm/s] 471.69
η 0.51

Heat flux [W/mm2] 347.920
Room temperature, Tr [K] 923

Preheat temperature, Tpr [K] 923

The numerical simulation by the proposed model emulated the experimental setup. The material
properties for Ti6Al4V were extracted from a prior study [15]. The layer was fixed to be equal to
0.050. Figure 2 shows the portion of the simulated specimen. The simulated portion of the cube was
2.2 mm × 2 mm × 1.5 mm. As described above, the analysis domain consisted of four subdomains.
The quiet bulk domain contained 10 layers (soft green with black dotted edges in Figure 2) that were
added over a solid substrate (soft blue with black edges in Figure 2). The powder substrate (soft blue
with orange edges) shared a lateral surface with the solid substrate, while the quiet powder domain
(soft green with orange dotted edges in Figure 2) was located over the powder substrate and adjacent to
the quiet bulk domain. According to the proposed procedure, at the beginning of each layer, the initial
activated area was cylindrical and concentric to the initial position of the beam. The height of the
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cylinder was set to be equal to the layer thickness, and its diameter was equal to the beam diameter.
The video of the simulation after the model calibration is provided as Supplementary Materials.

3. Results and Discussion

3.1. Model Validation

3.1.1. Single-Layer Simulation Validation

As mentioned above, the reliability of the proposed model response was compared with the
reference one in terms of melt pool dimensions and maximum temperature (Tmax). The length (l),
the width (w), and the depth (d) of the melt pool were measured. The activation temperature was
fine-tuned to a convergence in the heat transfer between the two models. The model was considered
calibrated when small deviations were observed between the two models. For an activation temperature
equal to 1700 K, the deviations from the reference model are reported in Table 3. This deviation can
be attributed to the different material properties attributed to the layer. The reference model, in fact,
considered the simulation of the entire layer with the powder thermal material properties that were
then updated from powder to bulk according to the achieved temperature during the process. In the
proposed model, the portion of the layer to be melted was modeled directly as bulk material. Because of
that, deviations were more significant in the first track. In this case, the beam should melt a track
surrounded completely by material with low conductivity (powder), while in the proposed model,
the powder was modeled only on one side of the beam track. In subsequent passages, the beam
overlapped with a portion of the already solidified bulk material, and the deviation between the
two models was, therefore, lower, as shown in the third scanning line (Table 3). The difference in the
melt pool depth remained, implying that there was an overestimation of the heat penetration in the
proposed model. However, the penetration depth was also affected by uncertainty due to the substrate
temperature after melting, which could not have been forecasted with a single-layer simulation.

Table 3. Single-layer validation: the deviations between the reference model against the proposed
model in terms of the melt pool dimension and maximum temperature.

Tmax [%] l [%] w [%] d [%]

Track 1 −11% 32 −7 44
Track 3 −0.14 10 −0.1 44

Overall, the numerical results obtained adopting the new modeling approach can be considered
to be consistent with the reference model.

Additionally, using the same computational resources, the total simulation with the reference
model took around 8 CPU hours, while the same simulation with the proposed model after calibration
took around 5 h. Therefore, the proposed approach to the EBM modeling with proper calibration of the
activation temperature allows to obtain an accurate enough heat transfer simulation and a significant
runtime saving of about 40% with respect to the reference model.

3.1.2. Lateral Surface Roughness Prediction

According to the proposed approach, firstly, few melting lines were simulated using both the
reference and the proposed models. Then, the proposed model was calibrated by changing the activation
temperature iteratively until a heat transfer convergence between the two models. For an activation
temperature equal to 1000 K, the obtained numerical results from the calibrated model showed a small
deviation in comparison with the corresponding reference model measurements. For this reason, the
activation temperature was set equal to 1000 K.

To be numerically consistent with the experiment, the surface roughness was described by
the surface profile between the quiet bulk and powder domains, considering the melted material.
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This information was extracted by the material state variable ID. As mentioned above, the ID
was equal to 1 if the node achieved the solidus temperature, otherwise, it remained equal to zero.
Graphically, this result can be represented by a colorful map in which the elements in red were an ID
equal to 1 and those in blue were an ID equal to zero. Figure 4 shows the experimental 2D roughness
profile (blue line) overlapped with the numerical one. The numerical profile was obtained using
a cross-section of the model. The surface roughness profile of the sample (blue line) was characterized
by peaks and valleys, which were repeated with a certain frequency. This frequency seems to be
linked to the rotation layer and, therefore, to a distance equal to four layers. This frequency was also
observed in the numerical results. The peaks of the numerical simulation appeared to be representative
of the experimental ones, while the numerical valleys appeared to be more profound. This could be
explained by the presence of powder particles attached to the experimental surface because of the
high sintering level [42,43]. These particles could not be removed during cleaning because they were
partially melted into the surface. Since the simulation approach used the FE method and a continuum
domain, the presence of these particles was not detected.

Figure 4. Comparison between the numerical and experimental roughness profiles.

The differences of the wave width between the experimental and the numerical profiles can be
explained by the effective layer thickness [12], which was around 2 or 3 times larger than the lowering
of the build platform [23] and was not considered in this simulation.

A certain effect may also be caused by the material change, which was not considered in the
simulation and may increase the heat transfer toward the powder domain because of the local thermal
conductivity change.

Overall, the numerical simulation appeared to represent the actual surface profile well and
established the capability of the model to give information about the surface texture resulting from the
EBM process.

Figure 5 shows a portion of the 3D profile of the lateral surface obtained using numerical simulation.
This profile was obtained by manipulating the numerical output visualization to show the boundary
surface between the melted and unmelted material. Figure 5 detects the peaks and valleys along the
surfaces previously observed in both 2D experimental and numerical profiles.

To estimate the average roughness (Ra) and the root mean square (Rq) of the surface and to increase
the sampling length in the model, a longer simulation was performed up to 17 layers, which corresponds
to the height of the simulated sample equal to 0.85 mm. From this simulation, Ra and Rq resulted in
being equal to 35 μm and 42 μm, respectively (see Appendix A for details). The obtained values are
comparable with the experimental one (Ra = 28 μm and Rq = 33 μm). Therefore, the results obtained
from the model are believed to serve as good indicators of the lateral surface profiles. However, as will
be discussed in the Conclusion, a more detailed investigation of both experimental and simulated
melting is planned.

3.2. Lack of Fusion in EBM Process

Given the results presented in Section 3.1.2, further analysis was carried out to evaluate the model
response in predicting the lack of fusion under a critical process condition. Lack of fusion occurs easily
if the EBM conditions are not appropriate. For instance, an increased line offset toward beam diameter
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results in lower energy densities, which causes a lack of fusion [44]. With this scope, the line offset of the
previous multilayer simulation was increased up to 0.800 mm, which was approximately equal to the
beam diameter (Table 2). The other parameters remained constant, including the activation temperature.

Figure 5. 3D numerical surface profile: peaks and valleys can be observed.

Numerically, the lack of fusion was represented by those elements named “unmelted material”
and, therefore, did not achieve the melting point during the simulation. The ID variable gathered
the state of the element. As before, within the quiet bulk domain, the unmelted elements (ID = 0)
were plotted in blue (Figure 6), while the melted elements (ID = 1) were plotted in translucent. As can
been seen, Figure 6 shows the presence of numerous lack-of-fusion areas entrapped in the solid
material. The locations of these unmelted areas look to be dependent on the layer rotation strategy.
The simulation, therefore, identified this process condition as faulty. In fact, larger line offset values
that did not allow for the full melting of the material, causing the lack of fusion appearance, voids,
and porosities, thus inhibiting the continuation process [18].

Figure 6. Simulation of a process condition that causes the appearance of a lack of fusion. The translucent
elements indicate the material that achieved the melting point during the process (ID = 1), while blue
ones indicate the material that has never achieved the melting point (ID = 0). After the cooling phase,
the unmelted material during the process represents a lack-of-fusion defect in the final part.

3.3. Runtime Considerations

The total duration of the 10-layer simulation was around 20 h. The process simulation with a larger
line offset took around 2 h.

A convergence analysis was carried out on mesh size during the activation temperature calibration.
The mesh size was finer than 0.050 mm and significantly increased the runtime without increasing the
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output accuracy. Lower activation temperatures lead to the activation of a higher number of elements,
therefore, worsening the runtime. Higher temperatures caused the non-convergence of the model
because of the incorrect heat transfer.

4. Conclusions

The literature review of multilayer simulations for the EBM process and more in general for
AM processes is poor and did not allow the prediction of the local quality. In this work, an accurate
but simple 3D multilayer model was developed for the optimization of process parameters. The aim
of the model was to rapidly identify a set of potentially faulty process conditions. To speed up the
runtime, we developed a new tailor-made procedure. This procedure was based on the progressive
element activation under a specific temperature, which was used not only to simulate the layer by
layer production but also to limit the number of elements that participated in the calculation during
the single-layer melting. The activation temperature was determined by accurately analyzing the HAZ
simulation using a microscale model that predicted the temperature distribution and the actual melt
pool. The activation temperature was calibrated, and a small difference in heat transfer was observed
between the two models.

To identify the quality inherent in the lack of fusion, our methodology included the definition of
a material state variable (ID), which allowed us to distinguish between melted and unmelted material.
The graphical visualization of ID evaluated the roughness profile of a sample surface along a build
direction, as well as the lack of fusion appearance. For validation purposes, the comparison between
the microscale model used for the activation temperature calibration and the proposed one was shown.
Successively, the model’s ability to predict surface texture was verified against experimental results.
The model response was tested under a critical condition that, in real production, generated a process
failure. The right activation temperature led to a small deviation between the microscale and the
proposed models in terms of heat transfer with a savings time of about 40%. The model showed good
agreement with the experimental and numerical measurements in forecasting the 2D surface profile and
the roughness descriptors (Ra and Rq). The little deviation between the experimental and the numerical
demonstrates that the proposed approach will be an efficient model for simulating the roughness
profile. However, a more detailed numerical analysis will be carried out for the verification of the
model capability in roughness prediction at different process conditions. Additionally, further work
will consider implementing the effect on the powder layer due to account both for thermal expansion
of powder particles and for porosity reduction of the powder bed during the heating [23].

The model also demonstrated the ability to predict a lack of fusion associated with thermal
effects due to, for example, a large line offset. In such a case, with respect to the experimental trial,
the simulation allowed for hugely significant time-saving process optimization. From this point of
view, the presented results demonstrated that the proposed approach could be easily applied to the
process development stage in order to reject faulty process conditions. From an industrial point of view,
this approach can save time and resources with respect to the experimental routine. Further model
validations and developments with the aim of simulating complex parts may help in the production
of defect-free parts. Additionally, an accurate prediction of surface profile roughness may allow for
the identification of minimum allowances, which are needed to add for the subsequent finishing
operations. Moreover, there is a need for microcrack identification, which can jeopardize a product’s
fatigue limits.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4352/10/6/532/s1,
S1: Video: Multilayer process simulation of the EBM process for Ti-6Al-4V: the size of the simulated domain of
material addition is 2.2 mm × 2 mm × 1.5 mm. The domain contains 10 layers with a layer thickness equal to
0.050 mm. The process parameters are: beam diameter = 0.780 mm; Line offset = 0.200 mm; scan speed = 471.69;
Heat flux = 347.920 W/mmˆ2; Preheat temperature = 923 K. The movie shows the temperature distribution
evolution over the time (on the right) and the corresponding melted material (on the left). S2: Thermal material
properties for Ti-48Al-2Cr-2Nb implemented in the simulation.
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Appendix A. Experimental and Numerical Roughness Profile and Ra and Rq Calculation

Figure A1 depicts all surface roughness collected during the experiments. For each surface of
the sample, the roughness profiles have been acquired along the build direction and replicated three
times. The first profile was acquired along the surface center, while the other two profiles were equally
spaced from the first one and the edges of the sample. These measurements were collected and indexed
as follows: the first number (from 1 to 4) indicates the index of the surface; the second number
(from 1 to 3) specifies the measure replica. The surface roughness profiles of the sample were acquired
using an RTP-80 profilometer, equipped with a TL90 drive unit. The cut-off length and sampling length
were chosen according to ISO 4288:1997.

 
Figure A1. Surface roughness profiles from each surface. The measurements have been replicated three
times. The first number (from 1 to 4) indicates the index of the surface; the second number (from 1 to 3)
specifies the measure replica.
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For each measurement, the parameters Ra and Rq and the surface profile were also collected.
The average value of the Ra and Rq was equal to 28 μm and 33 μm, respectively. All collected
measurements and roughness descriptors can be found in the database [41].

A portion of the samples has been simulated numerically according to the proposed methodology.
In order to have a significant and reliable number of roughness values to calculate the predicted Ra
and Rq values, the addition of 17 layers over a solid substrate has been simulated. According to the
methodology presented in the paper, the boundary between the unmelted and the melted materials
has been extracted from the simulation results by using the ID variable (Figure A2a). According to the
standard [45], Ra is calculated, over the evaluation length, as the arithmetical mean of the absolute
values of the profile heights (yi) from the mean line of the effective profile. The mean line is the line
having the shape of the geometrical profile and dividing the effective profile (Figure A2) so that within
the sampling length, the sum of the squares of the distances between the effective profile points and
the mean line is minimum. Analogously, Rq is the root mean square average of the profile heights over
the evaluation length. From the numerical model, Ra and Rq resulted in being equal to 35 μm and
42 μm, respectively.

Figure A2. Numerical measurements of the surface roughness: (a) cross-section of the model that
shows the ID state variable map (b) Numerical profile and its mean line for Ra calculation.

Appendix B. Source Code Listing of DFLUX and UEPACTIVATIONVOL Subroutines as
Implemented in Abaqus

Appendix B lists the user code as written in Abaqus to implement the modeling as discussed in
the main paper. The subroutines are in FORTRAN language.

SUBROUTINE DFLUX(FLUX,SOL,KSTEP,KINC,TIME,NOEL,NPT,COORDS,
JLTYP,TEMP,PRESS,SNAME)

INCLUDE ‘ABA_PARAM.INC’
DIMENSION FLUX(2), TIME(2), COORDS(3)
CHARACTER*80 SNAME
c
ltot = 10 !scan track lenght
D = 0.78 !beam diameter
V = 471.69 !beam speed
Q = 347920 !heat flux magnitude
LO = 0.2 !line offset
LT = 0.05 !layer thickness
n_layer = 10 !number of layers
c
x1 = COORDS(3) !spatial coordinate x1
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x2 = COORDS(1) !spatial coordinate x2
x3 = COORDS(2) !spatial coordinate x3
t = TIME(1) !total time

c
x1c0 = 0 !coordinates of the first position of the beam

x2c0 = −D/2 !coordinates of the first position of the beam
c
t_track = (ltot-D)/v !time to perform a single line
t_layer = ltot/LO*t_track !time to scan a single layer, tlayer
c
n = int(t/t_layer) !layer index
m = int((t-n*t_layer)/t_track) !line index
c
a11 = −sin(n*(pi/2)) !matrix coefficients

a22 = −sin(n*(pi/2))
a12 = cos(n*(pi/2))
a21 = −cos(n*(pi/2))

c
x1_inc = x1c0 + a12*(v*(t-n*t_layer)-m*t_track) + a11*m*LO !incremental coordinates from x1c0

and the last point of the scanning path
x2_inc = x2c0 + a22*(v*(t-n*t-layer)-m*t_track) + a21*m*LO !incremental coordinates from x2c0

and the last point of the scanning path
c
if(x3.EQ.-(n_layer + n − 1)*LT)then !check the x3
if ((x1-x1_inc)**2 + (x2−x2_inc)**2.LE.(D/2)**2)then

FLUX(1) = q !Heat source application. Since only a portion of the whole cube was simulated,
end if !was considered the idle times due to the non-simulated portion of the layer
end if

c
RETURN
END
c
subroutine UEPACTIVATIONVOL(lFlags, epaName, noel, nElemNodes, iElemNodes, mcrd,

coordNodes, uNodes, kstep, kinc, time, dtime, temp, npredef, predef, nsvars, svars, sol, solinc, volFract,
nVolumeAddEvents, volFractAdded, csiAdded)

include ‘aba_param.inc’
character*80 epaName
c
ltot = 10 !scan track lenght
D = 0.78 !beam diameter
V = 471.69 !beam speed
LO = 0.2 !line offset

LT = 0.05 !layer thickness
n_layer = 10 !number of layers
Tact = 1000 !activation temperature
c At the beginning of the simulation the status of all elements must be set as “quiet”
volFractAdded(1) = 0.d0
t = TIME(1) !total time
x1 = coordNodes(3,1) !spatial coordinate x1
x2 = coordNodes(1,1) !spatial coordinate x2
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x3 = coordNodes(2,1) !spatial coordinate x3
c
x1c0 = 0 !coordinates of the first position of the beam
x2c0 = −R !coordinates of the first position of the beam

n = int(t/t_layer) !layer index
c Activation of the initial set of elements
if(x3.EQ.-(n_layer+n-1)*LT)then
if ((x1-x1c0)**2+(x2-x2c0)**2.LE.(D/2)**2)then
volFractAdded(1) = 1.d0
end if
end if
c Thermal activation
if (x3.LE.-(n_layer+n-1)*LT)then
if(sol(1).GE. Tact) then
end if
end if
c
return
end
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Abstract: The microstructures and mechanical properties of ausrolled nanobainite steel, after being
tempered at temperatures in the range of 200−400 ◦C, were investigated in this study. After being
tempered, bainitic ferrite is coarsened and the volume fraction of retained austenite is reduced.
The hardness and ultimate tensile strength decrease sharply. The impact energy, yield strength,
and elongation increase with elevated tempered temperature at 200–300 ◦C but decrease with elevated
tempered temperature when the samples are tempered at 350 ◦C and 400 ◦C. The fracture appearance
of all the samples after impact tests is a brittle fracture. The variation of the mechanical properties
may be due to partial recovery and recrystallization.

Keywords: tempered; ausrolled nanobainite; microstructures; mechanical properties

1. Introduction

Recently, due to their excellent mechanical properties and extraordinarily slender ferrite plates,
high-C carbide-free nanostructured bainite steels have attracted more and more attention [1–6].
They are widely used in railway frogs, bearings, and automobile sheets in many industries [7–9].
Compared to martensite of similar composition, the hardness is relatively lacking in sensitivity to quite
severe tempering [1]. For bainitic microstructures, the ferrite is prevented from coarsening because
of the intense precipitation of carbides, thus defending the hardness and strength [10]. However,
the retained austenite of nanobainite can decompose upon tempering at elevated temperatures.
Bhadeshia et al. [11,12] reported that the toughness decreased because of the retained austenite
decomposing and the carbides precipitating. The reason is that austenite can enhance the ductility
by means of the TRIP effect. During the tensile process, the plasticity on account of martensitic
transformation aids in delaying the initiation of plastic instabilities [13–15].

Caballero et al. [16] investigated the distribution change of alloying elements in a novel
nanocrystalline steel during tempering. They found that during tempering, retained austenite
decomposes and can reach the interface before full equilibrium. Furthermore, via a para-equilibrium
transformation mechanism, cementite precipitates from supersaturated ferrite. Hasan et al. [17]
investigated the tensile test of tempered carbide-free nanostructured bainitic steel. Their results suggest
that, after tempering, the ductility is lowered at equal strength. The work hardening capacity is lowered
due to the loss of retained austenite. Moreover, after tempering, the bainite plates coarsened slightly.
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The dislocation density reduced after tempering, thus, the strength decreased. Kang et al. [18] reported
the effect of tempering at 240–450 ◦C on the microstructure and mechanical properties of bainitic steel.
By maintaining a certain degree of plasticity, the samples tempered at 340 ◦C reached an optimum
match of strength and toughness. When the temperature was lower than 360 ◦C, the microstructure was
insensitive to tempering. After tempering at 450 ◦C, the bainite plates coarsened and fine cementites
were precipitated.

The weldability of high-C carbide-free nanostructured bainite steels is poor; therefore,
by ausforming, medium-C nanostructured bainite is prepared. Ausforming can depress the MS
value and thus the austempered temperature decreases, and so nanostructured bainite in medium-C
steel is produced [19–24].

In the aforementioned studies, the influence of tempering on the microstructures and mechanical
properties of unausrolled bainite was researched. However, very few reports exist on the influence
of tempering on ausrolled bainite. Therefore, the effect of tempering on the microstructures and
mechanical properties of ausrolled nanobainite was researched.

2. Materials and Methods

In the study, the chemical composition of the experimental steel is presented in Table 1. Samples
ausrolled at 500 ◦C with a reduction of 30% and austempered at 200 ◦C for 15 h in Reference [19]
were each tempered at 200–400 ◦C at an interal temperature of 50 ◦C for 1 h. The microstructures
of the ausrolled–austempered and ausrolled–austempered–tempered samples were examined by
optical microscopy (OM, Axiover 200MAT, Zeiss, Heidenheim, Germany ) and transmission electron
microscopy (TEM, JEM-2010, JEOL, Musashino, Japan ). The samples were cut along the longitudinal
section with wire arc cutting. Electron-backscattered diffraction microscopy (EBSD) was used
to characterize the morphology and orientation. Scanning electron microscopy (SEM, Hitachi
S−3400 and Hitachi S−4800, Hitachi, Tokyo, Japan ) was used to examine the morphology of the
impact fracture surface. The volume fractions of retained austenite in ausrolled–austempered and
ausrolled–austempered–tempered samples were determined by X-ray diffraction. The OM and XRD
specimens were mechanically ground with waterproof abrasive paper. Then the specimens were
polished and finally etched with Nital solution. The (TEM, JEM-2010, JEOL, Musashino, Japan )
specimens were cut into ~0.6-mm thicknesses with wire arc cutting. Then the samples were mechanically
ground down to ~30 μm using waterproof abrasive paper. Finally the samples of ~30 μm were thinned
to perforation on a TenuPol-5 twin-jet electropolishing device (TenuPol-5, Stael, Denmark) at ambient
temperature and 40 V. The electrolyte composed of 7% perchloric acid and 93% glacial acetic acid.
XRD θ-2θ step scanning was performed to detect the fractions of retained austenite. The step width
was 0.02◦ and the counting time was 2 s. Tensile properties were measured on an MTS universal
material testing machine. The tensile samples had a gauge length of 25 mm along the rolling direction.
Two samples are tested for each process. The hardometer (FM-ARS 9000, Tokoyo, Japan) was used
to determine the Vickers hardness. The load was 1 kgf. The impact toughness was elevated with an
impingement pendulum impact testing machine at room temperature. The Charpy impact samples
had dimensions of 5 mm × 10 mm × 55 mm and a V-shaped notch.

Table 1. Chemical composition of the experimental steel (wt.%).

C Mn Si Ni Mo P S

0.540 1.890 1.700 1.630 0.240 0.005 0.002

3. Results and Discussion

The optical micrographs of the untempered and tempered samples are shown in Figure 1. The black
or dark grey needles are bainite. The white blocks are retained austenite. It can be seen that the
microstructures of the ausrolled–austempered–tempered samples have no obvious change compared
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with the ausrolled–austempered samples in Reference [19] (Figure 1a). In addition, the tempered
temperature has little effect on the optical micrographs due to the low magnification. Therefore,
for further investigation, the microstructures of the samples were examined by TEM.

Figure 1. Optical microscopy (OM) of the samples untempered and tempered at different temperatures
for 1 h following being isothermally transformed at 200 ◦C after ausrolling at 500 ◦C: (a) untempered;
(b) 200 ◦C; (c) 250 ◦C; (d) 300 ◦C; (e) 350 ◦C; (f) 400 ◦C.

Figure 2 shows typical TEM micrographs of the untempered and tempered samples. The bright
laths were bainitic ferrite and the dark laths between the bainite plates were retained austenite. The mean
thickness (t) of the laths was stereologically corrected in terms of LT = π t /2 [25]. The mean lineal
intercept LT was evaluated by measuring in a direction normal to the lath length. The mean thickness
of the bainitic laths for the tempered samples were confirmed to be 144 ± 17 nm to 168 ± 35 nm,
as presented in Figure 3. Compared with the untempered samples in Reference [19] (Figure 2a),
the bainite ferrite coarsened after tempering.
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Figure 2. TEM of the samples untempered and tempered at different temperatures for 1 h following
being isothermally transformed at 200 ◦C after ausrolling at 500 ◦C: (a) untempered; (b) 200 ◦C;
(c) 250 ◦C; (d) 300 ◦C; (e) 350 ◦C; (f) 400 ◦C.
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Figure 3. Bainitic ferrite lath thicknesses of untempered and tempered samples at different temperatures.

From Figure 3, it can be seen that when the tempered temperature is at 200–300 ◦C, there is not
much difference in the thickness of bainite ferrite. However, the thicknesses of bainite ferrite are
reduced when the tempered temperature reaches 350 ◦C and 400 ◦C, the reason for which may be the
precipitation of carbides occurring at lath boundaries, which prevents the ferrite from coarsening.

Figure 4 presents the XRD patterns and dependence of retained austenite volume fraction on
tempered temperature of tempered samples. In the XRD patterns, the peaks of ferrite (α) and retained
austenite (γ) are present. Using a direct comparison method, the volume fractions of the retained
austenite were determined by XRD [26]. There were 16.3%, 15.9%, 15.1%, 14.9%, and 14.8% retained
austenite in samples tempered at 200–400 ◦C. The volume fractions of the retained austenite are
arranged in order of the elevated tempered temperatures. The volume fractions of the retained
austenite slightly decreased with the elevated tempered temperatures.

Figure 4. XRD patterns and dependence of retained austenite volume fraction on tempered temperature
of samples isothermally transformed at 200 ◦C after ausrolling at 500 ◦C: (a) XRD patterns and (b)
dependence of retained austenite volume fraction on tempered temperature.

Figure 5 presents the EBSD microstructure characterization of the ausrolled and tempered samples.
From Figure 5, it can be seen that the high grain-boundary misorientation angle occupies a great part
among the bainitic sheaves and the number fraction of the high grain-boundary misorientation angle
increased with elevated tempered temperatures. However, the samples tempered at 200–300 ◦C show
the maximum value of number fraction at 0–5◦. When the tempered temperatures reached 300 ◦C,
the number fraction of the low grain-boundary misorientation angle decreased and that of the high
grain-boundary misorientation angle increased. The peaks occurred at 43◦ when the samples were
tempered at 300–400 ◦C.
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Figure 5. Cont.
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(i) (j) 

Figure 5. Electron-backscattered diffraction microscopy (EBSD) microstructure characterization of
samples isothermally transformed at 200 ◦C after ausrolling at 500 ◦C and tempering at different
temperatures: Orientation image (left) and misorientation-angle distribution (right): (a,b) 200 ◦C;
(c,d) 250 ◦C; (e,f) 300 ◦C; (g,h) 350 ◦C; (i,j) 400 ◦C.

Kang et al. [18] investigated the EBSD microstructure characterization of samples isothermally
transformed at 270 ◦C and tempered at 240, 320, and 450 ◦C. The results indicated that the 240 and
320 ◦C samples exhibited the maximum value of number fraction at 40–50◦ and 55◦ misorientation
angles. However, when the tempered temperature reached 450 ◦C, the number fraction of the 55◦
misorientation angles remained unchanged and the proportion of 40◦–50◦ misorientation angles
decreased obviously. The result of this study is different from that of Kang et al. [18], which may be
caused by the deformation of supercooled austenite.

Figure 6 presents the dependence of hardness and impact energy of the samples on tempered
temperature. From Figure 6a, it can be seen that the hardness decreased after tempering and with
elevated tempered temperature. The hardness decreased slowly during tempering at 200 ◦C and
300 ◦C, and then decreased sharply during tempering at 300–400 ◦C. Figure 6b illuminates the impact
of energy increases after tempering, but it is not a monotonous increase. The impact energy increased
during tempering at 200 ◦C and 300 ◦C, and then decreased during tempering at 300–400 ◦C.

 
Figure 6. Dependence of hardness and impact energy on the tempered temperature of samples
isothermally transformed at 200 ◦C after ausrolling at 500 ◦C: (a) hardness and (b) impact energy.

Figure 7 presents the dependence of ultimate tensile strength (UTS), yield strength (YS),
and elongation (El) on tempered temperature of the samples. UTS decreased after tempering
and with elevated tempered temperature. YS increased after tempering and first increased and then
decreased with elevated tempered temperature. El increased after tempering, except for the samples
tempered at 200 ◦C.
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Figure 7. Dependence of ultimate tensile strength (UTS), yield strength (YS), and elongation (El) on
tempered temperature of samples isothermally transformed at 200 ◦C after ausrolling at 500 ◦C: (a) UTS,
(b) YS, and (c) El.

Supercooled austenite was reduced by 30% at 500 ◦C and then quickly immerged in a salt bath
and isothermally quenched at a temperature of 200 ◦C for 15 h. Partial recovery and recrystallization
did not occur due to the low temperature. Therefore, the hardness and UTS decreased slightly due
to the coarsened bainitic ferrite when the tempered temperature was 200 ◦C. When the tempered
temperature exceeded 200 ◦C, the microstructure of ausrolled bainite may exhibit partial recovery
and recrystallization during the tempering. During the recovery, the dislocation density decreased.
Therefore, the hardness and UTS decreased with increasing tempered temperature. The prior austenite
grain was refined during recrystallization and YS, El, and impact energy were increased with elevated
tempered temperature.

Figure 8 presents the fracture morphologies of samples tempered at different temperatures for
1 h following being isothermally transformed at 200 ◦C after ausrolling at 500 ◦C after impact testing.
The fracture appearance of all the samples is brittle fracture, and a river pattern was observed in
the samples. Almost no tearing ride can be seen in the samples tempered at 200–300 ◦C, but large
quantities of tearing rides are obviously observed in the samples tempered at 350 ◦C and 400 ◦C.
This phenomenon is in accordance with the difference in impact results.
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Figure 8. Fracture morphologies of samples tempered at different temperatures for 1 h following being
isothermally transformed at 200 ◦C after ausrolling at 500 ◦C after impact testing: (a) 200 ◦C; (b) 250 ◦C;
(c) 300 ◦C; (d) 350 ◦C; (e) 400 ◦C.

4. Conclusions

The effect of tempering on microstructures and mechanical properties of ausrolled–austempered
samples was investigated. In summary, after tempering, the bainite ferrite coarsened from 70 ± 9 nm
to 144 ± 17 nm to 168 ± 35 nm. The volume fraction of retained austenite was reduced, and the impact
energy was slightly enhanced. The hardness and UTS decreased sharply. The hardness decreased
from 682 ± 11 HV1.0 to 679 ± 12 to 560 ± 8 HV1.0. The UTS decreased from 2581 to 2520−2045 MPa.
The YS and El increased, but not monotonously. The impact energy, YS, and El increased with elevated
tempered temperature when the samples were tempered at 200–300 ◦C, but decreased with elevated
tempered temperature when they were tempered at 350 ◦C and 400 ◦C. When the tempered temperature
exceeded 200 ◦C, the microstructure of ausrolled bainite may have exhibited partial recovery and
recrystallization during tempering, so the hardness and UTS decreased, and the YS, El, and impact
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energy were increased with increasing tempered temperature. The fracture appearance of all the
samples after impact testing is brittle fracture.
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