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and Applications of Heat Transfer Equipment”

Heat-transfer equipment, typically represented by, for example, heat exchangers, process

furnaces, and steam boilers, is among the essential equipment used for production processes in a

number of industries (e.g., chemical and petrochemical, food, pharmaceutical, power, aviation and

space) as well as for processes and applications in the communal sphere (e.g., waste incineration

plants, heating plants, laundries, hospitals, server rooms, agriculture applications). Increasing

demands for economical and efficient heat energy management can only be met when not only

the layout of the whole system but also the individual heat-transfer equipment and its details are

designed according to state-of-the-art knowledge. The purpose of this Special Issue is to present the

latest advances in designing, modeling, testing, and operating heat-transfer equipment, including

unconventional and innovative designs of heat-transfer equipment and their applications.
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Abstract: Heat regenerators are simple devices for heat transfer, but their proper design is rather
difficult. Their design is based on differential equations that need to be solved. This is one of the
reasons why these devices are not widely used. There are several methods for solving them that were
developed. However, due to the time demands of calculation, these models did not spread too much.
With the development of computer technology, the situation changed, and these methods are now
relatively easy to apply, as the calculation does not take a lot of time. Another problem arises when
selecting a suitable method for calculating the heat transfer coefficient and pressure drop. Their choice
depends on the type of packed bed material, and not all available computational equations also
provide adequate accuracy. This paper describes the so-called open Willmott methods and provides a
basic overview of equations for calculating the regenerative heat exchanger with a fixed bed. Based on
the mentioned computational equations, it is possible to create a tailor-made calculation procedure of
regenerative heat exchangers. Since no software was found on the market to design regenerative heat
exchangers, it had to be created. An example of software implementation is described at the end
of the article. The impulse to create this article was also to broaden the awareness of regenerative
heat exchangers, to provide designers with an overview of suitable calculation methods and, thus,
to extend the interest and use of this type of heat exchanger.

Keywords: regenerative heat exchanger; packed bed; heat transfer; pressure drop

1. Introduction

Regenerative heat exchangers are devices used for indirect heat exchange between hot and cold
media. In these devices, heat is first transferred from a hot medium to a storage material and then
is transferred to a cold medium. Thus, the hot and cold media are alternately in contact with the
solid material forming the packed bed. In the hot cycle, heat is transferred from the medium to the
packed bed, and, in the cold cycle, the cold medium absorbs the heat stored in the solid material. This
cycle is the reason why regenerative heat exchangers must operate in pairs (they must have two beds)
to work continuously. Regenerative heat exchangers are used mainly in the metallurgical industry,
in air treatment, air preheating, or recovery of waste heat, and in turbine applications. However,
the complexity of the calculations resulted in their limited expansion.

Although there are several approaches to calculating these devices, more accurate methods require
the solution of differential equations. Their solution is quite time-demanding and they need the use
of a computer. This paper describes the solution of the calculation of regenerative heat exchangers
using the Willmott open method, which seems to be the best for computer use. This method shows
great stability (convergence) and allows the inclusion of calculation of the equations describing heat
transfer and pressure drop. The solution is performed by an iterative calculation, and the result is the
distribution of gas temperatures and pressure over time and along the bed.

Another difficulty when calculating these devices is finding suitable computational equations to
describe the heat transfer between the gas and the packed bed material. Although these equations

Energies 2020, 13, 759; doi:10.3390/en13030759 www.mdpi.com/journal/energies1
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can be found in the literature, they are usually given only for spherical shapes. In addition, different
equations give different results. It is, therefore, necessary to choose a suitable calculation equation in
order to get the best results. A better situation is in the calculation of pressure drops, for which many
computational equations can be found in the literature. However, some of them give different results
from those measured. This paper, therefore, provides an overview of suitable computational equations
so that a complete computational algorithm of regenerative heat exchangers can be compiled.

2. Description of the Regenerator

2.1. Classification of Regenerative Heat Exchangers

Regenerators can be divided into two categories: fixed-bed and rotary regenerators. In the
fixed-bed regenerator, a single fluid stream has cyclical or reversible flow. Valves are employed to
switch the flow the hot and cold gas streams. In the rotary regenerator, the storage material rotates
continuously through two counterflowing streams of fluids. Only one stream flows through a section
of the storage material at a given time. However, both streams eventually flow through all sections of
the storage material during one rotation.

Fixed-bed regenerators are commonly run in pairs. It means that two or more regenerators are
used in parallel because of the requirement for a continuous stream of the gas. During one part of a
cycle, the hot gas flows through one of the regenerators and heats up the storage material, while the
cold gas flows through and cools down the storage material in the second regenerator. Both gases
directly contact storage material in the regenerators, although not both at the same time, since each is
in a different regenerator at any given time. After a sufficient amount of time, the cycle is switched
such that the cooler storage material in the second regenerator is preheated with the hot gas, while
the hot storage material in the first regenerator exchanges its heat into the cold gas. This cycle is
permanently repeated.

The advantage of regenerators over recuperators is that they have a much higher surface area
for a given volume. Hence, the regenerator usually has a smaller volume and weight than an
equivalent recuperator. This means that regenerators are more economical in terms of materials and
manufacturing. The storage material of regenerators also has a degree of self-cleaning characteristics,
reducing fluid-side fouling and corrosion. Disadvantages include mixing the media as a result of
alternating the passage of hot and cold media through the packed bed. Regenerators are, thus, ideal
for gas–gas heat exchange.

Various materials and shapes can be used as storage materials. Because solids have a very large
heat capacity compared to gases, they are used as intermediary storage of the heat. Their selection
depends on given conditions and requirements, especially temperature. For very high temperature,
ceramic storage material should be used. For low or moderate temperatures, the heat storage material
can be made of metal, e.g., steel or aluminum. There exist several types of storage shapes (see Figure 1).
For large regenerators, bricks can be used. For smaller regenerators, honeycombs, spherical particles,
monoliths, saddles, rings, or Raschig rings can be used.
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Figure 1. Some types of geometry of storage materials [1].

Regenerative heat exchangers can be used in various processes. The most common applications
include the following:

• The glass and steel industry;
• Cryogenics;
• Air preheating or recovery of waste heat (see Figure 2a);
• Heating and cooling media from different parts of the same system (see Figure 2a);
• Cleaning of flue gases or waste gasses (see Figure 2b,c).

 
(a) (b) (c) 

Figure 2. Possibilities of connection of regenerative heat exchanger: (a) connection of regenerative
heat exchanger for heating or cooling media; (b) connection for cleaning of flue gases or waste gasses
—option 1; (c) connection for cleaning of flue gases or waste gasses—option 2.

The benefit of the exchanger is seen in the potential of its current multiple function. The exchanger
could be used, for example, for simultaneous gas purification. This means that the storage material
also serves as a catalyst on which the chemical reaction takes place.

2.2. Basic Geometric Characteristics of Packed Bed

Packed bed calculations use various geometric characteristics describing the packed bed. The main
ones are specified in this section.

3
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Voidage, -

An important parameter in the calculation of the flow in a packed bed is voidage. The voidage ε

is defined as the ratio of the free volume of the packed bed to the total volume.

ε =
Vb −Vp

Vb
× 100 =

Vm

Vb
× 100, (1)

where Vb is the total volume of the packed bed (m3), Vp is the volume of the packed bed material (m3),
and Vm is the free volume of the packed bed (m3).

Particle diameter, m

The particle diameter can be defined as the diameter of a sphere that has the same volume as
the particle,

dV =
( 6
π

Vp

)1/3
, (2)

or as the equivalent particle diameter dp (m), according to the specific surface given by Ergun [2], which
has the same ratio of the surface to the volume as the given particle and is given by

dp =
6
∑

Vp

Ap
, (3)

where Ap is the particle surface area (m2).
Sphericity, -

Sphericity is defined in Reference [3] as the ratio of the surface area of the sphere to the surface
area of the particle. The sphericity is 1 for a sphere and is less than 1 for any particle that is not a sphere.

ψ =
As

Ap
=

⎡⎢⎢⎢⎢⎣36πV2
p

A3
p

⎤⎥⎥⎥⎥⎦
1/3

=
πd2

p

Ap
, (4)

where As is the surface area of a sphere that has the same volume as the particle (m2), Ap is the particle
surface area (m2), and Vp is the volume of the particle (m3).

Hydraulic diameter of packed bed, m

dh = 4rh = 4
ε
a
=

4ε
ar(1− ε) , (5)

where rh is the hydraulic radius (m), a is the absolute specific surface (m2), and ar is the relative specific
surface (m−1).

Absolute specific surface, (m−1)

Absolute specific surface is the ratio between the particle surface area and the volume of the
packed bed.

a =
Ap

Vb
=

Ap(1− ε)
Vp

. (6)

Relative specific surface, (m−1)

Relative specific surface is the ratio between the particle surface area and the volume of the particle
in the packed bed.

ar =
Ap

Vp
. (7)

The relationship between relative and absolute specific surface is

a = ar(1− ε). (8)
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3. Mathematical Model of the Regenerative Heat Exchanger

3.1. Energy Balance of the Regenerator

If the gas flows through the packed bed of the regenerator and the total heat transfer area between
the bed and the gas is Ap, then the mean temperature change of packed bed Tb at time t can be expressed
in the form

MbCp,b
∂Tb
∂t

= htA
(
Tg − Tb

)
, (9)

where Mb is the mass of packed bed (kg), Tb is the mean temperature of packed bed (◦C), Tg is the
temperature of the gas flowing through the bed (◦C), ht is the total heat transfer coefficient (W·m−2·K−1)
between the flowing gas and the bed material, Cp,b is the heat capacity of packed bed (J·kg−1·K−1),
and A is the total heat transfer area (m2). In a cooling period, where the gas temperature, Tg, is lower
than the bed temperature, Tb, the gas temperature increases over time while the bed temperature
decreases dTb

dt < 0. During the heating period (Tg > Tb), the gas outlet temperature decreases with time,

while the bed temperature increases dTb
dt > 0.

Heat is recovered or absorbed by the flowing gas through the packed bed of the regenerator. Since
the gas flowing through the regenerator changes its temperature over time, we consider a change in
the y-axis (along the height of the regenerator).

mgCp,gL
∂Tg

∂y
+ MgCp,g

∂Tg

∂t
= htA

(
Tb − Tg

)
, (10)

where mg is the mass flow rate of gas (kg·s−1), Cp,g is the heat capacity of gas (J·kg−1·K−1), Mg is mass
of gas resident in the regenerator (kg), and L is the height of regenerator (m).

The most important assumption in this model is that the thermal conductivity of the packing
material is infinite in a direction perpendicular to gas flow (and zero in a direction parallel to the gas
flow). This implies that, at any level in the regenerator, the solid material is isothermal in a direction
perpendicular to gas flow, and this may be true or approximately true where the packing is thin or
is made of materials of high conductivity. In this case, the coefficient ht is the surface heat transfer
coefficient, usually a convective coefficient to which may be added a radiative component.

However, if the packing of the regenerator is constructed of material of low thermal conductivity
and/or the thickness of packing around the channels through which the gases flow is comparatively
large, then it is necessary to incorporate the resistances to heat transfer at the solid surface and within
the solid into a lumped or total heat transfer coefficient. Hausen [4] developed an equation to calculate
this heat transfer coefficient in the following form:

1
ht

=
1

hlum
+

1
hr

=
1
hc

+
d

2(n + 2)λb
φH +

1
hr

, (11)

where n= 1 for slabs (plane walls) of thickness d in (m), n= 2 for solid cylinders of diameter d in (m), and
n = 3 for spheres of diameter d in (m), λb is the thermal conductivity of packing material of regenerator
(W·m−1·K−1), hlum is the lumped heat transfer coefficient (W·m−2·K−1), hc is the convective heat transfer
coefficient (W·m−2·K−1), and hr is the radiative heat transfer coefficient (W·m−2·K−1). The lumped heat
transfer coefficient incorporates the surface convective heat transfer coefficient, hc, and the resistance
to heat transfer within the regenerator packing, as represented by the d

2(n+2)kφH therm. The total
heat transfer coefficient can be used in the conventional model of the thermal performance of the
regenerator, set out in the differential equations.

The function φH, called Hausen factor, attempts to reproduce the effect of the very rapid
temperature changes within the packing, immediately after a reversal, at the start of a hot or cold period.

5
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According to Reference [5], this factor can be calculated in the case that d2

4α

(
1
P′ +

1
P′′

)
≤ 5(n + 1)/2

using equation

φH = 1 − d2

4α(n + 3)2 − 1

{ 1
P′ +

1
P′′

}
, (12)

and, for other values,

φH = π(n + 2)/

√(
ε+

d2

4α
18

{ 1
P′ +

1
P′′

})
, (13)

where α is the thermal diffusivity (m2·s−1), P is the length of period for heating and cooling process (s),
ε = 2.7 for plates, ε = 9.9 for cylinders, and ε = 27.0 for spheres, Ω′ is the reduced time for hot period,
and Ω” is the reduced time for cold period.

This problem is described in more detail in Reference [5].

3.2. Differential Equations

Equations (9) and (10) were rearranged by Hausen [6] to the form

∂Tg

∂ξ
= Tb − Tg, (14)

and
∂Tb
∂η

= Tg − Tb, (15)

where ξ is the dimensionless length, and η is the dimensionless time.

η =
htA

MbCp,b

(
t− Mg

mgL
y
)
, (16)

and
ξ =

htA
mgCp,gL

y. (17)

When t= P and y= L, each period of regenerator operation is defined in terms of two dimensionless
parameters given by Hausen [6] “reduced period”, Π, and “reduced length”, Λ.

Π =
htA

MbCp,b

(
P− Mg

mg

)
, (18)

and
Λ =

htA
mgCp,g

. (19)

The effectiveness of regenerator behavior may be measured in terms of the thermal ratios, ηREG.
The thermal ratio for the heating period is η′REG and that for the cooling period is η′′REG. Ideally, the exit
gas temperature in the hot or cold period should be equal to the inlet gas temperature in the opposite
period. The thermal ratios, which are defined below, measure the degree to which this ideal is achieved.

For the heating period,

η′REG =
T′g,o, m − T′g,i

T′g,i − T′′g,i
, (20)

and, for the cooling period,

η′′REG =
T′′g,i − T′′g,o,m

T′g,i − T′′g,i
. (21)

6
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The term thermal ratio can be misleading in the sense that it is not always a measure of efficiency,
and perhaps the term temperature ratio might be more appropriate.

In fixed-bed regenerators, the exit gas temperatures vary with time. The chronological average
exit temperatures are, therefore, computed (T′g,o, m and T′′g,o,m).

For the symmetric regenerator (Λ =Λ′ =Λ”, Π =Π′ =Π”, and ηREG = η’REG = η”REG), an estimate
of the thermal ratio is given by

ηREG =
Λ

Λ + 2
. (22)

It can be seen that a larger reduced length leads to a greater thermal ratio.
Let us suppose that we have a heat balance, once cyclic equilibrium is attained,

m′gC′p,gP′
(
T′g,i − T′g,o

)
= m′′g C′′p,gP′′

(
T′′g,o − T′′g,i

)
. (23)

Dividing this equation by
(
T′g,i − T′′g,i

)
, we get

m′gC′p,gP′η′REG = m′′g C′′p,gP′′η′′REG. (24)

If m′gC′p,gP′ = m′′g C′′p,gP′′ , the regenerator is said to be balanced and both thermal ratios are equal.
Equation (24) can be converted to the following form:

Π′
Λ′ η

′
REG =

Π′′

Λ′′
η′′REG. (25)

We can say that, in general, a regenerator is balanced if

Π′
Π′′ =

Λ′
Λ′′

= k. (26)

If k= 1, the regenerator is said to be symmetric. Equation (25) can be modified to the following form:

Π′
Λ′ ×

Λ′′

Π′′ = γ. (27)

If γ = 1, the regenerator is balanced.
When m′gC′p,gP′ � m′′g C′′p,gP′′ , this corresponds to the most general case where γ � 1, η′REG � η

′′
REG,

and the regenerator is said to be unbalanced. A summary of these classifications is presented in Table 1.

Table 1. Possible types of regenerators.

Nonsymmetric

Symmetric Balanced Unbalanced

Parameters Λ, Π Λ′, Π′, Λ”, Π” Λ′, Π′, Λ”, Π”

Relationships Λ = Λ′ = Λ”
Π = Π′ = Π” Π′/Π” = Λ′/Λ” = k � 1 Π′/Π” � Λ′/Λ”

Thermal ratios ηREG = η
′
REG = η”REG ηREG = η

′
REG ηREG � η′REG

γ 1 1 �1

The previous equations apply if the regenerative heat exchanger is symmetric. Hausen [4]
proposed that the performance of a balanced nonsymmetric regenerator can be accurately estimated
using the symmetric regenerator model employing the harmonic reduced length ΛH and the harmonic
reduced period ΠH in both hot and cold periods.

2
ΛH

=
1

ΠH

(
Π′
Λ′ +

Π′′

Λ′′

)
, (28)

7
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and
2

ΠH
=

1
Π′ +

1
Π′′ . (29)

This proposal was verified as acceptable by Iliffe [7], and its applicability was extended to
unbalanced regenerators by Razelos [8]. The thermal ratio than can be calculated using Equation (22).

A factor K/K0 describing the effect of nonlinear variations of temperature using a factor is given in
Reference [4].

K
K0

=
ηREG

1− ηREG

2
ΛH

. (30)

A smaller value of K/K0 results in a greater effect of both the nonlinear variations of temperature
and the corresponding truncation error.

3.3. Calculation Methods

Several methods were developed to determine the solution of regenerative heat exchangers.
Some of them are shown in Figure 3. These methods can be divided into two groups: rapid and precise
methods. Rapid methods are intended only for fast and preliminary calculation and do not provide
sufficient accuracy. In addition, only the media outlet temperatures are the result. These methods are
not suitable for the application of real calculations and designs. Rapid methods were created mainly
before the expansion of computers. An example of a rapid method is given in Reference [4].

 
Figure 3. Diagram of calculation methods used for the solution of regenerative heat
exchangers [4,7,9–14].

The most suitable methods for the design of these heat exchangers are precise methods which
involve the solution of differential equations, and the result is the variation of the media temperatures
at the outlet over time. These methods can be classified into two groups: open and closed. Each of
these two methods comprises two subgroups, namely, linear and nonlinear methods, according to the
way in which thermophysical properties of the gas and the storage material are calculated.

In the open methods, the gas and solid temperatures are evaluated by solving differential equations
over successive cycles of regenerator operation. The temperature profiles in each cycle and time are the

8
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result. We know the number of cycles to equilibrium at the end of the calculation. The closed methods
are those in which the steady-state performance is calculated directly without the consideration of
any previous cycles. In general, the closed methods are faster than open methods; however, when
using modern computers, the difference is slight. The closed methods appear to be suitable for solving
a linear problems, but are becoming extremely complicated (and sometimes unstable) in solving
nonlinear problems, i.e., the thermophysical properties of both fluid and solids, including heat transfer
coefficients, can vary spatially and temporally, depending on temperature and/or when mass flow rates
of fluids in one or both periods of regeneration operation may vary with time. Open methods show
great stability even when solving nonlinear problems. In these cases, open methods are preferable.
Another advantage of open methods is their easy modification by including equations for calculating
heat transfer coefficient and pressure drops.

For computer solutions, the open methods proposed by Willmott, given in References [9,10], seem
to be the most suitable. These methods were chosen because they are relatively easy to program,
and they involve the calculation of important parts (i.e., calculation of heat transfer coefficient,
calculation of radiation influence, calculation of pressure losses, geometric characteristics). In addition,
these methods enable including the effect of changes in the thermophysical properties of media flowing
through the packed bed in time (nonlinear model) and are more stable.

3.4. Selected Mathematical Model

The selected Willmott open method can be further divided into a linear, quasi-linear, and nonlinear
model. The difference between these models is in the calculation of the thermophysical properties of
gas and bed.

The linear model calculates the thermophysical properties of the gas and bed based on the
reference temperature, i.e., the properties are constant at each packed bed point and at every moment.
The calculation is fast, but it may not be accurate enough in some cases, especially when the temperature
changes significantly. The fluid properties are calculated at a reference temperature.

Tg,re f =
T′g,i + T′′g,i

2
. (31)

The quasi-linear model was described in Reference [13]. This model uses a different reference
temperature for hot and cold media.

T′g,re f =
T′g,i + T′g,o

2
; T′′g,re f =

T′′g,i + T′′g,o

2
. (32)

The outlet temperatures are replaced by the newly calculated ones, and the reference temperatures
are recalculated after each period or cycle. Based on these temperatures, all thermophysical properties
of fluids, packed bed material, and related values are recalculated.

The nonlinear model considers the change in gas and bed properties at the place and time as
a function of temperature. The heat transfer coefficient is then calculated from these properties at
every moment and place. This is important for the most realistic simulation of high-temperature
regenerators. The calculation is much more accurate but time-consuming. However, this is not a
considerable problem with up-to-date computers.

Reference [9] proposed a method for solving Equations (14) and (15) so that it could be used
for the solution on computers. This method uses a trapezoidal method for the numerical solution
of differential equations. This method of calculating the regenerator is known as the Willmott open
method. The simplifications introduced to the derivation and calculation of these differential equations
are as follows, according to Reference [9]:

9
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1. The effect of the reversals can be neglected, that is, the rapid gas temperature transients which
are associated with the residual gas in the regenerator being replaced by the gas flowing in the
opposite direction at the reversal can be ignored.

2. The entrance gas temperatures in both periods remain constant.
3. The mass flow rates of the heating and cooling gases do not vary throughout each period.
4. Heat transfer between gas and solid can be represented in terms of an overall heat transfer

coefficient relating gas temperature to mean solid temperature. Furthermore, the rate of heat
transfer in the packed bed at any height is represented by the time variation of the mean
solid temperature.

5. The heat capacity of the gas in the channels of the packed bed at any instant is small relative to
the heat capacity of the solid and, therefore, can be neglected.

6. The heat transfer coefficients and the thermal properties of the heat storing mass and the gas do
not vary throughout a period and are identical at all parts of the regenerator in that period.

7. Longitudinal thermal conductivity is neglected.

Boundary conditions

There are determined two boundary conditions.

1. The inlet temperatures for both hot and cold cycles are constant.
2. The surface temperatures along the length of the regenerator at the end of the hot/cold period

are the same as those at the beginning of the following cold/hot period. Since the gases flow in
opposite directions in successive cycles, the boundary conditions are expressed by the equations

T′b(y, 0) = T′′b (L− y, P′′ ),

T′′b (y, 0) = T′b(L− y, P′).

For the first cycle, the temperature along the bed is set arbitrarily, e.g., to ambient temperature.
In the following cycles, the mentioned condition is already applied.

Using the trapezoidal numerical method, which provides excellent properties of numerical
stability, the differential equations move to the following forms:

Tg r+1,S = Tg r,s +
Δξ
2

⎧⎪⎨⎪⎩
(
∂Tg

∂ξ

)
r+1,S

+

(
∂Tg

∂ξ

)
r,S

⎫⎪⎬⎪⎭, (33)

and

Tb r,S+1 = Tb r,s +
Δη
2

⎧⎪⎨⎪⎩
(
∂Tb
∂η

)
r+1,S

+

(
∂Tb
∂η

)
r,S

⎫⎪⎬⎪⎭, (34)

where r refers to distance (r = 0..m) and S refers to the time (S = 0..P). Thus, the distance step is L/m and
the time step is mostly 1 s.

3.4.1. Linear Model

In the case of the linear model, these equations can be further adjusted to form

Tg r+1,S = A1Tg r,S + A2
(
Tb r+1,S + Tb r,S

)
, (35)

and
Tb r,S+1 = B1Tb r,S + B2

(
Tg r,S+1 + Tg r,S

)
, (36)

where

A1 =
1− α
1 + α

, A2 =
α

1 + α
, B1 =

1− β
1 + β

, B2 =
β

1 + β
,

α =
1
2

Δξ =
Λ
2m

, β =
1
2

Δη =
Π
2P

.
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In these equations, Λ is the reduced length, Π is the reduced time, m is the number of sections,
and P is the cycle time.

These equations are the main equations needed to calculate the regenerative heat exchanger.
For the proper solution of these equations, the bed needs to be divided into a suitable number of
sections, in which the temperature calculations are gradually performed. The calculation is then a
combination of the above and other supplementary equations. The calculation is solved by an iterative
procedure for the given time over the entire length of the bed. This procedure is then repeated for all
times and all periods (cooling and heating) until equilibrium is reached, i.e., for consecutive cooling
cycles, abs (Φ(n) −Φ(n − 1)) must be less than the value given by the user. Then, the cycle (n + 1) is the
equilibrium cycle.

Φ(n) =
T′g,o, m − T′g,i

T′g,i − T′′g,i
. (37)

This is not an exhaustive description of the solution of differential Equations (33) and (34) using a
trapezoidal rule for a linear model. See Reference [9] for more information how to apply this method
to the computer. This basic computational model was developed in GNU Octave software and then
applied to several examples differing in reduced period value and reduced length. Subsequently,
the influence of these reduced quantities on the calculation was evaluated.

Case 1—taken from Reference [9]

The input data of the calculation are given in Table 2. The task was to calculate the outlet
temperature of the hot and cold medium for the different number of sections m. If we divide the
regeneration bed into a small number of sections, the outlet temperature does not correspond to reality
(see the results).

Table 2. Input data for calculation.

Hot Cold

Tg,i 1000 0 ◦C
Λ 6 3.5 -
Π 6 3.5 -
P 12 6 s

K/K0 0.73 -

The results of the calculation are shown in graphical form in Figure 4.

 
(a) 

 
(b) 

Figure 4. Influence of number sections on outlet temperature obtained by the basic calculation model:
(a) for the heating period; (b) for the cooling period.

These calculations showed that the accuracy of the outlet temperature is dependent on the number
of sections on which the regenerator (packed bed) is divided. In this case, the limit number of sections
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is 10. However, this is not true in all cases. From further calculations, it was possible to prove that,
with a higher value of reduced length, the required number of sections on which the packed bed must
be divided decreases; however, at the same time, the number of cycles needed to reach the equilibrium
increases. On the other hand, as the reduced period increases, the number of sections (steps) increases,
but the number of cycles necessary to establish equilibrium decreases. I suggest having a minimum of
50 sections. This is no problem for computers.

3.4.2. Nonlinear Model

The linear model considers only the constant properties of fluids. This means faster calculation;
however, in some cases, the results may differ significantly from reality. Such a procedure is only
suitable for preliminary calculations. More accurate results are obtained when changing the properties
of fluid with a change in temperature. This model is called the nonlinear model.

In the case of the nonlinear model, Equations (33) and (34) can be further adjusted to form

Tg r+1,S = A1,r,STg r,S + A2,r+1,STb r+1,S + A3,r,STb r,S, (38)

and
Tb r,S+1 = B1,r,STb r,S + B2,r,S+1Tg r,S+1 + B3,r,STg r,S, (39)

where

A1,r,S =
1− αr,S

1 + αr+1,S
, A2 =

αr+1,S

1 + αr+1,S
, A3,r,S =

αr,S

1 + αr+1,S
,

B1,r,S =
1− βr,S

1 + βr,S+1
, B2,r,S+1 =

βr,S+1

1 + βr,S+1
, B3,r,S =

βr,S

1 + βr,S+1
,

α =
1
2

Δξ =
Λ
2m

, β =
1
2

Δη =
Π
2P

.

These constants are calculated in every point and time with changing temperature. This is not an
exhaustive description of the solution of differential Equations (33) and (34) using a trapezoidal rule for
a nonlinear model. See Reference [10] for more information how to apply this method to the computer.

4. Pressure Drops

A very important value in designing a regenerative heat exchanger or, generally, a device using a
packed or structured material layer is the amount of pressure drop of the flowing gas. The general
equation for its calculation is mostly defined as

Δp = λk
L
dp

c2 × (1− ε)
ε3 × ρ, (40)

where c is the velocity of gas based on the empty cross-section of the bed (m·s−1), and λk is the friction
factor, most often given in the form

λk =
k1

Rem
+

k2

Reb
m

, (41)

where k1 and k2 are constants, and b is the exponent. Rem is the modified Reynolds number given by
Ergun as follows:

Rem =
dpρc

η(1− ε) =
Re

(1− ε) . (42)

Pressure drop in the packed bed is commonly calculated using the Ergun equation [2].

λk =
−ΔP dp

Lρc2
ε3

(1− ε) =
150
Rem

+ 1.75. (43)
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According to Reference [15], this equation very often over-predicts the respective value, and it is
better to use special equation tailored to specific storage materials which are based on experimental data.

Ergun also defined the friction coefficient in the shape

λv =
−ΔP d2

p

μLc
ε3

(1− ε)2 = λk
Re

1− ε = λkRem. (44)

Sometimes, friction coefficient proposed in Reference [16] is used.

λp =
−ΔP dp

Lρc2 = λk
(1− ε)
ε3 = λv

(1− ε)2

ε3 Re
. (45)

The Reynolds number is often also given in a modified form, which is defined by the equation

Rel =
dpρc

6η(1− ε) =
Re

6(1− ε) . (46)

There are many correlations for calculating the friction coefficient. The best known is the Ergun
equation mentioned above, but it overestimates pressure drop for a bed of randomly arranged smooth
spheres for Rem > 700.

Based on an extensive comparison of the computational equations for determining the pressure
drop through the packed bed performed in Reference [17], the computational equations listed in Table 3
were selected.

Table 3. Suitable equations for calculating of friction coefficient for the packed bed of spheres.

Autor(s) Equation Range of Validity

Erdim [17] λv = 160 + 2.81Re0.904
m 2 < Rem < 3600

Fahien and Schriver [18]

λk = q f1L
Rem

+ (1− q)
(

f2 +
f1T

Rem

)
q = exp

(
− ε2(1−ε)

12.6 Rem

)
f1L = 136

(1−ε)0.38

f1T = 29
(1−ε)1.45ε2

f2 = 1.87ε0.75

(1−ε)0.26

NA
it can be consider

0.2 < Rel < 700

KTA [19] λk =
160
Rem

+ 3
Re0.1

Erg
1 < Rem < 100, 000

Harrison, Brunner and Hecker [20]

λk =
119.8A

Rem
+ 4.63B

Re
1
6
Erg

A =
(
1 + π

dp

6(1−ε)D
)2

B = 1− π2dp

24D

0.32 < Re < 7700

Carman [21] λk =
180
Rem

+ 2.871
Re0.1

m
0.01 < Rel < 10, 000

Brauer [22] λk =
160
Rem

+ 3.1
Re−0.1

m
0.01 < ReErg < 20, 000

Eisfeld and Schnitlein [23]

λk =
K1M2

Rem
+ M

BW

M = 1 +
2dp

3(1−ε)D BW =

[
k1

(
dp
D

)2
+ k2

]
K1 = 154 k1 = 1.15 k2 = 0.87

0.01 < Re < 17, 635

Ergun [2] λk =
150
Rem

+ 1.75 0.2 < Rel < 700

Hicks [24] λk =
6.8

Re0.2
m

300 < Rem < 60, 000

13
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There are several other computational equations. These are mentioned, for example,
in Reference [15], which deals with the effect of particle shape, size distribution, packing arrangement,
and roughness of particles on pressure drop.

The Eisfeld and Schnitlein equation (see Table 3) using the constants K1 = 190, k1 = 2.00, and k2 = 0.77
can be used for the cylindrical shapes of the particles. For other particles, the constants K1 = 155,
k1 = 1.42, and k2 = 0.83 can be used.

For non-spherical particles, Reference [25] proposed altering the constants in the Ergun equation
by means of the particle sphericity ψ. For cylindrical particles, the friction factor is altered to

λk =
150

ψ3/2Rem
+

1.75
ψ4/3

. (47)

This equation is based on experimental data for Rem < 400.
Singh et al. [26] presented a correlation for pressure drop through beds of differently shaped

particles in the form

λk =
ε3

(1− ε)4.466Re−0.2ψ0.696ε−2.945e11.85(logψ)2
. (48)

This is not an exhaustive list of all available computational equations to determine the friction
coefficient as the medium flows through the packed bed. Other equations can be obtained in
References [15,17].

For calculating the pressure drop across a layer consisting of a set of straight channels, e.g.,
honeycomb, the formulas for calculating pressure drop in a straight channel can be used.

Δp = λ
c

2ε
h
dh
ρ, (49)

where the friction factor can be calculated using the Swamee–Jain equation [27].

λ =
0.25[

log
( e

dh
3.7 + 5.74

Re0.9

)]2 , (50)

where e is the effective roughness height (m), and dh is the hydraulic diameter (m).
An important value is the pressure drop of the sieve on which the bed is placed. This pressure

drop must also be determined and included in the total pressure drop.

5. Voidage Calculation

The pressure drop is strongly influenced by the mean voidage in the packed bed. In industrial
practice, a large number of different non-spherical shaped particles are used, which form the bed
and have different voidage. The most cited and experimentally verified effect on voidage is the ratio
of regenerator diameter to equivalent particle diameter. This effect is most significant for a ratio of
diameters less than 10 (see Figure 5). If the bed consists of non-spherical particles, their diameter is
expressed by the equivalent diameter dp. In the randomly packed bed, other than spherical particles,
the influence of particle orientation affects the local distribution of the voidage, which affects the mean
voidage. This means that different medium voidage can be achieved with each filling of the packing.

14
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Figure 5. Dependence of mean voidage on the ratio D/dp.

Among the most used empirical formulas for calculating the voidage are those from
References [28–32]. These equations tend to be awkward and have too many parameters. Due to
the complexity of using the mentioned equations, simpler but sufficiently accurate equations were
developed to calculate the voidage. Some of them are listed below.

The equation designed by Zou and Yu [33] and recommended by Di Felice and Gibilaro [34] is in
the form

ε = εb + 0.01
[
exp

(
10.686
D/dp

)
− 1

]
, (51)

for
dp
D ≤ 0.256.
By analyzing experimental data, Zou and Yu suggested a coefficient of εb = 0.4, while Reference [35]

suggested that εb = 0.373, a value derived from their own data (subscript b means a bulk region).
Benyahia et al. [36] developed the following equations based on the measured data:
For spherical particles (1.5 ≤ D/dp ≤ 50),

ε = 0.390 +
1.740(

D/dp + 1.140
)2 . (52)

For solid cylinders (1.7 ≤ D/dp ≤ 26.3),

ε = 0.373 +
1.703(

D/dp + 0.611
)2 . (53)

For hollow cylinders (1.9 ≤ D/dp ≤ 14.5),

ε = 0.465 +
2.030(

D/dp + 1.033
)2 . (54)

Pro general particles (1.5 ≤ D/dp ≤ 50; 0.42 < ψ < 1.0),

ε =

(
0.1504 +

0.2024
ψ

)
+

1.0814(
D/dp + 0.1226

)2 . (55)
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The course of the voidage versus the D/dp ratio is shown in Figure 5. It can be seen that, up to value
10, the voidage strongly depends on this ratio. From this value, the voidage is approximately constant.

6. Heat Transfer Calculation

Determination of the heat transfer coefficient of the gas flowing through the packed bed is the
most sensitive point of the calculation. Even if we set the correct number of sections and consider the
variable properties of the fluids and the packed bed material, if we determine the wrong heat transfer
coefficient, we get poor results.

The heat transfer coefficient mostly includes the effect of both convection and radiation for
both streams. Heat transfer coefficient depends predominantly on the type of storage material.
The respective equations for convective heat transfer were published, e.g., in Reference [37], while
those for radiative heat transfer were discussed, e.g., in Reference [38].

The heat flux density q between the gas and the packed bed material can be expressed as follows:

q = qc + qr = ht
(
Tg − Tb

)
, (56)

where qc is the convective heat flux density (W·m−2), qr is the radiative heat flux density (W·m−2),
and the total heat transfer coefficient is defined as

ht = hc + hr. (57)

The influence of the conductive transfer is negligible compared to the others. As mentioned
previously, the convective component must be, in some cases, replaced by the effective heat transfer
coefficient hlum.

ht = hlum + hr. (58)

6.1. Convective Heat Transfer Coefficient

The choice of the heat transfer coefficient is a crucial factor. Many computational equations can
be found to calculate the heat transfer coefficient in the literature. However, they can give different
results. It is necessary to choose a computational equation that was verified for the particles that form
the packed bed.

The equation for a randomly packed bed (Equation (59)), which was verified on experimental
data, was recommended in Reference [39].

Nu =
hcdp

λg
= 2 + 1.8Re1/2Pr1/3, (59)

for Pr = 0.7–0.8, Re > 100. Here, λg is the thermal conductivity (W·m−1·K−1), Re is the Reynolds number
(-), and Pr is the Prandtl number (-).

The heat transfer coefficient in the packed bed of spheres can be calculated according to
Reference [40] using the following equation:

Nu =
hcdp

λg
= 0.584Re0.7Pr1/3, (60)

for Re = 500–50,000. This equation was also recommended in Reference [41]. A significant wall effect
was observed at ratios of bed diameter to particle diameter less than 20. Above that ratio, this equation
is valid.

An equation for a packed bed formed with spheres was recommended in Reference [42].

Nu =
hcdp

λg
= 1.09Re0.68Pr1/3, (61)
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for Re = 200–10,400.
Another suitable equation was mentioned in Reference [40].

Nu =
hcdp

λg
= εRePr1/3

(
0.0108 +

0.929
Re0,58 − 0.483

)
. (62)

This equation takes into account the voidage, ε, and it is valid for a Reynolds number of 20–10,000.
The equation for flow in a packed bed can also be used [43].

Nu =
hcdp

λg
=

(
0.5Re0.5 + 0.2Re2/3

)
Pr1/3, (63)

for 20 < Re < 100,000.
As mentioned in Reference [44], the heat transfer performances in a packed bed are usually

formulated by traditional correlation as follows:

Nu =
hcdp

λg
= a1 + a2Pr1/3Ren

(
dp

dh
ε

)n

, (64)

where a1, a2, and n are model constants. The values of these constants given by Reference [44] are
a1 = 2.0, a2 = 1.1, and n = 0.6. Values of these constant for different packed cells were mentioned in
Reference [45].

An experimental study was carried out to investigate the heat transfer of packed bed solar energy
storage system having large-sized elements of storage material of different shapes [26].

Nu =
hcdp

λg
= 0.437Re0.75ψ3.35ε−1.62e29.03(logψ)2

. (65)

The heat transfer in the structured packed bed formed by straight channels can be determined
using the following basic equation:

Nu =
hcdp

λg
= 0.023Re4/5Pr1/3. (66)

6.2. Radiative Heat Transfer Coefficient

In certain high-temperature applications, the heat exchanger is heated up by a flue gas containing
significant proportions of CO2 and H2O vapor. In these circumstances, the radiation heat transfer must
be considered.

The heat flux density due to gas–solid radiation is given by

qr =
εb + 1

2
σ
[
εgT4

g − αgT4
b

]
, (67)

where εg and αg are the emissivity and mean absorptivity of gases (-), respectively, εb is the emissivity
of bed material (-), and σ is Stefan Boltzmann’s constant, 5.67 × 10−8 (W·m−2·K−1). The fraction of εb+1

2
is sometimes called the emissivity correction factor.

The values of emissivity and absorptivity are proportional to the percentage of carbon dioxide and
water vapor in the gas and to the beam length. Both are functions of the gas temperature. These values
can be obtained from Hottel’s charts [46] or using the methods given in the literature.

qr = hr
(
Tg − Tb

)
. (68)
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According to Reference [47], it is possible to calculate the radiative heat transfer hr using the
equation mentioned in Reference [48].

hr ≈ 4σεbT3
b . (69)

More specifically, however, the emissivity and gas absorption can be determined based on the
mean beam length (m), Lb, in a given space and on the partial pressures of the respective radiant gas
components. Several methods can be found in the literature.

The mean beam length Lb is determined from a known equation for the case when Lb > 1 m,

Lb =
3.6V

P
, (70)

and, for the case when Lb < 1 m,

Lb =
3.4V

P
, (71)

where V is the mean channel volume (m3), and P is the mean inner surface of the channel in the packed
bed (m2).

The emissivity of gas can be calculated using the equation from Reference [49].

εg =
[
εCO2 +

(
εH2OCH2O

)]
(1−CSO), (72)

where εCO2 is the emissivity of carbon dioxide (-), εH2O is the uncorrected emissivity of water vapor
(-), CH2O is Beer’s law correction factor for water vapor (-), and CSO is the spectral overlap correction
factor (-).

The emissivity of carbon dioxide (εCO2) is a function of temperature and the product (pCO2L),
where pCO2 is the partial pressure of carbon dioxide in the gases (Pa) and Lb is the mean beam length
(m). Thus,

εCO2 = f
(
pCO2Lb, Tg

)
. (73)

The emissivity of water vapor (εH2O) is a function of temperature and (pH2OLb), where pH2O is the
partial pressure of water vapor (Pa) and Lb is the mean beam length (m). Thus,

εH2O = f
(
pH2OLb, Tg

)
. (74)

Mean absorptivity of gas (αg) is estimated using the equation from Reference [49].

αg =
(
αCO2 + αH2O

)
(1−CSO) =

⎛⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎣εCO2

(
Tg

Tb

)0.65⎤⎥⎥⎥⎥⎦+
[
εH2OCH2O

(
Tg

Tb

)n]⎞⎟⎟⎟⎟⎠, (75)

where n = 0.5 for Tb < 500 ◦C, n = 0.4 for Tb > 900 ◦C, and n = 0.45 for 500 ◦C < Tb < 900 ◦C.
The emissivity of carbon dioxide (εCO2) and water vapor (εH2O), and the absorptivity of gases can

be computed using methods available from the literature [50–53].

6.3. Heat Losses

If the wall of the regenerator is not sufficiently insulated, the heat losses through the wall of the
equipment should also be included in the calculation.

These are defined as follows:
Qw = hoAw

(
Tw − Tin f

)
, (76)

where Aw is the wall area (m2), Tw is the wall temperature (◦C), Tinf is the ambient temperature (◦C),
and ho is the outside convective heat transfer coefficient (W·m−2·K−1).
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For vertical cylinders, the convective heat transfer coefficient ho is calculated from a correlation of
Churchill and Chu [54] for plane surfaces as

Nu =
hoH
λo

=

⎧⎪⎪⎪⎨⎪⎪⎪⎩0.825 +
0.387Ra

1
6[

1 + (0.492/Pr)9/16
]8/27

⎫⎪⎪⎪⎬⎪⎪⎪⎭
2

, (77)

where H is the height of the regenerator (m), and Ra is the Rayleigh number given as follows:

Ra =
gβ(Tw − T∞)H3

αν
. (78)

where H is the height of the regenerator (m), g is the gravity acceleration (m·s−2), β = 1
T f

= 2
Tw+Tin f

is the

thermal expansion coefficient (K−1), α is the thermal diffusivity (m2·s−1), and ν is the kinematic viscosity
of gas (m2·s−1) as defined in the temperature of Tf. Validity of the correlation is in the range 10−1 < Ra
< 1012. This correlation can be used provided the curvature effect is not too significant. This represents
the limit where boundary layer thickness is small relative to cylinder diameter D. The correlations for
vertical plane walls can be used when D/L ≥ 35/Gr0.25 where Gr is the Grashof number.

7. Software Implementation of the Model

Since no software was found on the market to design regenerative heat exchangers, it had to be
created. The abovementioned Willmott methods for the linear and nonlinear model, together with
mentioned equations for determination of heat transfer and pressure drop, were used in creating the
computational software. To make the software user-friendly, the JAVA environment was used to build
the software. The created calculation software (see Figure 6) enables effectively solving these types
of heat exchangers, and it provides results in the form of text output and graphical dependencies of
temperatures and pressure drops along the packed bed and over time. The software enables a user to
print input data, text results, and various graphical dependencies. It is also possible to save these data
and charts in various graphic file formats and copy dependencies in text form to Excel.

 
Figure 6. Screenshot of created software.

In order to perform the calculation, the user must specify the geometric characteristics of the
packed bed, the media properties, the time of hot and cold period, the number of sections into which
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the packed bed is divided, and so on. Furthermore, the method of calculation and suitable equations
for calculating heat transfer and pressure drop are selected.

The code of the created software has thousands of lines and it consists of many classes (for various
methods, heat transfer, pressure drop, display results, saving, etc.); therefore, it is not possible to show
all the code here. As mentioned in the article, the trapezoidal method is used to solve differential
equations. A small part of the code for solving differential Equations (33) and (34) for the hot period is
shown in the gray rectangle below.

 
/* ------------------------------------------------------------------------- 

* start of hot period—packed bed is heated up—linear model 

* -------------------------------------------------------------------------- 

*/ 

//reverse of temperatures 

for (s=0; s < getSection()+1; s++) 

{ 

Tb_H[0 ][s] = Tb_C[getP_C()][getSection()-s]; 

} 

//start—The constants a1, a2, b1, b2, k1, k2 must be calculated before the run this code. 

for (s = 0; s < getSection(); s++) 

{ 

Tg_H[0][s+1] = a1h*Tg_H[0][s] + a2h*(Tb_H[0][s+1] + Tb_H[0][s]); 

} 

for (t = 0; t < getP_H(); t++) 

{ 

Tb_H[t+1][0] = b1h*Tb_H[t][0] + b2h*(Tg_H[t+1][0] + Tg_H[t][0]); 

for (s = 0; s < getSection(); s++) 

{ 

Tb_H[t+1][s+1] = k1h*Tb_H[t][s+1] + k2h*Tg_H[t][s+1] + k3h*Tb_H[t+1][s] + k4h*Tg_H[t+1][s]; 

Tg_H[g+1][s+1] = a1h*Tg_H[t+1][s] + a2h*(Tb_H[t+1][s+1] + Tb_H[t+1][s]); 

} 

} 

for (t=0; t<getP_H(); t++) { 

Tgh=Tgh+getTg_H()[t][getSection()]; // Calculate total outlet temp. of gas to get average temp. 

Tbh=Tbh+getTb_H()[t][getSection()]; 

} 

Tgh=Tgh/getP_H(); // Calculate average outlet temp. in heating process 

Tbh=Tbh/getP_H(); 

/* ------------------------------------------------------------------------- 

* end of hot period 

* -------------------------------------------------------------------------- 

*/ 

One possibility of how to improve the created software is to implement an open-source database
of fluid properties. Currently, it is necessary to specify fluid properties using interpolation curves,
which is not quite effective and delays the calculation. The user must firstly create interpolation curves
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and then insert their constants into the software. The next step would be to add the possibility of
using the regenerative heat exchanger for flue gas cleaning. This means the software would be able to
divide the packed bed into a part where heat accumulation or heat output occurs and a part where the
chemical reactions (catalytic bed) take place.

The developed software was used to solve the regenerative heat exchanger. It should be noted the
software is still being developed and improved.

Case Study

The task was to utilize the heat from the gas stream at an inlet temperature of 727 ◦C and to
heat up the gas at an inlet temperature of 27 ◦C with the accumulated heat. Flow rates, hot and cold
periods, and media properties are given in Table 4. A regenerative heat exchanger with a packed
bed diameter of 0.2 m and a height of 1 m should be used. The geometry of the regenerator and
properties of the packed bed are given in Table 5. The Willmott linear method was used for calculating
the heat exchanger.

Table 4. Properties of hot and cold fluid.

Hot Gas Cold Gas

Mass flowrate 79.2 79.2 kg·h−1

Input temperature 727 27 ◦C
Period 600 600 s

Density 0.51 0.51 kg·m−3

Dynamic viscosity 364 × 10−7 364 × 10−7 Pa·s
Heat capacity 1060 1060 J·kg−1·K−1

Thermal conductivity 0.046 0.046 W·m−1·K−1

Table 5. The geometry of the regenerator and properties of the packed bed.

Bed Diameter 0.2 m

Bed height 1 m
Number of sections 100 -
Type of packed bed Ceramic balls -

Ball diameter 0.03 m
Voidage 0.38 -
Density 3970 kg·m−3

Heat capacity 765 J·kg−1·K−1

Therma conductivity 15.8 W·m−1·K−1

Thermal diffusivity 0.463 × 10−6 m2·s−1

It should be noted that the cooling period means that the bed is cooling down and the heating
period means that the bed is heating up.

Convergence is attained when the pseudo-thermal ratios given by Equation (37) in two subsequent
cycles are numerically equal, with a difference of less than 1 × 10−6. According to the calculation
results, the equilibrium was reached after 18 cycles, and the calculation time was 48 milliseconds. It is
obvious that the calculation is fast. The main results are shown in Table 6, and graphical dependencies
of temperatures and pressures are shown in the figures below. These are only basic graphical outputs
provided by the software. Similarly, the output text protocol contains much more data than shown in
Table 6.
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Table 6. Basic results of the calculation.

Cold Gas Hot Gas

Input temperature 27.0 727.0 ◦C
Out. temp. at the start of the period 702.7 51.4 ◦C
Out. temp. at the end of the period 576.2 178.2 ◦C

Heat transfer coefficient 92.7 92.7 W·m−2·K−1

Velocity of gas 3.6 3.6 m·s−1

Efficiency of regenerator 87.8 %
Heat transfer area 3.9 m2

Mass of packed bed 77.3 kg
Mena pressure drop 3141 3573 Pa

The basic graphical output is the course of the gas temperatures and the packed bed at the outlet as
a function of time (see Figure 7). It can be seen the temperature of the cold medium at the outlet is the
highest at the beginning of the period. Gradually, the stored heat decreases and the outlet temperature
of the cold gas falls. The opposite situation occurs with hot gas. The hot gas transfers most heat at the
start of the period and, gradually, the ability of the bed to absorb energy decreases and the hot gas
outlet temperature increases.

 
Figure 7. Dependences of temperatures on the time.

Figure 8 shows the temperature variations of the packed bed material along with its height for the
hot and cold periods at steady state. It can be seen that the packed bed has the highest temperature
in the first sections. With an increase in the height of the packed bed, the temperature decreases
significantly. This is the reason why both media flow gradually in opposite directions.

Figure 8. Dependences of temperatures on the location.
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Figure 9a,b illustrates that the temperature profiles of the gaseous phase along the bed gradually
change with time. In this calculation, they were obtained after a simulation of 18 cycles from the initial
condition. Moreover, these figures predict the temperature variations at the same location of the bed
but different time of the period.

 
(a) (b) 

Figure 9. The graphical dependences of gas temperatures along the bed: (a) for the cooling period; (b)
for the heating period.

The pressure drop variations for the hot and cold periods over time is shown in Figure 10.
When calculating the pressure drop, the variable physical properties of the gases as a function of
temperature were considered. The pressure drop increases with the temperature, while the gas volume
increases with temperature and, hence, medium velocity increases. The pressure drop increases during
the heating process and decreases during the cooling process with time. Thus, the pressure drop
variations correspond to the temperatures shown in Figures 7 and 9.

Figure 10. Dependences of pressure drop.

The text and graphical results shown in the paper are not complete results provided with the
software. They represent only a selection of the main results.

8. Summary

Our task was to create software for calculating regenerative heat exchangers with a fixed bed
at the request of an engineering office in the Czech Republic. Research revealed there are several
computational methods that differ in accuracy and computational stability. It was shown that the open
computational methods proposed by Willmott seem to be the most suitable for use on a computer.
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Although these methods are several years old, they were not suitable because of their complexity at
the time of their creation. In subsequent years, the methods were simplified in order to facilitate and
accelerate the calculation. This is because, for the exact solution of these types of exchangers, it is
necessary to solve the system of differential equations. With the development of computers, however,
the situation changed, and these methods are again up to date. The advantage of these methods is their
stability and possibility to adjust them by adding suitable calculation formulas for the determination
of heat transfer and pressure drop.

The impulse to create this paper was also to broaden the awareness of regenerative heat exchangers,
to provide designers with an overview of suitable calculation methods and, thus, to extend the interest
and use of these types of heat exchangers. This is the reason why not only calculation methods, but also
equations for determining the heat transfer coefficient of convection and radiation and equations for
predicting pressure drops are mentioned in the paper. Potential candidates for the calculations of these
devices are given as an overview of suitable calculation methods and equations, and one does not
need to extensively search for them in the available literature.
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Nomenclature

Greek symbols

a absolute specific surface (m−1)
ar relative specific surface (m−1)
Ap particle surface area or heat transfer surface area (m2)
As surface area of a sphere that has the same volume as the particle (m2)
Aw wall area (m2)
b exponent in the Equation (41) (-)
c velocity of gas based on the empty cross-section of the bed (m·s−1)
Cp heat capacity (J·kg−1·K−1)
CH2O Beer’s law correction factor for water vapor (-)
CSO spectral overlap correction factor (-)
D diameter of packed bed or regenerator (m)
dh hydraulic diameter of packed bed (m)
dV diameter of a sphere that has the same volume as the particle (m)
dp particle diameter which has the same surface-to-volume ratio as the given particle (m)
e effective roughness height (m)
g gravity acceleration (m·s−2)
hc convective heat transfer coefficient (W·m−2·K−1)
hlum lumped heat transfer coefficient (W·m−2·K−1)
ho outside convective heat transfer coefficient (W·m−2·K−1)
hr radiative heat transfer coefficient (W·m−2·K−1)
ht total heat transfer coefficient (W·m−2·K−1)
k1 k2 constants in the Equation (41) (-)
K/K0 ratio specified in the Equation (30) (-)
L height of regenerator (m)
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Lb mean beam length (m)
m number of section (-)
Mb mass of packed bed (kg)
mg mass flow rate of gas (kg·s−1)
Mg mass of gas resident in the regenerator (kg)
n number of cycles (-)
Nu Nusselt number (-)
P length of period (s)
P mean inner surface of the channel in the packed bed in Equations (70) and (71) (m2)
pCO2 partial pressure of carbon dioxide in the gases (Pa)
pH2O partial pressure of water vapor (Pa)
Pr Prandtl number (-)
q total heat flux density (W·m−2)
qc convective heat flux density (W·m−2)
qr radiative heat flux density (W·m−2)
r refers to the distance (m)
rh hydraulic radius (m)
Ra Rayleigh number (-)
Re Rem Rel Reynolds number (-)
S refers to the time (s)
t time (s)
Tb mean temperature of packed bed (◦C)
Tg temperature of the gas flowing through the bed (◦C)
Tw wall temperature (◦C)
Tinf ambient temperature (◦C)
V mean channel volume in Equations (70) and (71) (m3)
Vb total volume of the packed bed (m3)
Vp volume of the material of the packed bed (m3)
Vm free volume of the packed bed (m3)
Superscripts
′ refers to heating period
” refers to cooling period
Substricpts

b packed bed
g gas
H harmonic
i input
m mean value or modified (for Reynolds number)
o output
r refers to distance
ref reference value
S refers to time
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Abstract: Depending on its operating conditions, traditional soot blowing is activated for a fixed time.
However, low-frequency soot blowing can cause heat transfer efficiency to decrease. High-frequency
soot blowing not only wastes high-pressure steam, but also abrades surface pipes, reducing the
working life of a heat exchange device. Therefore, it is necessary to design an online ash fouling
monitoring system to perform soot blowing that is dependent on the status of ash accumulation.
This study presents an online monitoring model of ash-layer thermal resistance that reflects the
degree of ash fouling. A wavelet threshold denoising algorithm was applied to smooth the thermal
resistance of the ash layer calculated by the heat balance mechanism model. Thus, the variation in
thermal resistance becomes more visible, which is more conducive to optimizing the operation of soot
blowing. The designed Support Vector Regression (SVR) model could achieve the online prediction
of thermal resistance denoising for low-temperature superheaters. Experimental analysis indicates
that the prediction accuracy was 98.5% during the testing phase. By using the method proposed
in this study, online monitoring of heating surfaces during the ash fouling process can be realized
without adding complicated and expensive equipment.

Keywords: utility boiler; thermal resistance; wavelet threshold denoising algorithm; support vector
regression (SVR)

1. Introduction

In the Chinese economy, the coal-fired boiler continues to play a significant role in converting heat
energy into steam or hot water [1]. The energy conservation and environmental protection policies of
coal-fired boilers in China have been continuously strengthened in recent years [2]. Many cities are
carrying out energy-saving and emission-reduction renovations of boilers. In 2015, China pledged to
reduce its CO2 emissions per unit of GDP by 60–65% by 2030 compared with the levels in 2005 [3,4].
Therefore, China’s coal-fired boilers have rapidly developed in the direction of high parameters
and large capacities in recent years [5]. Supercritical and ultra-supercritical units with rated power
generations greater than 600 MW have gradually become the dominant direction of coal-fired units.

Since the end of July 2017, China has put into operation 101 units of 1000 MW ultra-supercritical
units. However, with the increase of boiler capacity and parameters, especially the improvement of
steam parameters, the problem of ash and slag in boiler furnaces and on convection heating surfaces
has become more serious. In the furnace combustion process, ash fouling and slagging on heating
surfaces has always been one of the critical factors affecting heat transfer efficiency. After the pulverized
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coal particles are burned, part of the fly ash passes through the platen superheater, high-temperature
superheater, low-temperature superheater, reheater, economizer, air preheater and so on. Ash and slag
are deposited on the heating surfaces of all levels. The slope and superheater areas are sometimes
covered by massive ash deposits, which in severe cases can cause undesirable unit shutdowns [6].
Due to the small thermal conductivity of the ash, ash accumulation increases the thermal resistance of
the heating surface and deteriorates the heat exchange, which in turn causes the exhaust temperature to
increase and the boiler efficiency to decrease. When the ash accumulation is serious, ash blockage will
occur in the flue, resulting in increased ventilation resistance and reduced boiler output. Sometimes,
a power plant is even forced to shut down its furnaces. In addition, high-temperature corrosion and
wear of the heating-surface metal tube (caused by ash and slagging) are main factors that can result
in boiler tube explosion. Dong et al. [7] introduced a comprehensive experiment in which fly ash
particles were impacted under controlled conditions against a flat steel surface to understand the ash
deposition process in a pulverized coal boiler system. A systematic study was conducted at a coal-fired
power plant, including detailed fuel analysis, boiler and soot-blower characteristics and optimization
of slagging in the furnace [8].

The most common solution is to clean the heating surface using various types of soot blowers,
as soot blowing can ensure the safety and economy of boiler operation. Shi et al. [9] firstly proposed
a cleanliness factor model to monitor the ash deposition status of air preheaters. The analysis of
fouling kinetics and optimization of the soot-blowing strategy are then performed to optimize steam
consumption and heat transfer efficiency. Shi et al. [10] also established an optimization model of soot
blowing on a boiler’s economizers. The measurement data and basic thermodynamic calculation data
of the distributed control system (DCS) of a thermal power plant are used to calculate the fouling
rate of the heated surface in real time. The traditional soot blowing method is purged for a fixed
time, depending on operating conditions [11]. The low-frequency soot blowing process can cause
heat transfer efficiency to decrease, diminishing a boiler’s performance. High-frequency soot blowing,
on the other hand, can not only result in the waste of high-pressure steam, but also abrade surface
pipes, causing enormous thermal stress and reducing the working life of the heat exchange device
while increasing the maintenance cost of the soot blower. Therefore, regular soot blowing will not
meet the economic and efficiency requirements of soot blowing.

Different methods for automatic soot blowing that are dependent on the severity of ash in the
heated area have become a hot research topic. However, the fouling degree of the heating surface
includes many factors, including the characteristics of nonlinearity and strong coupling. This is difficult
to simulate with a precise physical model [12], so it is particularly important to establish an online
monitoring model that uses thermal resistance to characterize the fouling degree of the heating surface.
Through accurate online monitoring of the fouling level on a boiler’s heating surface, soot blowing
optimization can be implemented to improve the economy and efficiency of boiler operation.

There are three primary methods for predicting the fouling level of a heating surface, including
ash fouling monitoring based on instrumental measurements (direct method), ash fouling monitoring
based on a mechanism model (indirect method) and ash fouling monitoring based on a data-driven
model (indirect method).

In boiler furnaces, instrumentation-based ash fouling monitoring systems include an acoustic
pyrometry system. Multi-path measurement of the temperature field in the boiler furnace is carried out
by an acoustic generator and an acoustic receiver. The geometric pixel segmentation and regularization
algorithm are used to reconstruct the two-dimensional temperature field [13]. Acoustic pyrometry
technology is used to monitor the temperature change of flue gas on the local heating surface in the
boiler furnace, and a new cleaning factor is defined to characterize the shift in the ash fouling degree [14].
However, acoustic pyrometry technology has its limitations: it can only measure the temperature
change of the local heating surface; most of the heating surface is unmeasurable; and additional
acoustic sensors are required.
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An ash fouling monitoring system based on a mechanism model mainly uses the heat transfer
principle to establish the heat transfer model of heating surfaces, and it selects the cleaning factor
to reflect the fouling degree of the heating surface [15]. The boiler-side heat absorption models are
established to calculate the heat absorption rate of the working fluid in the boiler, including heat
exchanger, metal wall and heat loss [16]. The superheater model is used to analyze the effect of the ash
layer on the outer tube surfaces and the scale-layer deposit on the inner tube surfaces [17]. Digital signal
processing tools are also widely used in the data processing and analysis of boiler monitoring to
optimize the ash fouling monitoring system. A dual-extended Kalman filter has been used to estimate
the influencing factors of ash deposition, and a cleaning factor indicator has been applied to reflect the
fouling degree of heating surfaces [18]. Sobota introduced a method for determining the heat-flow
parameters of a steam boiler [19] that can perform online calculations of heating flow rates absorbed
by boiler furnaces and superheaters. These parameters can determine the degree of slagging in the
furnace. Monitoring the performance of a unit and determining the degree of slagging in the furnace
is of great importance. Pronobis studied the influence of biomass co-combustion on the fouling of
boiler convection surfaces [20], determining that the co-combustion of straw can cause severe chloride
corrosion in superheater tubes. Meanwhile, adopting properly organized soot-blowing technology
can eliminate the more serious problem of ash accumulation during the biomass fuel combustion
process. Feng et al. [21] built a model of multi-pressure heat recovery steam generator (HRSG) based
on the laws of thermodynamics and incorporated energy balance equations for heat exchangers while
analyzing flue gas and water/steam parameters such as temperature, pressure, steam mass flow rate
and the heat efficiency of different heat exchangers. Tong et al. [22] developed a model to solve the
heat transfer calculation of multi-sectional regenerative air heaters (which usually have several layers),
and they designed a computational procedure through which to carry out the model. Feng et al. [23]
analyzed the steam mass flow rate and outlet temperature of HRSG based on several parameters.
This analysis was based on the laws of thermodynamics, and incorporated into the energy balance
equations for heat exchangers.

An ash fouling monitoring system based on a data-driven model uses machine learning algorithms
to identify and map the relationships between data, avoiding the establishment of complex nonlinear
coupled physical models. Enrique et al. (2005) introduced an artificial neural network (ANN) into the
prediction of a fouling degree on the boiler heating surface [24]. A probabilistic prediction model for
soot blowing based on an artificial neural network and an adaptive neuro-fuzzy inference system was
proposed that could avoid the establishment of the nonlinear complex theoretical models involved in
fouling dynamics [25]. Temperature differences between the two sides of the tube and shell and the
efficiency of the heat exchanger have been predicted based on a local linear wavelet neural network
model [26]. The particle swarm optimization (PSO) algorithm can be applied to the hyper-parameter
optimization of the support vector machine (SVM) to establish a fouling prediction model for the
heat exchanger, which provides another method for the fouling prediction of the heat exchanger [27].
However, the robustness of the pure data-driven model is weak, and easily deviates from the actual
value under small disturbances.

To enhance the stability and prediction accuracy of ash fouling monitoring systems, this study
proposes a method of combining the mechanism model and the data-driven model for the fouling
prediction of boiler heating surfaces.

2. Online Ash Fouling Monitoring Model of a Low-Temperature Superheater

Figure 1 shows the overall framework of the training process for the ash accumulation monitoring
model. Firstly, according to the principle of heat balance, a heat transfer mechanism model is
established to calculate the thermal resistance of the ash layer, after which the wavelet threshold
denoising algorithm is used to filter out the noise fluctuation in the thermal resistance. Finally,
this paper establishes an online fouling prediction model for heating surfaces based on support vector
regression (SVR) [28]. This method can filter jagged fluctuations in the thermal resistance data and

31



Energies 2020, 13, 59

predict the ash fouling severity of low-temperature superheaters online, providing more-favorable
conditions for the research of further soot blowing optimization strategies.

Figure 1. The training model for the ash fouling accumulation monitoring of boiler heating surfaces.

2.1. The Thermal Resistance Model of a Low-Temperature Superheater

As shown in Figure 2, heat balance and the heat transfer calculation of heating surfaces are based on
the basic theory of boiler thermal balance and performed one by one along opposite directions of the flue
gas flow from the outlet of the air preheater. The inlet working-fluid temperature of the low-temperature
superheater is calculated according to the heat balance principle—Equations (1) and (2) for the working
fluid side and the flue gas side based on the known inlet and outlet gas temperatures of each heating
surface, the working fluid outlet parameters and the pipe arrangement structure of each heating surface.
Heat transfer Equation (7) can then be applied to calculate the heat transfer coefficient of the boiler’s
low-temperature superheater.

Figure 2. The flue gas flow process on the heating surfaces of the boiler.
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Heat absorption on working fluid side:

Qgz =
D(i′′ − i′ + Δi jw)

Bj
(1)

Heat release on flue gas side:

Qyq = ϕ(I′ − I′′ + Δα · I0
lk) (2)

where Qgz is the convection heat absorption on the working fluid side; Qyq is the convection heat
release on the flue gas side; D is the quantity of the working fluid flow; Bj denotes the calculating
fuel quantity; i′ and i′′ represent the enthalpy of the inlet working fluid and outlet working fluid,
respectively; I′ and I′′ are the enthalpy of the inlet flue gas and outlet flue gas, respectively; Δi jw is the
reduced value of steam enthalpy in the desuperheater; ϕ is the heat retention coefficient; Δα is the air
leakage coefficient; and I0

lk is the theoretical cold air enthalpy.
Physical parameters such as D, Bj, I′, i′′ , I′′ , Δi jw and so on are collected in the distributed control

system (DCS), and ϕ, I0
lk, Δα and so on can be obtained through manual boiler design and thermal

calculation. According to the heat balance equation Qgz = Qyq, the enthalpy of the inlet working fluid
at the low-temperature superheater is as follows:

i′ = i′′ + Δi jw −
ϕBj(I′ − I′′ + ΔαI0

lk)

D
(3)

According to the enthalpy temperature table of superheated steam, as shown in Figure 3,
the corresponding inlet working fluid temperature T is expressed as follows:

T = f (I, P) (4)

where I is superheated steam enthalpy, and P is superheated steam pressure.

Figure 3. The enthalpy diagram of superheated steam.

Next, the logarithmic mean temperature difference Δt is obtained from the inlet and outlet working
fluid temperatures and the inlet and outlet flue gas temperatures, which can be described as follows:

Δt =
Δtd − Δtx

ln Δtd
Δtx

(5)

where Δtd is the difference between the inlet temperature of the flue gas side and the inlet temperature
of the working fluid side of the low-temperature superheater, and Δtx is the difference between the
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outlet temperature of the flue gas side and the outlet temperature of the working fluid side of the
low-temperature superheater.

When the maximum temperature difference Δtd and the minimum temperature difference Δtx are
satisfied using Δtd

Δtx
≤ 1.7, the logarithmic mean temperature difference Δt can be simplified as follows:

Δt =
1
2
(Δtd + Δtx) (6)

Finally, the actual heat transfer coefficient of the heating surface should be

K =
QgzBj

Δt ·H (7)

where H is the heat transfer area of the low-temperature superheater.
Taking the low-temperature superheater as an example, Figure 4 depicts the heat transfer in a

single superheater tube. The tubular convective heating surface is regarded as a heat transfer model of
multi-layer cylindrical wall, and the heat transfer coefficient K is calculated as follows:

K =
1

1
α1

+ 1
2πLλg

ln r2
r1
+ 1

2πLλm
ln r3

r2
+ 1

2πLλh
ln r4

r3
+ 1
α2

=
1

1
α1

+ Rg + Rm + Rh +
1
α2

(8)

where α1 is the heat release coefficient of the flue gas side; α2 is the heat absorption coefficient for the
working fluid side; λh is the ash-layer thermal conductivity; λm is the metal tube thermal conductivity;
λg is the scale-layer thermal conductivity; r1 is the inner radius of the scale layer; r2 is the inner radius
of the metal tube; r3 is the outer radius of the metal tube; r4 is the outer radius of the ash layer; L is the
length of the metal tube; Rh is the thermal resistance of the ash layer; Rm is the thermal resistance of the
metal tube; and Rg is the thermal resistance of the scale layer.

rr
rr

Figure 4. Heat transfer of the low-temperature superheater tube wall.

Since the influence of Rm is small, the effect of Rm is ignored. Before the raw water is replenished
into the boiler, the power plant must treat the boiler feed water to remove the salts, impurities and
gases, so that the quality of the supply water meets certain requirements. Therefore, the thermal
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resistance of the scale layer Rg is small and can be ignored to simplify the calculation of Rm = Rg = 0.
Thus, the thermal resistance of the ash layer Rh is calculated as follows, according to the Equation (8):

Rh =
1
K
− 1
α1
− 1
α2

(9)

where the heat release coefficient of the flue gas side α1 is the convective heat transfer coefficient αd
and the radiation heat release coefficient α f , and is calculated as:

α1 = αd + α f (10)

For the low-temperature convection heating surface, the radiation heat release coefficient α f = 0.
When tube bundles on the convection heating surface are arranged in parallel, the heat release coefficient
on the flue gas side becomes

α1 = αd = 0.2CsCz
λy

d
(
ωyd
νy

)
0.65

(
μyCp,y

λy
)

0.33

(11)

When the tube bundles on the convection heating surface are arranged in staggered rows, the
convective heat transfer coefficient on the flue gas side is calculated as

αd = CsCz
λy

d
(
ωyd
νy

)
0.6

(
μyCp,y

λy
)

0.33

(12)

The heat absorption coefficient α2 on the working fluid side is given by

α2 = 0.023CtCl
λ f

ddl
(
ω f ddl

ν f
)

0.8

(
μ f Cp, f

λ f
)

0.4

(13)

where Cs,Cz,Ct,Cl are the correction factors determined by the structural dimensions of tube bundles,
and represent the correction factor related to pipe pitch, the correction factor associated with the
vertical tube row number, the correction factor related to airflow and wall temperature and the relative
length correction factor, respectively; d is the outer diameter of the low-temperature superheater tube;
ddl is the inner diameter of the low-temperature superheater tube; ω f and ωy are the flow rate of
the working fluid and flue gas at the average temperature, respectively; λ f and λy are the thermal
conductivity of the working fluid and flue gas at the average temperature, respectively; ν f and νy are
the kinematic viscosity of the working fluid and flue gas at the average temperature, respectively;
μ f and μy are the dynamic viscosity of the working fluid and flue gas at the average temperature,
respectively; and Cp, f and Cp,y are the constant-pressure specific heat of the working fluid and flue gas
at the average temperature.

The thermal resistance of the ash layer Rh is used to characterize the fouling degree of the
convection heating surface. Generally, the larger the value is, the more serious the fouling of the
heating surface is.

2.2. Wavelet Decomposition Model

In 1988, Mallat proposed a concept of multi-resolution with a fast algorithm for wavelet
decomposition and reconstruction [29,30]. The original signal f (t) ∈ L2(R) Ψa,b(t) is a continuous
wavelet. Then, the inner product of f (t) and Ψa,b(t), which is called the continuous wavelet transform,
is described as

W f (a, b) =
〈

f (t), Ψa,b(t)
〉
=

1√
a

∫
R

f (t) ∗Ψ(
t− b

a
)dt (14)
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However, in actual engineering calculations, the signals are discrete. As a result, it is necessary to
discretize the wavelet transform. The binary discrete wavelet transform (DWT) can be expressed as

W f (2
j, b) =

〈
f (t), Ψ j,b(t)

〉
= 2− j/2

∫
R

f (t) ∗Ψ(
t− b

2 j )dt (15)

The basic principle is as follows. A signal f (t) in space Vj can be represented by basic functions in
two orthogonal subspaces, Vj+1 and Wj+1, which can be determined using Equation (16). According
to Equation (17), the first level decomposes A0 into a low-frequency part A1 and a high-frequency part
D1, the second level decomposes A1 into a low-frequency part A2 and a high-frequency part D2 and so
on, until the multi-resolution decomposition of signals can be realized.

Vj = Vj+1 ⊕Wj+1 (16)

f (t) =
∑

cA0(k)ϕ j,k(t)
=

∑
cA1(k)ϕ j+1,k(t) +

∑
cD1(k)ψ j+1,k(t)

=
∑

cA2(k)ϕ j+2,k(t) +
∑

cD2(k)ψ j+2,k(t) +
∑

cD1(k)ψ j+1,k(t)
= . . .

(17)

In the scale metric space Vj, the coefficient A0(k) is decomposed to two wavelet coefficients A1(k)
and D1(k) in the scale metric spaces Vj+1 and Wj+1. Similarly, the two wavelet coefficients A1(k) and
D1(k) can be used for reconstruction to get A0(k). The reconstruction algorithm and the decomposition
algorithm are corresponding and mutually inverse.

2.3. VisuShrink Soft Threshold Denoising

Generally speaking, high-frequency signals contain noise details. The wavelet threshold denoising
algorithm is an effective filtering method. After wavelet decomposition, the threshold wavelet
method is used to weight the decomposed wavelet coefficients. For high-frequency wavelet coefficients,
the VisuShrink soft threshold denoising method [31] is adopted for signal processing. All low-frequency
wavelet coefficients representing the global trend of the original signal are retained. Then, all small
signals are reconstructed to obtain denoising signals, as shown in Figure 5.

A

D

A

D

A

D

 
Figure 5. Wavelet threshold denoising process.

36



Energies 2020, 13, 59

The VisuShrink method selects the high-frequency wavelet coefficients to estimate the standard
deviation of the noise:

σ =
median

(∣∣∣ω j(k)
∣∣∣)

0.6745
(18)

The global threshold λ is determined as

λ = σ
√

2logn (19)

Finally, the soft threshold denoising equation is written as follows

ωλ =

{
[sgn(ω)(|ω| − λ)]

0
|ω| ≥ λ
|ω| < λ (20)

2.4. SVR Theory

An SVR [32–34] method is usually realized through regression and prediction. The principle of
SVR is to learn a function f (x), so that the function value is as close as possible to the real value. Given
the training samples D =

{
(x1, y1), (x2, y2), (xm, ym)

}
, with xi ∈ Rn for the input, yi ∈ R for the target

output, m as the number of training samples. The regression model equation is calculated as

f (x) = wφ(x) + b (21)

where w, x ∈ Rn; b ∈ R, φ(x) is kernel function. SVR transforms low-dimensional nonlinear problems
into high-dimensional linear problems by introducing kernel functions. Solving the dual Lagrangian
problem of SVR:

max
α,α̂

m∑
i=1

yi(α̂i − αi) − ε(α̂i + αi) − 1
2

m∑
i=1

m∑
j=1

(α̂i − αi)(α̂ j − α j)K(xi, xj) (22)

This is subject to
m∑

i=1

(α̂i − αi) = 0 (23)

0 ≤ αi, α̂i ≤ C, i = 1, 2, . . . , m (24)

The above process must satisfy Karush–Kuhn–Tucker (KKT) conditions:

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
αi( f (xi) − yi − ε− ξi) = 0
α̂i(yi − f (xi) − ε− ξ̂i) = 0
αiα̂i = 0, ξiξ̂i = 0

(C− αi)ξi = 0, (C− α̂i)ξ̂i = 0

(25)

Eventually, the solution to SVR is

f (x) =
m∑

i=1

(α̂i − αi)K(xi, x) + b (26)

b = yi + ε−
m∑

i=1

(α̂i − αi)K(xi, x) (27)

where K(xi, x) = φ(xi)
Tφ(x) is the kernel function.
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The kernel function can map the nonlinear problem of low-dimensional space to high-dimensional
space, which will then become a linear problem. However, constructing the kernel function K(xi, x) is a
significant problem. The most crucial step is to determine the mapping of input space to feature space,
which can only be achieved if we know the distribution of data within the input space. However,
in most cases, we do not know the specific distribution of data being processed. Therefore, it is
generally challenging to construct a kernel function that conforms precisely to the input space, and as
a result this paper uses the radial basis function (RBF) instead of rebuilding a new kernel function.

K(x, xi) = exp(−‖x− xi‖2
δ2 ) (28)

The Gaussian radial basis function is one of the most widely used kernel functions. It offers a
better performance regardless of whether a sample is large or small, and it has fewer parameters than
the polynomial kernel function. Therefore, the Gaussian kernel function is preferred in most cases.

Vapnike’s [35] research demonstrates that the kernel parameter δ and penalty factor C are the
key factors affecting the performance of SVM. A larger C will reduce the training error, but will also
result in over-fitting at the same time, which will increase the test error. When the kernel parameter δ
is small, the regression prediction has better accuracy. However, if the kernel parameter δ is much
lower, the accuracy of the model will drop significantly.

3. Case Study and Data Collection

This paper takes a 170 t/h tangentially fired pulverized coal boiler from the Huilian Power Plant
in Wuxi, Jiangsu Province, China, as the research object. The horizontal section size of the furnace
chamber is 7090 × 7090 mm (width × depth). Table 1 gives the design parameters of the boiler.

Table 1. Design parameters of the boiler (rated load).

Parameter Value

Low-temperature superheater convection
Type snake tube

Outer diameter ×wall thickness (mm×mm) Φ38 × 4.5
Material 20G/GB5310

Inlet steam temperature of the low-temperature superheater (◦C) 331.8
Outlet steam temperature of the low-temperature superheater (◦C) 373.3

Fuel consumption (kg/h) 21,836
The average velocity of flue gas (m/s) 8
The average velocity of steam (m/s) 13.5

This type of case study boiler has a typical heating surface structure similar to that of many
power station boilers in China. Figure 6 shows the schematic diagram of the case study boiler system.
It can be seen that after the pulverized coal is burned by the furnace to produce flue gas, the flue gas
flows along the flue gas passage all the way through the platen superheater, the high-temperature
superheater, high-temperature reheater, low-temperature superheater, low-temperature reheater,
economizer, air preheater and many other heating surfaces to the desulfurization tower and bag filter
before finally being discharged by the chimney. The heat transfer mode of the heating surfaces is
convection, except for the platen superheater which is half radiation and half convection. In the actual
operation of the boiler, the flue gas contains a large number of fly ash particles. When fly ash is
deposited on the heated surface, the heat transfer performance is degraded.

The data used in this study was collected from the DCS of power plants, as shown in Table 2.
By analyzing the formation mechanism and influence factors of ash fouling, 20 characteristic parameters
affecting the ash fouling were selected, including the eight powder feeder speeds, the main steam
flow rate, the main steam pressure, the main steam temperature, the outlet steam temperature, the
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inlet flue gas temperature, the outlet flue gas temperature, the steam flow rate, the feedwater flow
rate, the feedwater temperature, the boiler oxygen amount, the air supply rate of blower A and the air
supply rate of blower B. The function of the powder feeder is to continuously and uniformly send
pulverized coal from the pulverized coal bin to the furnace for combustion according to the coal
burning amount required by the boiler load. The speed can control the amount of pulverized coal
entering the furnace. Blower A is a primary fan of the boiler that is used to dry the fuel and send it into
the furnace. Blower B is a secondary fan of the boiler that is used to overcome resistance from the air
preheater, air duct and burner, and to maintain full combustion of fuel. The air blowers are located at
the air inlet of the air preheater (Figure 6, number 11). In summary, this paper uses 20 characteristic
parameters that formed the input set of the SVR model. The input data were collected every three
minutes from 25 May 2019 at 00:00 to 29 May 2019 at 23:57. After the normalization of these 2400 sets
of data, all samples were divided into an 80% training set and a 20% test set.

 
Figure 6. Schematic diagram of the boiler system case study. 1—water wall, 2—steam-water separator,
3—steam turbine, 4—platen superheater, 5—high-temperature superheater, 6—high-temperature
reheater, 7—low-temperature superheater, 8—low-temperature reheater, 9—economizer, 10—air
preheater, 11—air blower, 12—desulfurization tower, 13—bag filter.

In this study, the thermal resistance of the ash layer was chosen to be an indicator by which to
detect the degree of fouling on the heated surface. After the original thermal resistance data were
de-noised by wavelet analysis, the focus was to set up correlations between the 20 characteristic
parameters and the thermal resistance of the ash layer using the SVR model.
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4. Results and Discussion

4.1. Analysis of the Ash-Layer Thermal Resistance

Taking advantage of the thermal resistance mechanism model for the low-temperature superheater
established in Section 2.1, the thermal resistance of the ash layer Rh combined with the operation data
from the Huilian power plant was calculated. Figure 7 is the calculation result of the ash-layer thermal
resistance for the low-temperature superheater. The smaller the thermal resistance of ash-layer value,
the better the heat transfer performance of the low-temperature superheater was.

Figure 7. The changing trend of the thermal resistance for the low-temperature superheater.

It can be seen that there was a sudden drop every day from 06:00–08:00 as the result of a scheduled
ash blowing operation by the power plant, and that the thermal resistance of the ash layer of the
heating surface decreased significantly after soot blowing.

On the morning of 27 May 2019, the degree of ash fouling on the heating surface was not serious
enough, but the operator still performed the blowing operation, which exposed the shortcomings of the
scheduled soot blowing action. Scheduled soot blowing does not consider whether ash accumulation
is severe, and wastes steam that causes severe pipe wall wear, resulting in a decrease in boiler efficiency.
The improper operation of the soot blower will not only reduce the economic benefit of unit operation,
but will also lead to pipe wall wear or even an explosion of the pipe, affecting the safety of the
boiler unit.

This paper calculates the thermal resistance of the ash layer in order to observe and visualize
degrees of ash fouling on the heating surface. Based on quantification, the original soot blowing
method can be changed from scheduled soot blowing to on-demand soot blowing.

On the other hand, it can be observed that there are a large number of sawtooth fluctuations
in Figure 7. These were caused by noise data and unstable working conditions during operations.
Changes in working conditions can affect the heat transfer performance of the heating surface.
These fluctuations are very unfavorable for both the operator’s observations and the development of
an ash blowing strategy.
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4.2. Wavelet Threshold Denoising Results

The wavelet threshold denoising algorithm was performed to smooth and filter the thermal
resistance data, reducing the influence of sawtooth fluctuations on the degree of ash fouling. This method
not only preserved the changing trend of thermal resistance, but also lessened the sawtooth jitter. It
also provided cleaner raw data for the next training of the SVR model.

In this experiment, the sym5 wavelet was selected with two to five decomposition levels.
Figure 8 shows the waveform diagram for each high-frequency and low-frequency signal after wavelet
decomposition. The comparison results for the two to five wavelet decomposition levels and the
denoising are shown in Figure 9a–d.

The signal-to-noise ratio (SNR) and root mean square error (RMSE) are shown after denoising in
Table 3, which demonstrates the accurate quantization of the denoising effect. The higher the SNR of
the signal, the smaller the RMSE, and the closer the denoising signal was to the original signal. It can
be seen that the denoised curve not only retained the changing trend of the original signal, but also
eliminated the influence of partial noises.

SNR = 10log

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
∑
n

x2(n)

∑
n
[x(n) − x′(n)]2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (29)

RMSE =

√
1
n

∑
n
[x(n) − x′(n)]2 (30)

It can be seen in Figure 9 and Table 3 that after calculation with the four-level wavelet threshold
denoising algorithm, the results of SNR and RMSE were 31.8 and 0.000865, respectively. This indicates
that thermal resistance data after a four-level wavelet threshold denoising filtering not only maintained
the overall trend, but also reduced sawtooth fluctuations to a minimum. Thus, the wavelet threshold
denoising algorithm was rendered valid by filtering out some noise information.

Figure 8. Results of four-level wavelet decomposition using the sym5 wavelet.
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Figure 9. Wavelet threshold denoising results.

Table 3. Root mean square error (RMSE) and signal-to-noise ratio (SNR) of wavelet denoising signals
with different levels.

Performance
Index

Wavelet Decomposition Level

2 3 4 5

RMSE 0.000595 0.000705 0.000865 0.001126
SNR 35.1 33.6 31.8 29.5

However, the five-level wavelet threshold denoising lost some of the details of the original
signal, thus the four-level wavelet threshold denoising results were applied as the output data sets of
the SVR model described in Section 2.4. After wavelet decomposition and denoising, the changing
trend of thermal resistance was more visible, which is more conducive to the design of blowing ash
optimization strategy.

4.3. Fouling Prediction Based on SVR

The SVR model described in Section 2.4 was utilized for training the mapping relationship between
characteristic parameters and the thermal resistance of the ash layer. The grid search method was
adopted to optimize the two hyper-parameters of the SVR, including penalty factor C and kernel
parameter δ.

Predictive simulation experiments were performed in the Python 3.6 environment. The first 80%
of samples were divided into a training set and the remaining 20% into a testing set. The RBF kernel
function was then presented. The performance evaluation criterion selected for the SVR model was the
coefficient of determination R2 (optimum was the maximum value). The grid search method was used
for hyper-parametric optimization to improve the prediction accuracy of the SVR model. Figure 10
shows the model prediction accuracy under different hyper-parameters (C, δ). Training and testing
accuracy of the SVR model using four-level wavelet decomposition and denoising data are provided
in Table 4. The optimum hyper-parameters of the SVR model were (29, 0.13), and the accuracy of the
training set and testing set were 0.994 and 0.985, respectively.
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Figure 10. Prediction accuracy with different hyper-parameters (C, δ) based on the grid search algorithm.

Table 4. Training and testing accuracy of the SVR model by using the four-level wavelet decomposition
denoising signal.

Optimal Hyper-Parameters (C,δ)
The Performance Evaluation Criteria R2

Test Train

(29, 0.13) 0.985 0.994

The output results for the thermal resistance of the ash layer were predicted by simulating the
SVR model and comparing it with the actual results of the mechanism model. The original data and
forecasted data of the thermal resistance for the training and testing phases are illustrated in Figure 11.
Figure 12 is a graph of the absolute error residual. It can be observed that the predicted value of
the SVR model was within a range of ±5% of the actual value of the mechanism model, as shown in
Figure 13.

Figure 11. Comparison between the original value and the predicted value of thermal resistance.
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Figure 12. Absolute error diagram of prediction results.

Figure 13. Comparison of predicted and actual thermal resistance.

The SVR model can predict the fouling process of the heating surface with precision by using
20 characteristic parameters and avoiding the establishment of complex equations such as heat transfer
and radiation. The ash fouling prediction model of boiler heating surfaces based on wavelet analysis
and SVR has good generalization and can meet the actual soot blowing operation requirements.

5. Conclusions

In this study, a thermal resistance network of the ash layer is developed to characterize the
degree of boiler ash fouling for the first time, and a physical model was established based on the
heat transfer balance principle of the low-temperature superheater. To reduce the adverse effects of
sawtooth fluctuations, a method based on wavelet analysis and SVR was proposed to improve the
online prediction of thermal resistance. The case study showed that the SNR and RMSE obtained
using a four-level wavelet threshold denoising algorithm to filter the thermal resistance data were 31.8
and 0.000865, respectively. This indicates that the filtered thermal resistance data not only maintained
the overall trend, but also reduced the sawtooth fluctuation to a minimum. With the filtered thermal
resistance data, an SVR model was trained to map the relationship between characteristic parameters
and the thermal resistance of the ash layer. The maximum prediction accuracy was 99.4% during
the training phase and 98.5% during the testing phase. The accuracy of this method can meet real
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engineering needs and provide an innovative way for the analysis and prediction of ash accumulation
for a low-temperature superheater.

The wavelet analysis and SVR model make it possible to predict ash fouling online without
significant sawtooth fluctuation. Therefore, considering the degree of agreement between the predicted
results and the actual calculated results, the online prediction method of thermal resistance based
on wavelet analysis and SVR can be used as an appropriate prediction tool for estimating and
predicting the ash fouling behavior of a low-temperature superheater without adding complicated and
expensive equipment.
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Nomenclature

Acronyms α1
heat release coefficient of the flue gas side
(W/(m2 · ◦C))

ANN artificial neural network α2
heat absorption coefficient of the working fluid
side (W/(m2 · ◦C))

DCS distributed control system λh ash-layer thermal conductivity (W/(m · ◦C))
DWT discrete wavelet transform λm metal tube thermal conductivity (W/(m · ◦C))
KKT Karush Kuhn Tucker conditions λg scale-layer thermal conductivity (W/(m · ◦C))
PSO particle swarm optimization r1 inner radius of the scale layer (m)
RBF radial basis function r2 inner radius of the metal tube (m)
RMSE root mean square error r3 outer radius of the metal tube (m)
SNR signal-to-noise ratio r4 outer radius of the ash layer (m)
SVM support vector machine L length of the metal tube (m)

SVR support vector regression Rh
thermal resistance of the ash layer
(m2 · ◦C ·W−1)

Symbols Rm
thermal resistance of the metal tube
(m2 · ◦C ·W−1)

Qgz
convection heat absorption of the working
fluid side (kJ/kg)

Rg
thermal resistance of the scale layer
(m2 · ◦C ·W−1)

Qyq
convection heat release of the flue gas side
(kJ/kg)

Cs correction factor related to pipe pitch

D quantity of the working fluid flow (kg/s) Cz
correction factor related to the vertical tube row
number

Bj calculating fuel quantity (kg/s) Ct
correction factor related to airflow and wall
temperature

i′ enthalpy of inlet working fluid (kJ/kg) Cl relative length correction factor

i′′ enthalpy of outlet working fluid (kJ/kg) d
outer diameter of the low-temperature
superheater tube (m)

I′ enthalpy of inlet flue gas (kJ/kg) ddl
inner diameter of the low-temperature
superheater tube (m)

I′′ enthalpy of outlet flue gas (kJ/kg) ω f
flow rate of the working fluid at the average
temperature (m/s)
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Δi jw
the reduced value of steam enthalpy
in the desuperheater (kJ/kg)

ωy
flow rate of the flue gas at the average
temperature (m/s)

ϕ heat retention coefficient λ f
thermal conductivity of the working fluid at
the average temperature (W/(m · ◦C))

Δα air leakage coefficient λy
thermal conductivity of the flue gas at the
average temperature (W/(m · ◦C))

I0
lk theoretical cold air enthalpy (kJ/kg) ν f

kinematic viscosity of the working fluid at the
average temperature (m2/s)

I superheated steam enthalpy (kJ/kg) νy
kinematic viscosity of the flue gas at the
average temperature (m2/s)

P superheated steam pressure (MPa) μ f
dynamic viscosity of the working fluid at the
average temperature (N · s/m2)

Δtd

the difference between the inlet
temperature of the flue gas side and the
inlet temperature of the working fluid
side (◦C)

μy
dynamic viscosity of the flue gas at the average
temperature (N · s/m2)

Δtx

the difference between the outlet
temperature of the flue gas side and the
outlet temperature of the working fluid
side (◦C)

Cp, f
constant-pressure specific heat of the working
fluid at the average temperature (J/(kg · ◦C))

H
heat transfer area of the low-temperature
superheater (m2)

Cp,y
constant-pressure specific heat of the flue gas at
the average temperature (J/(kg · ◦C))
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Abstract: The saturated water separated by the steam separator in a natural circulation steam
generator may carry a small amount of saturated steam into the downcomer. The steam contacts
subcooled water and condenses directly in the downcomer causing the variations in the pressure
and steam quality and likely affecting the stability of the water cycle in the secondary loop. It is not
conducive to core heat extraction and thus affects nuclear safety. The mathematical model of the
downcomer was established in this study based on the internal structures of a natural circulation
steam generator. The volume-of-fluid (VOF) and large-eddy-simulation (LES) models were used
for analysis on FLUENT software (ANSYS, Pittsburgh, PA. USA) platform. The influence of direct
contact condensation of top-down flowing steam on the flow properties in the downcomer of the
steam generator under high pressure was studied. The trend of the temperature, pressure, and
the void fraction were obtained by combining these models with the condensation model. Further,
a one-dimensional calculation program based on the differential drop was also developed to assess
the flow field in the downcomer. The calculation results are in good agreement with the experimental
results which indicated that, when affected by the saturated steam carried downward, the flow
temperature close to the exit of the downcomer rises slightly due to the absorption of the heat released
by the steam condensation. Furthermore, the density corrected by the pressure-drop is more reliable
than that corrected by the temperature. After the velocity in the downcomer has increased to a certain
value, the sensitivity of steam quality to the subcooling degree in the downcomer begins to decline.
The results in this paper can be used to perform stability analyses and to design steam generators.
The results of research are helpful to the stability analysis and the design of a steam generator,
and to improve the accuracy of the measurement of the steam generator operating parameters,
thus enhancing the safety of Pressurize Water Reactor operating system.

Keywords: direct contact and condensation of steam; natural circulation steam generator; downcomer;
condensation model

1. Introduction

A natural circulation steam generator is a critical part of the nuclear power plant equipment [1].
It is mainly used to absorb the heat of reactor coolant as well as to generate the saturated steam
that drives a steam turbine. The basic circulation loop of a natural circulation steam generator is
composed of an ascending channel, a steam separator, and a downcomer [2]. As shown in Figure 1,
the feed water flows from the feed pipe into the steam generator and from the top to bottom along the
downcomer. The feed water flows over the support plate into the ascending channel and absorbs heat
in the ascending channel to generate saturated steam. This saturated steam is then filtered out by the

Energies 2019, 12, 3650; doi:10.3390/en12193650 www.mdpi.com/journal/energies49
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steam separator, while the water filtered by the steam separator, known as recycled water, carries part
of the steam, mixes it with the feed water, and flows along the downcomer. Since the density of the
water in the downcomer is greater than the steam mixture in the ascending channel, the water flows
down the downcomer, whereas the mixture flows up the ascending channel.

Figure 1. Schematic diagram of the steam generator simulator.

The following relationship can be assumed under the condition that the water circulation is
stable [2]:

P + ρmgH− ΔPdc = P + ρxgHx + ρxsgHxs − ΔPr − ΔPsp (1)

where P is the steam pressure, ρm is the density of the downcomer, H is the height of the downcomer,
ρx is the density of the pre-heating section in the ascending channel, Hx is the height of the pre-heating
section, ρxs is the density of the vapor section in the ascending channel, Hxs is the height of the vapor
section, ΔPr is the ascending channel resistance, and ΔPsp is the steam separator resistance.

The left side of Equation (1) represents the driving force for the circulation of the steam generator’s
secondary loop, while the right side is its resistance. The saturated steam directly contacts the
downcomer walls and condenses. This changes the density and resistance in the downcomer and
might lead to the decrease of the density in the downcomer and the decrease of the driving force, thus
affecting the stability of the water cycle in the secondary loop. Therefore, the study of this topic has
certain research significance.

Woods et al. conducted six groups of different experiments based on the advanced plant
experimental test facility (APEX) for AP600 in the Oregon State University [3]. These experiments were
aimed to evaluate the steam condensation rate of an established scaled model [3,4] of steam generators
under different pressures and inlet flow rates of primary and secondary loops. Brucker and Sparrow
researched the direct contact and condensation of steam bubbles under high-pressure conditions [5].
The process was simulated from below through the experiments at 1-6 MPa. Their study illustrated
that the time for steam bubbles to collapse increases with increasing pressure but decreases when the
subcooling degree rises.

Numerical simulations have been carried out as well. Yang et al. established a three-dimensional
physical model of a steam generator unit tube based on similarity theory using the steam generator of
Daya Bay Nuclear Power Plant as a prototype [6]. The numerical simulations of the two-phase flow and
boiling heat transfer properties at the secondary loop of the steam generator were performed via the
CFX software(ANSYS, Pittsburgh, PA, USA) [7,8] using a particle model and a phase-transformation
model [9]. However, the trend of the void fraction on the cross-section of a steam generator
ascending channel was also investigated. Indeed, Jiang et al. established a computational model of a
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three-dimensional flow at the secondary loop of the steam generator via FLUENT [10] software using a
porous-medium model under the condition that it is single-phase flow at the secondary loop of the steam
generator [11]. The three-dimensional flow field at the secondary loop of a steam generator during the
steady-state operation of the nuclear power plant was computed, and the distribution of pressure and
velocity for the entire flow field was obtained. Li et al. [12] performed a numerical simulation on the
fluid flow in the feed-water pipe and downcomer via the CFX software using the re-normalization
group (RNG) k-εturbulence model [13]. Furthermore, the mixing of feed and recirculation water in the
steam generator downcomer as well as the distribution of the flow rate and temperature were mainly
investigated under a single-phase condition. Zhou et al. [14] investigated the shape variation of the
steam column under different steam pressures using the Euler multiphase flow model [15], and the
realizable k-ε turbulence [13] and thermal equilibrium change [13] models. Gulawani et al. carried out
Computational Fluid Dynamics simulations of the direct contact and condensation of steam using a
double-resistance model [16]. In their model, there was no resistance on the vapor-phase side, and the
Ranz-Marshall model [17] was adopted in the liquid phase. The computational results were in good
agreement with the experimental data. Li et al. conducted numerical simulations and mechanism
analyses of the steam direct contact condensation in the t-shaped circular tubes by using the gas-liquid
two-phase flow and large eddy simulation turbulence model [18] combined with the double-resistance
model on the FLUENT platform. None of the above studies investigated the influence of the steam
direct-contact condensation on the internal flow field of the steam generator under the top-down flow
state in the downcomer of the steam generator.

This work aims to investigate the condensation state of saturated steam carried to the narrow
downcomer of the steam generator in the direction of the top to bottom and its influence on
the flow characteristics. The mathematical model of the downcomer was established based on
the internal structures of natural circulation steam generator, and the volume-of-fluid (VOF) and
large-eddy-simulation (LES) models combined with the condensation model were used for the analysis.
A small steam generator simulator and an experiment loop were designed in accordance with a typical
power plant system. To this end, the experimental and computational analyses were carried out.

2. Computational Analysis

According to the internal structure of the steam generator, the equation of mass, momentum,
and energy conservation was established for the direct contact condensation process of steam and
subcooled water in the downcomer of the steam generator. The phase change models of condensation
and mass transfer at the vapor-liquid condensation interface were therefore built. An appropriate
condensation heat and mass transfer model was also built and a user define function (UDF) was
written and embeded in the Computational Fluid Dynamics software. The changes in the velocity
field, temperature field, and pressure field during direct contact condensation were obtained.

2.1. Physical Model

As shown in Figure 2, the actual physical model was reconstructed in equal proportions. The inlet
section of the vapor mixture, the width of the downcomer, and the size of the subcooled water inlets
are consistent with the real object. The inlet diameters of the three subcooled water inlets are 3.74 mm;
the inlet inner diameter of the soda mixture is 966 mm, while the inlet outer diameter is 1266 mm;
finally, the width of the downcomer is 23 mm.
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Figure 2. Schematic diagram of the physical model.

The inlet velocity of subcooled water was set as 11 m/s, while the flow mixed with saturated water
and vapor was 0.12 m/s. The temperature of the mixture was the saturation temperature under the
operating pressure, and the vapor rate of the mixture was 0.5%.

The commercial software ANSYS/ICEM [19] was used to draw three kinds of hexahedral
structured grids with different quantities and the mesh quantities were 723,030, 1,584,664, and 2,441,390,
respectively. The grids of the subcooled water inlet were encrypted, the number of boundary layer
grids was 10, and the y+ values corresponding to three different numbers of grids in the numerical
calculation process were 70-90, 15-20, and 10, respectively. Based on the above three different amounts
of grids, the temperature at the center of the section at the top of the downcomer was monitored over
time. As shown in Figure 3, when the mesh quantity was 1,584,664 and 2,141,390, the temperature
changed with time with the same trend with most of the errors being within 1%. In order to save time
and cost, the second grid number was adopted for further simulations.

 
Figure 3. Temperature curve of the top section at different times.

Where Vs is the inlet velocity of the vapor mixture; Vm is the inlet velocity of the subcooled water;
Ts is temperature of the vapor mixture; Tw is temperature of the subcooled water; and P is the pressure
at the coordinate point.

2.2. Mathematical Model

A VOF multiphase model tracked the location of the vapor-liquid interface in real time, while a
LES model [18] was employed to capture the pulsation characteristics of turbulence.
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(1) Control equation
The VOF multiphase flow model control equation includes a continuity equation, a momentum

equation, and an energy equation, as follows.
The continuity equation is [18]:

1
ρ

[
∂
∂t

(
αqρq

)
+ ∇·

(
αqρquq

)]
= Sαq +

n∑
p−1

( .
mpq − .

mqp
)

(2)

With
n∑

q=1

αq = 1 (3)

where uq is the velocity of phase q, m/s; αq is the volume fraction of phase q;
.

mpq is the mass transfer
from phase p to phase q, kg/s;

.
mqp is the mass transfer from phase q to phase p, kg/s; and Sαq is the

quality source term.
The momentum equation is [18]:[

∂
∂t
(ρu) + ∇·(ρuu)

]
= −∇P + ∇·

[
μ
(
∇u + ∇uT

)]
+ ρg + F (4)

where ρ is the density, kg/m3; μ is the dynamic viscosity, kg/(m·s); u is the velocity, m/s; F is the volume
force. Only the surface tension of two phases was considered in this numerical simulation.

The continuous surface force (CSF) model was adopted to determine the tension of the liquid phase:

F = FCSF = σκ∇α (5)

where κ is the curvature and σ is the surface tension coefficient.
The density and dynamic viscosity [18] used in Equation (4) are defined in Equations (6) and (7):

ρ = α2ρ2 + (1−α2)ρ1 (6)

μ = α2μ2 + (1−α2)μ1 (7)

The energy equation can be written as [18]:[
∂
∂t
(ρE) + ∇·(u(ρE + P))

]
= ∇·[(keff∇T)] + Sh (8)

where E is the energy, p is the pressure, Pa; T is the temperature, K; keff is the effective thermal
conductivity of the fluid, w/(m·K); and Sh is the energy source term.

(2) LES turbulence model
In the LES model, the n-s equation of incompressible fluid is filtered and its corresponding

equation is obtained as follows [18].
∂ρ
∂t

+
∂ρui

∂xi
= 0 (9)

∂ρui

∂t
+
∂ρuiuj

∂xj
= − ∂P
∂xi
− ρ0β(T− T0)g +

∂
∂xj

[
(μ+ μt)

(
∂ui

∂xj
+
∂uj

∂i

)]
(10)

where μ is the dynamical viscosity, kg/(m·s); μt is the turbulent viscosity; and β is the coefficient of
thermal expansion.

The Smagorinsky–Lilly [18] model was used for small scale vortices:

μt = ρL2
s

∣∣∣S∣∣∣2 (11)
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where
∣∣∣S∣∣∣ = √

2SijSji. Ls is the sublattice-scale mixing length described as [18]:

Ls = min
(
κd, CsV1/3

)
(12)

where κ is the Von Karman constant, set as 0.42; d is the distance between the cell and the nearest wall;
V is the volume of the cell; and Cs is the Smagorinsky constant, set as 0.1.

(3) Condensation model
The condensation process in the downcomer was determined by using the condensation

double-resistance model, which is based on the heat balance principle and can be used to calculate
the condensation phenomenon caused by heat transfer between the two phases of pure material flow.
The condensation double-resistance model assumes that one phase (vapor phase) is dispersed as a
small spherical bubble with a variable diameter at the intersection interface. The heat and mass transfer
occur on the bubble surface, while thermal resistance exists simultaneously at the intersection interface.
The energy transfer of steam direct contact condensation depends on the phase-change interfacial area,
the interfacial heat transfer coefficient, and the interfacial mass transfer rate.

In the liquid phase, the vapor-liquid interface area is [18]:

Aifg =
6αig

dig
(13)

where αig is the steam volume fraction and dig is the average bubble diameter, which is given by
Anglart and Nylundl [20]:

dig =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1.5× 10−4 θi > 13.5

d1(θ−θ0)+d0(θ1−θ)
θ1−θ0

0 < θi < 13.5
1.5× 10−3 θi ≤ 0

(14)

The mean bubble diameter is used to calculate the liquid Reynolds number and Nusselt number
in the condensing double-resistance model.

The heat transfer coefficient of the liquid phase can be determined as [18]:

hif =
kifNufi

dig
(15)

Nusselt number of the liquid phase is determined according to the correlation given by
Hughmark [21]:

Nufi =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
2.0 + 0.6Re0.5Pr0.33 0 ≤ Re < 766.06

2.0 + 0.27Re0.62Pr0.33 Re ≥ 766.06
(16)

The heat transfer quantity on the liquid phase side of per unit volume [15] can be calculated as:

Hif = hifAifg (17)

The changes in fluid properties can cause an abrupt increase in the condensation rate. Koncar
and Mavlo [22] proposed the so-called umbrella restriction, through the constraint of which the
sudden change in the condensation rate can be limited in some special cases, approaching that of
actual situations:

Hif = min
{
Hif, 1753, 9max

[
4.724, 472.4αig

(
1−αig

)]}
×max[0, min(1,

αig − 1.0× 10−10

0.1− 1.0× 10−10
)] (18)
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The zero-resistance [18,20] model is applied from the interface at the vapor phase. The temperature
on the vapor phase side of the interface approximates the saturation temperature at the
operating pressure.

The heat flux of convective heat transfer from the phase-change interface to the liquid phase side
is [18]:

qif = hif(tis − tif) (19)

The total heat flux from the phase change interface to the liquid-phase side is [18]:

Qil = qif + mislHil (20)

where misl is the condensation rate, Hil is the saturated water enthalpy, whereas the total heat flux
from the phase-change interface to the vapor phase side corresponds to [18]:

Qis = mislHis (21)

His is the saturated steam enthalpy. Therefore, based on the total heat flux equilibrium at the
phase change interface, it can be assumed that:

Qil = Qis (22)

The steam condensation rate can be obtained from the above equations:

misl =
qif

His −Hil
(23)

2.3. Boundary Conditions

In the calculation of the boundary conditions, the void fraction of the inlet distributed evenly was
set as 0.5%, while the inlet velocity was determined according to the flow and flow area. The effect of
the wall thickness was neglected in the numerical model, and the adiabatic boundary condition of the
solid wall was adopted [23].

The double-precision implicit unsteady solver, which was developed based on pressure,
was selected for the numerical calculations. The SIMPLE [13] algorithm was adopted for the coupling
of pressure and velocity, while the PRESTO [13] discrete format was adopted for the pressure term.
The momentum equation, energy equation, and volume fraction were discretized by a bounded central
difference, second-order upwind, and geometric reconstruction, respectively. The VOF two-phase
flow model used an explicit discrete format. Since surface tension was involved in the calculation,
the implicit body force had been chosen in the body force formulation to improve the convergence
of solutions. The Smagorinsky-Lilly [18] subgrid model was selected for the LES turbulence model.
The residual convergence standard of the energy equation was set as 1 × 10−6, while the residual
convergence standard of other variables was set as 1 × 10−3.

Before the calculation begins, the saturated water and subcooled water were filled in the calculation
domain and the subcooled water inlet by the Patch method [13].

The thermo-physical properties of the subcooled water and saturated steam, such as the saturation
temperature at local pressure and the enthalpy of steam and water at the corresponding saturation
temperature, were derived from National Institute Standard Technology (NIST).

Through nonlinear fitting of relevant data derived from NIST, the relationships between the
abovementioned physical properties of steam and water were obtained. These relationships were
entered into the parallel UDF program of the double-resistance condensation model as sub-functions.

The adaptive time step was adopted. The maximum and minimum time steps were 5 × 10−5

and 1 × 10−6. In order to ensure the accuracy of numerical simulation, the Kurant number [13] was
controlled within 0.5 during the calculation.
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2.4. Results of Calculation and Analysis

(1) Distribution of the saturated steam in the downcomer
The distribution of saturated steam in the space is shown in Figure 4.

                  
(a) 0.1 s                (b) 0.6 s            (c) 1.5 s            (d) 2.3 s 

Figure 4. Volume of the top section with the vapor fraction at different times.

As shown in Figure 4, when the saturated steam and subcooled water continuously flowed into
the steam generator, part of the saturated steam which had not been condensed was accumulated
gradually, and forced into the lower downcomer by the rapidly injected subcooled water. It can be
seen from Figure 4 that the steam has entered the lower downcomer at 0.6 s and arrives close to the
exit at 1.3 s.

By assuming the height of the feed water ring is 0 mm, the height above the feed water ring is
negative while it is positive below the feed water ring. The different height sections were chosen to
display the vapor volume fraction after 2.8 s (Figure 5). Figure 5 is consistent with Figure 6d. The steam
accumulation occurred in the upper part of the steam generator and the vapor volume fraction at the
exit of downcomer is close to 0.

(a) -33 mm                   (b) 37 mm             (c) 500 mm      (d) 1090 mm 

Figure 5. Vapor volume fraction at different sections after 2.8 s.
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(2) Distribution of velocity field in the downcomer
Figure 6 describes the velocity diagram incorporating the nephograms of the vapor volume

fraction in the detection plane y = 0.

    
(a)0.1 s              (b) 0.6 s              (c) 1.5 s              (d) 2.3 s 

Figure 6. Velocity diagram incorporating the nephograms of the vapor volume fraction at different times.

Under certain inlet parameters of the saturated steam and subcooled water, the direct-contact
condensation process of the high-speed subcooled water and saturated steam in the steam generator
shows a stable flow pattern. Furthermore, there is an obvious vapor-liquid interface between the steam
zone and the liquid zone. In the subcooled water zone, the subcooled water has a higher velocity than
the steam, momentum, and energy at the inlet, keeping the single-phase transparent state. In the upper
part of the subcooled water area, the saturated steam is affected by the low-pressure area at the inlet of
the subcooled water, therefore, the speed increases. At the same time, due to the decrease of pressure,
the saturated steam contained in the saturated water constantly precipitates out, producing a small
number of bubbles.

As shown in Figure 6, a strong momentum and energy exchange between the subcooled water
and the saturated steam exists in the phase boundary. This makes the saturated steam velocity near
the phase boundary higher, thus producing a reflux vortex in the bottom left and upper right of the
phase interface. Under the action of the reflux vortex, a drastic mixing occurs in the steam generator
faster stabilizing the flow state.

(3) Distribution of temperature in the downcomer.
The distribution of temperature in the downcomer is reported in Figure 7. For the analysis,

the saturated water was set as the initial field. As the inlet velocity of subcooled water was large,
the temperature fluctuation phenomenon, induced by turbulent penetration in the steam generator,
occurred and ranged from 430 K to 495 K. Indeed, there was an evident temperature transition zone
near the vapor-liquid interface, which suggests that the heat transfer between the vapor and liquid
phase near the phase interface has taken place.
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(a) 0.1 s       (b) 0.6 s             (c) 1.5 s                (d) 2.3 s 

Figure 7. Temperature distribution in the downcomer.

Figure 7 illustrates the turbulent penetration phenomenon in the lower area of the subcooled
water inlet and the temperature mixing phenomenon in the whole area of the downcomer after 1.5 s.
The vortices near the inlet have been generated by the high inlet velocity of the subcooled water,
accelerating the mixing process of vapor-liquid phases and, thus, resulting in chaotic temperature
fluctuations. After 2.0 s, the temperature in the steam generator is relatively stable and fluctuated at
approximately 484 k. There is a distinct temperature mixing zone near the inlet of the downcomer,
where high and low temperature alternate occurred.

The section at 1090 mm from the feed ring was selected to show the temperature distribution at
different times in Figure 8.

            

(a)  0.6s                (b)1.5s                   (c)2.3s               (d)2.8s 

Figure 8. Temperature distribution at section 1090 mm from the feed water ring.

With the increase of subcooled water flow into the downcomer, its influence range gradually
increases, and the average temperature of the same section in the downcomer decreases with the
increase of time. Figure 8 illustrates the temperature mixing phenomenon in the section at 1090 mm of
the downcomer after 1.5 s. The average temperature of the section is approximately 488 K after 2.8 s.
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The different height sections were chosen to display the distribution of temperature after 2.8 s
(Figure 9). The section at 500 mm from the feed water ring is a shrink. Being affected by the backflow
and shrinkage structure, the influence area of the subcooled water is large. The flow velocity increases
at shrinkage and carries the steam down to the narrow channel, making the steam condensing in
the channel.

 

(a) -33 mm                   (b) 37 mm                (c) 500 mm       (d) 1090 mm 

Figure 9. Temperature distribution at different sections after 2.8 s.

The negative pressure generated by condensation makes the hot fluid to fill in from the wall to
the center. As a consequence, the influence range of cold fluid decreases while the temperature in the
channel increases slightly. By assuming the height of feed water ring is 0 mm, the height above the
feed water ring is negative while it is positive below the feed water ring.

3. Experimental Section

To simulate the operating environment of the natural circulation steam generator, a small steam
generator simulator and an experiment loop were designed in accordance with a typical power
plant system.

3.1. Experimental Loop

The experiment loop diagram is shown in Figure 10. The high-temperature and high-pressure
water loop is a closed circle, while the high-temperature and high-pressure waters flow through
the heat transfer tube in experimental apparatus under the driving of the shield pump, which is
used to simulate the heat transfer from the reactor coolant loop to the steam-generator feed water.
The steam generator feed water enters the experimental apparatus under the driving of the feed-water
centrifugal pump and produces saturated steam flowing through the steam separator after absorbing
the heat. The main saturated steam enters the condenser along the steam pipeline and then reenters
the heat-exchange space forced by the feed-water pump. Henceforth, one circulation ends, and the
next cycle begins.
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Figure 10. Schematic diagram of the experiment loop.

The high-temperature and high-pressure water loop are designed with a cold pressurizer to
stabilize the loop pressure. The loop working pressure can reach a maximum of 17.5 MPa, whereas the
maximum temperature is 320 ◦C.

The feed-water loop is designed with a preheater that can adjust the feed-water temperature in
conjunction with the condenser. The adjustment range is 40–120 ◦C, while the steam production can
reach up to 40 t/h.

3.2. Experimental Body Design

To simulate the operation of the steam generator, the principle of geometric similarity was adopted
in the experimental body design. The double cylinders of carbon steel, forming the annular space,
were used to simulate the steam generator downcomer. As shown in Figure 11, the double cylinders
are divided into an outer and an inner sleeve. The inner sleeve is suspended below the steam separator,
forming an annular space with the outer sleeve wall. The lower part of the inner sleeve and the bottom
section of the outer sleeve form a baffling region so that water can smoothly enter the ascending
channel and exchange heat with the high-temperature and high-pressure water loop.

Figure 11. Diagram of the experimental body measurement point arrangement.

The feed water flows down the annulus due to the block of the baffle and inner sleeve. After
entering the experimental body, it is deflected at the lower portion of the inner sleeve and then enters
the ascending channel getting heated to saturated steam. To monitor the fluid state in the downcomer,
the feed-water temperature sensor, the velocity sensor, and the pressure sensor were arranged along
the flow direction of the feed water. The section at 500 mm below the feed water ring is taken as the
reference of the 0 m plane, and the distance from the reference increases along the direction of the flow
(from top to bottom). The positions of all measurement points are reported in Table 1.
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Table 1. Positions of measurement points.

Name
Position

(Flow Direction Is Positive)
Number

K type thermocouple 500/1090/1640/2190/2740/2940 mm 6
Pressure transmitter 1640 mm 1

Differential pressure transducer −110/290/590/2590 mm 3
Local water level indicator - 1

Velocity sensor 1640 mm 3

3.3. Measurement Accuracy

The data were collected by the fluke2645 collector at an acquisition rate of 1 Hz. The precision of
measuring equipment is shown in Table 2.

Table 2. Precision of measuring equipment.

Name Precision Number

K type thermocouple Class I industrial level 6
Pressure transmitter 0.2% 1

Differential pressure transducer 0.2% 3
Local water level indicator - 1

Velocity sensor 1% 3
Distributor 0.1% 4
Collector 0.02% 1

3.4. Evaluation of Measurement Uncertainty

The uncertainty of measurement mainly comes from two aspects: First, under the same
measurement conditions, the measured values change randomly, which is an inevitable random
influence caused by the comprehensive factors in the measurement; second, the limitation of the
instrument measurement performance and the uncertainty of the measurement instrument precision.
This section evaluates the uncertainty of the pressure, temperature, and flow rate according to the class
A and class B numerical evaluation methods of the uncertainty of measurement results [24].

(1) Uncertainty evaluation class A
Class A evaluation is obtained from a series of measurement data. The arithmetic mean value is

adopted as the measurement result in the test. The uncertainty of class A evaluation is [24]:

uA = s(x) =
s(x)√

n
=

√∑n
i=1(xi − x)2

(n− 1)n
(24)

where n is the number of measured data.
(2) Uncertainty evaluation class B
Class B evaluation is based on the probability distribution of the data or calibration certificates.

This section employs uniform distributions to calculate the standard uncertainty caused by the intrinsic
error of the instrument. The calculation formula is [24]:

u(x) =
xm × s%√

3
(25)

where xm is the instrument range; s is the instrument precision; and xm × s% represents the maximum
error limit that an instrument may achieve.

(3) Synthesis standard uncertainty
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The synthesis standard uncertainty derives from multiple components as follows [24].

us =
√

u2
A + u2

m + u2
b + u2

c (26)

where uA represents uncertainty evaluation class A; um corresponds to the uncertainty caused by
instrument measurement error; ub represents uncertainty caused by distributor; and uc is the uncertainty
caused by collector.

With a 95% confidence interval, the uncertainty of pressure difference measurement is 1%, while
the uncertainties of temperature and velocity measurements are 0.2% and 15%, respectively.

4. Results and Discussion

4.1. Effect of the Saturated Steam Carried Downward on the Temperature in the Downcomer

The typical temperature distribution in a downcomer is displayed in Figure 12. The ordinate value
is the ratio of the temperature and the saturation temperature at its corresponding pressure, while the
abscissa value indicates the installation height of the temperature measurement point (i.e., 500 mm
below the feed water ring is taken as the benchmark of the 0 m plane). The experimental data show that
the temperature in the downcomer gradually decreases from the inlet to the lowest point at 1640 mm
below the feed water ring and then rises slightly. This indicates that the steam carried downward is in
direct contact with the channel and hereby condenses, while the water absorbs the latent heat of the
steam, leading to a slight rise in temperature. In the experiment process, the temperature difference
between the section at 500 mm below the feed water ring and the section at 3000 mm below feed water
ring is less than 1.5 ◦C. The trend of the calculated data is consistent with that of the experimental
data, but the lowest temperature is 500 mm below the feed water ring. The discrepancy between the
calculated and the experimental values may arise from the difference in the calculation accuracy and
the difference between the actual measurement point and the temperature value extraction point.

Figure 12. Calculated and tested temperature at different sections.

4.2. Effect of Saturated Steam carried Downward on the Pressure-Drop in the Downcomer

(1) Pressure-drop and subcooling degree in the downcomer
The pressure-drop of different height differences in the downcomer measured in the experiment is

shown in Figure 13. Notably, 500 mm below the feed water ring is taken as the benchmark of 0 m plane.
Three different heights of −110 mm, 290 mm, and 590 mm, between which the height of 2590 mm
and the pressure-drop has been analyzed, were selected along the flow direction. They are 2.7 m,
2.3 m, and 2 m in the figure, respectively. The abscissa value is the subcooling degree of the mean
temperature of the medium in the downcomer. It can be seen from the figure that the general trend of
the pressure-drop of different height difference in the downcomer is in line with that of the variation
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in the subcooling degree. Furthermore, as the condensation of saturated steam carried downward is
affected by multiple factors, such as the subcooling degree and fluid velocity, the pressure-drop has a
nonlinear relation with the subcooling degree. The reason for the abrupt decline in the pressure-drop in
the downcomer is that the fluid velocity is lower (1.76 m/s) when the subcooling degree is 20.4 ◦C, and
the amount of recirculation water is small so that the amount of saturated steam carried downward
decreases under this experimental condition. When the subcooling degree is 22.5 ◦C, the fluid velocity
is higher (1.87 m/s), and the amount of recirculation water is larger at this experimental condition
so that the amount of saturated steam carried downward increases and the pressure-drop in the
downcomer decreases.

Figure 13. Pressure-drop and subcooling degree in the downcomer.

(2) Pressure-drop and velocity in the downcomer
The pressure-drop of the variant height difference in the downcomer has the same trend with

velocity distribution. The velocity, as one of the factors affecting the steam condensation in the
downcomer, also shows a nonlinear correlation with the pressure-drop variation, as can be seen in
Figure 14. In the figure, the abscissa value is the mean velocity value of the medium measured at the
height of 1640 mm with different angles (35◦/125◦/215◦). With the increase of velocity, the pressure-drop
of the varying height difference changes within 2.5 kPa. Moreover, as the height away from the tube
sheet increases, the influence range of the saturated steam carried downward increases, raising the
variation in pressure-drop accordingly. Between the velocity range from 1.6 to 2.0m/s, the inlet steam
quality and the temperature in downcomer are non-linear, and the pressure-drop is fluctuating.

Figure 14. Pressure-drop of varying height difference and velocity in the downcomer.
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As shown in Figure 15, when the velocity is less than 1.68 m/s, the subcooling degree increases
with the increase of velocity at the experimental condition. As a consequence, the condensation
rate increases quickly. The increasing rate of the friction pressure-drop in the downcomer is higher
than the accelerating pressure-drop, while the gravity pressure-drop is unchanged. Therefore, the
total pressure-drop decreases slightly. Indeed, the acceleration pressure-drop is mainly related to the
variation of the void fraction in the inlet cross-section. The frictional pressure-drop mainly relies on the
product of the full liquid phase conversion coefficient and liquid phase frictional resistance, whereas
the full liquid phase conversion coefficient is also related to the change of the void fraction. Therefore,
the acceleration pressure-drop changes as a function of the frictional pressure-drop.

Figure 15. Trend of pressure-drop with velocity in the downcomer.

The acceleration pressure-drop increases with the friction pressure-drop when the velocity is
higher than 1.68 m/s. However, in the case of a velocity within the 1.68–1.74 m/s range, the mean
temperature increases by 20 ◦C in the experimental condition; the density and the gravity pressure-drop
decrease; the total pressure-drop decreases. In contrast, in the case of higher velocity values, the trend of
the total pressure-drop depends on the gravity pressure-drop value. With the change of the temperature
and void fraction, the gravity pressure-drop and the total pressure-drop decrease.

(3) Resistance coefficient and Reynolds number in the measurement domain
The flow cross-section in the measurement domain of the downcomer remains constant.

The pressure-drop mainly consists of gravitational, frictional, and acceleration pressure drops.
Then, the resistance coefficient in the downcomer can be calculated according to the flow resistance
formula [25]:

ξ =
2ΔP
ρv2 (27)

The correlation between the resistance coefficient and Reynolds number is shown in Figure 16.
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y

Figure 16. Resistance coefficient and Reynolds number in the downcomer.

As shown in Figure 16, the value of the resistance coefficient in the downcomer reduces as the
Reynolds number increases. On the one hand, the saturated steam carried by the saturated water to
the downcomer affects the density in the channel, thereby changing the gravitational pressure-drop.
On the other hand, as steam condenses, the acceleration pressure-drop and frictional pressure-drop
also change accordingly. However, the resistance characteristics differ from those of single-phase fluid.
Therefore, the pressure-drop variation can be considered as a monitoring indicator of the saturated
steam carried downward entering the downcomer. When it undergoes a nonlinear change between the
pressure-drop parameter and the Reynolds number, the existence of two-phase flow can be considered.

4.3. Effect of Saturated Steam Carried Downward on Density in the Downcomer

The density is calculated according to the measured pressure and temperature values in the
downcomer (reported as Calculated by Temperature and Calculated by Pressure Drop in Figure 17).
In Figure 17, the left ordinate value is the ratio of the calculated density to the density of saturated water,
while the right side is the logarithm of temperature in the downcomer (tx = ln(t/100) where t is the
temperature in the downcomer). In the downcomer, after the feed water mixes with the recirculation
water, the whole temperature is lower than the saturation temperature, therefore, the density calculated
by the temperature is higher than saturated water. When the velocity is less than 1.7 m/s, the calculated
density obtained by temperature fluctuates approximately within 3% when the mean temperature in
the downcomer changes. The calculated density obtained by the pressure-drop is lower than saturated
water. Furthermore, the densities calculated by these two methods differ from each other by a factor
ranging from 4% to 10%.

Figure 17. Density ratio and velocity in the downcomer.
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Figure 18 illustrates the ratio of the water level calculated by the corrected density and the local
water level. The deviation of the water level calculated by the pressure-drop correction and density
modification using the mean temperature in the downcomer can reach a maximum of 5%, with the
mean goodness of the fit between the local water level value and that calculated by pressure-drop
correction being 99.7%. This indicates that the density calculated by the pressure-drop correction is
more representative.

Figure 18. Water level ratio and velocity in the steam generator.

The actual density in the downcomer is lower than that calculated by the temperature correction.
The main reason for this discrepancy is the presence of saturated steam carried downward.

4.4. Steam Quality Trend in the Downcomer

The total mass rate of saturated steam is the vapor content in the downcomer. The initial vapor
rate at the inlet was set, while the measured parameters such as the temperature, pressure, and velocity
were set as input values. The convergence condition set as the pressure-drop deviation between the
calculation value and the test value should be less than 0.5%. The average mass vapor content rate of
the downcomer was calculated iteratively. It was assumed that i) the medium in the downcomer had
no heat exchange with the metal sleeve on both sides, ii) the inlet boundary condition was velocity,
and iii) the outlet boundary condition was pressure.

According to the internal structures of the steam generator, the section under 500 mm below the
feed water ring in the steam generator downcomer was analyzed using a homogeneous flow model
and divided into some small domains with equal height from the top to bottom. Each region is denoted
by small index i.

The conservation of mass in each region implies that the sum of liquid mass mli and vapor phase
mass msi in each region is equal.

mi = mli + msi = mi−1 (28)

The outlet pressure Pio in each area is equal to the sum of the inlet pressure Pii, the frictional
pressure-drop ΔPif, the accelerated pressure-drop ΔPia, and the gravitational pressure-drop ΔPig

as follows.
Pio = Pii − ΔPif − ΔPia + ΔPig (29)

Here, the two-phase frictional pressure-drop ΔPif equals the whole liquid phase conversion
coefficient ϕil multiplied by the liquid phase frictional pressure-drop [26].

ΔPif = ϕil(ΔPif)l (30)
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The conversion coefficient of the total liquid phase was calculated by average viscosity [26]:

ϕil = [1 + xi(
vis

vil
− 1)][1 + xi(

μil

μis
− 1)]

−0.25
(31)

where xi is the rate of mass vapor content; vis is the vapor phase velocity; and vil is the liquid phase
velocity. Assuming that the vapor phase velocity is consistent with the liquid phase velocity, the whole
liquid phase conversion coefficient is:

ϕil = [1 + xi(
μil

μis
− 1)]

−0.25
(32)

The liquid phase friction resistance is [26]:

(ΔPif)l =
λiliρim

2di
ν2

i (33)

where λi is the liquid phase frictional coefficient; li is the flow channel length; ρim is the average density;
di is the equivalent diameter; and vi is the velocity. The two-phase gravitational pressure-drop can be
expressed as [26]:

ΔPig = ρimgli (34)

The two-phase accelerated pressure-drop can be expressed [26] as:

ΔPia = G2{
⎡⎢⎢⎢⎢⎣ (1− xi)

2

ρil(1−βi)
+

xi
2

ρisβi

⎤⎥⎥⎥⎥⎦−
⎡⎢⎢⎢⎢⎣ (1− xi−1)

2

ρi−1l(1−βi−1)
+

xi−1
2

ρi−1sβi−1

⎤⎥⎥⎥⎥⎦} (35)

where G is the mass flow per unit area; ρil is the density of the liquid phase; ρis is the density of the
vapor phase; and βi is the vapor rate of the volume. In the calculation domain, the condensation
calculation refers to Equations (13)–(23).

The computational process is shown in Figure 19.
The correlation between the mean steam quality in the downcomer and subcooling degree and

the velocity is displayed in Figure 20.
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Figure 19. Computation flowchart.

 
Figure 20. Mean steam quality trend in the downcomer.

As shown in Figure 20, for all the experimental conditions, the mean steam quality is lower
than 0.27%. The operating parameters of experiment 2 are close to the physical parameters of the
calculated case in Figure 5, the relative deviation between steam quality obtained by test pressure-drop
(0.06%) and steam quality obtained by CFD calculation (0.074%) is 19%, which is mainly caused by
the deviation of the velocity and subcooled water temperature. When the velocity is lower than
1.8 m/s, with the reduction of subcooling degree, the condensation amount of saturated steam carried
downward decreases, and the steam quality increases slightly. When the velocity is higher than 1.8 m/s,
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even though the subcooling degree increases, the recirculation water amount in the steam generator
increases so that the amount of saturated steam carried downward increases. In the meantime, the
increase of velocity can lead to an insufficient mixing between the recirculation saturated water and feed
water at the inlet of the downcomer, which is bad for the condensation of the saturated steam carried
downward, resulting in an increase in steam quality in the downcomer. When the velocity decreases
but the subcooling degree increases, the condensation of saturated steam in the downcomer accelerates,
leading to a drop in the steam quality in the downcomer, as it can be observed in experiment 7.

After the velocity in the downcomer has increased to a certain value, the sensitivity of steam
quality in the downcomer to the subcooling degree begins to decline. Therefore, it is recommended
that the fluid velocity in the downcomer should be adequately controlled in the design of the steam
generator. Moreover, the subcooling degree in the downcomer is supposed to be controlled above
20 ◦C, and, at the same time, in case too much saturated steam is carried downward to the downcomer,
the structure of the separator needs to be improved.

5. Conclusions

The saturated steam influences the density and resistance in the downcomer and might affect the
stability of the water cycle in the secondary loop. To investigate the condensation state of the saturated
steam carried to the narrow downcomer in the direction of the top to bottom and its influence on the
flow characteristics in the downcomer, a mathematical model of the downcomer was established based
on the internal structures of a natural circulation steam generator. The simulator was designed, and the
experiment loop was built according to the internal structures of the steam generator. However, the
effect of saturated steam carried downward on the properties in the downcomer was studied.

(1) Affected by the saturated steam carried downward, the fluid temperature in the downcomer first
decreases due to the mixing of hot and cold fluids and then slightly rises due to the absorption of
heat released by the steam contact condensation. The temperature difference between the section
at 500 mm below the feed water ring and the section at 3000 mm below feed water ring is less
than 1.5 ◦C.

(2) The pressure-drop measurement in the downcomer can be taken as a monitoring parameter to
justify whether the saturated steam carried downward enters the downcomer or not. When
pressure-drop is nonlinear with the Reynolds number, the presence of two-phase flow shall
be considered.

(3) The deviation of the water level calculated by the pressure-drop correction and density
modification using the mean temperature in the downcomer can reach a maximum of 5%,
with the mean goodness of the fit between the local water level value and that calculated by
pressure-drop correction being 99.7%. The density corrected by the pressure-drop, which was
measured at the domain under 500 mm below the feed water ring, is more reliable than that
corrected by temperature for water level computation.

(4) When the velocity in the downcomer is constant, with the reduction of the subcooling degree,
the condensation amount of saturated steam carried downward decreases, while the void fraction
in downcomer increases.

(5) When the velocity is increasing to 1.8 m/s, the sensitivity of the steam quality in the downcomer
to the subcooling degree begins to diminish as the velocity continues to rise.

(6) The one-dimensional calculation program based on the measured pressure difference here
developed can be employed to analyze the pressure, temperature, and void fraction distributions
in the downcomer. The computation results are in excellent agreement with the experimental
results, which helps simplify the internal calculation of the steam generator and improve
calculation efficiency.
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In future work, the effect of the steam generator separator structure on the steam carried downward
will be researched to fundamentally reduce the steam carried downward and improve the stability of
the secondary side operation.
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Nomenclature

The subscript i indicates section i of the computation domain; the subscript l indicates the liquid phase; and the
subscript s indicates the vapor phase.

P Steam pressure, Pa;
ρm Medium density in the downcomer, kg/m3;
H Height of downcomer, m;
ρx Density of the preheating section in ascending channel, kg/m3;
Hx Height of the preheating section in ascending channel, m;
ρxs Density of the vapor in the ascending channel, kg/m3;
Hxs Height of the void space in ascending channel, m;
ΔPr Pressure drop in the rising section, Pa;
ΔPsp Pressure drop in the steam separator, Pa;
m Mass, kg/s;
Pio Outlet pressure, Pa;
Pii Inlet pressure, Pa;
ΔPif Frictional pressure drop, Pa;
ΔPia Acceleration pressure drop, Pa;
ΔPig Gravitational pressure drop, Pa;
ϕil Full liquid-phase conversion coefficient
xi Steam quality
μ Dynamic viscosity, N·s/m2;
λi Friction coefficient;
li Length of flow channel, m;
ρim Density of water-vapor mixture, kg/m3;
di Equivalent diameter, m;
ν Velocity, m/s;
G Mass flow rate per unit area, kg/(m2 s);
βi Volume void fraction;
d1 Reference mean diameter bubble, 1.5 × 10−3 m;
d0 Reference mean diameter bubble, 1.5 × 10−4 m;
θ Subcooling degree of liquid phase, ◦C;
θ1 Reference subcooling degree of the liquid phase, 0 ◦C;
θ0 Reference subcooling degree of the liquid phase, 15 ◦C;
kif Thermal conductivity of the liquid phase, w/(m k);
Re Reynolds number;
Pr Prandtl number;
Hil Enthalpy of saturated water, kJ/kg;
His Enthalpy of saturated steam, kJ/kg.
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Abstract: Pipelines are structural elements of many systems. For example, they are used in water
supply and heat supply systems, in chemical production facilities, aircraft manufacturing, and in
the oil and gas industry. Accidents in piping systems result in significant economic damage. An
important factor for ensuring the reliability of energy transportation systems is the assessment of
real technical conditions of pipelines. Methods for assessing the state of pipeline systems by their
vibro-acoustic parameters are widely used today. Traditionally, the Fourier transform is used to
process vibration signals. However, as a rule, the oscillations of the pipe-liquid system are non-linear
and non-stationary. This reduces the reliability of devices based on the implementation of classical
methods of analysis. The authors used neural network methods for the analysis of vibro-signals,
which made it possible to increase the reliability of diagnosing pipeline systems. The present work
considers a method of neural network analysis of amplitude-frequency measurements in pipelines to
identify the presence of a defect and further clarify its variety.

Keywords: pipelines; defect; diagnostics; convolutional neural network; binary classification;
computational experiment

1. Introduction

Pipelines are an important part of energy systems. Accidents in pipelines for heat and water
supply occur periodically and quite often due to corrosion and cracking. According to some data,
the number of accidents in the Russian Federation is 0.94–2.86 per 1 km of pipeline network (with a
total length of 170,000 km in two-pipe terms). This is due to the lack of flaw detection control during
construction and operation, as well as the means of electrochemical protection. As a result, in many
cities in Russia, the resource of pipeline networks is 70–80% depleted, and a large number of leaks leads
to excessive heat losses. According to some reports, the real heat loss of heating network pipelines in
the Russian Federation is 324 million Gcal/year, which is about 16% of the heat supplied to consumers.
Thus, in the existing heating networks, there are large reserves of saved thermal energy [1,2].

An analysis of the causes of accidents in the main pipeline systems showed that during operation,
local damage is more likely, rather than a deterioration of material properties along the entire length of
the pipeline [3]. The causes of such damage are intense plastic deformations that develop in overvoltage
zones due to technological defects, installation defects (live welding), intense foci of corrosion damage,
soil movement, temperature and other influences leading to inhomogeneous static and dynamic loads.
The set of operational loads causes local formation of two main types of damage, ultimately leading to
the destruction of the pipeline—these are crack-like defects and defects of a corrosion nature [3].
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Methods for monitoring the condition of pipelines are classified according to the hydrodynamic
parameters of the operation of pipelines and physico-chemical properties of the transported media. The
objective of all methods is to ensure reliable control of pipeline systems to identify in a timely manner
potentially dangerous developing defects, take preventive organizational and technical measures,
extend the life of the system and ensure trouble-free operation of the system. The acoustic control
method has several advantages over others:

1. The method is integral. Using one or more sensors mounted motionless on the surface of the
object, one can monitor the entire object (100% control). This property of the method is especially
useful when examining hard-to-reach (inaccessible) surfaces of a controlled pipeline.

2. Unlike scanning methods, the acoustic method does not require careful preparation of the surface
of the test object. Therefore, the implementation of the control and its results do not depend on
the state of the surface and the quality of its processing. The insulation coating (if any) is removed
only at the places where the sensors are installed.

3. High efficiency and productivity of the method, many times superior to the performance of
traditional non-destructive testing methods, such as ultrasonic, radiographic, eddy current
and magnetic.

4. The ability to control with a significant distance between the operator and the investigated object.
This feature of the method allows one to effectively use it to control (monitor) critical large
structures, as well as extended or especially dangerous objects without decommissioning and the
influence of harmful and dangerous factors on the health of personnel [4].

Traditionally, the Fourier transform is used to process acoustic signals. However, the oscillations
of the pipe-liquid system, as a rule, are non-linear and non-stationary [5,6]. This reduces the reliability
of devices based on the implementation of classical methods of analysis.

The present work is devoted to improving the reliability of acoustic control of the technical
condition of pipelines. To this end, the task of finding the optimal algorithm for processing and analysis
of acoustic signals using neural network technologies is addressed.

2. Materials and Methods

For this research, an experimental stand was developed, which is a pipeline (length of 2 m, outer
diameter of 0.159 m, thickness of 6 mm) with circulating liquid (water). The stand has the ability to
change the fluid pressure in the range of 0–0.4 MPa, the liquid flow rate in the range of 0–3.6 m3/h, and
the temperature in the range of 15–95 ◦C (shown in Figure 1).

Figure 1. Experimental stand: (1) valve; (2) pressure gauge; (3) pipeline; (4) defect; (5) piezoelectric
transducer; (6) check valve; (7) capacity; (8) pump; (9) ADC-DAC; (10) computer.
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Various types of defects were modeled in the pipeline. To do this, we used disks that were
installed and clamped flush with the inner surface of the pipe. An example of installing a model of a
defect of the type “crack” (a disk with a slot 20 mm long and 0.5 mm wide) is shown in Figure 2. This
design allows studies with different crack orientations (different slope angles of the slot to the axis of
the pipeline).

   

Figure 2. Pipeline defect model and method for fixing it.

The acoustic signals arising in the pipeline when the fluid moves through it were recorded
from the external surface of the pipeline with the AP2038P three-component vibration transducer
(manufacturer GlobalTest) [7], the appearance and dimensions of which are shown in Figure 3. The
vibration transducer has the following characteristics: axial sensitivity of 100 mV/g; amplitude range
of ±50 g; maximum shock of ±500 g; natural frequency of 35 kHz; operating temperature range
−40–125 ◦C. The advantage of such a sensor is the simultaneous measurement of the signal at one
point of vibration along different coordinate axes.

 

 

Figure 3. Appearance and dimensions of the vibration transducer AP2038P.

The signal received by the vibration converter is converted from an analog signal to a digital code
in the ADC-DAC NI USB-6229 (the frequency of digitizing signals is 250 kHz; the ADC resolution is
16 bits) and analyzed in a personal computer.

During the experiments, the vibration signals of a defect-free pipeline were obtained when water
passed through it under pressure from 0.1 to 0.4 MPa. The data obtained during the experiments
made it possible to identify patterns associated with a change in the amplitude spectra of pipelines
depending on the pressure in the pipeline [8–10]. When diagnosing extended pipelines, it is necessary
to take into account the fact that the signal fades as it passes through the pipe, so one should use
several vibration transducers located at a distance of no more than 800 m from each other.

The characteristic vibration spectra of the pipeline are shown in Figures 4 and 5 (the x-axis shows
the frequency of vibrations in Hz, and the y-axis shows the relative amplitude of vibrations). For their
processing, classical methods of information analysis can be applied (spectral methods, probability
theory, mathematical statistics, etc.). Traditionally, the Fourier transform is used for this. Undoubtedly,
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this is not enough, because it is based on the assumption of linearity and stationarity of the studied
processes, which reduces the reliability of the control.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 4. Oscillation spectra of a defect-free pipeline: (a) signal along the X-axis at a pressure of 4 atm;
(b) signal along the Y-axis at a pressure of 4 atm; (c) signal along the X-axis at a pressure of 3 atm;
(d) signal along the Y-axis at a pressure of 3 atm; (e) signal along the X-axis at a pressure of 2 atm; (f)
signal along the Y-axis at a pressure of 2 atm.
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(a) (b) 

 
(c) (d) 

  
(e) (f) 

 
(g) (h) 

Figure 5. Frequency spectra of pipelines with defects (at a pressure of 3 atm): (a) signal on the X-axis
of defect-free tubing; (b) signal along the Y-axis of defect-free tubing; (c) signal on the X-axis of the
pipeline with a hole diameter of 1 mm; (d) signal on the Y-axis of the pipeline with a hole diameter of
1 mm; (e) signal on the X-axis of the pipeline with a hole diameter of 3 mm; (f) signal on the Y-axis of
the pipeline with a hole diameter of 3 mm; (g) signal on the X-axis of the pipeline with the defect type
“crack”; (h) signal on the Y-axis of the pipeline with the defect type “crack”.

To recognize and classify pipeline defects by their acoustic signals, it is proposed to use algorithms
based on artificial neural networks [11–13]. The advantage of neural networks is their ability to learn
how to perform tasks based on the data that the network receives in the process of real work [14].
However, the reliability of the obtained results strongly depends on the choice of the type of neural
network and its settings [15]. Deep neural networks are now becoming one of the most popular methods
of machine learning [4,16–19]. They show better results in comparison with alternative methods
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in recognition problems [20]. To work with large volumes of input data containing visual patterns,
in particular, with a certain interpretation of the amplitude-frequency indications, convolutional
neural networks operating on the basis of the principles of the human visual apparatus have high
efficiency [21,22].

To solve our problem, a convolutional neural network [23] was chosen as the basis, for the
construction of which the open configuration Inception ResNet V2 [24] is used. It has the advantage
of building wide and deep neural networks. For verification, we used the VGG16 (Visual Geometry
Group with 16 layers) architecture and achieved less effective though comparable with Inception
ResnetV2 results to be published in further research papers that confirm perspectives of this approach.
The implementation is in the form of program modules in the Python programming language using
the Tensorflow framework. The structure of this architecture is a root section, specialized blocks A, B, C
(each of them receives an image and passes convolution filters through its own set of filters; reduction
layers between them compress the image in size, increasing the number of channels) [25] and lastly
layers of general purpose, in particular, layers of pooling, generating totals with dropout clipping to
prevent overtraining and normalization using an exponential function [26].

Convolutional neural networks with layers of convolution and subsampling are composed of
several layers of neurons, called maps of the signs (matrix), or channels. Each neuron of a layer is
connected to a small section of the previous layer, called the receptive field. In convolutional layers,
the convolutional unit window with the specified set of weights (the convolution core) moves through
a two-dimensional array of input data. The values of the matching elements in the data and the
convolution core are multiplied, and the results are added up and sent to the next layer’s neuron (a
convolution or cross-correlation operation with its own receptive layer). Layer subsampling provides a
seal card sign of the previous layer and does not change the number of cards. Each feature map of the
layer is connected to the corresponding feature map of the previous layer, and each neuron performs
compression of its receptive field by means of a function. With the help of the subdiscretization layer,
stability to small shifts in the input image is achieved, and the dimension of the subsequent layers
of the convolutional neural network is reduced. The neural network is trained by modifying the
weight coefficients of synaptic connections with gradient algorithms based on the backpropagation
of the error [27] with various parameters of the transfer learning process—the size of the batch used
for batch normalization that accelerates the convergence of the algorithm [28], the number of epochs,
the number of iterations of the algorithm application, learning rate [29], decay coefficient and decay
function, which regulate the gradient optimization process in order to improve classification accuracy.

Computational experiments made it possible to determine effective modifications of the original
architecture [30]: 10A, 20B, 10C inception blocks; the batch size is 8, the pooling function is MaxPooling
and normalization is Softmax, the learning algorithm is Adam, the initial learning rate is 0.0002, and the
decay coefficient is 0.7 with an exponential decay function. Dataset splitting: training 35%, validation
15%, testing 50%. A cross-entropy validation technique was used.

3. Results

During the experiments, a database was created in the form of amplitude-frequency spectra,
presented by three classes: 1 (defect-free pipeline—340 measurements); 2 (pipeline with a defect of the
“hole” type—1020 measurements); 3 (pipeline with a defect of the “crack” type—277 measurements).
Each class contains a series of measurements of acoustic signals at an interval of 20 s, saved as TXT
files. Each file contains 44,100 normalized values of amplitudes and frequencies of the signal obtained
along two axes (X, Y) in the form of real values from −1 to 1.

These arrays of real values were converted into a three-channel RGB (Red Green Blue) matrix of
size 210 × 210, which was then used to interpret the amplitude-frequency measurements. Channel
assignment is the following: R and G are signal values along the X and Y axes; B is a timestamp for
setting the initial sequence for proper neural network input orientation when collecting readings.
The chronological sequence of values relative to pixels is from left to right and from top to bottom.
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Each channel takes integer values from 0 to 255. Normalization of measurement values is carried
out at the minimum and maximum in a complete set of 44,100 measurements, forming one image
for the timeline, by uniformly dividing individual measurement indices. The resulting image forms
one copy of the input data for training or testing the neural network. The algorithm is presented
in Figure 6a. An example of the most impressive results of processing acoustic signals for various
classes is presented in Figure 6b. Due to significant deviations and anomalies in measurements and
image-based interpretations, it is difficult to visually inspect and make effective classification decisions.

 
(a) 

 
(b) 

Figure 6. (a) Detailed diagram of the algorithm for converting measurements to RGB images. (b) An
example of processing acoustic signals: on the left, from a defect-free pipeline; in the center, from a
pipeline with a defect of the “crack” type; on the right, from a pipeline with a defect of the “hole” type.

In the framework of this work, the problem of finding defects in pipelines was studied, which, in
order to simplify the implementation and evaluate the effectiveness of the solution, can be formulated
as two subtasks: 1—identification of the presence of a defect; 2—further refinement of a specific variety,
i.e., binary classification problems into the categories of “norm” and “defect”, “crack” and “hole” (only
anomalies or taking into account the norm). The essence of this task is to assess the degree of belonging
of an individual image to one of two specific classes. The ability of a neural network to classify images
is formed by training it on a variety of reference examples with well-defined classes. Testing the
effectiveness of a trained model also requires a separate sample of images that does not overlap with
the training. Important parameters when conducting experiments are the ratio of the training and test
base, and the categories in each. Efficiency criteria: AUC (Area Under the Curve) is the area enclosed
by the ROC (Receiver Operating Characteristic) curve and the axis of the fraction of false positive
classifications; TP (True Positive), FP (False Positive), TN (True Negative), FN (False Negative) are
various types of classifications; PPV (Positive Predictive Value), NPV (Negative Predictive Value), PLR
(Positive Likelihood Ratio), and NLR (Negative Likelihood Ratio) are based on them when setting the
boundary of the degree of membership according to the Yuden criterion [19]. The index is defined
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for all points of an ROC curve, and the maximum value of the index may be used as a criterion for
selecting the optimum cut-off point when a diagnostic test gives a numeric rather than a dichotomous
result [31]. The general data preprocessing scheme for the purpose of converting them into images and
further training and testing of the neural network is shown in Figure 7.

 

Figure 7. Block diagram of acoustic signal conversion and neural network training.

In the course of the study, computational experiments were carried out for the problems of
binary classification into the categories: “norm” and “defect”, “crack” and “hole”, “crack”/”hole” and
“others”. To confirm the results, several learning iterations for each task were analyzed. The ratio of
the training and test base is 50/50 (for the most reliable assessment), and the categories are unlimited,
i.e., maximum number of measurements. The number of training epochs is 1000 in increments of
50 (evaluation by the best model, AUC criterion). Graphs of ROC curves for each task are shown in
Figure 8. The results of the final experiments to test the effectiveness are presented in Table 1.
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Figure 8. Graphs of Receiver Operating Characteristic (ROC) curves.

The results of the final experiments to test the effectiveness are presented in Table 1.

Table 1. The effectiveness of the neural network in the search for defects.

Criterion
“Norm” and

“Defect”
“Crack” and

“Hole”
“Crack” and

“Others”
“Hole” and
“Others”

TP (Sensitivity) 0.993 0.810 0.796 0.861
FP 0.025 0.345 0.253 0.097

TN (Specificity) 0.975 0.655 0.747 0.903
FN 0.007 0.190 0.204 0.139

PPV 0.903 0.387 0.395 0.899
NPV 0.998 0.928 0.946 0.865
PLR 40.168 0.426 3.144 8.830
NLR 0.007 3.451 0.274 0.154

AUC (Area Under
the Curve) 0.999 0.802 0.839 0.943

4. Discussion

The obtained data show a high classification efficiency AUC = 0.999 for the general categories of
“norm” and “defect”, i.e., identifying the presence of a defect without specification. When specifying
the type of defect according to the predefined anomalous images, the task becomes much more
complicated and the final AUC = 0.802, which is confirmed by tests of models trained on the basis
of individual defects without exception of the category “norm” in the opposite of the studied class
(“crack”/”hole” and “others”) in calculating the average efficiency, taking into account its influence.
Increasing the efficiency of this task is possible by increasing the size of the base or increasing its
diversity artificially by additional processing methods.
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5. Conclusions

An acoustic diagnostic method was used to detect pipeline defects. Acoustic signals were
processed using the convolutional neural network architecture based on the modified Inception ResNet
V2. The input data in the form of amplitudes of vibration signals were converted using the developed
algorithm into RGB format images with a resolution of 210 × 210 pixels. In the course of the study,
computational experiments were carried out for the problems of binary classification into the categories:
“norm” and “defect”, “crack” and “hole”, “crack”/”hole” and “others”. The study shows the high
efficiency of the use of convolutional neural networks for the task of establishing the presence of a
defect in a pipeline (99%) using a small database, which can already be used in practice and improved
and guaranteed when working with big data. The authors continue to work in this direction. It is
planned to test the presented method on existing heat supply systems. The task of clarifying the type
of defect is much more complex and requires further research to improve the efficiency of the neural
network, such as using fractal phase images, neural network dreams (inceptionism) and other data
augmentation approaches.
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Abstract: This paper proposes a novel cryogenic fluid cold plate designed for the testing of cryogenic
space components. The cold plate is able to achieve cryogenic temperature operation down to
−196 ◦C with a low liquid nitrogen (LN2) consumption. A good tradeoff between high rigidity
and low thermal conduction is achieved thanks to a hexapod configuration, which is formed by six
hinge–axle–hole articulations in which each linking rod bears only axial loads. Thus, there is not
any stress concentration, which reduces the diameter of rod sections and reduces the rods’ thermal
conduction. This novel design has a unique set of the following properties: Simple construction, low
thermal conduction, high thermal inertia, lack of vibrational noise when cooling, isostatic structural
behavior, high natural frequency response, adjustable position, vacuum-suitability, reliability, and
non-magnetic. Additionally, the presented cold plate design is low-cost and can be easily replicated.
Experimental tests showed that a temperature of at least −190 ◦C can be reached on the top surface of
the cold plate with an LN2 consumption of 10 liters and a minimum vibration frequency of 115 Hz,
which is high enough for most vibration tests of space components.

Keywords: cold plate; cryogenics; thermal-vacuum testing; vibration test

1. Introduction

Thermal vacuum testing (TVT) is an important aspect of qualification testing for a wide variety
of space-flight components, sub-assemblies, and mission-critical equipment. Space and upper
atmospheric conditions, including temperature and altitude, can be simulated through TVT by
removing air, reducing pressure, and cycling high and low temperatures. By testing in an environment
that simulates real-world conditions as closely as possible, thermal vacuum exposure can identify
design issues before they are integrated into larger systems, thus saving time and money.

Remarkable progress has been made in cryogenics in recent years. The increased operational
reliability and simplicity of cryogenic equipment has allowed their installation and successful operation
onboard spacecraft. At the same time, the improved performance of cryogenic devices, such as sensors
and cold electronics, has drastically expanded their use, thus creating new perspectives for space-based
applications [1–3]. It is necessary to test all such components on the ground before launch, and
accordingly, specific cold plates and cryostats need to be built and set-up.

Two main methods can be used to achieve cryogenic temperatures in vacuum conditions, namely
cooling using refrigeration machines (cryocoolers) or cooling through heat exchangers by directly using
fluids at cryogenic temperatures. Cryocoolers provide compact power capacities and an adjustable
cooling power and temperature, and they do not require refurbishment. They are commonly used for
the testing of small samples and devices (smaller than 500 mm) [4–7]. However, the main drawbacks
of cryocoolers are high price, low efficiency for cooling large volumes, the induction of vibrations in
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the samples, and lower reliability. In contrast, cryogenic fluids, such as liquid nitrogen (LN2) or liquid
helium, can be used to cool large infrastructure systems or complex devices [8] in a more efficient
way when the temperature needed is similar to that of the cryogenic fluid. Moreover, cryogenic fluids
are used as energy storage vectors [9] and can cool samples without inducing external vibrations.
Additionally, the mechanical system used for cooling is simply a passive heat exchanger, which leads
to higher reliability and a lower price. However, continuous refurbishment is needed, since fluids boil
off when cooling. Therefore, the choice of cooling method between cryocoolers or cryogenic fluids
depends on the specific application and available resources.

Besides vacuum and cryogenic conditions, space components must also be tested under a
controlled vibrating environment. This type of testing is normally conducted in a different test chamber,
which increases the total cost of testing. Therefore, there is a significant interest in testing space
components in vacuum, vibrating, and cryogenic conditions. Cryostats and cold plates for thermal and
vacuum conditions have been widely developed by companies and research teams [10–14]. However,
the design of equipment for carrying out vacuum, cryogenic, and vibration tests simultaneously is not
well developed.

This study proposes the use of a hexapod configuration to create a rigid and isostatic cold plate
combined with a very good thermal isolation and the use of cryogenic liquid nitrogen to cool the
plate down to −196 ◦C. The main contribution of this article is a design that has a unique set of
properties: Simple construction, low thermal conduction, high thermal inertia, lack of vibrational
noise when cooling, isostatic structural, high natural frequency, adjustable position, vacuum-suitability,
reliability, non-magnetic and low cost. This design will permit the fast and low-cost manufacturing of
ground-support equipment for testing space components at cryogenics.

This paper is organized as follows: Section 2 describes the mechanical design, including the
material selection criteria and technical drawings. Thermal and structural analyses are described
in Section 3. Manufacturing and assembly are outlined in Section 4. Characterization test set-up is
depicted in Section 5. Experimental characterization results for vacuum, temperature, and vibrational
behavior are listed in Section 6. Finally, the main conclusions are listed in Section 7.

2. Mechanical Design

The cold plate design achieves the following requirements: Low thermal transfer, easy and
low-cost manufacturing and assembly, the stability of position and orientation with temperature, good
vibrational transmission (i.e., high natural frequency), and non-magnetic response. The hexapod
configuration shown in Figure 1 is proposed. This design consists of a vacuum-hermetic LN2 cold
vessel supported by six thermal isolating rods joined to a baseplate.

1 2
3

4

6
5 

Figure 1. Mechanical design of the cold plate: (1) Aluminum baseplate; (2) aluminum hinges;
(3) stainless-steel hollowed acorn nut; (4) fiberglass epoxy isolating rods; (5) liquid-nitrogen (LN2)
vessel made from 316 stainless steel; (6) connection flange DN16CF made from 316 stainless steel.
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Each rod is connected to the vessel (or to the baseplate) through a hinge–axle–hole articulation.
These articulations have three rotational degrees of freedom, leading to an isostatic construction. Since
it layout is isostatic, this hexapod structure fulfills the structural requirements, avoiding any stress
concentration due to misalignments or failures. Additionally, this hexapod structure has an easy
assembly process and no cold plate reorientation or misalignments after cooling down.

In this type of articulated structure, linking rods bear only axial loads, thus avoiding the flexural
movement of rods; this reduces the diameter of rod sections and reduces the thermal conduction of the
rods. This is even more important in epoxy fiberglass elements, since they have an anisotropic elastic
behavior due to the orientation of the glass fibers within the epoxy matrix. Another benefit of axial
loading is that vibration mode frequencies are higher since the whole structure is more rigid.

2.1. Selection of Materials for Parts

In this design, the linking rods are the critical elements. The proposed design represents a tradeoff
between high rigidity and low thermal conduction. In order to obtain the required rigidity with the
minimum rod section, an analysis of material properties was conducted. Two main properties were
considered, namely: The elastic modulus (E), whose variation with temperature is negligible; and
thermal conductivity (k), whose variation with temperature is significant. Thermal conductivity values
at cryogenic temperatures were obtained from the National Institute of Standards and Technology
(NIST) database [15]. As axial loads are only borne by rods, the parameter that defines the rods’ rigidity
is the elastic modulus multiplied by the cross-sectional area (E·A). Thermal conduction depends
directly on the thermal conductivity multiplied by the cross-sectional area (k·A). This parameter was
set approximately equal for all the preselected material solutions by adjusting the outer and inner
diameter of the cross-section. The E·A parameter was used as an indicator to determine which material
has the best performance in terms of rigidity with similar thermal isolation capacity (k·A). The results
of the tradeoff analysis are listed in Table 1.

Table 1. Trade-off analysis: Rigidity versus thermal isolation.

Material
Din

(mm)
Dout
(mm)

Area
(mm2)

k (300 K)
(W/mK)

k (77 K)
(W/mK)

k (300 K)·A
(Wmm2/mK)

k (77 K)·A
(Wmm2/mK)

E (GPa)
EA

(GPamm2)

Fiberglass
epoxy 0.00 6.20 30.19 0.60 0.26 18.11 7.85 3.50 105.67

Carbonfiber
Epoxy 5.60 6.00 3.64 5.00 3.00 18.22 10.93 8.00 29.15

Stainless
Steel-304 5.87 6.00 1.26 15.00 6.00 18.87 7.55 200.00 251.61

PTFE 0.00 9.50 70.88 0.25 0.28 17.72 19.85 0.50 35.44

As shown in Table 1, 304 stainless steel was found to offer the maximum rigidity for the same
thermal isolation capacity. However, the required cross-section in stainless steel that fulfills the tradeoff
is mechanically very difficult to produce, since machining a thread in such a thin tube is extremely
complex. Therefore, epoxy fiberglass, which had the second-highest rigidity, was selected as the
construction material for the six thermal isolating linking rods.

The vessel was made entirely of non-magnetic austenitic 316 stainless steel. A comparison between
the characteristics of 304 and 316 stainless steel was performed. Though both materials are resistant
against oxidation and corrosion, 304 stainless steel (which is by far the most popular of the 300-series
of stainless steel) is not used in saline and water environments, since 316 stainless steel has superior
resistance against corrosion and chemical attack. The magnetic permeability of both steels is negligible,
although 316 has a slightly lower magnetic permeability than 304. Both have a content of 0.08% carbon,
2% manganese, 0.045% phosphorous, 0.03% sulphur, and 1% silicon. However, the lower content
of chromium and higher content of nickel found in 316 stainless steel makes it appropriate for the
current application.
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The rest of the parts (hinges, axles, and acorn nuts) are not critical for the behavior of the cold
plate. Accordingly, the selection of materials for these parts was based on material availability and
manufacturing cost.

2.2. Assembly and Dimensions of Parts

The LN2 vessel is cylindrical with an external diameter of 200 mm and a total height of 138 mm.
The vessel is made of two parts welded at the flange. Additionally, the top flange also has a welded
DN16CF flange. A flexible bellow was used to join the LN2 vessel flange with the vacuum chamber
lateral flange in order to transport LN2 into the vessel without vacuum leakages.

A grid of M6 screwed holes was drilled to attach the components being tested to the top of the
vessel. Additionally, three deeper holes were made to allow for the fast cooling of some specific
elements. These holes were directly immersed into LN2. A schematic drawing of the vessel including
the top and bottom parts is given in Figure 2.

 

Figure 2. Technical drawing of the LN2 vessel: Top and bottom parts.

The vessel is supported by six linking rods, four of which are 60 mm length; the other two are
55 mm in length. A detailed schematic of the assembly, including linking rods, hinges, axles, and acorn
nuts, is given in Figure 3.
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Figure 3. Schematic of the connecting rods.

The linking rods were attached to the aluminum baseplate. The baseplate is 8 mm in thickness,
and its sides had dimensions of 300 × 300 mm. For the cold plate, a grid of M6 screwed holes was
drilled in the baseplate for the attachment of other elements such as sensors and actuators.

3. Thermal and Structural Analysis

In order to validate the material selection and design, different thermal and structural analyses
was conducted. Details of the analysis models, assumptions, boundary conditions, loads, and results
are described in this section.

3.1. Thermal Analysis

The main objectives of thermal analysis were (i) the determination of the temperature distribution
on the cold plate (top surface of the LN2 vessel), (ii) the determination of the temperature along the
linking rods, (iii) the estimation of the LN2 consumption needed to achieve and maintain the cold plate
temperature, and (iv) the estimation of the time needed to reach operational temperature. To achieve
these objectives, a nonlinear thermal finite element method (FEM) transient model was constructed
using the ANSYS Structural Academic software v2019 R2 (Canonsburg, PA, USA).

3.1.1. FEM Model Geometry and Mesh

A 3D mechanical model was simplified in order to reduce the number of elements and to
prevent divergence problems in critical areas. All screws, holes, and flange connections were
removed. Additionally, the aluminum baseplate was removed, since the boundary conditions were
applied directly to the bottom surface of the bottom hinges, assuming a steady-state in the baseplate.
The simplified geometric model and its mesh are shown in Figure 4. The mesh was generated using an
automatic mesh generator feature in the ANSYS Structural Academic software with an element size of
0.0025 m. The mesh comprised 203,767 nodes and 112,721 tetrahedral elements. Convergence analysis
of the mesh was performed in order to optimize the computation time and results. ANSYS structural
automatic connections linked the elements of each part with the corresponding one.
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Figure 4. Simplified finite element method (FEM) model geometry and mesh.

3.1.2. Nonlinear Material Properties: Cp and k vs Temperature

In the cryogenic analysis and simulation, nonlinear heat capacity and thermal conductivity
dependency must be considered. The property tables obtained from the NIST database were used for
G-10 fiberglass epoxy, 316 stainless steel, and 6061-T6 aluminum. The values were extrapolated using
curve-fitting equations of the following form:

log10 y = a + b(log10 T) + c(log10 T)2 + d(log10 T)3 + e(log10 T)4 + f(log10 T)5 + g(log10 T)6 + h(log10 T)7 + i(log10 T)8 (1)

where y represents the property, T is temperature in Kelvin, and the coefficients a, b, c, d, e, f, g, h, and
i depend on each material and property. The coefficients used in the simulation are given in Table 2.

Table 2. The curve-fitting coefficients used to calculate the thermal properties of various materials.

Material G-10 Fiberglass Epoxy 316 Stainless Steel 6061-T6 Aluminum

Coefficient k (W/mK) Cp (J/kgK) k (W/mK) Cp (J/kgK) k (W/mK) Cp (J/kgK)

a −4.12360 −2.408300 −1.4087 12.2486 0.07918 46.6467
b 13.78800 7.600600 1.3982 −80.6422 1.0957 −314.2920
c −26.06800 −8.298200 0.2543 218.7430 −0.07277 866.6620
d 26.27200 7.330100 −0.6260 −308.8540 0.08084 −1298.3000
e −14.66300 −4.238600 0.2334 239.5296 0.02803 1162.2700
f 4.49540 1.429400 0.4256 −89.9982 −0.09464 −637.7950
g −0.69050 −0.243960 −0.4658 3.1531 0.04179 210.3510
h 0.03970 0.015236 0.1650 8.44996 −0.00571 −38.3094
I 0 0 −0.0199 −1.9136 0 2.96344

3.1.3. Boundary Conditions, Thermal Loads and Analysis Settings

The temperature boundary conditions considered were room temperature and the bottom surface
of the bottom hinges (22 ◦C-(A)) and the temperature of LN2 at the bottom inner surface of the LN2

vessel (−196 ◦C-(B)). The cold plate will always be used under vacuum conditions, and therefore the
thermal loads applied in the simulation were intended to represent this operational environment.
Radiation traveling from the outer surface of the vacuum chamber to the cold inner surfaces of the
chamber was considered (D, E, F). For radiation, an external ambient temperature of 22 ◦C and
emissivity according to the material were set. The following emissivities were considered: Anodized

90



Energies 2019, 12, 2991

aluminum: εal = 0.7 [16]; 304 stainless steel: εss = 0.4 [16]; and epoxy fiberglass: εss = 0.85 [17]. Two
conditions were set inside the LN2 vessel: (i) The bottom surface at −196 ◦C representing the liquid
nitrogen phase and (ii) a convection flux applied to the lateral top surface representing the convection
heat transfer from nitrogen gas evaporated from its liquid phase (G). The convection heat transfer
coefficient for the nitrogen gas phase is 30 W/m2 [18]. The convection flux considers a heat transfer
from walls to an ambient temperature of −196 ◦C, since evaporated nitrogen is at this temperature just
after its evaporation. Finally, although the cold plate is in a vacuum environment, there is always some
heat transfer due to residual gas particles. This gas conduction was measured in [19] for a temperature
difference from −196 ◦C to 22 ◦C for different values of vacuum residual pressure. Based on the figure
on page 35 in [19] and assuming a vacuum pressure of 10−2 mbar, a heat flux of 29 W/m2 from room
temperature to colder parts was considered (C). In Figure 5, colors and labels represent all thermal
loads and boundary conditions.

Figure 5. Boundary conditions and thermal loads (section plane view).

Furthermore, transient analysis settings were adjusted to achieve sufficient accuracy with an
affordable simulation time. The simulation parameters were as follows: The initial temperature was
set in ◦C, the number of steps was 50, the step end time was 6000 s, the auto time stepping was set as
“Program Controlled,” the initial time step was 1.2 s, the minimum time step was 0.12 s, the maximum
time step was 12 s, and the time integration was set as “On.” All simulations were performed on
a workstation with an Intel Core i5-7500 processor with 32 GB of RAM. With these conditions, the
complete transient simulation lasted approximately 5 min.

3.1.4. Simulation Results

The results of the simulations described in Section 3.1 are shown herein. Figure 6 shows the
simulated temperature distribution in all parts at the end time (i.e., after 6000 s of pouring LN2

into the vessel). The results show that the average temperature on the top surface of the cold plate
was −188.62 ◦C at the end of the simulation. The simulation results showed that the temperature
distribution along the top surface of the cold plate varied within ±0.5 ◦C. Moreover, the results
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showed that the linking rods correctly isolated the LN2 vessel from the baseplate, since the whole
temperature gradient occurs in the rods. Figure 7 shows the simulated temperature variation versus
time. The variation of the temperature of the top surface had a sharped behavior between 0 and 250 s,
and it became asymptotic at the end of the simulated time between 3500 and 6000 s. The temperature
in the middle section of the linking rods decayed abruptly at the beginning of the simulation, while it
reached an asymptotic value at −21.7 ◦C.

 

 

Figure 6. Temperature distribution in the whole structure (top), plane view and on the top surface of
the structure (bottom).

The simulation results show that the heat power transfer through the inner bottom surface of
the LN2 vessel can also be obtained. The simulated heat power versus time is shown in Figure 8.
The total spent energy with time was calculated by numerically integrating the heat power. The total
energy transfer from LN2 after 6000 s and the total LN2 consumption can be determined by the
following expression:

Q = 1403kJ ·160
kJ
L
= 8.72 L (2)
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where 1403 kJ is the integral of the power and Q is the liquid nitrogen consumption. The value of
160 kJ/l is the evaporation enthalpy of LN2. Hence, in order to achieve the operational temperature,
8.72 liters of liquid nitrogen are required.

Figure 7. Simulated temperature variation versus time for top surface (averaged value) and for middle
section element of one linking rod.

Figure 8. Heat power transferred to LN2 through the vessel inner bottom surface.

The heat power asymptotic value was 42 W, which implies an LN2 flow of 0.9 L/h in order to
maintain the operational temperature. Thus, this thermal analysis provides important information
about the expected design behavior, which fulfills the requirements mentioned above.

3.2. Structural Analysis

The main objectives of the structural analysis were to determine the maximum vertical load
capacity, vibration modes, and dynamic response. To accomplish these objectives, two structural FEM
models were constructed, namely structural steady-state and modal harmonic analysis.

3.2.1. FEM Model Geometry and Mesh and Material Properties

The FEM model geometry is also a simplified version of 3D mechanical devices; indeed, it is the
same geometry that is used in thermal analysis. We maintained the same mesh that was used in the
thermal analysis. The automatic connection setting linked meshes of each part with the corresponding
one. The cylindrical joint connection feature was used to connect acorn nuts with axles.
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Though the elastic material properties change with temperature, the variations are lower than
10% according to NIST database. Therefore, constant elastic properties were assumed, and these are
listed in Table 3. The Young’s modulus of G-10 fiberglass epoxy was measured for checking in our labs,
since this property can vary significantly depending on the fiberglass content of the samples.

Table 3. Elastic properties of materials used in the structural simulation.

Material G-10 Fiberglass Epoxy 316 Stainless Steel 6061-T6 Aluminum

Young’s modulus (GPa) 3.5 200 71
Poisson’s ratio 0.3 0.3 0.33

Shear modulus (GPa) 12.5 76 26

3.2.2. Boundary Conditions, Structural Loads, and Analysis Settings

Boundary conditions for the structure were fixed support conditions at the bottom surface of the
bottom hinges. For the structural steady state, a vertical load of 20 kN was applied to the baseplate. This
shows that the hexapod structures can withstand very high loads when the rods are only loaded axially.

A vertical acceleration applied to the bottom surface of the bottom hinges was considered for modal
harmonic analysis. The value of vertical acceleration was 1 m/s2, so the results are the transmissibility
ratio. The harmonic analysis was performed between 0 and 250 Hz with 1 Hz intervals. The internal
material damping was considered to be viscous and equal to 0.02 for all materials.

3.2.3. Simulation Results

The results of the steady-state simulation are shown in Figure 9. The maximum equivalent stress
predicted by the simulation was 444 MPa. This value is very close to the yield strength of epoxy
fiberglass, which was found to be 448 MPa. Thus, this structure can withstand vertical loads of up to
20 kN.

 

Figure 9. Structural steady-state simulation results: Maximum equivalent stress of 444 MPa.

Modal harmonic analysis was performed in two steps. The first step involved obtaining the first 10
vibrational modes of the structure, which are shown in Table 4. The first and second main vibrational
modes are found at around 85–90 Hz. These modes are rotational around an axis parallel to the top
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surface, as shown in the top of Figure 10. Though these two modes generate vertical displacements in
the borders of the top surface, the displacement in the center is null. In contrast, the third vibrational
mode, found at 122.74 Hz, corresponds to uniform vertical displacements of the whole top surface; this
mode is the most relevant, since accelerometers will be attached approximately at the center of the top
surface. The bottom of Figure 10 shows the deformation generated by this vibrational mode.

Table 4. The first 10 vibrational modes of the structure.

Mode Frequency (Hz) Mode Frequency (Hz)

1 85.82 6 231.09
2 90.64 7 1553.61
3 122.74 8 1554.01
4 184.47 9 1556.12
5 216.49 10 1559.3

 

 

Figure 10. Vertical deformation of the first (top) and third (bottom) vibrational modes. The third mode
is the most relevant for vertical deformations.
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The second step of the simulation involves determining the frequency response of the vertical
displacement of the cold plate. As shown in Figure 11, a resonance of the vertical displacement was
found at 122 Hz, as expected from the vibrational mode analysis.

 
Figure 11. Vertical transmissibility (output acceleration (Ao) at the center of the cold-plate surface
divided by input acceleration applied at the baseplate).

4. Manufacturing and Assembly

The LN2 vessel parts and baseplate were manufactured using an CNC OPTIMILL F105 machine
from Optimum Maschinen Germany GmbH (Hallstadt, Germany) in the mechanical workshop of
the University of Alcalá, Spain. Standard tools and a standard machine set-up for 304 stainless
steel and 6061 aluminum were used. Figure 12 shows photographs of some of the machined parts.
The machining precision was lower than 50 μm.

Figure 12. Bottom part of LN2 vessel (left), and baseplate (right), after machining.

The fitting between the top and bottom parts of the liquid vessel was 165 H7/e7. Such a reduced
tolerance was obtained by progressively modifying the tool wear parameter on the CNC machine.
Additionally, the connection flange DN16CF, which was made from 316 stainless steel, was produced
by cutting a double DN16CF flange coupler from Kurt J Lesker Company (Jefferson Hills, PA, USA) for
vacuum applications.
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The linking rods were cut from an M6 threaded epoxy fiberglass rod with a length of 1 m provided
by M.M. s.r.l. (Udine, Italy). The hinges, axles, and acorn nuts were purchased from external suppliers.

The top and bottom parts of the LN2 vessel and the connection flange were welded together using
a TIG welding machine with filler material for the build-up or reinforcement of the joints. Figure 13
shows a photograph of the welding seams.

 

Figure 13. Detail of welding seams between the top and bottom parts of the LN2 vessel and between
the top part of the LN2 and the connection flange.

The whole assembly was done manually. The first step was to screw hinges to the baseplate and
the bottom of the LN2 vessel in the correct position for the final adjustment. The positions of the hinges
are depicted in Figure 14. Next, acorn nuts were connected to the hinges through axles. The acorn nuts
were linked through a fiberglass M6 threaded rod.

Figure 14. Positions of the hinges in the baseplate (left) and the bottom of the LN2 vessel (right).

97



Energies 2019, 12, 2991

When all the parts had been assembled, a final adjustment and alignment of the top of the cold
plate was performed by threading the linking rods along the acorn nuts. Through this threading, the
length of the epoxy fiberglass linking rods could be modified, and thus the top of the cold plate plane
could be positioned and angularly oriented. The level and alignment of the top of the cold plate plane
with respect to the baseplate was measured using a vertical caliper, obtaining a top plane maximum
angular deviation of 0.5◦. Once the cold plate had been correctly aligned and positioned, thread
sealant was applied in the acorn nut and linking rod threads to maintain the selected adjustment. One
interesting property of the hexapod configuration is that other orientations of the top of the cold plate
plane could be obtained by simply modifying the distance between the linking rods and acorn nut
threads. Figure 15 shows some pictures of the complete structure after final assembly.

 

Figure 15. Complete structure after final assembly: Front (top) and lateral (bottom) views.

5. Test Set-Up

A test bench and sensing system were built in order to characterize the vacuum, thermal, and
vibrational behavior of the cryogenic cold plate. The cold plate was mounted inside a cylindrical
vacuum chamber. The useful size of the chamber is 500 mm in diameter and 210 mm in height.
The chamber had six DN35CF flange type windows and one bottom flange connection for vacuum
pumping. Two of the lateral windows were used as electrical pin port connections, and in another
window, a KJLC (Jefferson Hills, PA, USA) cold cathode/Pirani combination gauge pressure able to
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measure pressures down to 10−9 mbar was placed. The fourth window contained a manual vent
valve. The fifth window was used as a port for four BNC coaxial wires. The last window was used to
link with the external LN2 supply. The bottom flange was connected to a turbo-pump station with
a turbo-molecular nEXT85H pump attached to an XDD1 dry diaphragm backing pump, both from
Edwards (Burgess Hill, UK). A photograph of the cold plate inside the vacuum chamber test bench is
shown in Figure 16.

The LN2 was supplied via a plastic pipe inserted into the vessel flange. In order to maintain a
vacuum, the plastic pipe was surrounded by a flexible hermetic bellow screwed to the DN16CF LN2

vessel flange. The other flange of the flexible bellow was connected to a customized DN16CF-DN35CF
coupler screwed to the sixth window of the vacuum chamber, as shown in Figure 17. The CF flange
connections were all achieved by including a copper gasket, coated with vacuum-compatible grease,
as a gap-filler between the flanges.

1

2

67

3

4

5

Figure 16. The cold plate inside the vacuum chamber: (1) Vacuum chamber, (2) pumping station bellow,
(3) electrical pin ports, (4) manual vent, (5) pressure gauge, (6) BNC coaxial wire port, (7) LN2 supply.

  

Figure 17. Connection to the internal LN2 supply through a flexible bellow (left). Connection to the
external LN2 supply by direct pouring (right).
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Three types of test can be conducted in the vacuum chamber, namely vacuum, thermal, and
vibration tests. Vacuum tests were performed to demonstrate that the complete cold plate structure
does not suffer additional vacuum leakages. Vacuum level versus time was registered for three
operational conditions, namely empty chamber, cold plate inside chamber without LN2, and cold plate
inside the chamber with LN2. The vacuum level was measured using the pressure gauge, and the
pressure versus time was manually registered.

The objectives of the thermal tests were to verify that the desired temperatures were reached
on the top surface of the cold plate and to determine the time and consumption of LN2 necessary to
achieve this temperature. Moreover, thermal tests allowed the FEM thermal model to be evaluated.
The thermal tests were all performed from an initial vacuum condition and by pouring LN2 inside
the vessel. It was attempted to maintain a constant LN2 flux in order to guarantee that at least the
bottom part of the vessel was always at 77 K, as was set in the FEM model. Then, the temperature
was measured using several PT100 platinum resistance probes connected in a four-wire configuration.
Temperature measurements were made using a data acquisition system USB-6211 system from National
Instruments (Austin, TX, USA) using a personal computer and the LabVIEW software from National
Instruments. Four PT100 sensors were used: PT100-1, located at the baseplate; PT100-2, attached to a
linking rod; and PT100-3 and PT100-4, placed at the cold plate. The PT100 sensors were encapsulated
using Apiezon thermal-vacuum grease and an aluminum plate in order to guarantee the correct thermal
contact. The exact positions of the PT100 sensors are shown in Figure 18.

 

2

3
1 

1

1

Figure 18. Sensors mounted on the cold plate structure: (1) PT100 temperature sensors, (2) vertically
oriented accelerometers, and (3) an electromagnetic shaker.

Vibration tests allow for the characterization of the dynamical response of the cold plate structure to
external vibrational excitations. The accelerometers used were two IEPE 3035B uniaxial accelerometers
(DYTRAN, Chatsworth, CA, USA) with a sensitivity of 100 mV/g, a frequency response of 0.5–10,000 Hz,
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and a mass of 2.5 g. The current source was an E4114B1 constant current power unit (DYTRAN) with
an adjustable output current between 2 and 20 mA. External vibration excitations were applied using a
15 W electromagnetic shaker with an impedance of 8 Ω. One of the accelerometers was located on
the bottom hinge in order to provide input acceleration measurement. The second accelerometer was
attached to the surface of the cold plate surface. Acceleration measurements were made and treated
using a 72-14535 EU digital oscilloscope (TENMA, Tokyo, Japan) with four channels, a bandwidth of
100 MHz, a sampling rate of 1 GSPS, and a memory depth of 28 Mpts. Figure 18 shows the locations of
all the sensors mounted on the cold plate structure.

6. Experimental Results

Experimental tests were conducted to characterize and demonstrate the performance of the cold
plate. Vacuum, thermal, and vibration tests were performed.

6.1. Vacuum Test

The vacuum pressure was registered over time. The results are plotted in Figure 19. Air pumping
was performed in three phases. During the first phase, the XDD1 dry diaphragm backing pump
removed most of the air volume inside the chamber, reaching a vacuum level lower than 10−2 mbar.
After 15 minutes of pumping using the backing pump, the turbo-molecular pump and backing pump
were activated simultaneously, reaching a free molecular regime inside the chamber. The stabilized
vacuum level after turbo-pumping was measured at 10−3 mbar. At this point, the third phase of
vacuum production was started, with the pouring of LN2 inside the vessel. The LN2 vessel acted as a
cold trap for the free molecular regime, significantly reducing the vacuum level to almost 10−5 mbar.

Figure 19. Air pressure inside the vacuum chamber versus time.

Before assembling the cold plate inside the vacuum chamber, a similar vacuum pumping procedure
was performed. Without the cold plate and associated connections, the measured vacuum level was
8 × 10−4 mbar, which is on the same order as that measured in the vacuum test with the cold plate
included, as shown in Figure 19. Therefore, the cold plate does not induce undesired vacuum leakages.
All seam welds were completely closed, and connection flanges operated correctly. Additionally, the
cold plate can also be used as a cryogenic pump. The vacuum pressure achieved in this study was
adequate to test mechanical and electronic devices for space applications.
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6.2. Thermal Test

Thermal tests were initiated when a free molecular regime was achieved inside the vacuum
chamber. At this point, LN2 was continuously and manually poured into the vessel through a funnel
and a plastic pipe. As shown in Figure 20, the temperature on the surface of the cold plate started to
decrease sharply from the very beginning of the pouring. After approximately 2000 s, the temperature
on the cold plate was between−170 and−180 ◦C. Afterwards, the temperature decreased asymptotically
towards its final stabilization temperature of −190 ◦C. During the beginning of the cooling process,
there was a small difference between the temperatures measured by the two PT100 sensors placed on
the cold plate. This is due to the fact that the PT100-4 sensor was closer to the LN2 connection flange,
which was cooled before the rest of the structure since the LN2 entered from there. After 4000 s, the
temperatures measured by the PT100-3 and PT100-4 sensors converged to −190 ◦C. The temperature
in the linking rods stabilized at −19 ◦C after 2000 s of cooling. The temperature of the aluminum
baseplate oscillated between 10 ◦C and 20 ◦C, which indicates that the thermal isolation was adequate.
All this demonstrates that the cold plate can reach cryogenic operational temperatures and the hexapod
structure effectively isolates thermal conduction.

A comparison between the simulated and measured temperatures is shown in Figure 20.
The simulated and measured temperatures on the cold plate are in very good agreement, with
variations not larger than 10% during the cooling process. The variation between the simulated and
measured final stabilized temperature was lower than 1.5%. Such a good agreement between the
simulation and measurement was also observed for the temperature of the linking rod. This validates
the thermal model and indirectly confirms the thermal cryogenic properties of the materials used for
the construction of the structure.

Regarding the liquid nitrogen consumption, the simulations and measurements agreed less well
than they did for temperature. In the physical test, a total of 10 L of LN2 was necessary to reach the
final stabilized temperature after 6000 s of cooling, compared to the 8.73 l that were calculated using
the simulation. This can be explained by the fact that neither the LN2 pouring pipe nor the funnel
is totally adiabatic, leading to undesired heat power losses and LN2 evaporation. Additionally, LN2

replenishment was performed manually by using a small open LN2 vessel, which led to additional
LN2 evaporation. Nevertheless, since 10 L of LN2 have a current cost of 2.5 €, the extra liquid required
does not lead to a significant increase in the cost of the cooling.

Figure 20. Experimentally measured and simulated temperatures.
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6.3. Vibration Test

Additionally, the dynamic behavior of the cold plate hexapod structure was characterized.
In Figure 21, the vertical acceleration transmissibility curve is given together with the simulated
behavior for comparison. The first acceleration resonance was found at 115 Hz. The difference between
the measured and simulated values is 6%. This resonance is high enough for most vibrational tests
of space components. Therefore, this cold plate design could be also used in vibrational tests of
space components.

Figure 21. Measured and simulated vertical displacement transmissibility.

Both the simulated and measured vertical acceleration transmissibility curves reached the same
peak value. This implies that the damping factor was correctly selected in the simulation analysis.
However, the simulated and measured resonance frequencies are not the same: The simulated resonance
frequency was 122 Hz while the measured one was 115 Hz. This 6% difference can be explained by the
error in the simulation and the error in the measurement of the elastic properties of the epoxy fiberglass
rods. Nevertheless, the simulated model reliably represented the dynamic behavior of the structure.

7. Conclusions

In the space industry, there is increasing demand for the designing and testing of components
suitable for operation at cryogenic temperatures. In order to perform cryogenic validation tests,
efficient and low-cost ground support equipment must be developed. In this study, we designed,
manufactured, and tested a cold plate for the testing of cryogenic space components.

This article proposes the use of a hexapod configuration to create a cold plate. The proposed
design has a unique set of properties: Simple construction, low thermal conduction, high thermal
inertia, lack of vibrational noise when cooling, isostatic structural behavior, high natural frequency
response, adjustable position, vacuum-suitability, reliability, non-magnetic, and low cost. The proposed
design is presented as an alternative to expensive, noisy, and vibrating cryocoolers. In this article, the
details of the design, manufacturing, and assembly of the cold plate are given, as are the thermal and
dynamical models of the structure.

Successful characterization tests were performed to demonstrate the properties of the cold plate.
Simulation models were also validated.

A vacuum test demonstrated that the cold plate does not add undesired vacuum leakages.
The minimum vacuum level achieved was almost 10−5 mbar.
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A thermal test showed that a cryogenic operational temperature of −190 ◦C can be reached on the
top surface of the cold plate by pouring LN2 inside the vessel. Moreover, the structure demonstrated
good thermal isolation between cold and hot parts.

Based on the vibration test, it can be determined that the structure is rigid and has a high resonance
frequency, as desired. An acceleration resonance was found at 115 Hz. This resonance is high enough
for most vibrational tests of space components. Thus, the designed cold plate could also be used in
shaking vibration tests of space components.

Therefore, the presented cold plate has a high performance, is easy and cheap to replicate, and is
useful for many tests of cryogenic space components.
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Abstract: The contaminant-insensitive sublimator (CIS) is a novel water sublimator in development,
which uses two porous substrates to separate the sublimation point from the pressure-control point
and provide long-life effective cooling for spacecraft. Many essential studies need to be carried out in
the field. To overcome the reliability issues such as ice breakthrough caused by large temperature or
pressure differences, the CIS development unit model, the mathematical models of heat and mass
transfer and the evaluation coefficient have been established. Numerical investigations have been
implemented aiming at the impacts of physical properties of porous substrate, physical properties
of working fluid, orifice layouts and orifice-structure parameters on the characteristics of flow field
and temperature field. The numerical investigation shows some valuable conclusion, such as the
temperature uniformity coefficient at the bottom surface of the large pore substrate is 0.997669 and
the pressure uniformity coefficient at the same surface is 0.85361267. These numerical results can
provide structure and data reference for the CIS design of lunar probe or spacesuit.

Keywords: contaminant-insensitive sublimator; porous substrate; feed-water; working fluid;
temperature field; flow field

1. Introduction

With the rapid development of the space industry, the frequency of space activities, which include
deep-space exploration, extravehicular activities and so on, will be higher and higher [1–5]. However,
a lot of waste heat is generated when spacecraft are in working status, and solving the problem of
the heat dissipation of spacecraft and equipment such as lunar probes and spacesuits has accordingly
become the focus of the powerful countries in space exploration [6–8]. Space radiators and water
sublimators are two types of necessary heat sinks for space cooling [6,9]. Space radiators are the
passive cooling sources used in most space applications, but, they have some disadvantages such as
a limited dissipation power and the low power-mass ratio. Conversely, water sublimators can be
used as a supplementary heat sink of space radiators to dissipate the peak waste heat, and can also
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be used as the exclusive heat sink of small spacecraft in a warm thermal environment or with strict
weight limits for cooling sources, for instance, when the spacecraft is operating in and near the direct
sunlight spot in low lunar orbit [10–13]. At this time, the use of water sublimators as heat sinks has
been recognized by the powerful countries in space exploration. When China’s chang’e-5 lunar lander
worked during the day, a large amount of waste heat generated in a short period of time was dissipated
through a water sublimator.

Water sublimators are phase change heat dissipation devices, which make full use of the fact the
high vacuum pressure in space is far lower than the pressure of the triple point of water to realize
the phase change process from liquid to solid to gas of water. This process absorbs a large amount
of waste heat from the spacecraft and dissipates it into space with leaving steam. The advantages
of the water sublimator such as simplicity, light weight, small volume, small power consumption,
high-efficiency, reliable operation in zero gravity and under the condition of thermal load variation are
very suitable for space cooling. Sublimators have been successfully used to dissipate heat from various
spacecraft and life support systems, such as the Apollo lunar module and extravehicular mobility unit
(EMU), the International Space Station portable life support system (PLSS), and the European space
agency’s Hermes spacesuit [14–16]. Currently, the x-38 water sublimator, the CIS for the x-38 crew
return vehicle, as well as the sublimator driven coldplate (SDC) and the integrated sublimation driven
coldplate (ISDC) for the Orion manned spacecraft and Altair lunar module represent the highest level
of sublimator use.

In the past few decades, many researchers have done lots of investigations on sublimators. These
studies mainly focused on the feasibility verification, heat-and-mass transfer performance, utilization
rate of feed-water (FW) and so on, which are shown as follow. Planert et al. developed a new sublimator
for the European Space Suit, which employed a novel porous plate fabricated from stainless steel, and
executed tests to certify the technical feasibility of the design concept [17].Tongue et al. build two
sublimators for the X-38 program, and described sublimator performance at both component and
system level and the ground test data at CRV conditions [18,19]. Based on JSC x-38 design, Leimkuehler
et al. proposed a kind of CIS which used a large pore porous plate to make the CIS less sensitive to
contaminants, and described the design, fabrication, and testing of the CIS Engineering Development
Unit (EDU) [20,21]. Leimkuehler et al. depicted the design of an engineering development unit of the
SDC to demonstrate the SDC concept [22]. To better understand the basic operational principles and to
validate the analytical methods used for the SDC development, Sheth et al. outlined the test results of
the SDC Engineering Development Unit [23]. Leimkuehler et al. implemented the starting utilization
test on the x-38 water sublimator and CIS, and studied the FW consumption efficiency under cyclic
conditions [24,25]. Sheth et al. tested the performance of a SDC in a vacuum chamber, and the test
data was used to establish the relevant thermal math models [26]. Sheth also studied the influence
of the transient start and stop process of sublimator on the FW’s utilization in the cyclical topping
mode [27]. Leimkuehler et al. tested an ISDC test article in a vacuum chamber, and used the testing
results to demonstrate proof of concept for the ISDC [28]. Wang et al. investigated the heat and mass
transfer of a porous plate water sublimator with constant heat flux boundary condition via simulation
and experiment [29].

What’s more, the porous substrate is the critical core component of sublimator because of its
serious influence on the process of the heat and mass transfer in the sublimator and the phase-change
location. The issues of the phase change and the heat and mass transfer in porous substrates have
been studied in the previous literature, and these studies are useful to sublimator research and are
classified into two categories, described as follows. The first category is the influence of structure
parameters, flow characteristics, fluid properties, physical parameters and heat-transfer characteristics
on heat-and-mass transfer performance in porous substrate [30–36]. Hanlon et al. researched the
influences of the thin film evaporation, the particle size, the porosity, and the wick structure thickness
on the evaporation heat transfer in sintered wick structure based on a two-dimensional heat-transfer
model [37]. The heat transfer performance of a solid/liquid phase-change thermal energy storage
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system that includes porous metal foam was investigated by Siahpush. et al. through a detailed
experimental study [38]. Wang et al. used the variable time step finite-difference method to solve
the governing equation of the drying process numerically, and studied the sublimation condensation
phenomenon in the process of microwave freeze drying [39]. Another category is the establishment of
mathematical models for phase-change processes in porous substrate [40–46]. Farid has established
unsteady-state heat conduction equations for phase-change processes such as melting, solidification,
microwave thawing, spray-drying, and freeze-drying, and developed two different numerical solutions
for sharp interfaces and materials undergoing phase transformation within a certain temperature
range [47].In order to solve the nonhomogeneous problem from the moving phase-change interface,
Leung et al. used a Green function to solve the problem of phase-change heat transfer during thawing
of frozen food theoretically [48]. Rattanadecho et al. studied the freezing problem of water-saturated
porous media in rectangular cavity subjected to multiple heat sources by numerical method [49].
In order to predict the freeze-drying kinetics of the multi-dimensional sublimation process in a product,
Nakagawa et al. established a mathematical model consisting of classical heat and mass transfer
equations, and solved it by assuming the porous media transport model with a distributed sublimation
front [50].

The studies reported in the literature investigated feasibility verification, heat-and-mass transfer
performance, utilization rate of FW and location of sublimation for all kinds of sublimators by the test
method, and studied the phase-change process of heat and mass transfer in porous media. However,
slightly different, the working process of the water sublimator involves multi-physics coupling in the
process of the heat and mass transfer inside porous media, forced convection and water phase-change
process in the triple point. In addition, the numerical analysis of the internal pressure field, velocity
field and temperature field of the CIS is rarely mentioned in the present.

Based on these facts, this paper researches many factors that affect the CIS. Primarily, the
effect of Physical parameters of porous substrates in the CIS, the Flow characteristics and fluid
properties, the layout of the orifice, and the Structure parameters of the orifice on the heat-transfer
and hydromechanical performance inside CIS under vacuum environment for spacecraft applications
were studied numerically. These works have not been done by domestic and foreign researchers, but
they play an important role in the steady-state study of the CIS. Some conclusions with reference price
value were acquired.

2. Function, Layout, Mathematic Model and Simulation Parameters of CIS

2.1. Function and Physical Model of CIS

2.1.1. Operating Mechanism

The structure comparison between the general sublimator and the CIS is depicted in Figure 1.
One of the drawbacks of the general sublimator is that it is sensitive to any contaminants dissolved
in the FW, which can build up and then block the micron-sized pores in the small pore substrate.
To improve the working performance of sublimator, the CIS is developed, which uses a small pore
disk to control the FW’s working pressure and applies large pore substrate as the sublimation site.
The large pore substrate is insensitive to the contaminants dissolved in the FW [20,21].

Figure 2a shows a CIS cooling system, which includes a thermal loop and a FW loop. The water
circulating in the thermal loop is named working fluid (WF), and the dissipative water in the FW loop
is denoted as FW. The thermal loop collects waste heat from the spacecraft application and transmits it
to CIS, and the FW provided by the FW loop freezes firstly and then absorbs the waste heat in the CIS
and changes into steam which is discharged to the space environment.
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Figure 1. Structure comparison between the CIS and the general sublimator. (a) Structure of the general
sublimator. (b) Structure of the CIS.

(a) 

 
(b) 

Figure 2. The heat dissipated method with the CIS as heat sink. (a) Heat dissipation through CIS
cooling system. (b) The structure of the CIS.

As the key component of the CIS cooling system, the CIS is a planar symmetric structure, as shown
in Figure 2a,b. It is mainly composed of large pore substrate, small pore substrate, thermal loop layer
and FW layer. The large pore substrates of the CIS are the porous aluminum foam sheets (PAFS),
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and the small pore substrates are the stainless steel porous disks (SSPD). The thermal loop layers are
two cold plates (CP) with inner fins, which are also known as heat exchange, and the water layer is
designed as a box form. The FW covers are brazed between the FW layer and the thermal loop layer
to separate the working fluid in the thermal loop from the FW. To transfer mass and heat fluently,
the large pore substrates and the small pore substrates are fastened on the FW cover by bolts.

The key problem of CIS design is to how control the position of the sublimation. In order to
control the sublimation of the FW at a suitable height in the large pore substrate, the working pressure
of the FW in CIS must be controlled strictly. For the purpose, two kinds of porous substrates are
adopted in CIS. The small pore substrates are mainly used to generate large liquid resistance and
form a large pressure drop, so as to realize pressure control and distribution of the FW. The large pore
substrate chiefly provides a phase change site to overcome the blockage of small pores by dissolved
contaminants. The FW flows through the FW layer, the orifice, and to the small pore substrate where
the FW is diverged by the small pore substrate into the large pore substrate. At the large pore substrate,
the FW is exposed to space vacuum where the pressure is below the triple point pressure, as well as
the temperature is much lower than that of the triple point, then freezes. The ice absorbs the waste
heat of the aircraft transferred by the thermal loop layer and directly sublimates into steam, which
cools the WF in the thermal loop layer.

2.1.2. The Development Unit of the CIS

Because CIS is a planar symmetric structure, only half of the symmetric structure is select as the
development unit to study for saving the computation which is shown in Figure 3a. The PAFS is
mounted on the outermost layer and is 3 mm thick. Two holes are drilled on the back of the CP to install
two SSPDs with a thickness of 1.5 mm. The layout of the SSPD is shown in Figure 3d. The structure of
the orifices connecting the FW box to the SSPD is drawn in Figure 3b. The inside liquid channels of the
CP is shown in Figure 3c. The diameters of the inlet and outlet of the CP are all set as 4mm. The WF of
the thermal loop is located in the cavity inside the CP. The FW’s fluid domain is imbedded in the FW
box and the orifice.

 

Figure 3. Diagram of the CIS’s development unit. (a) Model of the CIS; (b) Structure of the orifice;
(c) cooling channels inside the CP; (d) mounting position of the SSPD.
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2.2. Mathmatic Model of CIS

2.2.1. Assumption

To develop the mathematical model in the following sections, the main assumptions are made
as follows:

1) It is considered that the FW in the micron pores of the large pore plate can freeze quickly once the
vacuum environment decreases to the triple point of water.

2) Assume that the water sublimation phase transition occurs only in the large pore substrate.
3) Neglect the convective heat transfer between FW and the other components of the sublimator,

especially when flowing in porous substrate.
4) Suppose that the micron pores of the large pore substrate and the small pore substrate are filled

with the FW.

2.2.2. Heat and Mass Transfer Model in Fluid Domain

1) Governing equations of the fluid domain

We assumed that the working fluid that flows though the CD in the thermal loop and the FW is
incompressible and the gravity is set as zero in microgravity environment. The complete convection
heat transfer equations include the continuity equation, momentum equation and energy equation
as follows:

Continuity equation:
ρw∇ · uw = 0 (1)

Momentum equation:

ρw
∂uw

∂t
+ ρw(uw · ∇)uw = −∇p + μ∇2uw + Fw (2)

Energy equation:

ρwCw
∂T
∂t

+ ρwCwuw · ∇T + ∇ · qw = Qw (3)

qw = −kw∇T (4)

where ρw is the fluid density, uw is the fluid velocity vector at each point, t is the time, p is the pressure
μ is the dynamic viscosity, Fw is the volume force vector, Cw is the fluid specific heat capacity, T is
the absolute temperature, qw is the heat flux vector, Qw is the heat source (or sink), kw is the fluid
thermal conductivity.

2) Heat Equilibrium

When the water sublimator works in the sublimation mode, waste heat is transferred to the water
sublimator through the WF flowing through the thermal-loop CP, and then the heat is dissipated by the
combined sublimation. According to the heat equilibrium and the previous assumption, the following
equations can be obtained:

Waste heat:
Φws = mcCw(Tin − Tout) (5)

Latent heat from sublimation:
Φl = m f (Hsu −Hso) (6)

Mass flow rate:
Φws = Φl

m f =
mcCw(Tin−Tout)

Hsu−Hso

(7)
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where Φws is the heat transfer rate of the waste heat, mc is the mass flow rate of the WF, Tin is the absolute
temperature of the WF at the inlet of the thermal-loop CP, Tout is the absolute temperature of the WF at
the outlet of the thermal-loop CP, Φl is the heat transfer rate of latent heat from sublimation, m f is the
mass flow rate of the FW, Hsu is the latent heat of sublimation, Hso is the latent heat of solidification.

2.2.3. Heat Transfer Model in Solid Domain

The metal solid components of the water sublimator include thermal-loop CP, FW cover and
FW box, which are brazed together to have better thermal conductivity. The thermal conductivity
of the components is the main factor affecting the outlet temperature of the WF when the inlet WF
temperature is fixed. Therefore, it is necessary to pay attention to the temperature field distribution in
the solid domain of the water sublimator. The three-dimensional unsteady heat conduction equation
in the cartesian coordinate system is shown as follows:

ρsoCso
∂Tso

∂t
= kso∇2Tso + Qso (8)

where ρso is the density of the solid components, Cso is the specific heat capacity of each material, Tso is
the temperature field, kso is the solid thermal conductivity, Qso is the heat source power.

2.2.4. Heat and Mass Transfer Model in Porous Substrate

The large pore substrate and small pore substrate located between the heat source and the heat sink
are the important channels for heat and mass transfer. Based on the previous assumption, when the
water sublimator is in operating state, the porous substrate is filled with water and belongs to saturated
porous medium. Its effective coefficient can be obtained by volume average method. The governing
equations for heat and mass transfer in saturated porous media are shown below.

Continuity equation:
ρw∇ · uw = 0 (9)

When water flows in the porous substrate, the Reynolds number is less than 10 and it is laminar
flow. Therefore, the relationship between velocity and pressure and viscous force is expressed by
darcy’s law, where the permeability identified by κ is a function of the porosity and the pore size [51,52].

uw = −κ
μ
∇p (10)

κ =
d2ε3

180(1− ε)2 (11)

Energy equation:

ρe f f ce f f
∂T
∂t

= ke f f∇T + Q (12)

ρe f f = (1− ε)ρpo + ερw (13)

Ce f f = (1− ε)Cpo + εCw (14)

ke f f = (1− ε)kpo + εkw (15)

where μ is the dynamic viscosity of the fluid, d is the pore diameter, ε is the porosity, ρe f f is the effective
density, ρpo is the density of the porous matrix, Ce f f is the effective specific heat capacity, Cpo is the
specific heat capacity of the porous matrix, ke f f is the effective thermal conductivity, kpo is the thermal
conductivity of the porous matrix.
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2.2.5. Temperature Uniformity and Pressure Uniformity Evaluation Models

Two parameters are defined to evaluate the temperature uniformity and the pressure uniformity
of the CIS’s sections. The temperature uniformity is defined as

α = 1− Tmax − Tmin

Tav
(16)

where Tmax and Tmin are the maximum temperature and the minimum temperature on the sections of
the CIS, Tav is the average temperature on the corresponding sections.

The pressure uniformity is indicated in the form of:

β = 1− pmax − pmin

pav
(17)

where pmax, pmin and pav are the maximum pressure, the minimum pressure and the average pressure
on the sections of the CIS respectively. A larger value for both the two parameters means that ice
breakthrough is likely to occur.

2.2.6. Compensatory Coefficient Evaluation Model

The compensatory coefficient is used to evaluate the effective availability of operating power of
the FW loop in dissipating the waste heat from the space applications, which is denoted as:

η =
ΔpG1

mcCp(Tin − Tout)
(18)

where G1 is the FW’s flow rate, Δp is the FW’s pressure difference between the inlet and the outlet of
the CP in the CIS. If the compensation coefficient is small, it signifies that the FW loop consumes less
power to dissipate the same waste heat from the space application.

2.3. Simulation Parameters for CIS

The simulation is calculated by the COMSOL Multiphysics software, which is widely applied in
various fields of scientific research and engineering calculation. Based on finite element mesh model,
COMSOL Multiphysics finished the simulation study of this paper by solving partial differential
equation or equations. According to the previous physical model, the study in this paper involves
three physical fields, namely, the laminar flow physical field of the thermal loop, the laminar flow
physical field of the FW loop and the solid heat transfer physical field.

2.3.1. Boundary Condition Setting

In the CIS, the FW’s mass flow rate mf, a most important parameter, can be calculated through
Equation (7) according to energy conservation. The waste heat power that needs to be discharged by
the CIS is transferred by the WF in the thermal loop, and the power is 400 W. The inlet flow velocity of
the CP in the thermal loop is 0.761 m/s calculated through Equation (5) when the WF’s temperature
drop is set at 5 K and the waste-heat power is a half of 400 W, the inlet temperature is 290.15 K, and
the outlet pressure of the CP is set as 0 Pa. The inlet flow velocity of the FW is 0.00283 m/s, the inlet
temperature is 283.15 K. In accordance with the assumption, the upper surface of the PAFS is considered
to be the site of water sublimation, therefore, the pressure is set to 610Pa and the surface temperature is
set to 273.15 K [23,26,28]. The remaining surfaces are adiabatic.

2.3.2. Thermo-Physical Properties

The thermo-physical properties of CIS used for the investigation are listed in Table 1.
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Table 1. Thermo-physical properties of the CIS, and other materials [21,22,24,29].

-
Density
(kg/m3)

Specific Heat
(J/kg K)

Thermal Conductivity
(W/m K)

Component

Stainless steel 7930 500 17 CP, FW cover, FW box, SSPD
Aluminum foam 2700 896 180 PAFS

Water 1000 4212 0.551 FW, WF

2.3.3. Factors Affecting CIS’s Performance

1) Physical parameters of porous substrates

Porous substrate is key components of the CIS. The parameters such as pore size, porosity and
thickness of porous substrate have a crucial effect on CIS performance, which determines whether the
water sublimator can work normally. When the cone height is 1.5 mm, the cone angle is 60◦ and the
FW’s inlet pressure is 26 kPa, according to the studies in the references [20,21], the target of PAFS’s
pore size is 350 μm, and the appropriate pore size of SSPD needs to be further studied, we determined
the data range shown in the Table 2 [20,21].

Table 2. Structural parameters of porous substrate varied in the numerical study.

SSPD’s Porosity SSPD’s Pore Size (μm) PAFS’s Porosity PAFS’s Pore Size (μm)

0.1–0.8 15 0.3 200
0.3 5–40 0.3 200
0.3 15 0.1–0.8 200
0.3 15 0.3 50–350

2) Flow characteristics and fluid properties

The flow characteristics and fluid properties include viscosity, the inlet flow velocity of the thermal
loop and the inlet pressure of the FW loop. The viscosity of the FW and the WF is an important physical
parameter. When the loop structure is determined, the variation of viscosity with temperature will
cause the change of pressure loss and directly affect the operating cost of the system.

The FW’s inlet pressure The FW’s inlet pressure directly determines the pressure distributed in
the PAFS, and the flow rate of the WF in the thermal loop determines the heat input per unit time of
CIS. All these factors affect the performance of CIS, and when they exceed the allowed range, they may
cause the breakthrough phenomenon of the CIS. Flow characteristics and fluid properties varied in the
numerical study is presented in Table 3.

Table 3. Flow characteristics and fluid properties varied in the numerical study.

WF’s Viscosity
(mPa/s)

WF’s Flow Rate
(m/s)

FW Viscosity
(mPa/s)

FW Inlet Pressure
(KPa)

0.9–1.4 0.761 1.0828 26
1.3077 0.6–0.9 1.0828 26
1.3077 0.761 0.8–1.3 26
1.3077 0.761 1.0828 24–28

3) Layout of the orifice

The layout of the orifice influences the FW’s diffusion in porous substrate and thereby affects
the uniformity of temperature distribution in the porous substrate. Two kinds of the orifice layout
are designed for comparative analysis, as shown in Figure 4. In case A, four orifices are arranged
symmetrically, and each orifice provides FW to the corresponding SSPD. In case B, two orifices are
a group, and they supply FW to a SSPD together.
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(a)                                          (b) 

Figure 4. Layout of the orifice in the FW loop. (a) Case A: the layout of the orifice is in the shape of
cross. (b) Case B: the orifice is arranged in a straight line.

4) Structure parameters of orifice

The orifice is the connection channel for the FW box and the porous substrate. Its structure size
directly affects the inlet pressure and the diffusivity of the FW, so far, the investigation did not appear
in the literature. When the porosity and the pore size of the PAFS are 0.3 and 15 μm respectively, the
porosity and the pore diameter of the SSPD are 0.3 and 200 μm, the influence of cone height and cone
angle on heat and mass transfer is studied. The setting of the cone height, cone angle and inlet pressure
of the FW loop are shown in Table 4.

Table 4. Conditions for the numerical investigation.

Cone Height (mm) Cone Angle (◦) FW Inlet Flow Velocity (m/s)

1.5-2-2.5-3 60 0.00283
2 20-30-40-50-60 0.00283

3. Research Results and Discussion

Performing numerical calculations on different grid sizes ensure a grid independent solution.
The grid independence of outlet temperature (Figure 5a) and inlet pressure (Figure 5b) under different
inlet temperatures of the WF was checked. Four grid sizes are considered from 60,853 to 283,443.
It can be seen clearly that the deviation between the simulation results for 60853 and 283443 grids is
negligible. Therefore, in this study, 283,443 grids are used to research all the examples.

 
(a)                                       (b) 

Figure 5. Grid independent analysis of simulated outlet temperature and inlet pressure of the WF
in different mesh cells. (a) Grid independent analysis of outlet temperature. (b) Grid independent
analysis of inlet pressure.
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3.1. Impact of Physical Parameters of Porous Substrates on the CIS

The impact of the physical parameters of PAFS and SSPD on the pressure field of the FW loop is
presented in Figure 6. According to the distribution characteristics of the FW’s pressure field, it is more
instructive to study the maximum pressure of each section, so the pressure and pressure difference in
Figure 6 are measured by the maximum pressure.

The decrease of the PAFS’s pressure difference with the increase of the PAFS’s pore diameter is
showed in Figure 6a. When the PAFS’s pore diameter is larger than 10 μm, its impact on the PAFS’s
pressure difference becomes weaker. When the pore diameter is less than 10 μm, with the decrease
of pore diameter, the pressure difference increase rapidly, which also decrease the SSPD’s pressure
difference and increase the FW’s inlet pressure obviously.

Figure 6b shows that SSPD’s pore diameter has a little impact on the PAFS’s pressure difference,
but it determines the SSPD’s pressure difference heavily. It can be observed that SSPD’s pressure
difference accounts for a large proportion in the FW’s inlet pressure, and the two curves coincide
approximately in the Figure. There is a turning point on the relation curve between the SSPD’s diameter
and the SSPD’s pressure difference, the point is between 10 μm and 15 μm. When the pressure range
of the FW’s inlet pressure is 20 kPa to 50 kPa, the corresponding SSPD’s pore diameter range is 10 μm
to 15 μm, which is the reasonable value in this paper.

When the PAFS’s porosity is less than 0.2, it has a great influence on the PAFS’s pressure difference,
which is depicted in Figure 6c. When the PAFS’s porosity is between 0.2–0.3, the influence is moderate
and suitable for design.

SSPD’s porosity also has a great impact on the SSPD’s pressure difference, which directly affects
the order of magnitude of water pressure, and there is a turning point of the porosity between 0.3 and
0.4, as are displayed in Figure 6d.

  
(a)                                       (b)  

 
(c)                                       (d)  

Figure 6. Impact of physical parameters of the porous materials on the FW’s inlet pressure (a) Impact
of the PAFS’s pore size on the pressure. (b) Impact of the SSPD’s pore size on the pressure. (c) Impact
of the PAFS’s porosity on the pressure. (d) Impact of the SSPD’s porosity on the pressure.
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3.2. Impact of the Flow Characteristics and Fluid Properties on the CIS

Figure 7 illustrates the impacts of the WF’s viscosity and flow velocity on the CIS. It can be
clearly seen from Figure 7a that the WF’s inlet pressure increased linearly when the WF’s viscosity was
from 0.9 mPa/s to 1.4 mPa/s. According to hydrodynamics, when the inlet flow velocity is constant,
the pressure increase in the inlet will result in an increase in the operating power of the thermal loop.

Figure 7b shows that the WF’s inlet pressure increased dramatically as the WF’s flow velocity
increased from 0.5 m/s to 1.0 m/s, which makes the mechanical pump in the thermal loop potentially
overloaded. For the reliable operation of the thermal loop, the power of the pump should be
appropriately increased.

The CP’s outlet temperature rose nonlinearly with the WF’s flow velocity, as shown in Figure 7c,
while the temperature difference between the CP’s inlet and outlet gradually decreases, as Figure 7d
shows. According to the thermodynamic, the flow velocity disturbance affects the CP’s outlet
temperature, and then the temperature of the spacecraft applications.

  
(a) (b) 

  
(c) (d) 

Figure 7. Plots of the WF’s viscosity and flow velocity on the inlet pressure and the outlet temperature;
(a) Impact of the WF’s viscosity on the inlet pressure, (b) Impact of the WF’s flow velocity on the inlet
pressure, (c) Impact of the WF’s flow velocity on the outlet temperature, and (d) Impact of the WF’s
flow velocity on the temperature difference between the inlet and the outlet.

The influence curves of the viscosity and the FW’s inlet pressure on the FW loop are drawn in
Figure 8.

Figure 8a indicates the trend of the inlet pressure with the FW’s viscosity. It can be seen from
the curve diagram that the inlet pressure increases by 60 percent when the FW’s viscosity rises from
1.0 mPa/s to 1.6 mPa/s. The influence of the FW’s inlet pressure disturbance on the inlet flow velocity is
showed in Figure 8b. In the curve, the inlet flow velocity increases linearly with the increase of the
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inlet pressure, and in the variation range of the inlet pressure, the flow velocity rises by 24 percent.
These results imply that the influence of the viscosity on CIS should be considered in CIS design.

 
(a)                                         (b) 

Figure 8. Plots of the viscosity and FW’s inlet pressure on the inlet pressure and the inlet flow velocity;
(a) Impact of the WF’s flow velocity on the inlet pressure, (b) Impact of the WF’s viscosity on the
inlet pressure.

3.3. Impact of the Layout of the Orifice on the CIS

The temperature distribution of the CIS under two orifice layouts is drawn in Figure 9. According
to the temperature indicated by the color, it can be known that the PAFS is the place where water
sublimation occurs, and the temperature is the lowest. The WF’s temperature at the inlet of the CP is
the highest. As the WF continuously dissipates heat to the CIS, the WF’s temperature drops at the
outlet of the CP. In Figure 9a, the inlet temperature is 290.15 K, the outlet temperature is 284.96 K,
and the temperature decreases by 5.19 K. In Figure 9b, the inlet temperature is 290.15 K, the outlet
temperature is 285.09 K, and the temperature is 5.06 K lower. These results suggest that the cooling
effect of the two structures is pretty similar, and the cooling temperature difference is less than 3%.

 
(a)                                      (b) 

Figure 9. Temperature field in different layout of the orifice; (a) The temperature field with the orifice
layout in cross, and (b) The temperature field with the orifice layout in line.

Due to the structure of the CP’s cooling-channel, the heat resistance between the heat source and
the cold source inside the CIS is uneven, which will inevitably make the temperature distribution
uneven on each section in the CIS and will affect the melting speed of the ice at different positions
on the sublimation interface, and may induce the breakthrough phenomenon of the ice. Therefore,
to investigate the temperature distribution inside the CIS, three sections were selected from the two
structures respectively, as the Figure 10 shows. The three sections are located at the SSPD’s top,
the SSPD’s bottom and the top of the CP’s cooling-channel.
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Figure 10. Layout of the section (a) The sections in the CIS with the orifice layout in cross. (b) The
sections in the CIS with the orifice layout in line.

Figure 11 shows the temperature distribution on different sections in the two CIS with different
orifice layout. The 3D colormap surfaces of the sections inside the two CIS are different. For example,
in Figure 11a,c,e, there are five peaks, while in Figure 11b,d,f, there are only three peaks. These
peaks locate at the CP’s inlet, the corner of the CP’s channel and the orifice among the CP’s channel
respectively. In these three types of places, the structure of the CP’s channel changes, which changes
the WF’s flow-status, and the heat transfer efficiency has been increased.

 
(a)                                     (b) 

 

(c)                                      (d) 

Figure 11. Cont.
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(e)                                     (f) 

Figure 11. The temperature distribution on the sections (a) The temperature distribution on the section
A1. (b) The temperature distribution on the section B1. (c) The temperature distribution on the section
A2. (d) The temperature distribution on the section B2. (e) The temperature distribution on the section
A3. (f) The temperature distribution on the section B3.

The maximum and minimum temperatures on the corresponding sections are nearly equal when
comparing each Figure, however these result can’t clarify the uneven degree of temperature on the
sections. Table 5 lists the temperature uniformity of the sections. It can be seen from these data that
the temperature uniformity gradually increases as the section gets close to the cold source, and the
temperature uniformity of the CIS with the orifice layout in cross is a little better than that of the CIS
with the orifice layout in line.

Table 5. Uniformity coefficients of the sections.

Sections
Maximum

Temperature (K)
Minimum

Temperature (K)
Average

Temperature (K)
Temperature

Uniformity Coefficient

Section A1 273.9806398 273.3429304 273.5334432 0.997669
Section A2 278.1846081 274.0394413 274.9725135 0.984925
Section A3 288.7247784 275.5876286 278.3014317 0.952795
Section B1 274.0029072 273.3385126 273.5240334 0.997571
Section B2 277.4333061 274.0194208 274.9176216 0.987582
Section B3 288.7316393 275.5344049 278.1660873 0.952556

From the above, there is a great difference of the temperature distribution on each section, but
the minimum temperature and the maximum temperature on the corresponding sections are similar.
The closer the section is to the sublimation interface, the larger the temperature uniformity is. The value
of the temperature uniformity of case A is slightly less than that of case B.

The pressure distribution of the FW in the two types of CIS is showed in Figure 12. From
Figure 12a,b, it can be observed that the SSPD divides the FW into two zones: high pressure and low
pressure. The FW between the FW inlet and the bottom surface of the SSPD is regarded as the high
pressure zone, while the FW between the top surface of the SSPD and the top surface of the PAFS
belongs to low pressure zone. The pressure drop from the FW inlet to the sublimation interface is
mainly on the SSPD, which perfectly realizes the separation of the pressure control from the water
sublimation and sublimate the FW in the PAFS.

Figure 13 shows the pressure distribution on the sections. There are four separate peaks in the
Figure 13a,c, while synchronously Figure 13b,d each have two saddle-shaped peaks. These results
imply that the pressure distribution is correlated with the layout of the orifice, as well as that the
pressure at the place of the orifice is higher than the surrounding pressure. The pressure uniformity
coefficients (PUC) of the sections are list in the Table 6. On the basis of these datum, it is easy to
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understand that the PUC increases significantly with the action of the SSPD, and it can be concluded
that the PUC on the sublimation interface of the PAFS is relatively high, which is conducive to avoid
the breakthrough of the ice.

 
(a)                                     (b)  

Figure 12. FW’s pressure field (a) The FW’s pressure field in the CIS with the orifice layout in cross.
(b) The FW’s pressure field in the CIS with the orifice layout in line.

  
(a) (b) 

  
(c) (d) 

Figure 13. Pressure distribution on the sections. (a) The pressure distribution on the section A1. (b) The
pressure distribution on the section B1. (c) The pressure distribution on the section A2. (d) The pressure
distribution on the section B2.

Table 6. PUC of the sections.

Sections
Maximum

Temperature (K)
Minimum

Temperature (K)
Average

Temperature (K)
Pressure Uniformity

Coefficient

Section A1 700.58955 610.9999994 612.0034769 0.853612673
Section A2 25,328.703 862.8228082 25,094.28682 0.025041801
Section B1 707.63275 611 612.0040322 0.842104398
Section B2 25,866.459 927.8483014 25,357.44003 0.016517032
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3.4. Impact of the Structure Parameters of the Orifice on the CIS

The relation between the cone angle of the orifice as well as the FW’s inlet pressure is drawn in
Figure 14a. The FW’s inlet pressure increases nonlinearly with the increase of the cone angle of the
orifice. The inlet pressure rises slightly when the cone angle is from 20◦ to 40◦, nevertheless when the
cone angle is from 40◦ to 60◦, the inlet pressure goes up memorably. The applicable inlet pressure of
the FW should be greater than 20 kPa, as a consequence the suitable value range of the cone angle is
from 50◦ to 60◦ in this paper.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 14. Plots of the cone height and the cone angle on the FW inlet pressure (a) Impact of the cone
angle on the FW’s inlet pressure. (b) Impact of the cone height on the FW’s inlet pressure. (c) Impact of
the cone angle on the compensatory coefficient. (d) Impact of the cone height on the compensatory
coefficient. (e) Impact of the cone angle on the flow velocity on the symmetric line on section B1.
(f) Impact of the cone height on the flow velocity on the symmetric line on section B1.
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The curve of the FW’s inlet pressure changing with the cone height is shown in Figure 14b, when
the cone angle of the orifice is at 60◦. With the increase of the cone height, the FW’s inlet pressure
rises gradually. On the basis of the hydrodynamics, this result is mainly caused by the decrease of the
flow-area of the orifice when the cone height increases under the condition of constant cone angle.
In the light of the literatures investigation and the relation in the curve of the Figure 14b, the range of
cone height from 1.5 mm to 2.0 mm could satisfy the design requirement of the CIS.

Figure 14c,d show the curves of the compensatory coefficient VS the cone angle and the cone
height in the orifice. It should be noted that the curves in Figure 14a,c have the same trends, while the
curves in Figure 14b,d also have the same trends, mainly because the operating power of the FW loop
increases with the FW’s inlet pressure.

The curves of the flow velocity on the symmetric line of the section B1 VS the cone angle and the
cone height of the orifice are shown in Figure 14e,f, respectively. The curves depict that the maximum
temperatures on the symmetric increase with the cone angle and the cone height. When the cone angle
is from 20◦ to 60◦, the increase of the flow velocity is lower that when the cone height is from 1.5 mm
to 3.0 mm. As a result, the cone height has a greater impact on the maximum flow velocity than that of
the cone angle in the research of this paper.

To sum up, the influence of cone height on the compensation coefficient, FW pressure and the
maximum flow velocity of Section 4 is far greater than that of the cone angle. According to the
calculation and analysis results, the appropriate range of the cone height is from 1.5 mm to 2 mm.

3.5. Data Validity

The COMSOL Multiphysics software has been successfully applied to numerical studies of heat
and mass transfer in various applications, which can be referred to in the literature [53–57]. In this
paper, the setting of boundary conditions and initial conditions is consistent with or approximate to
the setting of reference [20,21,23,24,26,27], which is reasonable. According to the principle of energy
conservation, the temperature drop value of the WF is set at 5 K, which is very close to the value
calculated by the software under the boundary conditions and initial conditions specified above. The
comparison shows the rationality of the simulation results.

4. Conclusions

In this paper, the CIS development unit model, the mathematical models of heat and mass
transfer and the evaluation coefficient were presented to investigate the reliability issues generated
by large temperature or pressure differencea. The influences of the physical properties of the porous
substrate, physical properties of the working fluid, orifice layouts and orifice-structure parameters on
the characteristics of flow field and temperature field were analyzed. The following main results were
obtained:

1) There are turning points in the influence curve of the porous-substrate physical parameters on the
FW pressure. The SSPD’s pore diameter and porosity should be below the value of the turning
point in order to control the FD’s pressure. On the contrary, the value of the PAFS’s pore diameter
and porosity should be larger than that of the turning point, so as to reduce the influence on
pressure, increase the pore size and improve the contaminant insensitivity of CIS.

2) The variation of the FW’s dynamic viscosity has a significant influence on the FW’s pressure,
which should be considered when the CIS is designed and used. For example, we can choose an
appropriate control strategy to control the flow rate to compensate for the change in viscosity.

3) The pressure drop of the FD loop mainly occurs in the SSPD, which fully demonstrate the SSPD’s
control effect on the FW’s pressure. The pressure uniformity coefficients on the AFPS’s bottom
surfaces are 0.853612673 and 0.842104398 in the two CIS’s layout respectively. At the same time,
the temperature uniformity coefficients on the same sections are 0.997669 and 0.997571. These
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results show that CIS have excellent temperature uniformity and pressure uniformity, but the
effect of pressure on the ice breakthrough needs to be noted.

4) The cone height of the orifice has a great influence on the FW pressure and the compensation
coefficient. The selection of cone height should ensure that sublimation occurs in PAFS, and take
into account the running power of the FW loop.

In conclusion, all the rules and results above can not only guide the selection of parameters when
designing CIS but also provide methods and data platform for the CIS design or the subsequent studies
of the CIS.
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Abstract: Soil steam disinfection (SSD) technology is one of the effective means to eliminate soil-borne
diseases, especially under the condition of clay-loam soil cultivation for facility agriculture in Yangtze
River delta (China). With the fine particles, small pores and high density of the soil, the way of steam
transport and heat transfer are quite different from those of other cultivation mediums, and when
using SSD injection method, the diffusion of steam between pipes will be affected, inhibiting the heat
transfer in the dense soil. Therefore, it is necessary to explore the influence of steam pipe spacing
(SPS) on the energy consumption and soil temperature (ST) for clay-loam disinfection. The best
results are to find a suitable SPS that satisfies the inter-tube steam that can be gathered together
evenly without being lost to the air under limited boiler heating capacity. To this purpose, we first
used a computational fluid dynamics model to calculate the effective SPS to inject steam into deep
soil. Second, the ST, ST rise rate, ST coefficient of variation, and soil water content variation among
different treatments (12, 18, 24, or 30 cm pipe spacing) were analysed. Finally, the heating efficiency
of all treatments depending on the disinfection time ratio and relative energy consumption was
evaluated. The result shows that in the clay-loam unique to Southern China, the elliptical shape
of the high-temperature region obtained from the numerical simulation was basically consistent
with the experiment results, and the ratios of short diameter to long diameter were 0.65 and 0.63,
respectively. In the SPS = 12 and 18 cm treatments, the steam completely diffused at a 0–20 cm soil
layer depth, and the heat transfer was convective. However, at an SPS = 12 cm, steam accumulation
occurred at the steam pipe holes, causing excessive accumulation of steam heat. The relative energy
consumptions for SPS = 30, 24, and 12 cm were above 2.18 kJ/(kg·◦C), and the disinfection time ratio
was below 0.8. Thus, under a two-pipe flow rate = 4–8 kg/h, the inter-tube steam was found to be
completely concentrated with a uniform continuous high temperature distribution within the soil for
an appropriate SPS = 18–22 cm, avoiding the unnecessary loss of steam heat, and this method can be
considered for static and moving disinfection operations in the cultivated layer (−20–0 cm) of clay
loam soil. However, for soil with higher clay contents, the SPS can be appropriately reduced to less
than 18 cm. For soil with lower clay contents and higher sand contents, the SPS can be increased to
more than 22 cm.

Keywords: soil steam disinfection; steam pipe spacing; soil temperature; soil water content; energy
consumption

1. Introduction

Soil steam disinfection (SSD) technology can efficiently kill fungi, bacteria, and pests under the
condition of soil cultivation for facility agriculture [1–4], which can solve the problem of continuous
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cropping in high-value crop cultivation [5–7]. Experts around the world found that the injection
SSD method has the advantage of higher heating rate for deep soil [6–15]. But for the disinfection of
clay-loam in Yangtze River delta (China), because of its soil clay content and small soil pores which
cause poor water permeability [16,17], the SSD injection method under clay-loam conditions will
seriously affect the diffusion range of steam in the dense soil [18,19], resulting in poor disinfection
efficiency and increased energy consumption. For the disinfection of sandy-loam, Gay et al. [6] found
that a thermal radius of a single steam pipe is 15 cm in soil and increasing the soil water content (SWC)
can greatly increase the soil heating rate under limited energy condition. This is because the steam
supplied by an injection pipe forces the re-evaporation of steam condensate, which contributes to
deplete the soil porosity [6,13], and the sandy-loam soil because its large soil pores also promote the
steam diffusion in loose soil even though the soil pores are filled with condensate [6,13]. So, compared
with other loose soils, steam was difficult to diffuse in the clay-loam soil because of its dense structure.
Thus, it will be very meaningful to study a way which can guarantee a high heating rate of the injection
system while also saving energy consumption in clay-loam soil. Based on previous studies on the
thickness of porous media [20–24], the soil thickness will affect the heat transfer rate. In the injection
SSD process, changes in the steam pipe spacing (SPS), i.e., changes in the thickness of the disinfected
soil, might also affect steam heat transfer efficiency. Thus, we studied the articles on the SPS of steam
disinfection mechanism.

For the previous studies, we can also find that one major drawback of steam injection systems
with multiple steam pipes is the irregular soil temperature (ST) distribution, which leads to excessive
energy consumption [6,13]. This is because in the field of steam disinfection, the steam injection
method and the sheet and hood method have different steam delivery modes in addition to a difference
in soil disinfection depth [6]. The sheet method and the hood method are used to directly transport
steam to the soil surface through a steam transfer pipe to form a continuous disinfection zone [14];
however, the injection method is used to insert different numbers of steam pipes into the soil to form a
steam pipe group, after which the steam is injected into the soil for disinfection [6,13,15]. For a limited
disinfection time, if the SPS is too large, in order to ensure that the soil between the pipes is fully
heated, it is necessary to continuously inject steam into the soil because of the limited heat capacity of
the soil [16]. At the same time, if the surface of the soil is not covered with insulation, a large amount of
steam will be lost to the air [6,13], resulting in an ineffective loss of heat. However, when the amount
of steam is reduced, the overall ST will be low, and disinfection will not occur. Therefore, because of
its unique distinction of multiple sub-surface steam pipes, the disinfection area between steam pipes
may not form a continuous and complete uniform temperature distribution zone. Thus, the best result
occurs when the steam between the two disinfection pipes gathers together only under the soil surface
under a suitable SPS and steam volume. To avoid heat transfer blind spots in the disinfection area,
the SPS needs to be appropriately reduced. As the study by Jiang [15] showed, a thermal radius of a
single steam pipe is 10 cm in soil, and considering the heat transfer blind zone, Jiang reduced the SPS
to 14 cm, producing a good heat transfer effect in soil. Gay et al. [13] used 11 × 9 = 99 steam pipes and
an iron hood to disinfect sandy-loam soil at soil layer depths (SLDs) of 0–−15 cm, in which each pipe
was 25 cm long and 2.1 cm in diameter and the steam pipe spacing (SPS) was 23 cm. Gay found that
the steam injection pipe could quickly heat the deep soil, and the iron hood could prevent the invalid
loss of steam heat because of steam spilling over the soil surface. The structural design of the steam
disinfection mechanism also affect soil heat transfer and energy consumption.

In the SSD machine (Figure 1a) made by our group, the steam disinfection mechanism (1) was
mainly composed of an iron hood and some steam pipes (5). The rotary tillage device (2) functioned
to reduce the resistance of the soil for the steam pipe (4) and to ensure sufficient contact with the
steam discharged from the steam pipes by deep tilling the compacted soil. At the beginning of
disinfection, the control box (3) adjusted the lift height of the electric push rod, and the steam
disinfection mechanism was vertically inserted into the loose soil (SLDs = −20–0 cm) after rotary
tillage. During the disinfection process, a large boiler heating capacity in the steam injection system
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can quickly increase soil temperature but may cause unnecessary energy consumption and increase
the weight and cost of disinfection equipment. With a reasonable boiler capacity, the soil heating rate
and temperature uniformity mainly depend on the disinfection pipe layout, e.g., quantity and spacing
(Figure 1b), within a limited disinfection time. Therefore, analysing the soil temperature field and
energy consumption variation for different SPSs is crucial for obtaining a high-temperature rise rate
and evenly distributed temperature field. In this paper, under three steam flow rates (4, 6, and 8 kg/h),
the effects of four SPSs (12, 18, 24, and 30 cm) on the ST, ST rise rate, and energy consumption were
studied to obtain the best result for the injection method to form a continuous uniform disinfection
area for the clay-loam unique to Yangtze River delta in China.

  

(a) (b) 

Figure 1. Custom-made soil steam disinfection (SSD) machine: (a) SSD machine; (b) steam disinfection
pipe layout. 1. Steam disinfection mechanism. 2. Rotary tiller. 3. Control box. 4. Tractor. 5. Steam pipe.
6. Steam pipe spacing (SPS).

2. Theoretical Analysis

Drying and SSD are opposite processes, and a wet porous medium can be divided into a dry zone,
evaporation zone and wet zone during the drying process. The moisture in the wet zone is transported
to the evaporation zone in the form of liquid water, and the generated vapour is rapidly diffused
into the dry zone to complete the entire drying process [25–27]. Similar to the drying process, in the
sheet method of SSD [28], experts have designed a two-dimensional soil disinfection area to undergo
one-dimensional flow in the vertical direction. The whole disinfection process can be divided into two
stages: The first stage is the steam convection heat transfer; the initial state of the soil is dry, and the
saturated dry steam accumulates on the surface of the soil to form a gas phase zone. As the steam
accumulates at the soil surface, the saturated dry steam condenses to form a gas–liquid two-phase
flow in the soil pores, and the moisture content of the soil gradually increases to form a gas–liquid
two-phase zone. The second stage is the condensed water heat conduction stage. As the disinfection
progresses, a large amount of steam condenses into the liquid water and accumulates in a deep layer of
the soil to form a wet zone. The deep layer of soil mainly relies on condensed hot water to conduct heat.
In the process of sheet disinfection, the soil can be divided into a dry zone, gas phase zone, gas–liquid
two-phase zone, and wet zone [28].

In contrast to the sheet method, the steam pipes used in the injection method are buried in the
soil. To explore the diffusion law of the steam in the soil, a two-dimensional disinfection area is first
created, centred on point 0, which was the steam ejection point. L and H are horizontal and vertical
distances in the soil, respectively, as shown in Figure 2. Assuming that the horizontal heat flux diffusion
velocity (qX) is greater than the vertical heat flux diffusion velocity (qY), that is, the horizontal diffusion
distance of the vapour (Xv) is greater than the vertical diffusion distance of the vapour (Yv) under
each disinfection time period, it is necessary to determine Yv when Xv is L. If qX = qY, then Xv = Yv.

131



Energies 2019, 12, 3209

If qX < qY, when Yv = H, Xv < H, and then it is necessary to determine Xv to prevent the steam from
leaving the surface, resulting in heat loss.

 
 

(a) (b) 

Figure 2. Steam disinfection model. (a) steam diffusion principle; (b) steam injection model. Note:
qX is the horizontal heat flux diffusion velocity (cm/s); qY is the vertical heat flux diffusion velocity
(cm/s); Xv is the horizontal diffusion distance of the vapour (cm); Yv is the vertical diffusion distance of
the vapour (cm).

To explore the diffusion law of steam from a single pipe in the horizontal and vertical directions,
it is necessary to study the ST field. In this paper, computational fluid dynamics (CFD) simulation
technology is used to simulate the ST field after disinfection. The simplified model is established by
using the geometric modelling tool in COMSOL Multiphysics software (COMSOL Inc). The soil area
is 40 cm × 40 cm, the atmosphere boundary is set as the heat insulation layer, and there is no heat
exchange with the outside air, as shown in Figure 2. This model uses a quadrilateral mesh; the number
of grid cells is approximately 130,000, and the number of mesh nodes is 26,000.

In this paper, the ST field is numerically simulated using the heat transfer equation of porous
media proposed by De Vries [27–31]. The expression is as follows:

(ρCp)e f f
∂T
∂t

+ ρCp·u·∇T + ∇·q = Q (1)

(ρCp)e f f = θpρpCρ,p + (1− θp)ρCp (2)

where ρp is the soil bulk density, kg/m3; Cρ,p is the soil specific heat capacity, J/(kg·K); Cp is the fluid
heat capacity at constant pressure, J/(kg·K); T is the absolute temperature, k; u is the velocity, m/s;
q is the conducted heat flux (W/m2); Q is the additional heat source (W/m3); (ρCp)eff is the effective
volumetric heat capacity at constant pressure defined by an averaging model to account for both solid
matrix and fluid properties, J/(m3·K); and 1 − θp is the porosity.

The physical variables in the expression above are determined from the actual soil parameters,
where ρp = 1.15 g/cm3, Cp = 1700 J/(kg·K), 1 − θp = 0.40, and the initial ST is 20 ◦C. Because of the
large number of steam disinfection pipes in an actual SSD operation, the flow rate from the boiler was
100 kg/h, the steam flow rate of a single pipe was set to 2, 3, or 4 kg/h, and the steam temperature was
set to 120, 140, or 160 ◦C. In the simulation process, when the soil average temperature reached 90 ◦C,
the required heat was 4379.2 kJ, and the disinfection time of each treatment was measured (Table 1).
Table 1 shows that the steam temperature is proportional to the steam flow rate and the disinfection
time; under the same steam temperature condition, the disinfection time decreases with an increase
in the steam flow rate, and the steam flow rate has a significant effect on the disinfection time [32],
while the steam temperature has less of an influence on the disinfection time.
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Table 1. Soil steam disinfection time.

Steam
Temperature/◦C

Steam Flow
Rate/(kg/h)

Steam
Enthalpy/(kJ/kg)

Heat of
Evaporation/(kJ/kg)

Disinfection
Time/min

120 2 2708.9 2332.09 56.3
120 3 2708.9 2332.09 37.6
120 4 2708.9 2332.09 28.2
140 2 2737.8 2360.99 55.6
140 3 2737.8 2360.99 37.1
140 4 2737.8 2360.99 27.8
160 2 2762.9 2386.09 55.1
160 3 2762.9 2386.09 36.7
160 4 2762.9 2386.09 27.5

The inlet of the steam pipe was an inlet boundary condition with the flow rate (2, 3, and 4 kg/h).
The four sides of soil were subjected to the boundary conditions of a static pressure, and the static
pressure was zero. The temperatures of the pipe and soil were 20 ◦C.

From Figure 3a, the diffusion of the steam heat flux in the horizontal and vertical directions is
basically in accordance with qX < qY at different flow rates. The high-temperature region of the soil has
an elliptical shape [33]; that is, the horizontal steam diffusion distance is smaller than the vertical steam
diffusion distance. When the vertical heat transfer distance of the vapour (Yh) is 0.2 m, the horizontal
heat transfer distance of the vapour (Xh) is 0.13 m (elliptical short radius to long radius = 0.65).
When Xh > 0.13 m (Figure 3b), the surface of the soil forms a superheated area, and the shape
of the high-temperature area of the soil changes from an ellipse to a rectangle.

 

(a) (b) 
Figure 3. Simulation results. (a) Xh = 0.13 m; (b) Xh > 0.13 m.

3. Soil Steam Disinfection Test

According to the first section, the diffusion law of the steam in the single pipe indicates that Xh
is less than Yh and that when Yh = 20 cm, Xh = 13 cm. For a single pipe with Xh = 13 cm, a steam
disinfection test was carried out by the hood-injection method in this paper [6]. The test was carried
out in March 2019 at the Yanhai Tractor Factory test base (120◦12′ E, 33◦22′ N) in Yancheng, Jiangsu
Province, China. The indoor temperature was 22 ◦C, and the relative humidity was 84%.

133



Energies 2019, 12, 3209

3.1. Test Conditions and Materials

Two steam pipes were tested, each with a length of 300 mm, a diameter of 10 mm, and a wall
thickness of 2 mm. One end of the steam pipe was the inlet end, and the other end was the closed end.
There were three holes (aperture = 3 mm) uniformly distributed at a distance of 10 mm from the closed
end, and the circumferential direction of the holes was 120◦.

The test soil was taken from the test base of the Yanhai Tractor Factory. The basic properties of the
soil are shown in Table 2.

Table 2. Physical properties of soil.

Soil Types
Field

Capacity/%

Bulk
Density/
(g/cm3)

Soil Particle Compositions/%

Clay
(<0.002 mm)

Silt
(≥0.002–0.02 mm)

Sand
(≥ 0.02–2 mm)

Clay-loam 32.3 1.15 53.3% 23.3% 23.3%

The SSD test bench is shown in Figure 4 and test components and manufacturers are shown in
Table 3.

  
(a) (b) 

Figure 4. SSD test bench: 1. flow valve; 2. flow meter; 3. boiler thermometer; 4. boiler burner; 5. boiler
pressure controller; 6. boiler control box; 7. boiler; 8. control box screen; 9. ST and SWC control box;
10. data transmission line; 11. SWC sensor; 12. ST sensor; 13. soil bin; 14. steam pipe; 15. steam
transport tube. (a) components of the SSD test bench; (b) SSD test.

Table 3. Test components and manufacturers.

Test Components Manufacturer

LSS0.1-0.7-Y boiler Jiangsu Yueheng Special Equipment Manufacturing Co., Ltd.
LYK-10 boiler pressure controller Changzhou Liping Electronic Equipment Co., Ltd.

Y60 pressure gauge Hongsheng Instrument Factory Co., Ltd.
Q911F flow valve Nanjing Meiyue Valve Co., Ltd.

LUGB-20 flow meter Nanjing Lantewan Electronic Technology Co., Ltd.
ST-SWC control box /

two steam disinfection pipes /
soil bin (30 cm × 30 cm × 30 cm) /

DE-WEINI steam conveying pipe Shanghai Jiyou Pipe Co., Ltd.

The main test equipment, an ST-SWC control box, including a PT100 ST sensor (Jinan Zhengmiao
Automation Equipment Co., Ltd.), a ZMSF-AB SWC sensor (Jinan Zhengmiao Automation Equipment
Co., Ltd.), an SR20 Programmable Logic Controller (PLC Siemens), and a TPC7062 display screen
(Kunlun state), is shown in Figure 5. The ST and SWC sensors are calibrated for normal use.
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(a) (b) 

Figure 5. Soil temperature-soil water content (ST-SWC) test system. (a) ST-SWC interface; (b) steam
flow control interface.

3.2. Test Methods

According to the simulation and previous research results [6,13,15], the SPS is designed to be 12,
18, 24, or 30 cm because the single pipe flow is 2, 3, or 4 kg/h and two steam pipes are used in the
following study. The tested flow rates are 4, 6, and 8 kg/h. Each group of experiments was repeated
3 times, for a total of 36 groups.

The initial ST was 20 ± 1.5 ◦C, and the initial SWC was 19.5 ± 2%. The residual condensate in the
steam pipe was drained before the test, the SPS was adjusted to 12, 18, 24, or 30 cm, and the soil bin
was divided into 12 × 6 cm, 18 × 9 cm, 24 × 12 cm, and 30 × 15 cm areas by the partition plate. Finally,
the steam pipes were inserted to reach the test area at SLD = 20 cm [6,13], and the surface of the soil
bin was sealed with an iron cover to prevent the steam overflow. Two drains at the bottom of the bin
allowed excess steam condensate to discharge.

The boiler pressure was adjusted to 0.3 MPa to ensure that the saturated dry steam temperature
reached 132.88 ◦C; the 4–20 mA flow valve was used to control the proportional ball valve opening
degree; then, the flow valve opening degree through the flow metre was calibrated to ensure that the
steam flow is stabilized at 4, 6, or 8 kg/h. In this paper, when the average ST reached 90 ◦C, the flow
valve was closed, and the disinfection test was completed. At this time, the total amount of steam (Qs)
flowing through the flow metre was measured.

Since the two steam pipes were symmetrically distributed with respect to the midpoint M, only the
left half of the soil was measured, and the test sensor and the steam pipe were in the same vertical
section. Because the distance between the two pipes was varied, the corresponding horizontal test
distances were 3–6, 3–9, 3–12, and 3–15 cm. The initial test point for setting the left soil was F, and the
ending test point was M, including for SPS = 12 cm, which corresponded to 2 horizontal test positions
of 3 and 6 cm. The other tests were performed in the same manner. SPS = 30 cm corresponded to
the 5 horizontal test positions of 3, 6, 9, 12, and 15 cm. The ST sensors were buried at SLDs of 0, −5,
−10, −15, and −20 cm, and the SWC sensors were buried at SLDs of 0, −10, and −20 cm, as shown in
Figures 4 and 6, respectively. The ST and SWC control system collected data every 10 s.
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Figure 6. ST-SWC test layout. Note: The large circle represents the steam pipe position, and the small
circles represent the ST and SWC sensor positions.

3.3. Data Analysis

The ST rise rate is an important indicator used to measure the change in temperature. The expression
is as follows:

vt =
Tt − Tt−1

Δt
(3)

where Vt is the ST rise rate, ◦C/s; Tt-1 is the ST at t−1, ◦C; and Δt is the time interval between t and
t−1, s.

The ST coefficient of variation (Cv) can reflect the uniformity of the ST distribution. The smaller
the temperature coefficient of variation is, the better the uniformity of the ST distribution. The Cv
calculation formula is as follows:

Cv =
SD

X
(4)

where SD is the standard deviation of ST, ◦C, and X is the average ST, ◦C.
Because the soil thickness varies between the two pipes, the energy consumption is based on the

relative energy consumption, which is defined as the amount of heat consumed per unit mass of soil
per 1 ◦C in units of kJ/(kg·◦C).

Wt =
Qs·Δt·H

ms(T90 − T20)
(5)

where ms reflects the soil quality between pipes, kg; Qs is the cumulative amount of steam, kg; H is the
enthalpy change in steam to liquid water, kJ/kg; T90 is the temperature after soil disinfection, which
equals 90 ◦C; and T20 is the initial temperature of the soil, which equals 20 ◦C.

Because the disinfection time of each treatment is different, for the ratio of disinfection time, that
is, the ratio of the theoretical to the actual time, the closer it is to 1, the closer the actual disinfection
time is to the theoretical disinfection time, and the higher the heating efficiency of the steam in the soil.

η = tc
te

tc =
Cms(T90−T20)

Q·H
(6)

where te is the actual time required to heat the soil to 90 ◦C, s; tc is the theoretical time required to heat
the soil to 90 ◦C, s; C is the soil specific heat capacity, kJ/kg ◦C; and Q is the steam flow rate, kg/h.

The vertical profiles of ST and SWC were plotted using Surfer 12 software (Golden Software, Inc.).
The distributions of ST and SWC were obtained from the vertical profiles. The area corresponding to
STs below 60 ◦C is the low-ST area, the area corresponding to STs of 60–80 ◦C is the moderate-ST area,
and the area corresponding to ST > 80 ◦C is the high-ST area; in the figures, red represents the high-ST
area, green and yellow represent the moderate-ST area, and blue and black represent the low-ST area.
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The area corresponding to SWCs below 25% is the low-SWC area, SWCs of 25–30% correspond to the
moderate-SWC area, and SWCs > 30% correspond to the high-SWC area; in the figures, red represents
the high-SWC area, green and yellow represent the moderate-SWC area, and blue and black represent
the low-SWC area.

4. Results and Analysis

4.1. Analysis of the Change in Soil Temperature

The change in soil average temperature with disinfection time is shown in Figure 7. The ST
increases faster at the beginning of disinfection than at other times. When the average temperature
of the soil reaches 80 ◦C, the ST shows a slower increasing trend. This change occurs because in the
initial stage of disinfection, the temperature difference between the steam and soil is large, and the heat
exchange is sufficient; in the later stage of disinfection, the ST field tends to be stable.

ST
/

Figure 7. Mean ST with time. Note: For example, 4–30 represents the treatment group with a steam
flow of 4 kg/h and an SPS of 30 cm, 8–12 represents the treatment group with a steam flow of 8 kg/h
and an SPS of 12 cm, etc.

At the same SPS, as the steam flow increases, the ST curve shifts left as a whole, the slope of the
curve increases, the ST quickly increases, and the disinfection time gradually shortens. Similarly, in a
study of soil remediation techniques, Li [33] found that aeration flow is one of the most important
factors affecting the removal efficiency. Increasing the aeration flow can improve the removal efficiency
of pollutants and shorten the soil remediation time. Under the same flow rate, as the SPS increases,
the ST curve shifts right as a whole, the slope of the curve decreases, the ST slowly increases, and the
time required for the soil to heat to the same temperature increases.

Figure 8 shows that the average ST rise rate (Vt) with time curve indicates a parabolic change,
and the slope of the curve before the peak is greater than the slope of the curve after the peak; that is,
the curve rises rapidly to the peak and then gradually decreases to a stable value, similar to that
described in the analysis of the average ST (Figure 7). At the same flow rate, the average Vt increases
with decreasing SPS. This result occurs because the smaller the SPS is, the less soil between the pipes,
the shorter the vapour diffusion distance, and the lower the resistance, as observed in studies of ground
source heat pumping or drying technology [16–20]. At the same SPS, the larger the steam flow rate is,
the higher the starting point of the curve, and the larger the peak of the Vt; however, the overall shape
of the curve is the same, which indicates that the heat transfer modes for the same SPS are basically the
same under different steam flows.
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Figure 8. Variation in mean ST rise rate and disinfection time. (a) 4kg/h; (b) 6kg/h; (c) 8kg/h.

4.2. Soil Temperature Distribution Analysis

Figure 9 shows that the curve of the ST coefficient of variation (Cv) with time shows a parabolic
change, and the slope of the curve before the peak is greater than the slope of the curve after the
peak. This result occurs because the ST near the steam pipe holes is too high at the beginning of the
disinfection process. The overall ST difference is large, and the ST distribution is uneven. The ST field
tends to be stable in the late stage of disinfection; the ST difference gradually decreases and approaches
zero, creating a uniform temperature distribution. Under the same flow rate, with the decrease in SPS,
the ST coefficient of variation decreases first and then increases. The peak value of the curve with a
spacing of 18 cm is only 0.4–0.45, which indicates that the ST distribution with SPS = 8 cm is more
uniform, approximately 90 ◦C. Under the same ST conditions, the ST Cv curves of the different flow
treatments were basically the same, which indicated that the changes in ST under different flow rates
but with the same SPS were essentially the same.

(a) 

(b) 

Cv
Cv

Figure 9. Cont.
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(c) 

Cv

Figure 9. Variation in the mean ST variation coefficient with disinfection time. (a) 4 kg/h; (b) 6 kg/h;
(c) 8 kg/h.

Because the ST distributions for the same SPS are basically the same under different flow rates,
this paper mainly analyses the ST field of the four SPSs under a flow rate of 4 kg/h.

A comparison of Figure 10a,b indicates that the ST curves at F (3 cm) and M (6 cm) for SPS = 12 cm
are similar to the ST curves of F (3 cm) and M (9 cm) for SPS = 18 cm, where the locations of F
and M can be found in Figure 6. In other words, the slope of the ST curve at SLD = −10–−20 cm is
much steeper than that at SLD = 0–−5 cm, which indicates that the deep soil is directly heated by
the high-temperature steam and that the heat is mainly concentrated at SLD = −10–−20 cm, which is
the same observation as that of Gay for the gas phase [6]. Figure 10a,b also shows that the soil at
SLD = 0–−5 cm after disinfection for 60 s gradually starts to heat at SPS = 18 cm, only 15 s behind that
at SPS = 12 cm, which indicates that the heat transfer modes in the cases with SPS = 12 and 18 cm are
basically the same. However, the ST was increased more uniformly when SPS = 18 cm; for this SPS
treatment, at the end of the disinfection process, the surface ST was maintained between 71 and 85 ◦C,
while the surface ST at SPS = 12 cm was maintained between 69 and 81 ◦C.

(a) 

ST

Figure 10. Cont.

139



Energies 2019, 12, 3209

(b) 

(c) 

(d) 

ST
/

ST
/

ST
/

Figure 10. Variation diagram of ST and disinfection time in each layer. (a) 12 cm; (b) 18 cm; (c) 24 cm;
(d) 30 cm. Note: 12 cm, 18 cm, 24 cm, and 30 cm represent the SPS treatment; the position of each
treatment point F is L = 3 cm; the positions of treatment point M are L = 6, 9, 12, and 15 cm, respectively;
F − 20 cm represents that SLD = −20 cm at point F, and so on; M − 0 cm represents that SLD = 0 cm at
point M, etc.
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Figure 10c,d shows that with SPS= 24 and 30 cm, at the F (3 cm) position, the ST at SLD = −15–−20 cm
is still higher than that at SLD = 0–−5 cm. After disinfection for 390 s, the soil surface temperature can
exceed 100 ◦C and form a superheated area. The corresponding heat transfer mode is mainly steam
convection heat transfer. At point M, the ST curve with SPS = 24 cm is shifted right, and after 130 s and
190 s of disinfection, the soil depth and surface temperature increase gradually, indicating that the heat
transfer mode of the soil at L = 12 cm (point M) changes. The ST at SLD = −10–−15 cm is higher than
that at SLD = 0–−5 and −20 cm, which indicates that the steam heat is concentrated in the soil layer at
a depth of −10–−15 cm, while for SPS = 30 cm, the ST at the M position (15 cm) slowly increases after
disinfection for 300 s, which indicates that the soil at L = 15 cm mainly relies on condensed hot water
for conduction heating. After 510 s of disinfection, the surface ST gradually increases. By the end of
the disinfection, the surface ST can exceed 74 ◦C, which indicates that the steam heat can be transferred
to the soil surface, where the heat transfer mode can become steam convection heat transfer.

The ST distribution in Figure 11 shows that at the beginning of the disinfection process, the high-ST
area in the soil is basically 1/4 of an ellipse (Xh to Yh = 0.63); at the end of disinfection, the soil high-ST
area is rectangular (Xh = 0–11 cm, Yh = 0–−20 cm). For example, the SPS = 30 cm results in Figure 11a
show that the high-ST area formed during disinfection for 230 s is 1/4 of an ellipse with Xh = 3–9 cm and
Yh = −6–−20 cm, while at 380 s, the high-ST area is rectangular, with Xh = 3–10.5 cm and Yh = 0–−20 cm.
The SPS = 24 cm results in Figure 11b show that after disinfection for 250 s, the 1/4-ellipse high-ST area
is expanded to Xh = 10 cm and Yh = −4 cm, whereas at the end of disinfection (390 s), the high-ST area
of SPS = 24 cm is rectangular, with Xh = 3–11 cm and Yh = 0–−20 cm.

    
30 °C, 80 s 60 °C, 230 s 75 °C, 380 s 90 °C, 610 s 

(a) 

    
30 °C, 70 s 60 °C, 170 s 75 °C, 250 s 90 °C, 390 s 

(b) 

Figure 11. Cont.
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30 °C, 40 s 55 °C, 70 s 60 °C, 80 s 75 °C, 120 s 90 °C, 200 s 

(c) 

     
30 °C, 30 s 50 °C, 40 s 60 °C, 50 s 75 °C, 90 s 90 °C, 120 s 

(d) 

Figure 11. ST distribution. (a) 30 cm; (b) 24 cm; (c) 18 cm; (d) 12 cm. Note: The legend indicates ST, ◦C;
30 ◦C, 80 s means that the average temperature of the soil is 30 ◦C and the corresponding disinfection
time is 80 s, while 90 ◦C, 120 s means that the average ST is 90 ◦C and the corresponding disinfection
time is 120 s, etc.

Under the same disinfection time, the smaller the SPS is, the greater the Xh, especially for SPS = 12
and 18 cm, because the SPS decreases, resulting in the accumulation of steam heat between the pipes,
enhancing the horizontal thermal range [16,17]. Figure 11a,b shows that when disinfected for 80 s,
the moderate-ST area with SPS = 30 cm is concentrated at Xh = 4–6 cm; however, when disinfected for
70 s, the moderate-ST area with SPS = 24 cm is concentrated at Xh = 4–5.5 cm. Compared with the
cases for SPS = 24 and 30 cm, the SPS = 18 cm results in Figure 11c show that with disinfection for
70–80 s, the moderate-ST area can reach the horizontal point M (Xh = 9 cm). Figure 11c,d also shows
that the moderate-ST area with SPS = 18 cm is concentrated at Xh = 3–4 cm at 40 s of disinfection;
the moderate-ST area can be expanded to the horizontal point M (Xh = 6 cm) because of the minimum
SPS = 12 cm.

The ST distribution in Figure 11 also shows that as the SPS is gradually reduced, the temperature
contours change from vertical to horizontal; that is, the variation in the ST in the horizontal direction
gradually decreases, and the variation in the ST in the vertical direction gradually increases. Figure 11a,b
shows that at the end of the disinfection, the soil surface with SPS = 30 and 24 cm is included in
the high-ST area, the temperature contours are vertically distributed, and the ST of each layer is
unevenly distributed in the horizontal direction. For example, at the end of disinfection (610 s),
the ST for SPS = 30 cm at Xh = 3–13 cm is maintained at 80–100 ◦C, while the ST of Xh = 13–15 cm
and Yh = −2–−20 cm is maintained at 45–68 ◦C, and the high-ST area does not reach Xh = 15 cm.
For SPS = 24 cm, at the end of the disinfection (390 s), the high-ST area can reach point M in the
horizontal direction, where Xh = 12 cm and Yh = −10–−15 cm; additionally, the ST horizontal
distribution of this area is more uniform than that for SPS = 30 cm, and only the ST within Yh = 0–5 cm
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and Xh = 3–12 cm is maintained at 58–100 ◦C for SPS = 24 cm. When the SPS is reduced to 18 cm
(Figure 11c), the high-ST area extends to point M (Xh = 9 cm) within only 120 s, and the ST difference
decreases in the horizontal direction. At the end of the disinfection (200 s), the maximum ST in the
deep layer of the soil can exceed 100 ◦C, while the lowest ST on the surface of the soil is 71 ◦C; the ST
contours indicate a horizontal distribution. The Xh = 12 cm results in Figure 11d show that after
disinfection for 50–90 s, the high-ST area gradually expands to point M (Xh = 6 cm), and the contours
all become horizontal, that is, the STs within the same SLD are basically the same. At the end of
disinfection (120 s), the high-ST area is mainly concentrated at depths of Yh = −5–−20 cm; in particular,
the STs at Yh = −10–−20 cm are above 100 ◦C, and the lowest surface ST is 69 ◦C. The horizontal change
in ST changes less than the vertical change in ST.

4.3. Soil Water Content Distribution Analysis

From the SWC distribution profile, the steam diffusion law can be observed, and the heat transfer
mode of each stage in the steam injection disinfection process is studied in combination with the ST
distribution profile.

The SPS = 30 cm results in Figure 12a show that at the beginning of the disinfection process,
the steam spreads in the soil in a 1/4 ellipse, that is, the vertical diffusion speed is greater than the
horizontal diffusion speed. The heat transfer mode of Xh = 3–11 cm is steam convection heat transfer.
At the end of disinfection, soil forms a rectangular high-SWC area, that is, the diffusion velocity of
the steam in the horizontal direction is gradually weakened, and the diffusion velocity in the vertical
direction is gradually enhanced, causing the contours of the SWC to indicate a vertical distribution.
The heat transfer mode of Xh = 13–15 cm is condensed water heat conduction. For example, when
the disinfection time is 80 s, the wetting front can reach Xv = 3–11 cm and Yv = 0–−20 cm. At this
time, the steam spreads through the soil in the form of gas–liquid two-phase flow, heating the soil.
During the disinfection process from 80–230 s, the moderate-SWC area forms between two 1/4-ellipses
from Xv = 3–8 cm and Yv = −6–−20 cm to Xv = 13 cm and Yv = 0 cm, and the high-SWC area can
reach Xv = 3–11 cm and Yv = −1–−20 cm. After 150 s, a large amount of water vapour diffuses from
the deep layer of the soil to the surface layer to form a rectangular region of high SWC, which is
concentrated in the Xv = 3–12.5 cm and Yv = 0–−20 cm area. At the end of disinfection (610 s), the area
with Xv = 13–15 cm and Yv = −5–−20 cm is also the moderate-SWC area, and the high-SWC area does
not form at point M, but the SWC of the soil surface can exceed 30%. Therefore, the SWC of the
soil surface layer diffuses in the form of gas–liquid two-phase flow, and the heat transfer mode is
steam heat convection. However, the SWC of Xv = 13–15 cm migrates in the form of liquid water,
and the heat transfer mode is condensed water heat conduction. The SPS = 24 cm results in Figure 12b
also show that when disinfected for 70 s, the wetting front migration distance is the same as that for
SPS = 30 cm. When disinfected for 170 s, the high-SWC area expands to Xv = 9.5 cm and Yv = −5 cm;
the moderate-SWC area expands to Xv = 12 cm and Yv = 0 cm, which indicates that Yv is 20 cm when
Xv is 12 cm. The results obtained for SPS = 30 cm are basically the same as those for SPS = 24 cm. After
80 s, the high-SWC area reaches Xv = 12 cm and Yv = −4.5–−18 cm, which indicates that the steam
from the two pipes converges at a moderate SLD. At the end of disinfection (390 s), a large amount of
steam accumulates in the soil surface, forming a high-SWC area. At this time, the high-SWC area is
distributed in a rectangular shape with a dimension of Yv = 0–−20 cm; the SWC of the deep soil can
reach 35.5%, and the SWC of the soil surface can reach 34%. The SWC contours with SPS = 24 cm also
indicate a vertical distribution, that is, the variation in SWC in the horizontal direction is greater than
that the vertical direction.
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80 s 230 s 380 s 610 s 

(a) 

    

70 s 170 s 250 s 390 s 

(b) 

     

40 s 70 s 80 s 120 s 200 s 

(c) 

     

30 s 40 s 50 s 90 s 120 s 

(d) 

Figure 12. SWC distribution. (a) 30 cm; (b) 24 cm; (c) 18 cm; (d) 12 cm. Note: The legend is in SWC, %;
80 s means disinfection time is 80 s, 120 s means the disinfection time is 120 s, etc.
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The results for SPS = 18 cm in Figure 12c show that the SPS is reduced to better allow the steam to
reach point M (Xv = 9 cm). The steam coalescence also enhances the horizontal thermal interaction,
and the heat transfer method is steam convection heat transfer. At the end of disinfection, the SWC
contours indicate a horizontal distribution and show that the variation in SWC in the vertical direction
is greater than that in the horizontal direction. For example, during disinfection for 70–80 s, compared
with the treatments of SPS = 24 and 30 cm, the moderate-SWC area with SPS = 18 cm can expand to
Xv = 8.5 cm and Yv = 5.5 cm. Similarly, at 120 s of disinfection, the steam from the two pipes converge
at Xv = 9 cm and Yv = −10–−20 cm to form a rectangular high-SWC area. At the end of disinfection
(200 s), the SWC of the deep soil can reach 34%, the SWC of SLD = −3 cm is 30%, and the SWC at the
surface (SLD = 0 cm) is only 27.5%. The SPS = 12 cm also shows that because the SPS is reduced
to 12 cm, steam can coalesce at point M (Xv = 6 cm) to form a moderate-SWC area when the soil is
disinfected for 40 s, resulting in a more pronounced steam heat interference effect between the pipes;
with disinfection for 90 s, the high-SWC area formed by the steam coalesce is mainly concentrated in
the area described by Xv = 3–6 cm and Yv = −12–−20 cm, while the SWC of the surface is only 23.5%,
and the water diffusion rate to the surface is slow, which indicates that the steam ejected from both
pipes concentrates in the deep layer of the soil and that the heat transfer method is steam convection
heat transfer. At the end of disinfection (120 s), the SWC of the deep soil can be 36% greater than the
field water holding capacity, and the high-SWC area is mainly concentrated at Yv = −7–−20 cm, while
the surface soil exhibits mostly moderate- and low-SWC areas, which also indicates that the soil water
migrates to the surface slowly and the magnitude of change in the SWC in the vertical direction is
greater than that in the horizontal direction.

4.4. Soil Temperature Distribution Analysis

Table 4 shows that the SPS has a significant effect on the disinfection time ratio and that the
disinfection time ratio of SPS = 18 cm is 0.85; that is, the ratio of the actual to the theoretical disinfection
times is close to 1, which indicates that the heat loss in the soil is small and that the steam heating
efficiency is high. The disinfection time ratio for SPS = 12 cm is only 0.58, which is the lowest
disinfection time ratio observed. The steam flow has no significant effect on the disinfection time ratio.

Table 4. Disinfection time ratio and relative energy consumption.

SPS (cm) Flow Rate (kg/h) Time Ratio Relative Energy Consumption kJ/(kg·◦C)

12
4 0.637 ± 0.05d 2.68 ± 0.20b

6 0.565 ± 0.03e 3.02 ± 0.18a

8 0.548 ± 0.05e 3.13 ± 0.32a

18
4 0.857 ± 0.04ab 1.99 ± 0.09cd

6 0.798 ± 0.02bc 2.13 ± 0.06cd

8 0.905 ± 0.06a 1.89 ± 0.14d

24
4 0.781 ± 0.02bc 2.18 ± 0.05cd

6 0.774 ± 0.01c 2.20 ± 0.03cd

8 0.794 ± 0.03bc 2.15 ± 0.09cd

30
4 0.767 ± 0.01c 2.22 ± 0.03c

6 0.769 ± 0.02c 2.21 ± 0.04c

8 0.772 ± 0.01c 2.20 ± 0.03cd

Note: The data are given as the mean ± standard deviation (n = 3); different lowercase letters indicate significant
differences in the same flow rate (P < 0.05).

Table 4 shows that the SPS has a significant effect on the relative energy consumption. The relative
energy consumption for SPS = 18 cm is 2 kJ/(kg·◦C), and the relative energy consumption for
SPS = 12 cm is 2.94 kJ/(kg·◦C). The relative energy consumption for SPS = 24, 30, and 12 cm increased
by 7.84, 10.3 and 46.8%, respectively, compared to that for SPS = 18 cm. The effect of the steam flow on
the relative energy consumption is not significant.
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In summary, analogous to the sheet method [6,28], the area around the injection method can also
be divided into a dry zone, gas phase zone, gas–liquid two-phase zone, and wet zone. The soil is dry
before being disinfected. After the disinfection starts, saturated dry steam is sprayed from the outlet
of the disinfection pipe into a 1/4-elliptical area and diffuses in the soil [6]. The heat flux diffusion
rate is in accordance with qX < qY, and the area where the wetting front reaches is the gas phase
zone. As the disinfection progresses, the saturated dry steam in the soil pores condenses to form a
gas–liquid two-phase flow. At this stage, the air in the soil pores is gradually replaced by water vapour,
and the SWC gradually increases to form a gas–liquid two-phase zone, which is mainly concentrated
in Xv = 0–10 cm and Yv = 0–−20 cm. The ST rise rate in this area is basically the same or higher
than those in other areas. The heat transfer mode is steam and soil convection heat transfer. As the
SWC increases, the deep layer of the soil forms a wet zone. When the SPS is greater than 24 cm [13],
the gas–liquid upflow diffuses to the soil surface to form a high-temperature, high-water-content
rectangular region [27]. With the increase in condensed hot water and the expansion of the wet zone,
when the SWC exceeds the maximum water holding capacity, the condensed hot water migrates to a
deep layer of the soil because of the gravity potential, causing deep water leakage and heat transfer.
For SPS = 12 cm [15], because this SPS is too small, the wet zone formed by the steam convergence is
mainly concentrated near the air outlet of the disinfection pipe. Therefore, the liquid water formed by
the steam condensation migrates to a deep layer of the soil because of the gravity potential, and finally,
the water drains from the soil bin holes, making it difficult to spread heat to the soil surface. Therefore,
when the SPS is too large or too small, it is necessary to extend the theoretical disinfection time and
increase the amount of steam to ensure that the soil is fully heated. The disinfection time ratios for
SPS = 12, 24, and 30 cm are thus smaller than that for SPS = 18 cm, and the relative energy consumption
values are higher.

5. Discussion

There are many types of steam soil disinfection methods used throughout the world, but there is a
great need to find a steam disinfection method that provides a suitable heat distribution pattern and is
energy-efficient. Keeping this factor in mind, the current study focused on using different values of the
SPS in the clay loam unique to southern China to find a suitable SPS under which the injection method
forms a continuous uniform soil disinfection zone and the control steam heat loss is kept to a minimum.
Therefore, the distribution of the temperature field of a single steam pipe should be analysed before
determining a reasonable SPS. According to the CFD numerical calculation of single steam pipe in the
SSD process, when the Xv of a single steam pipe is less than 11 cm, the corresponding Yv will be less
than 20 cm, and the steam will not overflow. The ST field shape of the numerical simulation is basically
consistent with the test results. Therefore, the SPS should be less than 22 cm. Under this SPS condition,
the steam between the pipes can be completely diffused in the soil and will not be lost to the air to
cause heat loss. The test results also showed that the relative energy consumptions for SPS = 30, 24,
and 12 cm were above 2.18 kJ/(kg·◦C), and the SPS = 18 cm had high heating efficiency with minimum
energy consumption because of the uniform accumulation of steam between the pipes in the various
SLDs. Therefore, when the SPS is in the range of 18 to 22 cm, the steam can diffuse completely at a SLD
= 0–20 cm with an efficient heat transfer rate.

Although the injection method can effectively remove the condensed water blocked in the soil
pores to promote the diffusion of steam in the soil, when the soil to be disinfected is clay or clay-loam soil
with excessive clay content, the steam will be more difficult to diffuse in dense soil [16,17]. Therefore,
it is necessary to appropriately reduce the SPS, which can promote the coalescence of steam between
pipes to form a uniform high temperature zone. If the SPS is not reduced, it will be difficult for the
steam to diffuse horizontally in the dense soil, and most of the steam will diffuse vertically into the
air, which will cause the loss of steam heat. As the study by Minuto and Runia showed that vapor
was difficult to diffuse in the dense soil [18,19]. By comparing previous studies, under the same soil
bulk density, sandy-loam soil has better permeability than clay-loam soil because of its dense structure.
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Thus, in the SSD process, when the soil to be disinfected is sandy-loam soil [6,13], because of the high
content of sand, the soil pores are relatively large, which is conducive to the horizontal diffusion of
steam. So, the SPS can be appropriately increased, and the soil can be heated evenly with minimum
energy consumption [13]. For the clay-loam soil that is unique to the Yangtze River delta in China,
the SPS of steam disinfection mechanism designed in the clay-loam soil needs to be smaller than the
SPS of the sand-loam soil, which ensures that the inter-tube steam just gathers together evenly in the
case of low SSD system energy consumption.

For the different soil types, if the SPS is too large, the steam will be lost to the air to cause an
ineffective loss of heat for the cultivated layer (0–−20 cm), or it may accumulate on the soil surface to
form a superheated area [6,13], resulting in uneven ST distribution. To increase the ST of the deep soil,
the SPS must be further reduced, which promotes the coalescence of steam in a deep layer of the soil
to reduce heat loss and ensure that the deep soil can be completely heated [15]. However, if the SPS
is too small, a large amount of steam will accumulate in the hole of the steam pipe, causing heat to
accumulate and resulting in a serious excessive accumulation of steam heat in the deep layer of the
soil, and the deep leakage of the condensed hot water will also cause heat loss. As Jiang [15] found,
when the SPS is less than 14 cm, although the ST rise rate is fast and the heat transfer effect improves,
the energy consumption increases, and work efficiency decreases. Therefore, in order to obtain the
best results in the injection SSD process, it is necessary to ensure that when the steam diffuses in the
soil, the inter-tube steam just gathers together and is evenly distributed in the soil layers. Remember
this principle, we can get an appropriate SPS which not only ensures a uniform distribution of ST,
but also reduces system energy consumption for static disinfection operations in different soils for the
cultivated layer.

6. Conclusions

In this paper, a CFD numerical calculation is used to determine that when the Yh is 20 cm, the Xh
of a single pipe is 13 cm, and the high-ST area is elliptical (short radius to long radius = 0.65). In the
SPS test, when the Xh of the 1/4-elliptical high-temperature zone reaches 9–10 cm, the corresponding
Yh is 14–16 cm (short radius to long radius = 0.63), which is basically consistent with the simulation
results. Analogous to the sheet method, under steam injection, the soil can be divided into a dry zone,
gas phase zone, gas–liquid two-phase zone, and wet zone.

At the same SPS, as the steam flow rate increases (4–8 kg/h), the ST rise rate increases, and the time
required for disinfection decreases. Under different flow rates, the ST distributions and heat transfer
modes of the same SPS are basically the same. Under the same flow conditions, as the SPS decreases,
the thermal range between pipes increases gradually in the horizontal direction. The variations in
the ST and SWC are gradually decreasing in the horizontal direction and gradually increasing in the
vertical direction. The areas of high ST and high SWC at the soil surface decrease, while those in the
deep soil increase. The SSD area with SPS = 18 cm corresponds to gas phase and gas–liquid two-phase
zones. The heat transfer mode is steam convection heat transfer, the soil heating rate is fast, and the
temperature distribution is uniform. The relative energy consumption is only 2 kJ/(kg·◦C), and the
disinfection time ratio is 0.85, so the steam heating efficiency is high.

In summary, under a two-pipe flow rate = 4–8 kg/h for the cultivated layer (0–−20 cm), because of
the steam thermal interaction between the pipes under the soil surface, the soil disinfection area with
an appropriate SPS = 18–22 cm can form a continuous and complete uniform temperature distribution
zone, which has a high heating efficiency and low energy consumption for the cultivated layer. In actual
operation, If the soil is dense clay, the SPS can be appropriately reduced to less than 18 cm. If the soil is
looser sandy-loam, the SPS can be increased to more than 22 cm.
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Nomenclature

ST soil temperature (◦C)
SSD soil steam disinfection
SPS steam pipe spacing (cm)
SLD soil layer depth (cm)
qX horizontal heat flux diffusion velocity (cm/s)
qY vertical heat flux diffusion velocity (cm/s)
Xv horizontal diffusion distance of the vapour (cm)
Yv vertical diffusion distance of the vapour (cm)
Xh horizontal heat transfer distance of the vapour (cm)
Yh vertical heat transfer distance of the vapour (cm)
SWC soil water content (%)
Qs total amount of steam (kg)
Cv coefficient of variation
Vt soil temperature rise rate (◦C/s)
Subscripts
X horizontal direction
Y vertical direction
v vapour
h heat transfer
s steam
t temperature
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Abstract: A prototype for mechanizing the asphalt roofing process was developed. In this manuscript,
we present the design, manufacturing, preliminary thermal test, and operation test of the equipment.
The innovation is sustained by the use of infrared radiators instead of fuel burners. Infrared heaters
provide optimal clean heat transfer to asphalt rolls in comparison to fuel burner automated systems
since the latter generates a significant amount of CO2, SO2, and other non-ecofriendly emissions close
to workers. Moreover, the equipment has several advantages with respect to manual installation,
such as roofing capacity, cleanness, safety, uniformity, and environment-friendliness. It demonstrates
an installation speed of 1 m/min, on average, for 3 kg/m2 rolls, which leads to around 400–420 m2 per
person a day, more than the usual manual roofing rate. However, there are some issues that need to
be resolved, such as inaccurate unrolling and/or bad adhesion gaps.

Keywords: infrared heating; asphalt roofing; heating equipment

1. Introduction

Traditional construction has great inefficiencies and some of its processes could be automated or
at least enhanced. Specifically, the manual installation of asphalt rolls has several weak points that
need to be improved, such as the installation speed, emissions, quality of installation, and safety and
workers’ health.

Currently, the installation of asphalt roll roofing is typically done manually, as experts in the
field can endorse. The operators have to perform several tasks: setting out the placement of the rolls,
calculation of the number of rolls to be placed, unrolling them, heating for bonding, and finishing off.
Due to this large number of tasks, it is generally necessary to have a second operator in order to achieve
a correct placement of the asphalt roll. Using a manual method, the average number of installed rolls
is 20–25 rolls a day per worker. The low capacity of manual installation has motivated research for
new systems and equipment that facilitate and improve this method. In addition, during manual
installation, the control of the temperature has to be done by the worker themselves without any type
of measuring, which sometimes leads to inefficiencies because of an excessive application of heat.

In 1982, the patent US 4354893 [1]—Combination roofing material unrolling and heat applying
apparatus—was published. This patent is characterized by a design that unrolls the roll with an
auxiliary roller system. This mechanism adds a second handle that allows the torches to move toward
the roll as it unwinds, thus improving the heat application. In 2006, the patent US2006037710 [2]—a
membrane applicator—was published. This patent differs in two elements: a base to support a gas
pump, and the inclusion of a roller on one side of the mechanism to ensure overlaps. In 1993, the patent
ES 2041192 [3]—Method and apparatus for applying a bituminous sheet to a substrate—described
a roller system with one roller preheated at a constant temperature (close to 300 ◦C), on which the
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asphalt rolls slides and get heated. In 1971, the patent DE1652399 [4]—Vorrichtung zum Erwärmen
und Aufkleben von Materialbahnen auf Unterlagen (Device for heating and gluing a rolled material
on a substrate)—was published. This patent presented a mechanism that allows for the installation
of a sheet by the application of heat to it using a series of torches placed along the entire bituminous
sheet width. It also has a tilted warm surface, on which the sheet slides until it passes through the
roller. The roller adheres the sheet along its entire width to the substrate to be waterproofed. Finally,
a base to support the gas cylinder is included. In 1988, the patent US 4725328 [5]—a single ply roofing
applicator—presented a mechanism that incorporated two torches incorporated that were placed
perpendicular to the substrate. The torches were located at both ends in order to favor adherence at
the overlaps. In 2013, the patent US 2013228287 [6]—a membrane applying apparatus—described a
remote-controlled device for the installation of asphalt rolls on the ground. It has been commercialized
with the name Unify-ER by the company RES Automatisation Contrôle. This mechanism applies heat
through longitudinally distributed fuel burners. This device demonstrates an installation speed of
1 m/min, claiming a rate of 18 rolls per hour and requires two workers. This provides an installation of
480 m2 per day per person. Although it is fast and efficient, the large number of auxiliary mechanisms
leads to an estimated total weight of 180 kg. Such a high weight considerably hinders its use on roofs.
Moreover, the excessive length of the mechanism makes it difficult to transport in small vans. Other
examples of commercialized equipment are the Seal-Master 1030 from Schäfer Technic GmbH and the
Bitumenbrenner from Bamert Spenglerei GmbH.

Although all previous patents and commercialized products do improve the asphalt roofing
process, they all need fuel burners to heat up the asphalt for its installation. This generates CO2

and SO2 emissions. In terms of emissions, asphalt roofing has called the attention of environmental
administrations, for example, in Trumbore et al. [7] where the Asphalt Roofing Manufacturing
Association (ARMA) developed emission factors for asphalt-related air emissions for all relevant
processes in the manufacture of roofing asphalt. Moreover, in Vaz and Sheffield [8], the emissions were
estimated to be 75.2 kg CO2-eq per roll and the manufacturing stage was found to be responsible for a
majority of those emissions. The combustible for its installation uses about six million tons of asphalt
per year, which generates a significant amount of CO2, SO2, and other non-ecofriendly emissions,
directly affecting workers and the environment.

In contrast, infrared heating, as proposed in this article, can provide a good heating power without
the need for fuel burners [9]. Infrared heaters are powered by electric energy, which can come from
green energy sources, as well as being cleaner and safer for workers in their workplace. Even though
fuel burners provide a larger heating power than infrared heaters with the same volume, a proper
optimization of infrared heaters can also lead to high heat transfer rates [10]. The main differential
characteristic of the equipment presented in this paper is that infrared heaters provide the energy
necessary for asphalt roofing instead of fuel burners. As far as we are aware, there is no existing
commercialized or research equipment that uses infrared heaters for asphalt roofing.

Besides, doing these manual roofing processes in a correct and safe way means a slow installation.
Therefore, workers often decline the use of safety measures, increasing the risk of accidents. The optimal
method for preventing occupational illnesses, injuries, and fatalities is to design out the hazards and
risks, thereby eliminating the need to control them during work operations [11]. Moreover, inadequate
or continuous forced postures in manual asphalt roofing cause an increase in the number of injuries.
The equipment presented in this article allows workers to operate in safer conditions and to prevent
injuries due to heavy manual work.

The idea of the presented equipment design is under patent evaluation, P201830702 [12]
—Mecanismo ligero para la puesta rápida de láminas bituminosas en impermeabilizaciones de cubiertas
planas (Lightweight mechanism for the rapid laying of bituminous sheets in flat roof waterproofing).
It consists of a lightweight trolley mechanism that allows for the installation of asphalt rolls in a
quicker, cleaner, and safer manner by using infrared heaters. Asphalt rolls are placed on the floor, so
the worker does not need to lift them. As the worker pushes the trolley, auxiliary wheels unroll the
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rolls. The trolley has eight infrared heaters located radially and longitudinally around the asphalt roll.
This allows for uniform and continuous heating of the roll for its adhesion to the ground, which is
synchronized with the unrolling. The infrared heaters transmit heat through infrared electromagnetic
radiation in an optimal way since they take advantage of asphalt’s high radiation absorption coefficient
(almost a black body). In addition, the design contains two small lateral drum rollers for ensuring
adherence on the overlaps.

In this article, we present the mechanical and thermal design and analysis, manufacturing,
preliminary thermal test, and operation test of this new equipment, demonstrating the
claimed advantages.

This paper is organized as follows: Section 2 describes the mechanical and thermal design and
analysis, including the technical drawings and finite elements method (FEM) analysis. Manufacturing
and assembly are shown in Section 3, while experimental characterization results are shown in Section 4.
Finally, the main conclusions are summarized in Section 5.

2. Equipment Design and Analysis

The present equipment refers to a lightweight trolley mechanism that facilitates the installation of
asphalt rolls. The equipment is composed of the following elements: a light trolley structure, four
wheels for supporting the trolley, an auxiliary wheel for unrolling, a system of infrared heaters, a top
enclosure cover to avoid heat loss, small drum rollers for compaction of the asphalt in the overlaps,
and general electrical regulators and switches.

2.1. Mechanical Design and Analysis

Figure 1 shows three orthogonal views of the equipment design presented in this work. As shown
in the right-side view, the trolley (2) can be pushed forwards from the handles (1) located at an
ergonomic height for the operator. Four wheels (5) permit the movement of the mechanism. The rear
wheels are locked while the front wheels are free to steer to adjust the path of the trolley. The asphalt
roll (7) is located inside the structures. The trolley has two locating stops (6) on both sides of the roll
that keep the roll in position and allow for the re-directing of the roll while it is unrolling. In addition,
the trolley has an auxiliary wheel (8), located in the center of the trolley and at a height lower than the
radius of the roll, in such a way that it serves to transmit the pushing force to the roll. The horizontal
pushing force is transformed into the roll’s rotational movement, facilitating its unwinding. Also, the
trolley includes a pair of small drum rollers (3) for compaction of the asphalt in the overlapping areas.

Finally, this view also shows a system of eight infrared heaters (9) supported by a structure (4)
connected to the main frame of the trolley. The heaters are arranged radially and longitudinally around
the roll in order to apply the heat in a uniform, progressive, and continuous manner. The enclosure cover
(10), preferably made of metal or a ceramic material, is also shown. This enclosure is removable. Figure 1
also shows the front and top view of the equipment and a detailed view of the heaters’ distribution.
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Figure 1. Orthogonal views of the design: 1—handles, 2—structure of the trolley, 3—drum rollers,
4—structure of heaters, 5—wheels, 6—roll stop sides, 7—asphalt roll, 8—auxiliary wheel, 9—heaters,
and 10—enclosure cover.

The equipment has been specifically designed for one-meter wide and 10-m-long asphalt rolls.
The general dimensions of the design are shown in Figure 2. Smaller types of rolls can also be
compatible with the equipment, but it would require some modifications in the locating stops, though
the stops can easily be moved closer to the center of the structure. The same concept could be used
for larger rolls, but in this case, modifications to the whole structure would be necessary, as well as
a redesign of the heating system. Finally, it is important to indicate that the operator has the ability
to adjust the enclosure that controls the heat losses while unrolling. This allows the operator to take
advantage of all the heat provided and to reduce electricity consumption.

When using this equipment, it is not necessary to lift the roll since the trolley is directly coupled
with it. As the roll is directly supported on the ground, the addition of rollers for support and unrolling
is avoided, which lightens the assembly and prevents injuries. The height of the handle is adjustable,
and therefore, inappropriate or forced postures and movements can be avoided. In order to control the
heat, a general electric regulator and multiple regulators are installed to individually control the heat
of the different heating elements. The heaters arranged in the front part can be connected to the frame
of the trolley through a folding hinge-type element to facilitate the loading of new rolls.
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Figure 2. Main dimensions of the equipment. Dimensions are given in millimeters.

The performance of the auxiliary wheel for unrolling was analyzed in detail. The 3 kg/m2 asphalt
rolls were 30 kg in weight and 0.25 m in diameter, and the friction coefficient between the asphalt
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and concrete, or similar, was estimated to be μ = 0.4. This will lead to a maximum friction force of
F = μmg = 117.6 N, i.e., around 12 kg of horizontal thrust force. Such a value is achievable for a
construction worker. Thus, if the trolley simply pushes the roll, the worker could displace the roll
without unrolling it. This point is especially problematic at the beginning of the installation since there
is no adherence between asphalt and floor at this stage. Therefore, there must be an auxiliary system to
facilitate the unrolling. The use of an auxiliary wheel permits the conversion of the horizontal thrust
into a tangent force, enabling the unrolling of the asphalt roll. The height position of the auxiliary
wheel is not a determinant when considering the ideal case of a cylindrical roll.

However, there is an additional complication in the unrolling of the rolls because the asphalt
rolls are made of a flexible material. The center of gravity of the roll may not coincide with the axis
of rotation. A multibody simulation was performed (see Figure 3) in order to determine the correct
location of the auxiliary wheel.

The dynamic model of the trolley is presented in Figure 3. The model was a 2D plain model
including a pair of wheels, the main structure profiles, the asphalt roll, and the auxiliary wheel.
The rotational acceleration simulation of the roll was performed for different Haux positions, i.e., height
of the auxiliary wheel from the floor, for different auxiliary wheel diameters and for two shapes of
asphalt roll: a perfect circular one and a deformed one. A horizontal thrust of 10 N was considered
at the handle position. Pivots and contacts were also implemented assuming the corresponding
friction coefficients.

 

Figure 3. Multibody dynamical model of the trolley: (left) perfectly circular asphalt roll and (right)
deformed asphalt roll. Pushing force: 100 N, roll height: 500 mm, and total mass: 13 kg.

The stationary rotational acceleration of the roll was retrieved after each simulation.
This magnitude represents the quality and smoothness of the movement, since a larger rotational
acceleration represents a more comfortable unrolling. The analysis of the rotational acceleration with
respect to the height and diameter of the auxiliary wheel provides the correct position for the auxiliary
wheel. Results of this simulation are shown in Figure 4.
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Figure 4. Simulation results of the roll acceleration as a function of the auxiliary wheel height.

The angular acceleration of the roll was almost constant if the auxiliary wheel position was below
the center of gravity of the roll. If the auxiliary wheel was above this, the pushing force lifted the trolley
from the ground at the same time that it accelerated the roll. However, this lifting cannot be allowed,
thus the correct position of the wheel is lower than the center of gravity of the roll. Commons rolls
with a 125 mm nominal radius may be deformed, and their center of gravity can be even lower than
the nominal radius; therefore, we set 90 mm as an adequate height for the auxiliary wheel. The main
concern in using an auxiliary wheel is that it has to be in constant contact with the roll, and hence there
is a middle strip in the roll that cannot be completely heated. Otherwise, asphalt will be adhered to the
wheel and will lock it. However, this part is less critical since the lateral overlaps are the areas that
must really seal the roof between rolls. In any case, this middle strip will be partially adhered due to
residual heat.

In the proposed equipment, eight heaters are arranged in a structure forming the upper part of a
hexagon, as shown in Figure 5. In this way, adding up the surface of the eight heaters, the total surface
of the roll affected by heat radiation is 65% of the roll circumference. The total surface affected by the
eight infrared heaters is 0.6 m2 (this is the surface that will be heated, excluding the aforementioned
auxiliary wheel middle strip).

The selected infrared heaters are quartz resistance heaters with 1200 W of nominal continuous
heat power each. Each heater contains two quartz lamp resistances. Each resistance can reach up
to 660 ◦C on the surface under natural convection conditions according to the lamp manufacturer.
Therefore, the total nominal thermal radiating power is thus 9600 W applied to 0.60 m2. As quartz
lamps have an efficiency of around 86%, the roll receives a heat flux of 11,794 W/m2.

 

Figure 5. Lateral and front views of the heating structure with the eight infrared heaters that warm the
asphalt roll.
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The installation procedure starts by distributing the rolls along the roof with a separation distance
approximately equal to the length of the rolls. They shall be placed in parallel, and the heaters have to
be turned on so they can warm up until they reach their operational temperature. Warming up time
is estimated to be around 5 min, while the roll distribution depends on the extension of the surface.
In general, one hour for roll distribution and warming up should be enough. Then, installation begins
by locating the first roll between the heaters of the trolley. This can be done simply by tilting and
pushing the trolley. The worker has to wait for a certain time in order to heat the first layer of the
asphalt enough to be adhered to the ground. This minimum waiting time was set to 32.5 s, as shown
in next sub-section. Then, the worker must push the trolley, and the roll is adhered to the ground.
The unrolling time was estimated at 2.5 s. The unrolling length was approximately equal to a single
step of the worker. The calculation of the minimum heating time is detailed in the next thermal design
Section 2.2.

Therefore, if the installation of 0.60 m2 can be done in 35 s, the actual average installation speed is
approximately 1 m/min. Thus, considering eight hours of labour a day, spending one hour on roll
distribution and breaks, the total installation capacity using this equipment would be 400–420 m2

per person a day. This is more than manual installation, in which a common rate is 190–200 m2 [13];
this benefit comes along with the associated advantages of reduced effort and the non-use of fuels.

2.2. Thermal Design and Analysis

One of the main problems in manual installation is that the use of torches results in a heat flux
that is only applied to one localized area. This means that heat must be applied very carefully as
the asphalt undergoes a temperature increase from ambient temperature, minimizing the installation
performance. This localized heat income is, in most cases, much larger than that needed for a proper
asphalt installation since workers do not have any measurement or control of the temperature beyond
their own eyesight estimations. In addition, the energetic efficiency of the torches is very low because
most of the heat is lost due to air convection. In order to optimize the whole process, it will be useful to
determine exactly the amount of heat that needs to be transferred to the roll for a proper adhesion to
the ground.

We determined a temperature criterion for a correct roofing asphalt installation. This criterion was
based on the viscosity behavior of asphalt with temperature. Asphalt viscosity decreases asymptotically
with the increase of the temperature [14]. From a value of 140 ◦C, the viscosity was lower than 125 mPa·s,
which is very close to its asymptotic value. As the asphalt’s bonding with the ground was based on
its viscosity, 140 ◦C could be considered as a hot-enough operation point where the asphalt can be
correctly bonded. Other physical properties of asphalt are listed in Table 1 [15].

Table 1. Physical properties of roofing asphalt.

Property Value

Heat capacity (Cp) 1000 J/kg·◦C
Thermal conductivity (k) 0.23 W/m·K

Density (ρ) 1100 kg/m3

Emissivity (ε) 0.93

Thus, in the first approach, the total power needed to heat up one meter squared of a 3 kg/m2

asphalt roll in 1 min could be calculated as the power necessary to heat the complete mass to 140 ◦C
from an initial temperature of 22 ◦C, which was:

P =
m× cp × ΔT

t
=

3× 1000× (140− 22)
60

= 13, 225 W

This value is not far from the nominal thermal power available from the heaters. In any case,
the actual environmental temperatures that are found in workplaces can vary from 4 to 40 ◦C. For these
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extreme conditions, the calculation also varies, needing more power when the ambient temperature is
lower and less power when the ambient temperature is higher. The equipment has been designed for
application at temperatures around 22 ◦C.

This initial power calculation is not accurate since the roll is formed of several consecutive layers
of asphalt. Therefore, the heat applied to the roll is used to heat up the whole roll and not only a single
layer, leading to a temperature gradient along the radius of the roll. This temperature gradient helps to
pre-warm subsequent layers so they can be heated up faster, but it can also lead to adhesion between
layers. In addition, a natural convection heat transfer also reduces the net heat transfer rate. A more
detailed analysis was carried out by means of a finite element method transient thermal model in order
to determine the exact temperature profile along the roll radius with respect to time.

The thermal transient FEM analysis was performed using ANSYS Structural software 2019 R2
(ANSYS, Inc; Canonsburg; PA, U.S.A.). FEM thermal simulation objectives are to determine the
temperature profile behavior with respect to time for the radiation applied and to select the proper
heating time to have the first layer ready to be installed, and so on for subsequent layers.

We considered just a small slice of the roll in order to simplify the model. The simulation model
geometry is a long prismatic shape with a 1 × 1-mm cross-section and a length equal to the radius of
the roll, which in this case was 100 mm. The maximum element size was set to 0.25 mm, leading to a
mesh of 6400 elements.

Asphalt material was created using the properties listed in Table 1. Different boundary conditions
and thermal loads were applied. Free natural air convection was imposed at the top and bottom
surfaces with a convective heat transfer coefficient value of 20 W/m2·K (we selected this value as an
arbitrary value within the normal range 10–100 W/m2·K [16]) and an external temperature of 22 ◦C.
The lateral walls were considered adiabatic because of the symmetry of the geometry. On the top
surface (radiated surface), a heat flux was inserted. The value of this heat flux was 11,794 W/m2

according to the available full heat capacity provided by the chosen infrared heaters. Schematics of the
FEM model conditions are depicted in Figure 6.

 

Figure 6. Finite elements method (FEM) model geometry, thermal loads, and boundary conditions.
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A transient thermal simulation was run from 0 to 60 s, and temperatures were calculated at
different key points: the top of the surface (z = 0 mm), the middle section of the first layer (z = 1.5 mm),
and the interlayer point (z = 3 mm). Temperatures with respect to time are presented in Figure 7.

In order to determine the proper heating-up time for installing the first layer, we defined the
temperature profile criteria. The temperature profile along the layer must be high enough to bring
the majority of the asphalt close to the asymptotic viscosity behavior point (140 ◦C). In contrast,
the temperature at the interlayer point must be low enough to prevent adhesion between layers.
Therefore, our criteria were that the top surface temperature must be well above 140 ◦C, the middle
section temperature must reach at least 110 ◦C, and the interlayer point must be lower than 70 ◦C.
At t = 35 s, the previous criteria were fulfilled. Therefore, the worker had to wait 32.5 s to install the
first layer. Complete temperature profiles for t = 35 s are shown in Figure 7.

The heating up time to install the second and subsequent layers can be also retrieved from
the previous simulation results. After the first layer’s heating-up time, the first–second interlayer
temperature was 69.18 ◦C. Thus, the heating up time for the second layer was be slightly shorter since
the layer was already pre-heated. From Figure 7, we determined that at time t = 2.5 s, the top surface
was already at 69 ◦C, the same temperature as the interlayer at the end of the first layer’s heating-up
time. Therefore, it was necessary to wait 32.5 s to bring a new layer’s top temperature from 69 ◦C to
169 ◦C and to again obtain the same temperature profile that satisfied the installation temperature
profile criteria. Thus, this can also be applied to subsequent layers.

Therefore, we concluded that the heating-up time for a layer will always be lower than 35 s for
0.6 m2, except for the first one, which numerically demonstrated the claimed average installation speed.
The temperature profile at 35 s of the small slice of the roll is shown in Figure 8.

Figure 7. Temperature versus time for three points on the same layer: top surface, middle section, and
interlayer point.
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Figure 8. The temperature profile at t = 35 s is shown for the first top layer (left) and the last bottom
layer (right).

3. Manufacturing and Assembly of the Prototype

The prototype was constructed following the aforementioned design. The use of normalized
aluminium profiles allowed for the realization of small and fast adjustments and/or modifications to
correctly fit the rest of the parts.

First, the prototype main frame and the auxiliary wheel mechanism were built (Figure 9). This
main frame has two lateral stops in order to keep the roll within the trolley and to limit the degrees of
freedom when unrolling.

 
(a) 

 

 
(b) 

Figure 9. (a) Main frame made on 45 × 45 mm aluminium profiles and roll, and (b) auxiliary wheel
against the roll.
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Second, infrared heaters were mounted on other aluminium profile frames (Figure 10). These
sub-frames also permitted the performance of some preliminary thermal tests. Four heaters were
installed together.

 

Figure 10. Four infrared heaters surrounding 65% of the roll.

Then, two small heavy drums were attached to the trolley with a crank for ensuring the adherence
on the overlaps (Figure 11). The drums were made of four weights of 2 kg each, which can be easily
removed from the trolley by a nut-fastening connection. Drums were free to roll over the asphalt roll
and their weights were fully acting on the ground and not on the trolley.

 

Figure 11. Detail of the small drum roller for the sealing of overlaps.

Then the two sub-frames were attached to the main frame around the roll. Finally, an electrical
connection for each of the infrared heaters was carried out. All sockets were linked to two multi-socket
adaptors. A small connection box linked the multi-socket adaptors to a three-phase hose and its
corresponding socket. A photograph of the finalized prototype is shown in Figure 12.
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Figure 12. Prototype of the equipment for the fast installation of asphalt roofing based on
infrared heaters.

4. Test Results and Discussion

The test campaign was planned and executed in order to validate the assumptions considered
during the design phase. The objectives of the test were to determine the top surface temperature that
permitted a good adhesion of the asphalt roll, to determine the temperature that prevented adhesion
between the layers, to determine what the temperature of the roll was after the designed heating-up
time, and to test the equipment in outdoor installations with asphalt roofing rolls.

4.1. Preliminary Temperature Test

A preliminary temperature test was done to validate the temperature criteria selected during
thermal design. For this test, one of the sub-frames containing four infrared heaters was placed above
a sheet of asphalt roll just to heat it up (Figure 13). Then, heaters were activated and the sample of
asphalt was heated.

 

Figure 13. Infrared heaters pointing to a one-layer sample of an asphalt roofing roll.
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After one minute of heating, the sample of asphalt roll was brought up to 166.8 ◦C (Figure 14).
At this temperature, the asphalt was already very viscous and most of the protective thin film had
already been removed. There were even some boil-off bubbles coming from the outgassing of the asphalt
mass (Figure 15). This piece was adhered to the surface below very easily. Therefore, we concluded
that if the top surface is at least 166.8 ◦C, the asphalt roll can be properly installed. This partially
validated the temperature profile criteria that we supposed in Section 2.

  
(a) (b) 

Figure 14. (a) Thermal image of an asphalt roll being heated by four heaters. (b) Temperature
distribution on the asphalt top surface.

 

Figure 15. Footprint of the surface heated up.

4.2. Interlayer Adhesion Test

The objective of the second test was to determine the temperature beyond which the layers adhere
between themselves in the roll. For this test, a slice of the cylindrical roll was cut and located on a
metal sheet surrounded by four infrared heaters (Figure 16).
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Figure 16. Slice of asphalt roll surrounded by infrared heaters.

Then, the four heaters were activated, and the temperature variation of the roll was registered by
using thermal imaging. Each image included the time at which it was taken. Different images taken at
different times are shown in Figure 17.

 
Figure 17. Thermal images of the roll under heating. Elapsed time between images was 1 min. Total
test time was 8 min.
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Since the infrared heaters were completely off, they needed almost 3 min to achieve their maximum
heating power capacity. After 8 min of continuous radiation, the roll was hot and some of the outer
layers had adhered together (Figure 18). After the test, we tried to separate the layers, and we
determined that seven layers were merged together. These seven layers corresponded with the limit
temperature indicated in clear green/blue in the last picture in Figure 17. This color corresponds to a
temperature between 60 and 80 ◦C. Therefore, we concluded that below 60–80 ◦C, layers do not adhere
together but above these temperatures they do. Again, this validated some of the temperature profile
assumptions made in Section 2.

 

Figure 18. Heated asphalt roll after 8 min of heating.

4.3. Indoor Heating-Up Time Test

Once the temperature profile criteria were validated, we started to test the installation of rolls.
The first test was carried out to determine the proper step-by-step planned installation method.

For this, a test ground area made of floor tiles was constructed in the laboratory. Then, the roll
was placed above, and with the equipment, we started heating the roll (Figure 19). When the top
surface temperature reached almost 170 ◦C (Figure 20) after 35 s, an installation step-ahead was done
(installing 0.6 m2 per step). The uniformity of the radiated surface was admissible and the adhesion
between roll and ground was satisfactory. This permitted the validation of the heating and waiting
times determined in Section 2.2.

However, during this test, we realized that the unrolling precision was not so high. The mass
unbalancing of the roll generated an excessive unrolling, leading to a poor installation of some areas.
This was corrected by approaching the lateral stops, giving less freedom to the roll to freely unroll.
Another issue came from a poor adherence of the last 1–2 cm at the lateral limits. This was due to the
borders of the infrared heaters, which did not surpass the roll. In order to correct this, the heaters can
be located more laterally, widely covering the roll limits.
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Figure 19. Prototype used in the laboratory.

 

Figure 20. Thermal image of the roll temperature before the installation step.

4.4. Outdoor Installation Test

Finally, the equipment was tested in an outdoor facility in order to demonstrate its installation
capacity. The equipment was connected to a 14-kW diesel portable generator (Figure 21).

The equipment was activated, and after 2 min of infrared heater pre-warming, the installation began.
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Figure 21. Prototype connected and ready for testing.

A complete asphalt roll was adhered to the ground by following the step-by-step installation
procedure, as shown in Figure 22. A total of eight meters were adhered after approximately eight
minutes of heating up, demonstrating the claimed speed.

 

Figure 22. Asphalt roll installation.

However, we identified several issues with the installation and with the equipment itself. As stated
previously, it is hard to accurately control the unrolling step, thus there were some asphalt strips that
were not heated up. The lateral limits were also not totally adhered because of a lack of extra heat
in this area. Moreover, the small pressing drums needed to be heavier in order to effectively crush
the overlaps. It would be very convenient to include a chronometer or even a thermal camera that
indicates to the worker the exact moment for unrolling. Last but not least, asphalt was also attached to
some parts of the trolley such as the lateral stops, which must be prevented to ensure a long lifetime of
the equipment.
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5. Conclusions

In this article, we presented the design, manufacture, preliminary thermal test, and operation test
of a new piece of equipment for mechanizing the asphalt roofing process. The equipment was small
and lightweight, and included infrared radiators instead of fuel burners. This provided optimal clean
heat transfer to the asphalt rolls. Moreover, the equipment had several advantages with respect to
manual installation, such as roofing capacity, cleanness, safety, uniformity, and eco-friendliness.

We analyzed and experimentally validated the temperature criteria for an adequate installation
asphalt roll. These criteria were: top outer temperature must reach around 170 ◦C and the interlayer
temperature cannot be higher than 70 ◦C to prevent interlayer adhesions. With these criteria and with
the available heating power, the heating up time to install 0.6 m2 was determined and tested as being
35 s, including the mechanical process of unrolling. This demonstrates an installation speed of 1 m/min,
on average, for 3 kg/m2 rolls, which leads to around 400–420 m2 per person a day, more than the usual
manual roofing rate.

However, we identified several issues with the installation and with the equipment itself, such as
gaps in the adhesion due to inaccurate unrolling and excessive asphalt contamination in some parts of
the equipment. The unrolling could be improved by changing the lateral stops or by adding another
type of unrolling system. To prevent the adhesion of the asphalt to the equipment, it should be covered
by a non-stick coating. Another option could be to move the heaters away from the roll, at the expense
of losing some heating power.
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