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Preface to "Optimization for Decision Making”

Decision making is one of the distinctive activities of the human being; it is an indication of
the degree of evolution, cognition, and freedom of the species. In the past, until the end of the 20th
century, scientific decision-making was based on the paradigms of substantive rationality (normative
approach) and procedural rationality (descriptive approach). Since the beginning of the 21st century
and the advent of the Knowledge Society, decision-making has been enriched with new constructivist,
evolutionary, and cognitive paradigms that aim to respond to new challenges and needs; especially
the integration into formal models of the intangible, subjective, and emotional aspects associated with
the human factor, and the participation in decision-making processes of spatially distributed multiple
actors that intervene in a synchronous or asynchronous manner.

To help address and resolve these types of questions, this book comprises 13 chapters that
present a series of decision models, methods, and techniques and their practical applications in the
fields of economics, engineering, and social sciences. The chapters collect the papers included in the
“Optimization for Decision Making” Special Issue of the Mathematics journal, 2019, 7(3), first decile of
the JCR 2019 in the Mathematics category.

We would like to thank both the MDPI publishing editorial team, for their excellent work,
and the 47 authors who have collaborated in its preparation. The papers cover a wide spectrum
of issues related to the scientific resolution of problems; in particular, related to decision making,
optimization, metaheuristics, simulation, and multi-criteria decision-making.

We hope that the papers, with their undoubted mathematical content, can be of use to academics
and professionals from the many branches of knowledge (philosophy, psychology, economics,
mathematics, decision science, computer science, artificial intelligence, neuroscience, and more) that
have, from such diverse perspectives, approached the study of decision-making, an essential aspect

of human life and development.

Victor Yepes, José Maria Moreno-Jiménez
Editors
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Abstract: Probabilistic dual hesitant fuzzy set (PDHFS) is an enhanced version of a dual hesitant
fuzzy set (DHFS) in which each membership and non-membership hesitant value is considered
along with its occurrence probability. These assigned probabilities give more details about the level
of agreeness or disagreeness. By emphasizing the advantages of the PDHFS and the aggregation
operators, in this manuscript, we have proposed several weighted and ordered weighted averaging
and geometric aggregation operators by using Einstein norm operations, where the preferences
related to each object is taken in terms of probabilistic dual hesitant fuzzy elements. Several desirable
properties and relations are also investigated in details. Also, we have proposed two distance
measures and its based maximum deviation method to compute the weight vector of the different
criteria. Finally, a multi-criteria group decision-making approach is constructed based on proposed
operators and the presented algorithm is explained with the help of the numerical example.
The reliability of the presented decision-making method is explored with the help of testing criteria
and by comparing the results of the example with several prevailing studies.

Keywords: probabilistic dual hesitant fuzzy sets; distance measures; aggregation operators;
consumer behavior; multi-criteria decision-making; maximum deviation method

1. Introduction

With growing advancements in economic, socio-cultural as well as technical aspects of the world,
uncertainties have started playing a dominant part in decision-making (DM) processes. The nature
of DM problems is becoming more and more complex and the data available for the evaluation of
these problems is increasingly having uncertain pieces of unprocessed information [1,2]. Such data
content leads to inaccurate results and increase the risks by many folds. To decrease the risks and to
reach the accurate results, decision-making has attained the attention of a large number of researchers.
In the complex decision-making systems, often large cost and computational efforts are required to
address the information, to evaluate it to form accurate results. In such situations, the major aim of the
decision makers remain to decrease the computational overheads and to reach the desired objective in
less space of time.

Time-to-time such DM techniques are framed which captures the uncertain information in an
efficient way and results are calculated in such a manner that they comply easily to the real-life
situations. From the crisp set theory, an analysis was shifted towards the fuzzy sets (FSs) and further
Atanassov [3] extended the FS theory given by Zadeh [4] to Intuitionistic FSs (IFSs) by acknowledging
the measures of disagreeness along with measures of agreeness. Afterward, Atanassov and Gargov [5]
extended the IFS to the Interval-valued intuitionistic fuzzy sets (IVIFSs) which contain the degrees
of agreeness and disagreeness as interval values instead of single digits. As it is quite a common
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phenomenon that different attributes play a vital part during the selection of best alternative among
the available ones, so suitable aggregation operators to evaluate the data are to be chosen carefully
by the experts to address the nature of the DM problem. In these approaches, preferences are given
as falsity and truth membership values in the crisp or interval number respectively such that the
corresponding degrees altogether sum to be less than or equal to one. In above-stated environments,
various researchers have constructed their methodologies for solving the DM problems focussing on
information measures, aggregation operators etc. For instance, Xu [6] presented some weighted
averaging aggregation operators (AOs) for intuitionistic fuzzy numbers (IFNs). Wang et al. [7]
presented some AOs to aggregate various interval-valued intuitionistic fuzzy (IVIF) numbers (IVIFNSs).
Garg [8,9] presented some improved interactive AOs for IFNs. Wang and Liu [10] gave interval-valued
intuitionistic fuzzy hybrid weighted AOs based on Einstein operations. Wang and Liu [11] presented
some hybrid weighted AOs using Einstein norm operations. Garg [12] presented a generalized AOs
using Einstein norm operations for Pythagorean fuzzy sets. Garg and Kumar [13] presented some
new similarity measures for IVIFNs based on the connection number of the set pair analysis theory.
However, apart from these, a comprehensive overview of the different approaches under the IFSs
and/or IVIFSs to solve MCDM problems are summarized in [14-24]. In the above theories, it is difficult
to capture cases where the preferences related to different objects are given in the form of the multiple
numbers of possible membership entities. To handle it, Torra [25] came up with the idea of hesitant
fuzzy sets (HFSs). Zhu et al. [26] enhanced it to the dual hesitant fuzzy sets (DHFSs) by assigning
equal importance to the possible non-membership values as that of possible membership values in the
HFSs. In the field of AOs, Xia and Xu [27] established different operators to aggregated their values.
Garg and Arora [28] presented some AOs under the dual hesitant fuzzy soft set environment and
applied them to solve the MCDM problems. Wei and Zhao [29] presented some induced hesitant AOs
for IVIFENs. Apart from these, some other kinds of the algorithms for solving the decision-making
problems are investigated by the authors [30-38] under the hesitant fuzzy environments.

Although, these approaches are able to capture the uncertainties in an efficient way, yet these
works are unable to model the situations in which the refusal of an expert in providing the decision
plays a dominant role. For example, suppose a panel of 6 experts is approached to select the
best candidate during the recruitment process and 2 of them refused to provide any decision.
While evaluating the informational data using the existing approaches, the number of decision
makers is considered to be 4 instead of 6 i.e., the refusal providing experts are completely ignored
and the decision is framed using the preferences given by the 4 decision-providing experts only.
This cause a significant loss of information and may lead to inadequate results. In order to address
such refusal-oriented cases, Zhu and Xu [39] corroborated probabilistic hesitant fuzzy sets (PHFSs).
Wau et al. [40] gave the notion of AOs on interval-valued PHFSs (IVPHFSs) whereas Zhang et al. [41]
worked on preference relations based on IVPHFSs and accessed the findings by applying to real life
decision scenarios. Hao et al. [42] corroborated the concept of PDHFSs. Later on, Li et al. [43] presented
the concept of dominance degrees and presents a DM approach based on the best-worst method
under the PHFFSs. Li and Wang [44] comprehensively expressed way to address their vague and
uncertain information. Lin and Xu [45] determined various probabilistic linguistic distance measures.
Apart from them, several researchers [46-52] have shown a keen interest in applying probabilistic
hesitant fuzzy set environments to different decision making approaches. Based on these existing
studies, the primary motivation of this paper is summarized as below:

(i) In the existing DHFSs, each and every membership value has equal probability. For instance,
suppose a person has to buy a commodity X, and he is confused that either he is 10% sure or
20% sure to buy it, and is uncertain about 30% or 40% in not buying it. Thus, under DHFS
environment, this information is captured as ({0.10,0.20}, {0.30,0.40}). Here, in dual hesitant
fuzzy set, each hesitant value is assumed to have probability 0.5. So, mentioning the same
probability value repeatedly is omitted in DHFSs. But, if the buyer is more confident about
10% agreeness than that of 20% i.e., suppose he is certain that his agreeness towards buying the
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commodity is 70% towards 10% and 30% towards 20% and similarly, for the non-membership
case, he is 60% favoring to the 40% rejection level and 40% favoring the 30% rejection level. Thus,
probabilistic dual hesitant fuzzy set is formulated as ({0.10/0.70,0.20/0.30}, {0.30]0.4,0.40/0.6}) .
So, to address such cases, in which even the hesitation has a some preference over the another
hesitant value, DHFS acts as an efficient tool to model them.

(ii) In the multi-expert DM problems, there may often arise conflicts in the preferences given
by different experts. These issues can easily be resolved using DHFSs. For example, let A
and B be two experts giving their opinion about buying a commodity X. Suppose opinion
provided by A is noted in form of DHFS as ({0.20,0.30},{0.10,0.15}) and similarly B gave
opinion as ({0.20,0.25},{0.10}). Now, both the experts are providing different opinions
regarding the same commodity X. This is a common problem that arises in the real
life DM scenarios. To address this case, the information is combined into PDHFS by
analyzing the probabilities of decision given by both the experts. The PDHFS, thus formed,
is given as ({020/%%103,030/%%,025/%°}, {0.10/251,0.15/%°}). In simple form, it is
({0.20‘0.5,0.30{0.25, O.25|0.25} , {0.10{0.75, O.15|0.25}) . Thus, this paper is motivated by the
need of capturing the more favorable values among the hesitant values.

(iii)  The existing decision-making approaches based on DHFS environment are numerically more
complex and time consuming because of redundancy of the membership (non-membership)
values to match the length of one set to another. This manuscript is motivated by the fact of
reducing this data redundancy and making the DM approach more time-efficient.

Motivated by the aforementioned points regarding shortcomings in the existing approaches,
this paper focusses on eradicating them by developing a series of AOs. In order to do so, the supreme
objectives are listed below:

(i) To consider the PDHFS environment to capture the information.

(ii) To propose two novel distance measures on PDHFSs.

(iii) To capture some weighted information regarding the available information by solving a non-linear
mathematical model.

(iv) To develop average and geometric Einstein AOs based on the PDHFS environment.

(v) To propose a DM approach relying on the developed operators.

(vi) To check numerical applicability of the approach to a real-life case and to compare the outcomes
with prevailing approaches.

To achieve the first objective and to provide more degrees of freedom to practitioners, in this article,
we consider PDHFS environment to extract data. For achieving the second objective, two distance
measures are proposed; one in which the size of two PDHFSs should be the same whereas in the
second one the size may vary. For achieving the third objective, a non-linear model is solved to capture
the weighted information. For achieving fourth objective average and geometric Einstein AOs are
proposed. To attain the fifth and sixth objective a real-life based case-study is conducted and its
comparative analysis with the prevailing environments is carried out.

The rest of this paper is organized as follows: Section 2 highlights the basic definitions related
to DHFSs, PHFSs, and PDHFSs. Section 3 introduces the two distance measures for PDHFSs along
with their desirable properties. Section 4 introduces some Einstein operational laws on PDHFSs
with the investigation of some properties. In Section 5, some averaging and geometric weighted
Einstein AOs are proposed. A non-linear programming model for weights determination is elicited
in Section 6. In Section 7, an approach is constructed to address the DM problems and includes
the real-life marketing problem including a comparative analysis with the existing ones. Finally,
concluding remarks are given in Section 8.
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2. Preliminaries

This section emphasizes on basic definitions regarding the DHFSs, PHFSs and PDHFSs.
Definition 1. On the universal set X, Zhu et al. [26] defined dual hesitant fuzzy set as:

a={(xh(x),g(x)) | x € X} @

where the sets h(x) and g(x) have values in [0, 1], which signifies possible membership and non-membership
degrees for x € X. Also,

0<y,yp<Lo<yt+yt <1 )

inwhich, vy € h(x);y € g(x) ;v  €eht(x) = U max{y}andnt € gt (x) = U max{y}
veh(x) 1€8(x)

Definition 2. Let X be a reference set, then a probabilistic hesitant fuzzy set (PHFS) [39] P on X is given as
P={(xh(px)) | x € X} ®

Here, the set hy contains several values in [0,1], and described by the probability distribution py.
Also, hy denotes membership degree of x in X. For simplicity, hy(px) is called a probabilistic hesitant fuzzy
element (PHFE), denoted as h(p) and is given as

h(p) = {ri(pi) | i=1,2,... #H},
#H
where p; satisfying Y. p; < 1, is the probability of the possible value «y; and #H is the number of all 7v;(p;).
i=1

Definition 3 ([49]). A probabilistic dual hesitant fuzzy set (PDHFES) on X is defined as:

a={(x,h(x)|p(x),g(x)|q(x)) | x € X} 4)

Here, the sets h(x)|p(x) and g(x)|q(x) contains possible elements where h(x) and g(x) represent the
hesitant fuzzy membership and non-membership degrees x € X, respectively. Also, p(x) and q(x) are their
associated probabilistic information. Moreover,

0<y,7<L0<yT+yt <1 ()
and
#h #g
pi€l01],q€[01,) pi=1) g =1 (6)
i=1 j=1

where vy € h(x);n € g(x);y" € h™(x) = U max{y}yT € ¢ (x) = U max{n}. The symbols #h
€h(x) 1€8(x)

and #g are total values in (h(x)|p(x)) and (g(x)|q(x)) respectively. For sake of convenience, we shall denote it

as (h|p, g|q) and name it as probabilistic dual hesitant fuzzy element (PDHFE).
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Definition 4 ([49]). For a PDHFE «, defined over a universal set X, the complement is defined as

{nlad Avlp}), f g#¢ and h#¢

YEREY

af = Vtgh({l—w}f{cp}), if §=¢ and h#¢ ?)
U (o}, {1-1}), if h=¢ and g#¢
neg

Definition 5 ([49]). Let « = (h|p, g|q) be a PDHFE, then the score function is defined as:

#h #g
S(a) =Y vi-pi— Y n-q; 8)
i—1 =1

where #h and #g are total numbers of elements in the components (h|p) and (g|q) respectively and v € h,
n € g. For two PDHFEs ay and ay, if S(aq) > S(ay), then the PDHFE wy is regarded more superior to ap and
is denoted as a1 — 5.

3. Proposed Distance Measures for PDHFEs

In this section, we propose some measures to calculate the distance between two PDHFEs
defined over a universal set X = {x1,xy, ..., x, }. Throughout this paper, the main notations used are
listed below:

Notations Meaning Notations Meaning
n number of elements in the universal set Ny number of elements in g4
ha hesitant membership values of set A pa probability for hesitant membership of set A
A hesitant non-membership values of set A qa probability for hesitant non-membership of set A
My number of elements in /14 w weight vector
Let A = {(x,h,qx.(x)\pAi(x),gAj(x)|qu(x)> |x € X} and B =

{ <x,h3i,(x)|p3,_, (x), 88, (x)|q3/_, (x)) | x € X} where i = 1,2,...,My; j = 1,2,...,Ng; i’ =
1,2,...,Mgandj =1,2,...,Ng, be two PDHFSs. Also, let M = max{My4, Mp}, N = max{Ny4, N3},
be two real numbers, then for a real-number A > 0, we define distance between A and B as:

1
M X
" . Z|”rA,-(xk)PA,-(xk)*’YB,-(xk)PB,-(xk)P
AR =Y | ©)

N
o + 3 (14, ()., (xe) — 15, (xi) s, () [
=1

where y4, € ha, v, €h By 1A; € 84,0 1IB; € 8B, Itis noticeable that, there may arise the cases in
which My # Mg as well as N4 # Np. Under such situations, for operating distance d;, the lengths
of these elements should be equal to each other. To achieve this, under the hesitant environments,
the experts repeat the least or the greatest values among all the hesitant values, in the smaller set,
till the length of both A and B becomes equal. In other words, if M4 > Mg, then repeat the smallest
value in set hip till Mg becomes equal to M4 and if M4 < Mg, then repeat the smallest value in set
ha till M4 becomes equal to Mp. Alike the smallest values, the largest values may also be repeated.
This choice of the smallest or largest value’s repetition entirely depends on decision-makers optimistic
or pessimistic approach. If the expert opts for the optimistic approach then he will expect the highest
membership values and thus will repeat the largest values. However, if the expert chooses to follow
the pessimistic approach, then he will expect the least favoring values and will go with repeating the
smallest values till the same length is achieved. But sometimes, length of A and B cannot be matched
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by increasing the numbers of elements, then in such cases, the distance d; can be unappropriate for the
data evaluations. To handle such cases, we propose another distance measure d in which there is no
need to repeat the values for matching the length of the elements under consideration. This distance
d» is calculated as:

==

My | Mg A
o E (va, (xe)pa, (x) = 315 L (VB;(xk)PB;(xk))
o1
b(AB) =Y 2 N (10)
k=1 1 Na 1 Np
ijgl (WAj(xk)QA/-(xk)) - mj/§1 (’13}/(%)’73;(%))
+
2

The distance measures proposed above satisfy the axiomatic statement given below:

Theorem 1. Let A and B be two PDHFSs, then the distance measure dy satisfies the following conditions:

(P1) 0<d;(AB)<1;

(P2)  di(A,B) =dqi(B,A);

(P3) dqi(A,B)=0if A=B;

(P4) IfAC BCC,thendi(A B)<di(A C)anddi(B,C) < dy(AC).

Proof. Let X = {x1,xy,...,x,} be the universal set and A, B be two PDHFSs defined over X. Then for
each x, k=1,2,...,n, we have
(P1) Since, 0 < ga(x) < 1 and 0 < pu () < 1, for all i = 2,...,M,
this implies that 0 < 'yAi(xk)pAi(xk) < 1 and 0 < 7Bl(xk)p3 (Xk) < 1
A
0, we have 0< }'yAi(xk)pAl(xk) TB,(X )PB ( )‘ <1.

Thus, for any A >
M A M
Further, ZO < % |va (x0)pa; (xk) — v, (xk) B, (x1)| < Y1 which Ileads
i=1 i=1 i=1
M
to OS_Zl|7Ai(xk)PA,(xk)*’YBi(xk)PBi(xk)\A§M~ Similarly, for j = 12,...,N,
i=
N A
0. 1 |, (5)aa, (x0) = 15, (5)a, (v)| < N which yields
=

Mg

|, (xi)pa, (k) — 78, (x) g, ()| + 2 ‘WA xi)q.4;(xk) — 18; (x6)qB; (Xk)‘ <M+N.

i=1

Thus,

==

M
., 2 174, () pa, () — e, (x)p, (xi) [
o< |yt 1t =1 <1,
n

M+ N N
+ 3 14, ()., (xe) — 15, (xi)m, ()|
=1

which clearly implies that 0 < d;(A,B) <1
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(P2) Since
1
M N X
., Y [, () pa, (i) — v, (i) p, (i) |
a(aB) = |[yL| 1 1
=n | M+N N A
+ 3 |14, Ceedaa Coi) = 1 () g, ()|
j=1
1
M N A
. ) Y ve, (i) ps, (i) — v, (i) pa, (x|
— i=1
k; n| M+N N A
+ 3 sy (v (o) = 1, (v, (30)|
j=1
= di(B,A)

Hence, the distance measure d; possess a symmetric nature.
(P3)  For A = B, we have v4,(xx) = 78,(xx) and pa,(xx) = pp,(xk). Also, na;(x) = 178, (xc)
and q4,(x¢) = qp,(xi). Thus, we have |14, (x)pa,(xx) — 74, (x0)pa, ()" = 0 and
A
WA/(xk)qA/.(xk) - WA](xk)qA/.(xk)’ = 0. Hence, it implies that

M A
Yo |va, (k) pa, (xi) = v, (xi) P, (%) |

S P -0
~ | M+N | X *
k=1 +3 ‘rl/\] (x)q.;(xe) = ”Bf(x")qB/(xk)‘

j=1

= di(A,B)=0.

(P4) Since, A C B C C then 7u,(xx)pa(x) < s, (x6)ps (xk) < ¢, (xp)pc, (xk)
and 14, (xk)q; (xk) > (xk)qs;(x) =z e (xe)qc; (xk Further,
m (xe)pa, (xe) — 8, (xi)qp, ()| < |74, ka( %) = 76, (

)-
xk) gc,(x)[* and
) Therefore,

A5 (x6)q.4,( k)*173,‘(9<k)f113f(xk)‘A "7 (xi)qa,(xx) = 1¢; (x6)qc; (k)
( ) S d](A,C) and dl(B,C) < dl( C)
O

Theorem 2. Let A and B be two PDHFSs, then the distance measure dy satisfies the following conditions:

(P1) 0<dy(AB) <1

(P2) dy(A,B) =dy(B,A);

(P3) dy(A,B)=0if A=B;

(P4) IfAC B CC, thendy(A,B) <dy(A,C)anddy(B,C) < dy(A,C).

Proof. The proof is similar to Theorem 1, so we omit it here. [J

4. Einstein Aggregation Operational laws for PDHFSs
In this section, we propose some operational laws and the investigate some of their properties
associated with PDHFEs.

Definition 6. Let a, a1 and ay be three PDHFEs such that « = (h|py, &lag), a1 = (h|pn,, &114g,) and
wy = (h2|pn,, 2145, )- Then, for A > 0, we define the Einstein operational laws for them as follows:
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. T +7 112
(i) a1 ®ap = ({ } { })
T 716111 mes \ U T+7172 ) PriPr 1+ =n1)(1 1) ’ a2

Y2€h2,12€82

. 7172 ntn
O e 1-1)(1-7) [pprej e + 12 [

Y2€h2,12€82

(i) Aa= U ({Mﬁ‘m} {mor o))

€N,
neg

i o= U ({tr | b G o))
neg

Theorem 3. For real value A > 0, the operational laws for PDHFEs given in Definition 6 that is a1 @ ay ,
a1 @ ap, Aw, and o™ are also PDHFEs.

Proof. For two PDHFEs a7 and a5y, we have

_ Y1+ 72 mmz
a1 Day = U <{1+7172 ‘p71p72}/{1+(1_’71)(1_;72) ‘%M’]z})

T1E€MMES
T2€h2,12€82
AsO0 < v1,72,m1,12 < 1, thus itis evident that 0 < 3 + 2 <2and 1 <1+ ¥, < 2, thusit

follows that 0 < % < 1. On the other hand, 0 < 1172 < land 1 <1+ (1 —1#1)(1 —#2) < 2. Thus,
0< % < 1 Also, since 0 < po,, Py, Gy, Gy, < 1, thus 0 < py py, < Tand 0 < gy gy, < 1.
Similarly, #1 ® a5 , Aw and a? are also PDHFEs. [0

Theorem 4. Let w1, ap, 03 be three PDHFEs and A, A1,Ay > 0 be three real numbers, then following
results hold:

(i) a1 Day=aprDay;

(i) 0 @ar = ap ® aq;
(iii) (v P ag) Bag = a1 P (ap ® az);
(i) (v ®ar) ®az = a1 ® (a2 @ az);
(v) AMag @ ap) = Aag © Aay;
(vi) zx%@zx{‘ = (m ®047_)A.

Proof. Leta = (h1|Ph1rgl|‘7g1) , 0y = (h2|ph2,g2‘qu), K3 = (hg‘phg,g3|l,]g3) be three PDHFEs. Then,
we have

(i) For two PDHFEs a1 and «y, from Definition 6, we have

mntn o omm
U ({1+7172 ‘7’71?’72},{1+(1—;71)(1,,72) “7771‘7'72}>

m€EhIMES
T2€h2,12€82

= NERGE o
ey ({Hw"’”””}’{1+<1—nz><l—m>‘W’“})

T €, MER
T2€h2,112€82

= ar Dy

a1 D ap

(ii) Proof is obvious so we omit it here.
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(iii) For three PDHFEs a1, ap and a3, consider L.H.S. i.e.,

(01 ®az) Dag

71+ 7 min2
= U ({ Py sz}r{i ay q’?z}) @ a3
mehmeg MUIT772 ‘ ! T+ 1 =m)(1-mn) | '

T2€h22€S2

- U ({w‘ppp}{ s qu})
7€M MmES T+ 7172+ 7273 +ysm | DRI [\ 4 =20y — 250 — 203 + a2 + pas + g | (11)
12€h2,12€82
73€h3,13€83

Also, on considering the RH.S., we have

o B (g B az)

- Y2+ 73 12113
—me) U <{1+7m ‘p”p”}'{lﬂl—ﬂz)(l—ﬂs) ‘q'“q'“})

12€h2,12€82
13€h3,13€83

_ 11+t NN } { 112173 }) 12
716h1;716g1({1+71'YZ+7273+73')‘1 ‘p’lp”% " 142 =202 = 253+ g+ s + s ‘q”‘q"lq“ (12)

T2€M,2€ES2
713€h3,113€83

From Equations (11) and (12), the required result is obtained.
(iv) Proof is obvious so we omit it here.
(v) For A >0, consider

_ (1+7)0+72) -1 =7)1=17) 21172
Moy ©z) =2 neb e <{(1+71)(1+vz)+(1*71)(1772) ‘p”p”}'{(2*771)@*772)%71772 ‘”’”1”'“})

126112682

For sake of convenience, put (14 71)(1+72) = a; 1 —71)(1—72) = b, m2 = ¢ and
(2—11)(2 = 12) = d. This implies

a—>b 2c
)\ “ EB“ - A U <{7 ,}{
(a1 2) nehomes Py ‘ PriPr d+c

T2€h2,12€82
(1+ u)* (1- ) ( )
b +b
— m€h e Z b —b R "
1€M,EQT —
T2€h 2682 (1 + a+ b) ( ) ( e +
2a _
a+b —
— ¥ e/,Uq €g 2a PPy (- ol
1€h,meg
Y2Eh1nES (ﬂ +b ) (a + h) < > < >
- (e =
. (a* + b Py1Py d/\ +cr Im

Y12€h2,12€82
Re-substituting a, b, c and d we have
— U ({mm (1+72)" (1—7&(1—%%“ , } { 2 () | })
menmen \ L+ (1+92) + (1 =) @ =p)* 1777 @)t @—m) g "
T2€h2ES

= A P Awy
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(vi) ForA >0,

A 27172 A+m)(A+m)—A=n)(d-1mn)
(1 @a)" = . ({1+ =72 | ””””}’{u ) (Tt ) + (=) (T—12) “7’“‘7"2})

T2€h2, 2 €82

For sake of convenience, put
12=42-71)2-72)=b1+m)(1+n)=cand(l—mn)(1-n)=4d

So we obtain

(a1 ® 062)/\

A
<{27a ‘ Py P } {Q ’q q })
1€, ES b4a ! FNFE2 (7 g | Tnin

T2€h2,112€82
( 2a )A ( ¢ d)‘ ( ::—d))‘
2( — + —(1-

_ U b+a pop c+d c+d i
mehnEs 5 2a )‘+ 20 \* nm 1+c—d )‘+ 1,C_d A |
T2€haREg b+a b+a crd c+d

A% 2c \*/ 2d \*

_ U b+a p c+d c+d and
nehmen 26 \* (24 AT 2¢ \* (2 A |
12Eh22E R b+a b+a c c+d

+d
=8 (e e {550 Lo })
mehmes: A+ at PyiPya (7 At dh T 92

T2€h212€82

Re-substituting values of a, b, ¢ and d we get

= v ({ 2(nm)* | pap }/{(1+V11)A(1+172)A*(1*111)"(1*'12)A‘q ) })
nemnen \L@=10)" @=22)"+ ()™ [ L@ Ao+ (0=t (1) T

12€h2, 12682
_ A A
= ] ®a;
O

Theorem 5. Let & = (h|py,glgg) a1 = (h1lpn,.,8119g,), and ay = (ha|pn,, 8214g,) be three PDHFEs,
and A > 0 be a real number, then

(i) (a)* = Aas;

(i) Aac) = ()
(i) af Das = (v @az)s;
(i) af ®a§ = (1 Day).

Proof. (i) Leta = (h|py, glqy) be a PDHEFE, then using Definition 4, the proof for the three possible
cases is given as:

(Case1) [Ifh # ¢; g # ¢ then for a PDHFE & = (h|py, g|q), from Equation (7) we have

A
@’ = U ({n]ar}{r]pm})
T 1+ = (1)
- U{etsar o i 1))

10
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€8

(A(U gigay %}))C ~ (e

(Case2) Ifg=¢,h# ¢, then

@) = (U ({1-] Pv}'W}))A

y€h

- vLeJh <{ (2-(1 E(i);;—i)-)l(l Y ) Pv}r {4’}>
(Aa)*

(Case3) Ifh=¢,g=¢, then

()

(Y- f-alap))

g
= A+Q—-g*—(1-01-ny)
B WGX({¢},{(11(1*Z))A+(1*(1*2))A ‘%}>

I
Ap
m
4
/N
—
]
NN
I
= =
=
> >
+ 11
=
= |
N N
> >
-
=
—
~
<
—
~
~
o

(ii) Similar to above, so it is omitted.
(iii) For two PDHEFEs a1, &y and a real number A > 0, using Definitions 4 and 6 we have,

(Casel) Ifhy #¢,81# ¢ ho#¢and g # ¢

af B g
= U ({nm}An[rn})e U ({n|o} {r]|rm})
e

= ntn 7172
= U <{1+111772 ‘qnlqu}r{1+(l—yl)(1_72) ‘ P%Pvz})

T1€M,1EG
Y2€h2,112€82
c
A })

- U ({ 7172 ‘Pvpv} {771+112
1 2(7
memmeg ML IH L =71)(1=72) 14 mm

1262112682
= (a0 ®an)*

11
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(Case2) Ifhy # ¢,81 = ¢, hy # ¢ and g = ¢, then

o = U ({tonlem}.o))e q ({1=2| P} 101)
e

- U ({f:]i);)((l‘” [ po 1))

meEhInES
T2€h,112€82

= (0 ®@ap)°

(Case3) Iflm=¢,51#Ph=¢,0#¢

i ay = ({4’} {1*771 )‘171}) Uh ({47},{177]2‘%2})
&
- A=) =)
- 716}’971681 <{¢} { 1 + 11112 ’ q”lq’72}>
T2€h2,12€82
= (@)

(iv) Similar, so we omit it here.
O

5. Probabilistic Dual Hesitant Weighted Einstein AOs

In this section, we have defined some weighted aggregation operators by using aforementioned
laws for a collection of PDHFEs. For it, let () be the family of PDHFEs.

Definition 7. Let Q) be the family of PDHFEs a; (i = 1,2,...,n) with the corresponding weights
n

w = (w1, wy, .. .,wn)T, such that w; > 0and Y, w; = 1. If PDHFWEA: Q" — Q, is a mapping defined by
i=1

PDHFWEA(ay,ap,...,0y) = wiiq @ waky ® ... D wpay (13)
then, PDHFWEA is called probabilistic dual hesitant fuzzy weighted Einstein average operator.

Theorem 6. Fora family of PDHFEs a; = (hi ’ Ph;r 8i ‘1&) ,(i=1,2,...,n), the aggregated value obtained
by using PDHFWEA operator is still a PDHFE and is given as

lf[l(1+%)“"—ljl(l—%)‘“*' \
z; i= HP% ,
H(1+%)‘”I+H(1—%)
PDHFWEA(ay,0,...,00) = |J =1 (14)
e 2 f1n) "
n n Hqﬁi
1:[(2 1) + 1:[( ;)@ 1=t

i=1

n
where w = (wq,wa, .. .,wn)T is a weight vector such that ), w; = 1 where 0 < w; < 1.
i=1

Proof. We will prove the Equation (14) by following the steps mathematical induction on 7, and the
proof is executed as below:

12
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(Step1) Forn =2,wehaven; = <h1 ‘ Py 81 ) qu> and ay = (hz ’ Phys §2 ‘ qg2>. Using operational
laws on PDHFEs as stated in Definition 6 we get
Pn } ’

{(1+71)‘”1 -1 =)
(1+’Yl)‘“1+(1*’71)
{(2 7)1t + (171)«1 qm}
{(1+72)”2* (1=72)% }
(T4 y2)@2+ (1= )2 | T2 f7
Ui
(e

2
T2

(2=

w1l

2(m)“

m €h1 MEZ

and Wy

U

T2€h2,112€82 2
2

+ (172)2
Hence, by addition of PDHFEs, we get

PDHFWEA(D{LDQ) = w1 D wony

TT(1L+ 700 — T1(1 = 3)

E 2
i=1

H Pyi (v
i=1

-

2 2
IT(1+;)@i + 'H1(1 — i)

11€MMESN 2
Y2€h2,12€82

(1)«

L= T

1=

H(2 m)“’l+H( i)

Thus, the result holds for n = 2.
(Step2)  If Equation (14) holds for n = k, then for n = k 4 1, we have

PDHFWEA (ay,a, . .., 041) (@ w,m) (Wrs18k41)

k Il(ﬂi)
HF’% B E——

; k
P | LA+ )+ T =) T (2= i) +n< i)
i=1 i=1 i=1

1+ Ya) 51 — (1= Ypeqn) 4 2(’/k+1)wk“
s u ([ N
7k+|LCJ/'k+\ (1 P (2 _ qkﬂ)mkﬁ + (’7k+1 )ak,| ‘ D

Hﬁm

(14 Pepn) st + (1 = ypqg) %1
Mk+1€8k+1

k+1 k+1 k+1

l'[1 (T+7) — H (=79 | k1 2 l'[1 () kil

i i= =
mehms o rnp v — |
(S l'[l(1+7)‘” + nu—w 1'[1(2*17,)”% ,l'[l(m)““ =

= i= i=

Thus,

PDHFWEA (ay, s, . .., &)

110+ = 10 -7

1—11(1 +()/l)wl + 1_[1(1 — 7)Y
“u | ,:

e 2 1)

13
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which completes the proof. [

Further, it is observed that the proposed PDHFWEA operator satisfies the properties of
boundedness and monotonicity, for a family of PDHFEs w;, (i = 1,2,..., 1) which can be demonstrated
as follows:

Property 1. (Boundedness) For w; = (hi ‘ phi,gi‘qgi) where i = (1,2,...,n),

Jmax }) and
min }) be PDHFES,

pmin} ’ {Wmax
Pmax} ’ {Wmin

let o = (min(h;) | min(py,) , max(gi) | max(qg)) = ({7imin

wt = (max(y) | max(py,), min(g,) | min(g,)) = ({7
then a= < PDHFWEA(aq, a3, ..., a,) < a™.

Proof. Since each «; is a PDHFE, it is obvious that min(h;) < h; < max(h;), min(g;) < g <
max(gi)/Pmin < pi < Pmax and i < i < Gmax- Let f(x) = 1+x/x € [0 1] fl( ) = (1+,2()2 <0

ie., f (x) is a decreasing function. Since, Ymin < ¥; < Ymax, for all i, then f(Ymax) < f(7i) < f(Ymin)

i 1-7i 1-7 T :
ie., 1+7§;§ S < HW"‘:ﬁ Letw = (wy,wy, ..., wy)" be the weight vector of (a1, ay,...,a,) such

that each w; € (0,1) and Z w; = 1, then we have
i=1

<1_7max>wz < (1_,)/{)% < (1_7min>wi
1""’Ymax - 1+'Yi B 1"")/min

Thus, we get
1 '7max> = (1 ’YZ) ' <1*’)/mm>
1+ <1+ <1+
<1 + ,ymax 11:11 1 + r)/l 1 + r)/mln
n n
IT (1 + 71)wi + H(l - 'Yt)wl
2 i=1 i=1 2
1+ Ymax ‘12[1(1_’_%)&;, ~ 14 Ymin
=
o\ @i
' il;Il <1+;")
= Ymin < o o < Tmax
77! 1
T 11;[1 <1+7")
n
1:[1(1 +7:)¢ = I_Il(l =)
= Ymin < l; = < Ymax
l:[(l + %)w, + H(l - ')'z)

Hence, we obtain the required result for membership values.

Now, for non-membership, let c(y) = 2%, y € (0,1], then ¢’(y) < O1ie., c(y) is the decreasing
c

(1) < ¢(min), that i is 2 '7“‘“ <

% < 211'7"““ Let w = (w1, wy, ..., wy)T be the weight vector of (ay,ay,...,a,) such that wl (O, 1)
: min

and Z w; =1, then
i=1

(
function. Since, fJmin < #; < fmax, then for all i, we have ¢(1max) <

14
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(2—T7rr1ax>wiS <2_;7i>wi§ <2—7]mm>wi
Hmax i Nmin

e ) 0O 0 ()

=1 Hmax i=1 i i1 Hmin
N 2
min B2y \ Wi ‘max
Ui 1+ l.I;Il ( ”1'7 ) n
n
2 [T ()«
= Nmin < =1 < Nmax

(ﬂz)w’ + H(2 17i)%i

H::]:

Hence, the required for non-membership values is obtained.
Now, for probablhtles, since pmm < pi < Pmax and min < gi < Gmax this implies that
n

H Pmin < H pi < H Pmax and H Gmin < H g;i < H Jmax- According to the score function,

i=1
as defmed in Def1n1t10n 5, we obtam S(a™) < S(zx) < S(a™). Hence, from all the above notions,

a~ < PDHFWEA (aq,az,...,a,) < at. 0O

Property 2. (Monotonicity) Let a; = (hi ‘ Ph;r 8i ‘1gi> and of = (hl* Pir & ’ qg;), for all

= (1,2,...,n) be two families of PDHFEs where for each element in «; and af, there are 7y, < Var and
Na; = 1o While the probabilities remain the same i.e., py, = pyr, qg; = qgx then PDHFWEA(ay, &y, ..., 0n) <
PDHFWEA(af,a3,...,4;).

Proof. Similar to that of Property 1, so we omit it here. [
However, the PDHFWEA operator does not satisfy the idempotency. To illustrate this, we give

the following example:

Example 1. Let a1 = = ({0.3]0.25,0.4/075},{02(0.4,0.3[06 } ) be fwo PDHFEs and w = (0.2,0.8)"
be the weight vector, then for (i = 1,2) the aggregated value using PDHFWEA operator is obtained as

2
[Il(1+7)“”—[11(1—%)“”' n
1; = Hp'h ,
H(1+m)wf+H(1— )i 1=
PDHFWEA(a1,02) = | o 2
2 IT ()

i=1

2

(2 1)@ + TT (17:)

i—

2
H qn;

I :IN

i

{0:3]0.625,0.3807(0.1875,0.3206]0.1875,0.4|0.5625 }

{0.2|0.16, 0.2772|0.24,0.2173|0.24, 0.30|0.36}

which clearly shows that PDHFWEA (aq, 1) # 1. Thus, it does not satisfy idempotency.
Definition 8. Let o; (i =1,2,...,n) be the collection of PDHFEs, and PDHFOWEA: OY" — Q), if

PDHFOWEA(a1, &2, ..., &n) = witg(1) ® wattg(a) © - .. O Wnlty(y) (15)

15
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where Q is the set of PDHFEs and w = (wy,wy, . ..,wy)T is the weight vector of w; such that w; > 0
and Z wi = 1. (0(1),0(2),...,0(n)) is a permutation of (1,2,...,n) such that a,;_1y > &y for
(i= 2 3 .., 1), then PDHFOWEA is called probabilistic dual hesitant fuzzy ordered weighted Einstein AO.

Theorem 7. For a family of PDHFEs «; = (hi ‘ Ph;r 8i
by using PDHFOWEA operator is given as

‘1gi> ,(i=1,2,...,n), the combined value obtained

(T 4+ Y(i)) H(l Yo(i)) W

n

H Proqiy (7
i=1

Il
—

PDHFOWEA(ay, 0, ...,0,) = U

2
=

(1 4+ Yo(i)) 0 + ,1_11(1 — Ye(i)) 0
=

=
T3
Iy

(16)

et
=
=
2
i

qr/u(i)

IT(2 = 75()) 7@ + ‘l_Il(%(i))w"(”
i=

i=1

n
where w = (wy,wa, ..., wy)  isa weight vector such that 'y w; = 1 where 0 < w; < 1.
i=1

Proof. Similar to Theorem 6. [

Property 3. Forall PDHFEs, a; = (hi ’ P 8i

qg,> where i = (1, 2,...,n) and for an associated weight

n
vector w = (w1, wy, .. .,wn)T, such that each w; > 0and Y. w; = 1, we have
i=1

(P1)  (Boundedness) For w; = (h,-

qgi) where i = (1,2,...,n), let a= =

pmin} ’ {ﬂmax qmax}) and ot =
prmax }{min | @min } ) be PDHFES,

(min(;) | min(py,), max(g;) | max(qg)) = ({7min
(max(h;) | max(py,),min(g) | min(qg)) = ({7max
then «~ < PDHFOWEA (a1, a2, ..., a,) < a't.

(P2)  (Monotonicity) Let a; = (hi ) P, 8i ‘ Qg;) and o} = (hf = &F Qg;f>,f07/ alli=(1,2,...,n)
be two families of PDHFEs where for each element in «; and o7, there are yo; < Yo and ta; > iy
while the probabilities remain the same i.e., py, = pr,qg; = qg: then PDHFOWEA(aq, a2, ..., 0,) <
PDHFOWEA(aj,a3,..., ;).

Proof. Similar to Properties 1 and 2. [
Definition 9. Let Q) be a family of all PDHFEs o; (i = 1,2,...,n) with the corresponding weights
n
w = (w1, Wy, ..., wy)T, such that w; > 0and Y. w; = 1. If PDHFWEG: Q" — Q, is a mapping defined by
i=1
PDHFWEG(a1, a2, ...,00) = o' @052 ®...®@a%" 17)

then, PDHFWEG is called probabilistic dual hesitant fuzzy weighted Einstein geometric operator.

Theorem 8. For a collection of PDHFEs w; = (hi ‘ P 8i qu> ,(i =1,2,...,n), the combined value
obtained by using PDHFWEG operator is still a PDHFE and is given as

16
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PDHFWEG(ay, a2, ..., &)
n
2 _H(’Yz‘)“”'

i=1

ir=t

(2= yi)wi + H('Yz)
- U | s
TiEhini€g; 1:[ (14 7;)«i = H (1 =m;)
(1 )+ [T =)

n

qu

n
where w = (w1, wy, .. .,wn)T is a weight vector such that Y, w; = 1 where 0 < w; < 1.
i=1

Proof. Same as Theorem 6. []

Also, it has been seen that the PDHFWEG operator satisfies the properties of boundedness
and monotonicity.

Definition 10. Let a; (i =1, 2,...,n) be the family of PDHFEs, and PDHFOWEG: Q" — Q) if
PDHFOWEG(ay,ay, ..., 0n) = a‘;’(ll) ) zx:(zz) - a;("") (19)
where Q) is the set of PDHFEs and w = (w1, wa, .. .,wn)T is the weight vector of w; such that w; > 0

and Z wi = 1. (¢(1),0(2),...,0(n)) is a permutation of (1,2,...,n) such that az;_1y > &) for

(i= 2 3 ,n), then PDHFOWEG s called probabilistic dual hesitant fuzzy ordered weighted Einstein
geometric opemtor.

Theorem 9. For a family of PDHFEs a; = (hi
by using PDHFOWEG operator is given as

, Qi ‘ qg,.) ,(i=1,2,...,n), the combined value obtained

PDHFOWEG (a1, s, . .., )

U nl:1 n = (20)
Ta(i) <o TT(1+ 73)) @ = TT(1 = 75)) 7@ |,
e (i) S8a (i) i=1 i=1 H
n w n w I q’hv(r
TT(1 + 775(3)) 7@ + TT(1 = 115(3) 0@ 1 i=1

Il
—
Il
=

where w = (wy, wy, . . .,wn)T is a weight vector such that Z w; =1 where 0 < w; < 1.
i=1

Proof. Similar to Theorem 6. [

Also, it has been seen that the PDHFOWEG operator satisfies the properties of boundedness
and monotonicity.

6. Maximum Deviation Method for Determination the Weights

The choice of weights directly affects the performance of weighted aggregation operators. For this
purpose, in this subsection, the effective maximizing deviation method is adapted to calculate the
weights in MCDM when the weights are unknown or partially known.
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Given the set of alternatives A = {A1, Ay, ..., A} and the set of criteria C = {Cy,Cy, ..., C}
which is being evaluated by a decision maker under the PDHFS environment over the universal set
X = {x1,x2,...,x,}. Assume that the rating values corresponding to each alternative is expressed in
terms of PDHFEs as

Ar = { (Cllsrl)/(CZ/S}Q)/“'/(Ct/Srv) }/ (21)

where s, = (hro(xk) |Pro(xk), §ro(x¢) [qro(xk)), Where r = 1,2,...,m;v =1,2,...,t, k=1,2,...,n

Assume that the importance of each criterion are given in the form of weights as (w1, wy, ..., wy)
t

respectively such that 0 < w, < 1and )}, w, = 1. Now, by using the proposed distances d; in

v=1
Equation (9) or d; in (10) ; the deviation measure between the alternative A, and all other alternatives

with respect to the criteria C, is given as:
Dyo(w Zwv (Sro,8p0) 7=1,2,...,m0=1,2,...,t (22)

In accordance to the notion of maximizing deviation method, if the distance between the
alternatives is smaller for a criteria, then it should have smaller weight. This one shows that the
alternatives are homologous to the criterion. Contrarily, it should have larger weights. Let,

w) = i Dyy(w)
r=1

i [\’Js

m
Z D(sr0,800), v=1,2,...,t (23)

Here D, (w) represents the distance of all the alternatives to the other alternatives under the
criteria C; € C. Moreover, ‘D’ represents either distance d; or d, as given in Equations (9) and (10)
respectively. Based on the concept of maximum deviation, we have to choose a weight vector ‘w’ to
maximize all the deviations measures for the criteria. For this, we construct a non-linear programming
model as given below:

max D(w) = 1. £ Drofe) = Y 3 5 D(syersi)w

=1 =1r=1b=1
v tr v=1r (24)
st. wy >0, Yw,=1, v=1,2,...,t
where ‘D’ can be either dy or d,.
If D = dy, then for A > 0, we have

M A

i "4 1 71| 7 () g (430) (o) — (5, (300 s, (310 (350) |
Lo | Lo | min

1b=1 k=1

ngE

D(w) = Y

o=1

.
I

N
# 3 0, 0) ) O x5 o)

and if D = dp, then

S

A

My Mg
i & (a0, (w0) () = afy T (78, (500, () (300)

m no1 B

t m
D(UJ) = ; ); Z Wy Z - N N A
e (14,000, 00)) G = X (1, (), (20)) o)

2
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If the information about criteria weights is completely unknown, then another programming
method can be established as:

tom mom
max D(w) = ¥ ¥ Dn(w) = Z Y ¥ D(5r0,5p0)wo
v=1r=1 v=1r=1b=1 (25)
n
st wy >0, Ywi=1 0v=12,...,t

To solve this, a Lagrange’s function is constructed as

(w,§) = Zt: i i D (810, Spo)wo + (Zw 1) (26)

where ( is the Lagrange’s parameter. Computing the partial derivatives of Lagrange’s function w.r.t
wy as well as ¢ and letting them equal to zero.

m
awﬂ = Z Y. D(Sro,5pp) +Cwo =0, v=1,2,...,t
L @7)
Ly 2-1=0
% v=1 i

Solving, Equation (27) we can obtain,

moom
Y X D(sro,5p0)
wy = r=lo=t i ov=1,2,...,t (28)
t mom 2
r (Z ) D(Srvrsbv)>
v=1 \r=1b=1
Normalizing Equation (28) we get
m o m
Zl b21 D(Srv/ Sbv)
_ _r=1b=
Wo= T w m (29)
Y L X D(sro,sp0)
v=1r=1b=1

In DM process, the data values for evaluation are available as DHFSs or PDHFSs which are
integrated to form the PDHFSs. In order to gather the information, the probability values are assigned
to each possible membership or non-membership value. An algorithm followed for this information
fusion is outlined in Algorithm 1.
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Algorithm 1 Aggregating probabilities for more than one Probabilistic fuzzy sets.

Input: a(l),a(z),. . .,vc(d) where a(@ = (h<d) ‘p(d)> where d = 1, 2,...,D such that D is the total
number of elements to be fused together.
Output: plout) — ( (out) |]7 (out) )

1: Letu = D' be the normalized unit.
2: List all the probablhstlc membership values in a set and represent it as M = {m|s;}, where

m1|sl = p |p Vd =1,2,...,D,and | = 1, 2,...,#L, such that #L is the total number of
probabilistic membership values of all the considered elements.

3 Seti=1

4: Set m, = m;

N f(l) _ 1, %f Me = 1M

(mem) 0, if m, 75 m
6: Setl =1+ 1 and repeat 5, until [ = #L
7: Set hlout) U Me

8: p(out) = ()l: (f((;,n)em) .5,> . u)

9: Seti =1+ 1and goto 4, until i = #L

To demonstrate the working of aforementioned algorithm, an example is given below.

Example 2. Let o) = ({0101, 02|05 0.3/0.4}, {05\1} a® = ({02|0.4,0.3|0.6},
{0.50.2,0.6/0.8})  and  a® ({0. be  three
PDHFEs to be fused together. Since, <h<1),p(1)> = ({0.1‘0.1,0.2‘0.5,0.3‘0.4}),
(@, p@) = ({02(04,03)0.6}) and (h®,p®)) = ({0.1]04, 02[0.4,06[02}), so we get
M = {0.1/0.1,0.20.5,0.3/0.4,0.2/0.4,0.3/0.6,0.1/0.4,0.2|0.4,0.6|0.2} where #L = 8 and thus

I = 1,2,...,8. Clearly, here D = 3. Now, by following Algorithm 1 for both membership and
non-membership degrees, we obtained the final PDHFE as:

L) = ({0.1/0.1667,0.2]0.4333,0.3]0.3333, 0.6]0.066 }, {0.5[0.4,0.6|0.2666,0.1|0.3333} )

7. Decision Making Approach Using the Proposed Operators

In this section, a DM approach based on proposed AOs is given followed by a numerical example.

7.1. Approach Based on the Proposed Operators

Consider a set of m alternatives A = {Aj, Ay, ..., A} which are evaluated by the experts
classified under criteria information C = {Cy, C, ..., Ct}. The ratings for each alternative in PDHFEs
are given as:

Ar = { (Cl,arl),(Cz,urz),...,(Ct,zxm) }, (30)

where a,, = (h,v‘p,v,gn,‘qn,), where r = 1,2,...,m;v = 1,2,...,t. In order to get the best
alternative(s) for a problem, DM approach is summarized in the following steps by utilizing proposed
AOs as:
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Step 1:

Step 2:

Step 3:

Step 4:

Construct decision matrices R(?) for ‘d’ number of decision makers in form of PDHFEs as:

Cl C2 ce Ct
d d d d d d d d d d d d
ar (197,817 1o 52) lﬂﬁz)/gﬁz) 09) o (P8 oty
d d d d d d d d
jr A | (10 e lasy) (e lsa g ek ) o (s 1P gt Ly
’ d d ’ d d d . d d : d d
A’” (hr(nl) }plgll)’ ginl) ‘qsrd)) (hEnZ) |pr(nzf ng ‘QFHZ) c (hr(nt) |p1<11t)’g1<11t> |q£nt)>

where ( pn, ,gn, qﬁ?) = ({’y%”pﬁ?},{iyfi”qﬁ?}), such that r = 1,2,...,m and
1,

v=1,
Ifd = then <h£v |p£v>1g£v |Qru)> is equal to (hrv}Prvr grv‘q;’v) , where (hrv|prv/grv|%v)
= ({7m|pw}, {r]rv}qrv}), suchthatr =1,2,...,mand v =1, 2,...,t and goto Section 7.1
Step 3. If d > 2, then a matrix is formed by combining the probabilities in accordance to the
Algorithm 1. The comprehensive matrix so obtained is given as:

.., .

Cl C2 ce Ct
Ay (ha]p11, g lan) (h2|p12, g12l912) - (Bl pae guelqne)
rR— M (ha1|p21, 821]921) (hoa|p2, &2|922) - (hot|pae g2t 92t)
Am (hml }pmlr 8&m1 |%11) (hmZ|Pm2/ gm2|q;n2) e (hmflpmtzgmemt)

where (70| pro, §ro|Gro) = ({¥ro|pro}, {11ro|gro}), wherer =1,2,... ,mandv =1,2,...,t
Choose the appropriate distance measure among d; or d as given in Equations (9) and (10),
on the basis of need the expert. If the repeated values of the largest or smallest dual-hesitant
probabilistic values can be repeated according to the optimistic or pessimistic behavior of
the expert then choose measure d; otherwise choose measure d; and determine the weights
of different criteria using Equation (29).

Compute the overall aggregated assessment ‘Q,” of alternatives using PDHFWEA
or PDHFOWEA or PDHFWEG or PDHFOWEG operators as given below in
Equations (31)—(34) respectively.

Q, = PDHFWEA (a1, 02, ...,0r0)
t t
IT (4 7r0)“" = T (1 = r0)**
v=1 v=1

t
Hp')‘rv 4
v=1

t t
IT(1+yr0)e + Hl(l = Yro)

- U o=l , o= (31)
i 2 11 (11r0)
v=1
t
IT(2 = 1r0) e + T1 (1r0) 2
v=1 v=1

21



Mathematics 2018, 6, 280

or
Q, = PDHFOWEA (a1, 80, ..., 00)
t t
IT (l + 'Ya(rv))wﬂ(v) -1 (1 - 'Yu(rv))u”(v) t
v=1 v=1 H
t © t w =1 Pyetroy (7
IT (l + 'Ytr(rv)) 7@+ 11 (1 - 'Yv(rv)) o) | o=
v=1 v=1
= U t (32)
Vo(ro) Mo (ro Wo(v)
e ol Satpo 2 I (1et)) f
t w t w 11 q’]u(rv)
12— ”a(rv)) 7@+ T1 (Wv(rv)) o [ v=
v=1 v=1
or
Q, = PDHFWEG(ty1, 2, ..., )
t
2 Hl(')’rv)wv t
o=
t t 1—[ Py (7
IT(2 = 7r0)«e + IT (yro)@e 1=t
- U o o 33)
e || ILA+7) = TLA=10) )
v= v=
t t q’?rzv
I1 (1 + Urv)w” + 11 (1 - 7’]711)“)“ o=1
v=1 v=1
or
Q, = PDHFOWEG(a;1,a:2,...,00)
t
2 vlill('Ya(rv) )wﬁ(ﬂ) t
t w t w li[l Progroy (7
I1 (2 - 70(7“!))) 7@+ T1 (70(rv)) o o=
v=1 v=1
= U , , (34)
To(ro Ehcr ro w”(v) — — wb'(v)
Y’o((rv;EgaErv; Ul;ll(l + ’717(711)) vl;ll(l Ua(rv)) ILI
t © t w 5 To(roy (7
IT (1 + ’717(;'1/)) o0 + Hl(l - 7747(72;)) o [ o=
v=

v=1

Step 5:  Utilize Definition 5 to rank the overall aggregated values and select the most desirable
alternative(s).

7.2. lllustrative Example

An illustrative example (based on consumer’s buying behavior) for eliciting the numerical
applicability of our proposed approach is given below:

In a company’s production oriented decision-making processes, consumers or buyers play a vital
role. In order to increase sales and to be in good books of every customer, every production company
pays a great attention to customer’s buying behavior. This consumer behavior is the main driving force
behind the change of trends, need of updation in the products etc., to which the production company
must remain in contact to have a great mutual relationship with the customers and to maintain a strong
position in the competitive market environment.

Suppose a multi-national company wants to launch the new products on the basis of different
consumers in different countries. For that, they have delegated works to the company heads of three
different countries viz. India, Canada, and Australia. The company heads of these countries have to
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analyze the customer’s buying behavior and for that, they have information available in the form of
PDHFEs. Each expert (d = 1, 2, 3) from the three different countries accessed the available information
oriented to four company products A;’s where (i =1, 2, 3, 4) classified under four criteria determining
the customer’s buying behavior namely C; : ‘Suitability to cultural environment’; C; : ‘Global trend
accordance’; C3 : “Suitability to weather conditions’ ; C4 : ‘Good quality after-sale services’. The aim of
the company is to access the main criteria which affect the customer’s buying behavior so as to figure
out which product among A;’s (i = 1, 2, 3, 4) has to be launched first. Following steps are adopted to
find the most suitable product for the first launch.

Step 1:  The preference information corresponding to three decision-makers (d = 1; 2; 3) is given in
Tables 1-3.
Table 1. Preference values provided by decision-maker 1.
Cz C3 C4
{o. 2\04 03\0 6} {0.45/0.42,0.60/0.58} {0.9]1} {0.6]1}
v ( 041} ) ( {02]04,03j06) > <{o-1|1}> ({o-sn})
{0.8]0.9,0.6/0.1} {0.30]1} {0.6]1} {0.2]1}
- ( 01/1} ) ({0-6\1}) ({0.2|O.5,0.1|0.5}> ({o.su})
{005|07 0.20.3} {0,501} {0.8]0.6,0.6/0.4} {0.12|1}
A < > ({045\1} ) ( {0.15]1} > <{0.7|0.9,0.6|0.1}>
{04|1} {0.50[1} {0.3]1} {0.5]1}
= ({0 3/0.5, 02\05}) ({0.2|o.3,0.4|0.7}> ({0.65\1}) <{0.2|0.3,0.4|0.7}>
Table 2. Preference values provided by decision-maker 2.
C1 Cz C3 C4
{0.30.5,0.5/0.5} {0.20[1} {02[1} {0.6/0.7,0.7|0.3}
A ( {041} ) ({0.7|0.1}> ({0.4\0.8,0.6\0.2}) ( {0.25]1} )
{0‘2\1}) ({0‘30\0.5,0.2\0.5} ) ({o.zh}) ({0.2\0.3,0.3|0.7}>
A2 (
{071} {0.20/0.5,0.15(0.5} {061} {061}
{0.4/0.4,0.5/0.6} {0.45]1} {0.8/0.4,0.6/0.6} {o.1]1}
4 ( {0.5]1} ) ({0.5|1} ) ({0.2\0.7,0.1\0.3}) ({0.6|0.6,0.8|0.4}>
{0.4]0.2,0.5/0.8} {0.2]0.4,05/0.6} {0.4|0.1,0.5/0.9} {o04|1}
A4 ( {0301} ) ({M\MOB\OB}) ( 0301} ) ({0.6“})

Table 3. Preference values provided by decision-maker 3.

Cq Cy

{0751} {0.50|1} {03)1} {061}
“ <{0~2\1}> ({02\0505\05}> {osl1) ({o-su})

A Gg?m) ({025{|(())?3“0}1|05}> ool Gg;m)

{031}
{031}

[foe)

4 <{06I?061‘01§|04}> (}g iﬂ?) (}2 ?:3) <{05|{0043(‘)16}|06}>
(foan)
(foan)

{021}
{03/0.7,0.5/0.3} {01]1} {0351}
A <{0.4|0.6,0.5|0.4}> ({0 8|1}> ({0.6|1} )
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Step 2:

Since number of decision makersi.e., d > 2, therefore, using Algorithm 1, the comprehensive

matrix obtained after integrating all the preferences given by the panel of experts is given in

Table 4.

Table 4. Comprehensive matrix.

0.45(0.14, 05\0 1934
{0 2/0.3333,0.50. 3333}
02/03,0.3)0.2

{0 7]03333,0.50. 1667}

S

0.5[0.1667,0.75|0. 3333

( {0 2[0.1333,0.30. 3667
1

{0.4]0.6667,0.2|0.3333}

0.9[0.3333, 0. 2\0 3333

0.1]0.3333,0.4/0.2667

0.3]0.3334

{06\09 07]0.1}, )

{0 3]0.6667,0.25(0.3333}

0.8/0.4333, 06\02334 {0300.75,02/0.5},
Ay 0.2/0.3333 0.6/0.3333,0.2)0. 1667
o 15(0.1667,0.7]0. 3333

{0.1]0.6667,0.7|0.3333 }

0.2/0.1667,0.10.6667

0.9]0.3333

b
oo}
b
}

0.6[0.1666

o 5/0.3333,0.45(0. 3333

{
¥
0.6/0.3333,0.2/0.3334
{
{

0.80.6667,0.6/0.3333} ,

0.5/0.1333
0 12(0.3333,0.10. 3333}

J |
< (
[ ]

{o 2/0.4333,03/0.5667} ,
0 8/0.3333,0.6/0. 3333})

04)01333 05\02 0.2(0.3334
As 0.15[0.3333, 02|05666
0.90.3333 05\06667 02101667 { 01j01 07)03 0.6/0.2333
{0.5(0.6667,0.1/0.3333 } 0.1]0.1666 0.8/0.4667
0.4[0.4, 05|03667 05\05333 02|01333 05\03333 0.4/0.3333
N 0.3/0.2333 0.1]0.3334 0 %0 ‘2:606; 0'4{0'0333 0.35(0.3334
! {03\05 02|01667 0.2(0.1,04/0.3 | 02\01 04|02334}
{0.65(0.3333,0.30. 6667}
0.4[02 05|01333 03\02667 08|03333 0.6/0.6666
Step3: The experts chose to have an optimistic behavior towards the analysis and
thus utilizing distance d; in Equation (29), the weights are determined as
= (0.4385,0.1986,0.1815,0.1814)T.
Step4:  The aggregated values for each alternative A;,i = (1,2,3,4) by using PDHFWEA operator
as given in Equation (31) are :
0.52130.0056, 0.54390.0006, 0.2617]0.0444,0.25310.0222,
Q1= 0.5546/0.0154, 0.5760/0.0017, ¢, < 0.1909]0.0222, 0.1844|0.0111,
............. 0.6347|0.0037 ceeiiiin...,03120]0.0074
0.6080/0.0469, 0.6201|0.0614, 0.2531]0.0123,0.23590.0198,
Q= 0.4838/0.0253,0.4985/0.0331, ¢, { 0.2266]0.0049, 0.5372|0.0062,
............ ,0.4240(0.0157 ceeeeiie..,0.6427(0.0025
0.3384/0.0173,0.3352(0.0173, | [ 0.4391|0.0444,0.4251|0.0346,
Q3= 0.3515/0.0173,0.3963|0.0074, » , < 0.4256|0.0691, 0.2226|0.0222,
............ ,0.7379]0.0123 oeio.....,0.1540/0.0026
0.4225(0.0474, 0.4036|0.0474, 0.3016]0.0017, 0.3413]0.0039,
Q4= 0.3947(0.0474,0.46670.0435, 7 , < 0.3698|0.0111, 0.2533|0.0006,
............ ,0.3110/0.0078 eiiinns..,05259]0.0197
Step 5:  The score values are obtained as S(Q;) = 0.1810,5(Q) = 0.1799,5(Q3) = 0.1739 and
5(Q4) = —0.0002
Step 6:  Since, the ranking order is S(Q1) > S(Qz) > S(Qs3) > S(Q4), thus the ranking is obtained

as Ay = Ay = Az~ Ay

Thus, it is clear that according to the experts product A; should be launched first.
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However, on the other hand, if we utilize the PDHFWEG operator instead of PDHFWEA operator
to aggregate the different preferences, then the following steps of the proposed approach are executed

to reach the optimal alternative(s) as.

Step 1:  Similar as above Section 7.2 Step 1.
Step 2:  Similar as above Section 7.2 Step 2.
Step 3:  Similar as above Section 7.2 Step 3.
Step4:  The aggregated values for each alternative A;,i = (1,2,3,4) by using PDHFWEG operator
as given in Equation (33) are :
0.3959|0.0056,0.40920.0006, ) (0.29170.0444,0.2827|0.0222,
Q= 0.4642/0.0154,0.4792|0.0017, 0.2008/0.0222,0.1913|0.0111,
............ ,0.5908|0.0037 eeeii..,0.3541[0.0074
0.5090/0.0469, 0.5415|0.0614, 0.3950(0.0123,0.33120.0198,
Q= 0.4391]0.0253, 0.4685/0.0331, 0.3078]0.0049, 0.6376/0.0062,
............ ,0.2959(0.0157 ceeeiiiie...,0.6516(0.0025
0.1667|0.0173,0.1615/0.0173, 0.4890|0.0444, 0.4646/0.0346,
Q3= 0.1828/0.0173,0.29500.0074, 0.5203]0.0691, 0.32560.0222,
............ ,0.6164/0.0123 eeeiian...,02742(0.0026
0.4150/0.0474,0.3981|0.0474, 0.3395/0.0017, 0.3744/0.0039,
Qs = 0.3886/0.0474,0.45800.0435, 7 , < 0.4157|0.0111, 0.2974|0.0006,
............ ,0.2774(0.0078 ceeeieiees.,0.5656]0.0197
Step 5:  The score values are obtained as 5(Q;) = 0.0937, 5(Q2) = —0.0073, 5(Q3) = —0.0202 and
5(Q4) = —0.0545
Step 6:  Since, the ranking order is S(Q1) > S(Q3) > S(Q2) > S(Q4), thus the ranking is obtained

as A1 = Ap = Az = Ay

The most desirable alternative is Aj.

If we analyze the impact of the all the proposed operators along with the distance d; and d, onto
the final ranking order of the alternative, we perform an experiment where the steps of the proposed
algorithms are executed. The final score values of each alternative A; (i = 1,2,3,4), are obtained and
are summarized in Table 5. It is seen that utilizing different distance measuresi.e., d; and d; do not
affect the best alternative A; in most of the cases. Moreover, the score values obtained by the proposed
operators namely: PDHFWEA, PDHFWEG, and PDHFOWEG represent the same alternative A; as the
best alternative which is to be launched first while the operator PDHOWEA represents the alternative
Aj as the best one. However, it can be seen that corresponding average PDHFWEA, PDHFOWEA
score values are greater than that of PDHFWEG, PDHFOWEG aggregation operators showing that the
average aggregation operators offer the decision maker more optimistic score-values as compared to
the geometric ones. Also, it can be seen that both the distances, despite providing, a huge variation in
numerical evaluation and data processing flexibility lead to the same result as A; as the best choice in
most of the cases among the alternatives to be launched first.
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Table 5. Score values of proposed approach.

Operator Aq Ay Az Ay Ranking

PDHFWEA  0.1810  0.1799 0.1739  —0.0002 A; = Ay = Az = Ay
PDHFOWEA  0.2293  0.2239 0.2940 0.0013 Az = Ay = Ay = Ay
PDHFWEG  0.0937 —0.0073 —0.0202 —0.0545 A > Ay = Az = Ay
PDHFOWEG 0.1458  0.0283 0.0856  —0.0515 Aj = Az = Ap = Ay

PDHFWEA  0.1968 00754  0.1213 —0.0459 A; = A3 = Ay = Ay
PDHFOWEA 0.1684 00832  0.0971 —0.0472 Ay > Az = Ay = Ay
PDHFWEG  0.1006 —0.1189 —0.1072 —0.1056 Ay > Ay > Az = Ay
PDHFOWEG 0.0691 —0.1118 —0.1268 —0.1091 Aj > Ay = Ar = A

Distance d, [Distance dq

7.3. Comparative Studies

In order to analyze the alignment of the proposed approach’s results with the existing theories
and to validate our proposed results, the score values corresponding to different operators are given
in Table 6. The operators in the considered existing theories are: probabilistic dual hesitant fuzzy
weighted average (PDHFWA) by Hao et al. [42], hesitant probabilistic fuzzy Einstein weighted average
and Einstein weighted geometric (HPFEWEA, HPFEWEG) by Park et al. [50] and hesitant probabilistic
fuzzy weighted average (HPFWA), hesitant probabilistic fuzzy weighted geometric (HPFWG),
hesitant probabilistic fuzzy ordered weighted average (HPFOWA) , hesitant probabilistic fuzzy ordered
weighted geometric (HPFOWG) aggregation operators by Xu and Zhou [48]. Noticeably, the approach
outlined by Hao et al. [42] by utilizing PDHFWA operator figures out A, as the best alternative and the
least preferred alternative A4 remains same as that of our proposed approach. However, if we consider
only the probabilistic hesitant fuzzy information and ignores the non-membership probabilistic
hesitant values, then the best alternative starts fluctuating among A; and A3 by varying the different
aggregation operators and the least preferred alternative remains same as A4, which coincides the
outcomes of our proposed approach. This variation is due to the negligence of the non-membership
values and their corresponding probabilities. Thus, the proposed approach is advantageous among
the traditional approaches because it remains firm on the same output ranking for different operators.
Moreovert, the best alternative chosen by the proposed approach remains the same as that with that of
the existing approaches signifies that the proposed approach is the valid one.

Further, a deep insight into the comparison of our method with the existing ones is given by
comparing the characteristics of all the approaches with the proposed one. In Table 7, it can be seen
that the approaches put-forth by Hao et al. [42] and Xu and Zhou [48] considers multiple experts in
analysis process whereas Park et al. [50] does not consider the multi-expert problems. All the existing
approaches are the probabilistic approaches so they consider probabilities corresponding to their
considered membership or non-membership values. Moreover, it is analyzed that the method proposed
by [42] considers the non-membership probabilistic information but the rest two only considers the
hesitant values and their probabilities. In all the three existing approaches, the weights are not
derived by using any non-linear technique such as maximum deviation method for determination
of weights but the weights corresponding to two different distance measures are considered in the
proposed methodology.

In addition to above comparison studies, we elicit some characteristic comparison of our approach
with existing DM methods proposed in [42,48,50] which are tabulated in Table 7.

In Table 7, the symbol ‘v"" describes that the corresponding DM approach considers more than
one decision maker, handles probabilities, accounts for non-membership entities and has weights
derived by the non-linear approach, whereas the symbol ‘x” means that the associated method
fails. The symbols tabulated in Table 7 depicts that the MCDM mentioned in [42] as well as [48]
consider multiple multiple decision-makers whereas the approach utilized by [50] consists of preference
evaluations through single expert. It is seen that all the three considered approaches considers the
probabilities along with their respective fuzzy environments whereas only [42] considers only the
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non-membership values along with the membership ones while the other two considers only the
membership value ratings. On the other hand, none of the existing approach among the specified ones,
adopt a non-linear weight determination technique. Thus, it is analyzed that our proposed approach
consists of all the four said characteristics and thus it deals with the real life situations, more efficiently
as compared to the existing approaches [42,48,50].

Table 6. Comparison of overall rating values and ranking order of alternatives.

Score Values
Aq As Az Ay Ranking
Hao et al. [42] PDHFWA 0.1985 02135 02061 0.0098 A, = As > Ay = Ag

HPFEWA 05131 04915 05243 03917 Az Ay = Ay = Ay
HPFEWG 04569 04094 04056 03723 A; = Ay = A3 = Ay

HPFWA  0.5253 0.5091 0.5445 0.3953 Az > Ay = Ay = Ay
HPFWG  0.4457 0.3937 0.3837 03685 Aj = Ay = Az = Ay
HPFOWA  0.5585 0.5215 0.6078 0.3957 A3z > Ay = Ay = Ay
HPFOWG 04826 0.3998 04385 0.3699 A; > Az = Ay = Ay

Existing Approaches  Operators

Park et al. [50]

Xu and Zhou [48]

Table 7. Characteristic comparison of the proposed approach with different methods.

Methods Whether Consider More =~ Whether Considers ~ Whether Considers ~ Weights Derived By

Than One Decision Maker Probabilities Non-Membership  Non-Linear Approach
Hao et al. [42] v v v X
Park et al. [50] X v X X
Xu and Zhou [48] v v X X
Our proposed approach ' v v v

8. Conclusions

In this manuscript, we have utilized the concept of PDHFS to handle the uncertainty in the data
so as to capture the information with some more degree of freedom. For it, we have defined some new
distance measures based on the size of two PDHFSs. Further, by focussing on the advantages of the
aggregation operators into the decision-making process, we propose some series of weighted averaging
and geometric aggregation operators by using Einstein norm operations. The major advantages of the
proposed operators are that it considers the probability information to each dual hesitant membership
degrees which give more information and help for the decision maker to take a decision more clearly.
Further, since the decision makers are more sensitive to the loss and their bounded rationality, so there
is a need for the probabilistic information into the analysis to solve the related MCDM problems.
Also, its prominent characteristic is that it can consider the decision makers psychological behavior.
The primary contribution of this paper is summarized as follows:

(1) To introduce the two new distance measures between the pairs of the PDFHEs and explore their
properties. Further, some basic operational laws for this proposed structure are discussed and
explore the various relationships among them using Einstein norm operations.

(2) To obtain the optimal selection in the group decision making (GDM) under the probabilistic dual
hesitant fuzzy environment, we have proposed a maximum deviation method (MDM) algorithm
and developed several weighted aggregation operators. In this case, the MDM method has been
used to determine the optimal weight of each criterion.

(38) Four new aggregation operators, namely, the PDHFWEA, PDHFOWEA, PDHFWEG,
and PDHFOWEG operators have been developed to aggregate the PDHFE information.
In addition to it, on a comprehensive scrutiny of DHFSs and PDHFSs, we have devised an
algorithm to formulate PDHESs from the given probabilistic fuzzy information. Based on the
decision maker preferences in order to optimize their desired goals, the person can choose the
required proposed distance measures and/or aggregation operators.
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(4) Finally, the presented group decision-making approach is explained with the help of numerical
example and an extensive comparative analysis has been conducted with the existing decision
making theories [42,48,50] to show the advantages of the proposed approach.

Thus, we can conclude that the proposed notion about the PDHFSs is widely used in the different
scenarios such as when a person provides the information about the fact that ‘how much he/she sure
about the uncertain information evaluated by him/her?’; in the situations, when the evaluators
have no knowledge of the importance of their decision as well the considered criteria. Thus,
the proposed concepts are efficaciously applicable to the situation under uncertainties and expected
to have wide applications in complex DM problems. In the future, there is a scope of extending the
proposed method to some different environment and its application in the various fields related to
decision-theory [53-63].
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Abstract: Urban transportation planning is important for a metropolitan city. Route selection, which is
among the decisions of urban transportation planning, is also important in terms of developing the
urban transportation. This study contains the route selection for the planned monorail transport
system that is a new system in Ankara. The most suitable monorail route was selected among the
determined eight alternative monorail routes. In this decision process, we used the Analytic Network
Process (ANP) and Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) method,
which is one of the multi-criteria decision-making methods. Finally, we provided the most suitable
ranking and planning with the selection process for the development of urban transportation.

Keywords: Monorail; urban transportation planning; Analytic Network Process; Technique for Order
Preference by Similarity to Ideal Solution

1. Introduction

Transport systems are complex socio-technical systems that affect the social, economic,
and environmental dimensions of a community [1]. In this context, transport planning is typically
a decision-making process that based on rationality, aimed at defining and implementing transport
system operations [2]. Transportation planning is now a fundamental support to a rational and
sustainable development of the territorial system due to the increase of environmental issues and
constraints, the worldwide financial crisis, and the numerous interactions of the transportation system
with the social and economic contexts [3]. Strategic planning involves decisions on long-term nearly
10-20 years, capital investment programs for the realization of new infrastructures such as roads,
railways, and ports, and the acquisition of vehicles and technologies [4]. So, the route selection problem
is important in the metropolitan city for urban transportation planning processes, involving decisions
on a medium- or long-term basis.

On the other hand, transportation development plays an essential role in a society’s economy and
has long-lasting effects on the financial, social, and political life of individuals and the community. It is
essential to develop a transportation network that best suits the public’s needs, to build a contemporary
city [5]. Public transportation is one of the most important systems in transportation, especially in
metropolis cities. So, evaluation of public transportation systems is a strategic decision-making
problem for urban area [6]. At the same time, public transport is an essential element of urban life
since it reduces car traffic and gives mobility to city residents. In addition, more use of public transport
reduces emissions such as carbon dioxide. This feature has become more important due to the Kyoto
Protocol came into effect [7]. It is important to consider the multifactorial evaluation of transportation
projects due to these reasons.

The assessment of projects, meant here as capital investments that create transport infrastructure,
supports the activity of decision makers. The assessment is deal with achieving social objectives, such as
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improvement of economic efficiency, reduction of the damage on the environment, improvement of
safety. In the case of public decision makers, the assessment is used as a tool to assist the
process of planning transport infrastructure. Multicriteria analysis are widely used due to the
simplicity it’s in taking into account nonmarketable effects and qualitative criteria for these aims [8].
Multicriteria decision-making methods (MCDM) are widely used in transport planning to include
in a comparative assessment of alternative projects their contributions to different evaluation
criteria [9]. MCDM has gained importance as an evaluation method for transport projects and
use of these methods increase day by day to evaluating transport projects such as passenger and
freight transport, infrastructure investments, location decisions, etc. [10,11]. MCDM methodologies
are rapidly growing in the various transportation problems [12-14]. At the same time, there are some
studies using multi-objective optimization about transportation subjects [15] and solving multicriteria
transportation-location problems [16]. Besides, these methods also have been applied in various area
such as supply chain management and supply chain performance measurement [17,18].

Route selection is one of the most important activity for the planning of the urban traffic that needs
MCDM process. Because constructing a new structure or installing new systems are big investments
and require large budget, there should be good planning. Briefly, route selection is a process in
which selection or ranking are carried out among the alternative routes. At the same time, the route
selection is named by some names such as “investment project selection” [19], “project selection” [20],
“transportation planning” [21], “infrastructure projects selection” [22] or “corridor selection” [23].
The aim of route selection is to provide maximum benefit for traffic and the developing urban
transportation. So, it will provide livable urban environment and city center. These investments
need big resources such as large budget. Planned investments should be addressed in a wide
range by the executives. Otherwise, it will be inevitable that the investment will become a waste.
Therefore, this process is dependent on lot of criteria such as social effect, environmental effect, cost,
demand level etc.

The monorail, which is one of the rail system investments, is also one of the major investment
projects. The monorail is one of the urban public transportation systems that acts on its own line.
This new system for Turkey is used in various countries such as Japan and China. But Turkey does not
have this technology yet. However, this system is planned for various cities in Turkey and studies on
this subject are still ongoing. Monorail has a lot of advantages such as to be independent of vehicle
traffic, to be safe, to be fast, to be comfortable, to use low area, to be environmentally friendly and to
have its own road among the other rail systems. Therefore, monorails have been becoming common
day by day in the urban transportation worldwide. In terms of environment, it is environmentally
friendly because of quietness and usage of energy. This system is alternative to the other rail systems
and public mass transportation vehicles due to all these reasons. But it also has some negative aspects,
such as high initial investment costs and the electric is not free. This system has high visual impact.
This situation can be developed with high construction cost. It is important to select this technology,
but the planning process is the most important of all. Therefore, selecting the best or the most suitable
route is needed as the first step. This process is difficult due to the effects of many factors.

Selecting a route and a new system are complex problems which involve and effect the
development of urban areas, use of land, future of the city or various other criteria and sub-criteria.
There are various transportation types used for urban transportation such as bus, metro, private vehicle,
taxi, subway, tramway and monorail etc. Monorail has been being applied in the European countries,
the USA, in Asia (especially Japan and Chine) and Middle East countries such as Saudi Arabia and
United Arab Emirates (UAE).

There are various studies about monorail in the literature. Kuwabara et al. [24] mentioned that
monorail is an effective vehicle for urban transportation due to the short construction time and low-cost
advantages. Wang [25] also talked about the short construction processes of monorail projects, the cost
and the quality of the transportation. Kato et al. [26] talked about the advantages of a saddle-type
monorail system and pointed out that in the coming years, driverless monorail systems would be used
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more and more and system costs would be even lower. With simulation application, Sadatugu et al. [27]
talked about alternative policies and scenarios for monorail. Sekitani et al. [28] mentioned a thrust-type
monorail system for the solution of rugged roads, traffic congestion and air pollution, and they
also described the technical characteristics of the line. Considering the rapid transportation of
monorail, Kennedy [29] defined and mentioned their types and features. Kimijima et al. [30] gave
information about the monorail by mentioning its active use in the place where the monorail was
installed. Ghafooripour et al. [31] examined the countries with metro and monorail applications for
developing countries and evaluated them in terms of cost-effectiveness. By evaluating its effectiveness
in terms of user satisfaction, Das et al. [32] offered suggestions for the monorail transportation systems.
Marathe and Hajian [33] pointed out that the monorail was ideal for the use in urban transportation
in terms of economy, security and environmental sensitivity. Parekh et al. [34] discussed the features
of the monorails which are popular in urban areas. Liu et al. [35] compared the conventional rail
transport systems with the monorail system and discussed the advantages and disadvantages of
monorail systems. Hussien [36] made a comparison between the monorail system and other public
transportation vehicles. Li et al. [37] made a technical feasibility of suspended monorail type by
analyzing the urban adaptation, capacity, specifications and construction costs. Timan [38] emphasized
that monorail systems would be a suitable solution for the traffic problems in metropolitan cities. In his
study, He [39] mentioned about the features of straddle-type monorail and noted the increase in its
popularity day by day.

In the literature, related to this subject, there are a lot of studies focusing on route planning,
route selection, local selection, station site selection, project selection and transportation planning.
These studies have been carried out in various area and they examined different vehicle types. At the
same time, authors of this research have conducted some studies related to this subject and they
have contributed the literature with those studies. Hamurcu and Eren [40] proposed the monorail
mass transportation for Turkey as first. Hamurcu and Eren [41] used multicriteria decision-making
methods for monorail route selection in Ankara. Hamurcu et al. [42] used analytic hierarchy process
(AHP) and 0-1 goal programming (GP) in the monorail project selection under the capacity constraints.
Giir et al. [20] carried out monorail project selection for different route alternatives by using AHP
and goal programming methods. Hamurcu and Eren [43], in their conference paper, used Analytic
Network Process (ANP) and Similarity to Ideal Solution (TOPSIS) in order to carry out the monorail
route selection in Ankara. Besides, selection of monorail technology [44], rail system projects selection
in Istanbul [45], prioritization of high-speed rail projects [46], transportation planning [21] and
decision-making for rail systems projects with MCDM and GP [47] are some of the studies of the
authors of this article. So, multicriteria decision-making methods are today widely used in transport
project studies commissioned by public bodies and city ad transportation planners.

Decision-making processes in transportation can be grouped different topic in terms of subject.
Some of them and study areas are route planning for tramway [48], high-speed rail [49,50], railway [51],
for highway [52]; route selection for light rail system [53-55], metro line [56,57], and bicycle [14];
location selection for metro [58]; station location selection for rail system network [59]; project selection
for rail systems network [11]; transportation planning for transport network [60-65].

These studies show that transportation planning decisions are very important processes for
planners and managers, are need analytic methods. Transportation planning is the process of
identifying and incorporating stakeholder concerns, needs and values in the transport decision-making
process. MCDM makes it possible to incorporate, account and quantify human opinion and preferences;
solve decision problems taking into account tangible and intangible aspects; provide a methodology to
calibrate the numeric scale for the measurement of quantitative as well as qualitative performances.
In this study, using the analytic network process and TOPSIS from MCDMs, the challenges faced
by planners in route design these decision processes were eliminated in this study. Use of ANP and
TOPSIS hybrid from multi-criteria decision-making methods which are effective in terms of analysis,
selection and ranking, are effective tools for quantitatively considering qualitative concepts.
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In this study, we focus on the selection of monorail route. Sections of this study are as follows:
In Section 2, research methodology is shown. In Section 3, the multi-criteria decision-making methods
used in this study are explained. In Section 4, application of the route selection in Ankara is presented.
Finally, the ranking of the best route selection is shown in Section 5.

2. Materials and Methods

Multicriteria decision analysis has seen frequently used the last several decades. Its application
in different areas has increased significantly, especially as new methods develop and as old methods
improve.it has allowed for more complex decision analysis methods with technology advancement
over the past couple of decades to be developed in addition to applying single MCDM methods to
real-world decisions. This process with hybrid multi-criteria decision-making methods and their
application has provided a whole new approach to decision analysis [66].

In this study, the research was carried out on eight monorail routes in Ankara, the capital city of
Turkey. This study involved two methods related to the multi-criteria decision-making. These methods
were ANP and TOPSIS which were used for the determination of the criteria and alternative routes
for urban public transportation in Ankara. Ankara hasn’t got a monorail technology for urban
transportation yet. Considered monorail projects were selected from expert opinions for urban
transport planning. In the implementation of this research, there were four main parts (Figure 1),
which were;

- Identification of the goal and criteria

- Use of the multi-criteria decision-making methods

- Determination of alternative eight route

- Selection of the best route and evaluation at the end of the selection

Route3 i | Routed

TRouteS | | Route6 i | Route7 :; Route8 i a‘m
----- ) memcmcmimsd Limcmcmomel Bememememed
1

The collection of route information

Determination of the problem e et Lt ST L

1 Review of the literature H

Aims and criteria Analysis '

T Expert opinion :

Determination of the study subject :
T Selection of analysis methods H

. . I 5
Determination of alternatives Using the multicriteria decision :
making methods :

p— I :

Selection of the best route  f---------mmoonnnod

Figure 1. Research methodology.

This process was used in order to select the best monorail route. The alternative route
characteristics were taken from Ankara metropolitan municipality and the criteria were determined by
expert opinions and literature research.

The contribution of this study to the state-of-the-art can be summarized as follows: This study
presents new example application and proposes a comprehensive multicriteria decision-making model
for the route selection problem, which accounts for the criterion components reported in the literature.
The proposed work is one of the first few works to investigate application of ANP and TOPSIS for
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evaluation of monorail projects under various criteria. Besides, this new system for Ankara will be first.
Thus, selection of the best alternative route by using MCDM play an important role for sustainability
and public transportation in Ankara metropolitan area.

2.1. Analytic Network Process (ANP)

There ANP can improve communication and resolve conflicts, help diffusion of responsibility,
and assist decision makers in understanding other members’ viewpoints. These characteristics are
attractive when a good decision calls for actions that may not be well-liked, such as outsourcing.
The ANP can evaluate a wide range of criteria including tangible and intangible factors related to the
outcome. Because ANP allows for complex interactions and influences among the various components
of the decision problem, it can be seen as a better choice for studying more complex decision
problems [67]. ANP brings all the decision objectives, criteria, alternatives and actors (such as decision
makers, stakeholder, and influencers) into a single unified framework, and it facilitates interaction
and feedback of elements (alternatives, criteria and actors) within groups (inner dependence) and
between groups (outer dependence) [68]. Briefly, ANP is more concerned with network structure.
In terms of advantages, it allows for dependence and includes independence and has the ability to
prioritize groups or clusters of elements. Besides, it can support complex, networked decision-making
with various intangible criteria [69]. ANP is often utilized in project selection, product planning,
green supply chain management, and optimal scheduling problems and also transportation.

Most of the complex real-world decision problems have numerous inter-dependent elements
that can be captured and processed by utilizing the feedback and interaction capabilities of an ANP
model. In this regard, the ANP method was used directly or indirectly by Lee and Kim [70] in the
information system project, by Meade and Presley [71] for the selection of research and development
projects, by Ravi et al. [72] for the selection of the reverse logistics projects, by Biiyiikozkan and
Oztiirkcan [73] in six sigma projects selection, by Wey and Wu [74] for the selection of projects
among transportation systems, by Begicevi¢ et al. [75] for the selection of projects at higher education
institutions, by El-Abbasy et al. [76] for the selection of highway projects and by Tuzkaya and
Yolver [77] for the selection of research and development projects.

To derive the global priorities of the criteria by using ANP, it is necessary first to carry out the
pairwise comparison of the criteria with respect to the node representing their category and to all other
criteria with which they interact or on which they have effect. Next, the principal right eigenvector of
each comparison matrix is computed to obtain the local priority of every criterion [78]. In the last step,
a super-matrix consisting of all the local-limiting matrices is formed for overall criteria prioritization
and alternative ranking. The weighted super matrix is taken to the limit for the results.

2.2. TOPSIS

This technique, developed by Hwang and Yoon [79], is based on the selection of the shortest
distance from the positive ideal solution and the longest distance alternative from the negative ideal
solution. The positive-ideal solution is the best possible combination of the criteria. The negative ideal
solution consists of the worst criterion values that can be reached. The only assumption in this method
is the assumption that each measure is either a monotone increasing or monotonously decreasing
one-way benefit. The steps of the TOPSIS method will be shown on the handling problem.

TOPSIS is an approach for identifying an alternative that is closest to the ideal solution and farthest
to the negative ideal solution [80]. It has numerous advantages such as a simple process and easy to
use and programmable. The number of steps remains the same regardless of the number of alternatives
and criteria [81]. This method has a wide range of application areas such as multi-criteria inventory
planning [82], freight transport selection [83], selection of the scholarship with the AHP [84], selection of
the service providers [85], performance evaluation [86], personnel selection [87], reverse logistics
supplier selection [88].
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In addition, ANP and TOPSIS methods have been used together in some studies. Ersoz and his
colleagues determined the weights of the criteria that were effective in the course selection of graduate
students by the ANP method and alternative courses were ranked by using the TOPSIS method [89].
ANP and TOPSIS methods have been used together to evaluate the supplier’s selection process [90]
and to rank strategies in the mining industry [91].

3. Using the ANP and TOPSIS Approach for Route Selection

Firstly, the criteria and alternatives were identified for selection. Then, the interdependence
between criteria, sub-criteria and alternatives was determined. The pairwise comparisons were carried
out between these criteria and sub-criteria by using Super Decision program. The pairwise comparisons
were made by expert opinions. By this way, weights of the criteria were found for TOPSIS method.
In the other step, TOPSIS method were applied by using ANP weights. Then the negative and positive
ideal solution and separation were calculated in the TOPSIS steps. At the end of the solution process,
the best ranking was created among the alternative routes. This process:

Step_1. Identify criteria and alternatives

Step_2. Determination interdependence relationship between criteria and sub-criteria. Then finding
the criteria weight with ANP.

Step_3. Using the ANP weights for TOPSIS method

Step_4. Calculate the negative-positive ideal solution and separation.

Step_5. The best ranking for among the alternative route

4. An Application in ANKARA

In this study, a route selection was applied for Ankara. Monorail is a new urban mass
transportation system. It will be the first example of this system in urban transportation in Turkey
with its implementation in Ankara. Ankara is a region covered with plains formed by confined the
Kizilirmak and Sakarya rivers in the north-western part of Central Anatolia. The population of Ankara
is 5,045,083 according to the results of the 2013 census using Address-Based Population Registration
System. The largest districts of Ankara in terms of population are Cankaya, Kecioren, Yenimahalle,
Mamalk, Sincan, Etimesgut, Altindag, Pursaklar and Polatli. The largest district in terms of surface
area is Polatli. The main determinant of Ankara’s socio-economic structure is the fact that the city
of Ankara is the administrative center of the country at the same time. For this reason, the public
service sector has an important place in Ankara’s economic life. Economical, technological and political
developments have initiated the population migration to Ankara from other settlements.

Due to the increasing population and migration, public transportation systems have to be used
for urban transportation in Ankara. Public transportation services are provided municipal buses,
private buses, minibuses, subways and suburban in this city. Efforts are continuing to establish the
monorail system in Ankara.

4.1. Determination of the Alternatives

Ankara is a big city and its population density is very high. For this reason, it has traffic problems.
Therefore, municipal administrators have been producing projects for the solution of traffic problems.
The first of their projects is urban mass transportation projects. Therefore, monorail technology, one of
the types of public transportation, was considered. And 8 alternative routes were identified within the
scope of this study.

Table 1 shows characteristic of the routes in terms of distance, number of stations, number of
vehicles, number of series, total number of vehicles and approximate total cost of the routes. In this
study eight monorail routes were used to determine the best route. These routes and their pictures are
shown in Figure 2.
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Table 1. Characteristic features of the routes.

Route Distance ~ Numberof Numberof Numberof Total Number Approximate

(m) Stations Vehicles Series of Vehicles Total Cost ($)
Route_1 11140 11 4 20 80 412,180,000
Route_2 5020 5 4 10 40 185,740,000
Route_3 8076 8 4 15 60 298,812,000
Route_4 7763 7 4 15 60 287,231,000
Route_5 11596 10 4 22 88 429,052,000
Route_6 11426 10 4 22 88 422,762,000
Route_7 4069 4 4 8 32 150,553,000
Route_8 19168 18 4 36 144 709,216,000

Route_3:

Route_1: AOC (Tema
Park)_istanbil(road Route_2: Aka Giivenpark, TBMM,
' ’ - Akay EGM, Dikmen Valley, ~ Route_4: Kizilay-
Opera, Kizilay, Junction,
N Hosdere Street, Yukar1 Ayranci-
Bakanlik, TBMM, Kugulupark, .
. Atakule, Turan Giines ~ Cankaya-Yildiz-Oran
Dikmen Street, Konya Atakule, Yildiz
d Boulevard, Panora
roa

AVM, Oran

Route_5: Opera, Ulus,
Cankari Street, irfan
Bastug Street, Turgut
Ozal Boulevard,
Aydinlikevler, Siteler,
Dogantepe

Route_6: Ulus,
Cankir Street,
Digkapy, Etlik Street,
City Hospital Region,
Etlik, Yiikseltepe,

Route_8: Ulus-
Kurtulus-Tiirkozii-
Natoyolu

Route_7: Ulus-Kolej-
Seyranbaglar1

Figure 2. Alternative routes and their pictures in the map.
4.2. Determination of the Criteria

Criteria and sub-criteria were determined by taking the expert opinions and as a result of the literature
review. Some of the experts were personnel of Ankara Metropolitan Municipality and they were working
in urban planning and traffic planning sections. Other experts were academicians studying in the related
field. The determined criteria, sub-criteria and their explanations are shown in Table 2.

Economic: Refers to the use of monetary resources. This criterion deal with construction costs,
infrastructure investment, fuel costs. Social impact: This type of criteria refers to both benefits and
negative impacts on society because of decisions made regarding the transport system such as the access
to shopping-employment-resistant. In addition, the criterion deal with mobility, population density
and visual impact for urban area. Engineering: These criteria are related with issues technical of
transportation planning such as travel time, demand, accessibility, traffic capacity, ability to develop
and to improve, the integration of transport. Environmental impact: This set of criteria is associated
to the impacts on the natural environment and historical-cultural area. In this category, we find the
sensitive areas and use of land. The attribute of criteria K14 influences criteria K15, the attribute of
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criteria K9 influences criteria K10, K11, K12 and K13, and criteria K3 influences criteria K4, K5, K7, K1,
K2, K14, K15 and sub-criteria of engineering.

4.3. Determination of the Weights of the Criteria by ANP Technique

One of the most important parts is to determine the criteria and measuring indicators in
decision-making models. To be determined criteria and their interdependence for this purpose
that the important aspects and characteristics of alternatives being measured. Therefore, the design
for decision-making model has a direct impact on model efficiency. The criteria and sub-criteria
affecting on selection processes differ based on objectives, in this study, we used expert opinion
(academic and engineer planners) in order to identify criteria, with regard to municipality strategic
goals. For evaluation of the monorail projects, we need quantitative data on environmental impact,
engineering, economic and social impact main criteria. Since these projects are new and implemented
for the first time in Ankara context, there is very limited quantitative data available, thereby making
the evaluation process difficult. At the same time, these projects have yet been considered and have
in the process of being planned. To address this situation, a decision-making committee comprising
of subject matter experts (4 academic researchers from industrial engineering and civil engineering,
2 transportation experts as rail system planner and transportation planner from Ankara Metropolitan
Municipality) made qualitative ratings by using Saaty’s 1-9 importance scale for assessing the
alternatives and the criteria. In the TOPSIS method, the criterion values of the alternatives were
found by using ANP with this scale according to expert opinions.

In this research, to be able to identify the relationship and degree of interdependency among
the criteria, opinions of the experts from academia and from metropolitan municipality staff were
consulted. Those experts were working and studying in the urban planning and traffic planning area.
The relationship having interdependence among the four essential criteria and fifteen sub-criteria taken
in this research is shown in Figure 3. There is an interdependence relationship among these criteria in
the route selection problem. For example, population density criterion would result in an increase in
public mobility and increase the demand level for the selection of alternative routes. All the criteria are
linearly related to each other under the engineering c