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Preface to “Fiducial Reference Measurements for

Satellite Ocean Colour”

Ocean colour’s fundamental measure is water-leaving radiance, with chlorophyll estimates

derived therefrom providing a proxy for phytoplankton occurrence. This is why ocean colour

measured by satellite-mounted optical sensors is an essential climate variable that is routinely used

as a central element in assessing the health and productivity of marine ecosystems and the role of

oceans in the global carbon cycle. For satellite ocean colour to be trustworthy and used in these and

other important environmental applications, its data must be reliable and of the highest quality.

Pre-flight and on-board calibration is conducted for satellite ocean colour sensors; however, once

in orbit, their data quality can only be fully assessed via independent calibration and validation

activities using surface measurements. These measurements therefore need to be at least as high

quality as the satellite data, which necessitates SI-traceability and an uncertainty budget. This

is the basis of fiducial reference measurements (FRM) that are: a suite of independent ground

measurements that provide the maximum return on investment for a satellite mission by delivering

to users the required confidence in data products. This is in the form of independent validation

results and satellite measurement uncertainty estimation, over the entire end-to-end duration of a

satellite mission. The FRM must: have documented traceability to SI units (via an unbroken chain of

calibrations and comparisons); be independent from the satellite retrieval process; be accompanied

by a complete estimate of uncertainty, including contributions from all FRM instruments and all

data acquisition and processing steps; follow well-defined protocols/community-wide management

practices and; be openly available for independent scrutiny.

Within this context, the European Space Agency (ESA) funded a series of projects targeting

the validation of satellite data products (atmosphere, land, and ocean) and set up the framework,

standards, and protocols for future satellite validation efforts. The Fiducial Reference Measurements

for Satellite Ocean Colour (FRM4SOC) project was structured to provide support for evaluating and

improving the state of the art in ocean colour radiometry (OCR) through a series of comparisons

under the auspices of the Committee on Earth Observation Satellites (CEOS) working group on

calibration and validation and in support of the CEOS ocean colour virtual constellation.

The objectives of FRM4SOC were to establish and maintain SI-traceable ground-based FRM

for satellite OCR with the relevant protocols and uncertainty budgets for an ongoing international

reference measurement system supporting the validation of satellite ocean colour. This was

undertaken to ensure the high quality and accuracy of Copernicus satellite mission data and, in

particular, the Sentinel-2 MSI and Sentinel-3 OLCI ocean colour products, providing and continuing

to provide a fundamental contribution to the European system for monitoring the Earth (Copernicus).

This Special Issue of MDPI Remote Sensing was designed to showcase this essential

Earth observation work through the publication of the project’s main achievements and results,

accompanied by other select relevant articles. It covers the following topics:

• FRM4SOC project overview and scientific roadmap for the future of ocean colour validation

(Article 1);

• Measurement requirements and protocols when operating FRM OCR for satellite validation

(Articles 2 and 3);

• Improvements in ocean colour radiometers (Article 4);

• OCR calibration source inter-comparisons (Article 5);

xiii



• Laboratory-based OCR inter-comparisons (Article 6);

• Field-based OCR inter-comparisons (Articles 7–9);

• SI traceability and end-to-end uncertainty budgets (Article 10);

• FRM in the context of ocean colour system vicarious calibration (Articles 11 and 12);

• Improvements to satellite ocean colour time series (Articles 13 and 14); and

• Improvements in satellite ocean colour application to lakes and coastal areas (Articles 15

and 16).

We sincerely thank everyone that contributed to FRM4SOC, both to the project and this

Special Issue.

Andrew Clive Banks, Christophe Lerebourg, Kevin Ruddick, Gavin Tilstone, Riho Vendt

Editors
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Abstract: Earth observation data can help us understand and address some of the grand challenges
and threats facing us today as a species and as a planet, for example climate change and its impacts and
sustainable use of the Earth’s resources. However, in order to have confidence in earth observation
data, measurements made at the surface of the Earth, with the intention of providing verification or
validation of satellite-mounted sensor measurements, should be trustworthy and at least of the same
high quality as those taken with the satellite sensors themselves. Metrology tells us that in order to
be trustworthy, measurements should include an unbroken chain of SI-traceable calibrations and
comparisons and full uncertainty budgets for each of the in situ sensors. Until now, this has not been
the case for most satellite validation measurements. Therefore, within this context, the European
Space Agency (ESA) funded a series of Fiducial Reference Measurements (FRM) projects targeting the
validation of satellite data products of the atmosphere, land, and ocean, and setting the framework,
standards, and protocols for future satellite validation efforts. The FRM4SOC project was structured
to provide this support for evaluating and improving the state of the art in ocean colour radiometry
(OCR) and satellite ocean colour validation through a series of comparisons under the auspices
of the Committee on Earth Observation Satellites (CEOS). This followed the recommendations
from the International Ocean Colour Coordinating Group’s white paper and supports the CEOS
ocean colour virtual constellation. The main objective was to establish and maintain SI traceable
ground-based FRM for satellite ocean colour and thus make a fundamental contribution to the
European system for monitoring the Earth (Copernicus). This paper outlines the FRM4SOC project
structure, objectives and methodology and highlights the main results and achievements of the
project: (1) An international SI-traceable comparison of irradiance and radiance sources used
for OCR calibration that set measurement, calibration and uncertainty estimation protocols and
indicated good agreement between the participating calibration laboratories from around the world;
(2) An international SI-traceable laboratory and outdoor comparison of radiometers used for satellite
ocean colour validation that set OCR calibration and comparison protocols; (3) A major review and
update to the protocols for taking irradiance and radiance field measurements for satellite ocean colour
validation, with particular focus on aspects of data acquisition and processing that must be considered
in the estimation of measurement uncertainty and guidelines for good practice; (4) A technical
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comparison of the main radiometers used globally for satellite ocean colour validation bringing
radiometer manufacturers together around the same table for the first time to discuss instrument
characterisation and its documentation, as needed for measurement uncertainty estimation; (5) Two
major international side-by-side field intercomparisons of multiple ocean colour radiometers, one
on the Atlantic Meridional Transect (AMT) oceanographic cruise, and the other on the Acqua Alta
oceanographic tower in the Gulf of Venice; (6) Impact and promotion of FRM within the ocean
colour community, including a scientific road map for the FRM-based future of satellite ocean colour
validation and vicarious calibration (based on the findings of the FRM4SOC project, the consensus
from two major international FRM4SOC workshops and previous literature, including the IOCCG
white paper on in situ ocean colour radiometry).

Keywords: satellite ocean colour; fiducial reference measurements (FRM); calibration and validation;
SI traceability and uncertainty; Copernicus; European Space Agency (ESA); Committee for Earth
Observation Satellites (CEOS)

1. Introduction

Copernicus [1] is the European system for monitoring the Earth. It includes earth observation
satellites, notably the Sentinel series developed by ESA [2], ground-based measurements and
data processing to provide users with reliable and up-to-date information delivered through a
set of Copernicus Services related to environmental and security issues. The Copernicus Marine
Environmental Monitoring Service (CMEMS, [3]) provides critical marine information in near-real
time to the various levels of the user community. Copernicus satellite missions are designed to serve
CMEMS by providing systematic measurements of the Earth’s oceans to monitor and understand
large-scale global dynamics as well as providing data for coastal and inland water applications
including eutrophication monitoring, sediment transport and environmental impact assessments [4].

The Committee for Earth Observation Satellites (CEOS) defines calibration as “the process of
quantitatively defining a system’s responses to known, controlled signal inputs”. Validation, on the
other hand, is “the process of assessing, by independent means, the quality [uncertainty] of the data
products derived from those system outputs” [5,6]. Validation is a core component of a satellite mission
(and should be planned for accordingly), starting at the moment satellite instrument data begin to
flow until the end of the mission. Without adequate validation, the geophysical retrieval methods,
algorithms, and geophysical parameters derived from satellite measurements cannot be used with
confidence because meaningful uncertainty estimates cannot be provided to users.

The societal benefits of Ocean Colour Radiometry (OCR) are well-articulated [7–10] and include
management of the marine ecosystem and the role of the ocean ecosystem in climate change, aquaculture,
fisheries, coastal zone water quality, and the mapping and monitoring of harmful algal blooms.
Consequently, Copernicus has developed two relevant satellite families (Sentinel-2 and Sentinel-3)
that carry two complementary payload instruments that can measure ocean colour to support the
CMEMS service. These are the Multi Spectral Instrument or MSI [11]; and the Ocean and Land
Colour Instrument or OLCI [12]. Once in orbit, the uncertainty characteristics of (a) the satellite
instruments established during pre-launch laboratory calibration and characterisation activities and
(b) the end-to-end geophysical measurement retrieval process, can only be assessed via independent
calibration and validation activities. Ground reference measurements are therefore essential to the
Sentinel-2 MSI and Sentinel-3 OLCI OCR but were not adequately covered in the operational Copernicus
system plan.

Within this context, the European Space Agency (ESA) has funded a series of Fiducial Reference
Measurements (FRM) projects [13] targeting the validation of satellite data products of the atmosphere,
land, and ocean, and setting the framework, standards, and protocols for future satellite validation
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efforts. Fiducial reference measurements, as originally defined by [14,15], are a suite of independent
ground measurements that provide the maximum return on investment for a satellite mission by
delivering to users the required confidence in data products. This is in the form of independent
validation results and satellite measurement uncertainty estimation, over the entire end-to-end duration
of a satellite mission. The FRM must: have documented traceability to SI units (via an unbroken chain
of calibrations and comparisons); be independent from the satellite retrieval process; be accompanied
by a complete estimate of uncertainty, including contributions from all FRM instruments and all
data acquisition and processing steps; follow well-defined protocols/community-wide management
practices and; be openly available for independent scrutiny.

Following the recommendations from the International Ocean Colour Coordinating Group’s
white paper on in situ ocean colour radiometry [16], and in support of the CEOS ocean colour
virtual constellation [9], the main aim of FRM4SOC [17] was therefore to establish and maintain SI
traceable ground-based fiducial reference measurements for ocean colour with the relevant protocols
and uncertainty budgets for an ongoing international reference measurement system supporting the
validation of satellite ocean colour. This paper details how the FRM4SOC project achieved this and
showcases the most important results, including the community consensus-driven scientific road map
for the future of satellite ocean colour validation based on fiducial reference measurements.

The paper is structured according to the sections listed below, which follow the project’s
organisation. SI-traceability and uncertainty budgets are essential for FRM and a focus on these was
maintained throughout (see Figure 1). Section 1 is this introduction section, with the following sections
being numbered in order starting with Section 2:

• FRM and the future of system vicarious calibration of satellite OCR.
• Measurement requirements and protocols when operating FRM OCR for satellite validation
• Review of the most common ocean colour radiometers used for satellite validation.
• Comparisons of irradiance and radiance reference sources used in the calibration of ocean

colour radiometry.
• Laboratory and controlled outdoor comparisons to verify the performance of ocean colour

radiometers used for satellite validation.
• Field intercomparison experiments to verify the performance of ocean colour radiometers used

for satellite validation.
• End-to-end uncertainty.

 

Figure 1. FRM4SOC project overview: a focus on SI traceability and the addition of uncertainty at each
step of the FRM process.
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2. FRM and the Future of System Vicarious Calibration of Satellite OCR

Post launch system vicarious calibration (SVC) using highly precise and accurate ground
radiometric measurements is an essential step in the process of achieving sufficient satellite ocean
colour product quality to meet the needs of Copernicus [1] and the Global Climate Observing System
(GCOS, [18]). At present there is only one fully operational dedicated ocean colour SVC facility run by
NASA and NOAA off the coast of Hawaii, USA (MOBY, [19,20]); and only one other site in the world
(BOUSSOLE, [21]), which, although it has reached the requirements and high standard of data quality
expected for SVC purposes, is at pre-operational status due to a lack of long-term investment.

From an operational perspective, it is crucial that SVC is implemented as early as possible in
an ocean colour satellite mission’s lifetime as it is the key to public product release (ideally SVC
infrastructure should be operational before launch to ensure continuity of long-term data records
in a multi-mission perspective). Past experience has demonstrated that approximately two high
quality matchups per month are produced by a permanent mooring for the purpose of SVC [22].
At this rate, several years can pass before consolidated vicarious gains can be derived from a single
infrastructure. In an operational context, it is, therefore, crucial to increase the number of operational
SVC systems to reduce this delay. Furthermore, the EC, ESA and EUMETSAT have put a significant
amount of investment into the Sentinel series of satellites and the OLCI and MSI sensors to provide
ocean colour products. Value for money from this investment, in terms of good quality ocean colour
data and products, is potentially at serious risk if the European SVC infrastructure is not upgraded
and supported in the long term.

With the above in mind, between the 21st and 23rd of February 2017, the FRM4SOC project
organised an international workshop at ESA entitled “Options for future European satellite OCR
vicarious adjustment infrastructure for the Sentinel-3 OLCI and Sentinel-2 MSI series” [22]. The primary
objective of this workshop was to evaluate the options and approaches for the long-term vicarious
calibration of the Sentinel-3 OLCI and Sentinel-2 MSI series of satellite sensors. This evaluation was
performed with the support and active participation of the world’s experts in ocean colour SVC
and ocean colour radiometry fields. Presentations were given covering all major aspects of ocean
colour SVC globally; and open debates were held to discuss lessons learned, to analyse strengths
and weaknesses of the different approaches, and to review the cost and requirements to implement,
operate, and maintain SVC infrastructure, in order to clearly establish Copernicus’ needs in the short
and long term. Drawing from the current status of ocean colour SVC the workshop concluded with a
consensus for the development of Copernicus’ capacity. The key recommendations of this consensus
can be summarised as follows:

• Copernicus does not directly support either MOBY or BOUSSOLE. The risk of losing one or both
and their associated expertise, and therefore losing the capacity to deliver robust EO products,
must be taken into consideration. Supposing that the US MOBY infrastructure is secured in
the long term, Copernicus should consider maintaining two operational SVC sites, resulting
in a minimum of three sites globally. This will ensure system redundancy and robustness of
ocean colour SVC as recommended by the Committee on Earth Observation Satellites (CEOS).
Maintaining two sites in Europe will also: secure the existing expertise, knowledge and knowhow
in Europe; develop new expertise; and stimulate technical, scientific and industrial innovation.
From a risk mitigation perspective, it is also essential that Copernicus maintain control over its
vicarious calibration capacity to ensure Sentinel-2 and Sentinel-3 product quality for the next
two decades.

• For the development of these two proposed Copernicus operational SVC sites, it is clear that
building upon existing systems and expertise (namely BOUSSOLE and MOBY) would be most
cost effective. Consequently, the final community recommendation for SVC development within
the framework of Copernicus was: to maintain BOUSSOLE in the long term and upgrade it to full
operational status for SVC purposes and also support the development and long-term operation
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of a second new European infrastructure in a suitable location to ensure the required Copernicus
operational system for SVC including operational redundancy.

• As was implemented for MOBY, and now for BOUSSOLE, for any SVC infrastructure a good
metrological foundation with ‘hands-on’ involvement of National Metrological Institutes (NMIs) at
all stages of development and operation is a key component. This fiducial reference measurement
(FRM) ethos ensures SI traceability, full uncertainty characterisation and the best possible accuracy
and precision for the SVC measurements and process.

• In situ radiometry for SVC should be of high spectral resolution, exceptionally high quality, and of
an SI-traceable FRM nature, with a full uncertainty budget and regular SI-traceable calibration [23].

• For the second European SVC infrastructure, the results of studies to date [24,25] clearly point to
a site located in the Eastern Mediterranean Sea, near the island of Crete, as the best candidate
in European waters, although other options (for example in non-European waters) were not
excluded at this stage.

• A MOBY-Net system [26], which includes the transportable modular optical system developed by
NASA and the MOBY team, was recommended for the new site. It offers a technologically proven
system within a realistic timeframe for Copernicus’ needs and its use reinforces collaboration of
world-class experts and centres of excellence. However, it was also recommended that, in parallel,
steps should be taken within the framework of Copernicus to develop a European solution for the
mid and long-term.

3. Measurement Requirements and Protocols When Operating FRM OCR for Satellite Validation

One of the key achievements of the FRM4SOC project has been to review the state of the art
of protocols for the measurement of downwelling irradiance [27] and water-leaving radiance [28].
This builds on heritage from the NASA Ocean Optics protocols series [29], recently updated in [30],
but: (a) broadens the scope from oceanic waters [31] to all waters where satellite data products are
used, including coastal and inland waters [32]; (b) takes account of the many protocol refinements
since 2004, including input from the MERIS optical measurement protocols [33]; (c) focuses particularly
on the estimation of uncertainties from the data acquisition and processing steps, as required in the
FRM context.

3.1. Measurement Requirements

As regards the measurement requirements for satellite OCR validation in the FRM context, it is
necessary to:

• Measure in situ the water-leaving radiance and downwelling irradiance in order to derive
water-leaving radiance reflectance (or a similar product such as normalised water-leaving radiance),
the essential parameter used for comparison with corresponding satellite data products.

• For above-water measurement systems, to distribute and archive the intermediate measurements
of downwelling irradiance and upwelling radiance from water and sky radiance and the effective
Fresnel reflectance used in processing.

• For underwater measurement systems, to distribute and archive the upwelling radiance just
beneath the water surface and the diffuse attenuation coefficient used for extrapolation of upwelling
radiance to the surface or complete information on the extrapolation method if the vertical profile
is not assumed to be exponential.

• Collect mandatory ancillary data for geographical position (preferably according to the WGS84
datum) and altitude of the air-water interface and UTC date and time (expressed as start, centre
and finish times of the measurement).

• Collect, where possible, highly desirable ancillary data, including total water depth, significant
wave height, wind speed and direction, surface atmospheric pressure, water salinity and
temperature, air temperature, cloud cover and type (e.g., according to World Meteorological codes
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27000 and 0508), and photographs of water state (showing water colour, waves and any floating
material), sky conditions (full sky, using fish-eye lens) and the radiometers themselves (showing
any fouling or possible obstructions).

• Estimate the uncertainty of each measurement based on documented methodology and taking
account of all possible sources of uncertainty.

• Provide traceability of the measurement to the SI system of units, using published data acquisition
and processing protocols.

• Provide quality control and associated measurement and processing flags along with the
measurements themselves.

• Facilitate full traceability of data processing, e.g., by open publication of data processing software.
• Ensure that data is archived for long-term curation in an open access data repository.

Many of these requirements are described in the CEOS/IOCCG White Paper [16], to which the
reader is referred for more detail. A detailed description of auxiliary optical and biogeochemical
parameters can be found in [29], and further considerations on relevant metadata can be found in [34].

3.2. FRM4SOC Review of Data Acquisition and Processing Protocols

There have been several major developments over the period 2004-2017 since the last revision of
the NASA Ocean Optics protocols [29] that helped shape the FRM4SOC protocols, including:

1. A maturing of methods for above water radiometry (although significant diversity still exists
particularly for the skyglint correction).

2. A growing consensus that downwelling irradiance should be measured above water, even
for protocols that derive water-leaving radiance from the vertical extrapolation of underwater
measurements. This allows significant simplification and restructuring with respect to the NASA
Ocean Optics protocols by splitting the FRM4SOC protocols reviews into two papers, one dealing
with downwelling irradiance and one dealing with water-leaving radiance.

3. A move away from supervised measurements, typified by individual seaborne cruises,
to unsupervised measurements (e.g., BOUSSOLE [21], MOBY [19,20], AERONET-OC [35] and
potential future drifting systems) because of obvious advantages in terms of measurements/year
and the economies of scale for automated acquisition and processing.

4. A growing availability of high spatial resolution satellite data for inland and coastal water
applications and the need for validation of such data. Conceptually there are no fundamental
differences between the application of protocols for oceanic or inland waters, although different
circumstances may occur more frequently in the latter that will impact the choice and/or
performance of protocols, e.g., bottom reflectance, very high vertical attenuation, very shallow
water, optical impacts of surrounding trees/buildings/terrain, fetch limited surface gravity wave
field, etc.

5. Reinforcement of the need for measurements to be accompanied by a full uncertainty budget
with traceability to SI standards, introduction of the terminology of Fiducial Reference
Measurements [13–15] and the detailed set of recommendations of the IOCCG/CEOS INSITU-OCR
White Paper [16]. The FRM4SOC protocols in fact focus on describing elements that should be
considered in an uncertainty budget rather than prescribing exactly how measurements should
be made.

The essential methods described in the FRM4SOC protocols for measuring downwelling irradiance
(three generic methods—see Figure 2) and water-leaving radiance (four generic methods—see Figure 3)
can be considered to have reached a reasonable degree of maturity in that they have existed for at least
10–15 years in some form. However, it is clear that there are many incremental improvements still
occurring and still possible because of improved understanding/modelling of optical processes and
new instruments and measuring platforms.
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Figure 2. Summary of sources of uncertainty for the three generic families of method for measurement
of downwelling irradiance. Reproduced with permission from [27].

Figure 3. Summary of sources of uncertainty for the four generic families of method for measurement
of water-leaving radiance. Reproduced with permission from [28].
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The FRM4SOC protocols review papers for downwelling irradiance [27] and for water-leaving
radiance [28] discuss in detail the different measurement approaches and the sources of uncertainty
that need to be considered and provide guidelines on best practice for making these measurements.

3.3. Recommendations from FRM4SOC Protocols Review

In addition to the guidelines provided by the protocols themselves, there are some key
recommendations from them for teams participating in satellite ocean colour validation activities that
need to be considered when attempting to achieve FRM status for their measurements:

• Analyse carefully their present measurement protocol and construct an uncertainty budget
including minimally the elements listed in the corresponding sections of the FRM4SOC
protocols [27,28].

• Participate in intercomparison exercises to validate their uncertainty estimates against those of
other methods/scientists.

• Consider the IOCCG/CEOS INSITU-OCR White Paper [16] and the FRM4SOC protocols [27,28]
and provide comments for their improvement.

Furthermore, it is recommended to ESA and other space agencies to:

• Facilitate discussion and adoption of best practice and uncertainty estimation by sponsoring
intercomparison exercises with appropriate funding for post-measurement analysis of results.

• In the medium term encourage and stimulate the adoption of FRM requirements and in the long
term, when sufficient progress and consensus is achieved, use only FRM for the routine validation
of satellite ocean colour data.

Finally, it is recommended to the IOCCG:

• To adopt a terminology that reflects the generic nature of aquatic optical processes: “air-water
interface” instead of “sea surface”, “water colour/reflectance” instead of “ocean colour”,
“aquatic/water optics protocols” instead of “ocean optics protocols”, etc.

4. Review of the Most Common FRM OC Radiometers Used for Satellite OCR Validation

As mentioned in the previous section on protocols, the type of instrument used and its calibration
are also major components of a validation measurement uncertainty budget. Therefore, the FRM4SOC
project has undertaken a review of the most common ocean colour radiometers used for the purpose of
taking validation measurements. The main objectives in carrying out this review were to:

i. Document the different designs and performance of Ocean Colour Radiometers (OCR)
commonly used for satellite OCR validation including a review of their known characterisation
and identify significant issues to address.

ii. Highlight the technical strengths/weaknesses of each system.
iii. Build on available material and include a dedicated section on instrument characterisation and

identify issues that must be addressed for each OCR system.
iv. Conclude with a justified set of actions to ensure that each OCR used for satellite validation

attains FRM status.

The review therefore focused on the radiometers used for in situ measurement and, in particular,
on establishing traceable documentation on their characterisation, including factors such as immersion
factor, cosine response, linearity, stray light/out of band response, spectral response, temperature
sensitivity, dark currents, radiometric noise and polarisation sensitivity. It also contains some
information on radiometric calibration and wavelength calibration of the instruments, although
calibration aspects were dealt with in more detail in other parts of the FRM4SOC project and this paper
(see Sections 5 and 6).
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The list of the radiometers reviewed can be seen in Table 1. The full report, which gives further
details of the characteristics of each of the instruments listed, is publicly available from the project
website [36].

Table 1. Summary of key characteristics of the instruments and systems described in the review
(L represents radiance, and Ed represents downwelling irradiance).

Manufacturer/Instrument Type Deployment
Wavelength

Range

Spectral
Resolution
(FWHM)

Radiance FOV
in Air

(FWHM)

Biospherical/C-OPS
Multispectral

underwater system,
Lu, Ed

Underwater,
ship-tethered,
slow free-fall

(305 . . . 1100) nm,
(1100...1650) nm,

available with
InGaAs detectors

10 nm 7◦

CIMEL/SeaPRISM
Multispectral system,

sun/Lsky/Lwater

Above water
(fixed platform) (412 . . . 1020) nm 8 . . . 10 nm 1.2◦

IMO/DALEC
Hyperspectral

system,
Ed/Lsky/Lwater

Above water
(ship)

(305 . . . 1050) nm,
calibrated in (400
. . . 900) nm

10 nm 5◦

Satlantic/HyperOCR Hyperspectral
instrument, L or Ed

Above water,
Underwater

(305 . . . 1100) nm,
calibrated in (350
. . . 800) nm

10 nm 6◦ and 23◦

Satlantic/OCR500 Multispectral
instrument, L or Ed

Above water,
Underwater

(380 . . . 865) nm,
optional from 305

nm

10 nm (or 20
nm) 28◦

TriOS/RAMSES Hyperspectral
instrument, L or Ed

Above water,
Underwater (320 . . . 950) nm 10 nm 7◦

WaterInsight/WISP
Hyperspectral

system,
Ed/Lsky/Lwater

Above water
(handheld) (380 . . . 800) nm 4.9 nm 3◦

To our knowledge, this report is the first attempt that has been made to compile information on
all commonly used OCR to the level of detail that is required to construct a full uncertainty budget for
instrument-specific aspects. This level of detail far surpasses the information that is generally made
publicly available, e.g., on manufacturer websites, and should in any case be available for individual
instrument units and not just for an instrument family. In many cases, sufficient information is just
not available. In some cases, radiometer manufacturers have performed characterisation tests, but
the information is not publicly available and/or is considered confidential, which is contrary to FRM
requirements. It is not the intention, and in fact would be neither feasible nor ethically acceptable,
to recommend a “best” OCR nor, a fortiori, a “best value for money” OCR. It is for the OCR users,
as customers, to make such decisions. However, it is hoped that the FRM4SOC survey and report will
help understand what information is or is not currently available for preparation of an FRM uncertainty
budget, so that these users will be able to make informed purchase decisions and request the relevant
information on radiometer characterisation from their suppliers. Similarly, this process should reward
the efforts of the most conscientious instrument manufacturers, who perform careful characterisation
tests and provide this information to their customers and to the scientific public and space agencies
that use data from these instruments for satellite validation purposes.

To ensure the reliability of measurement results, i.e., traceability to the units of SI with the
associated uncertainty evaluation, the review recommended to instrument manufacturers:

• To characterise new types of instruments in well-equipped optics laboratories under stable
reference conditions as well as under varied conditions similar to in-field measurements.

• To provide further public information on instrument performance and characterisation where
necessary to fill gaps in present knowledge.

The review recommended to instrument users:

• To order regularly the radiometric calibration of instruments in well-equipped calibration labs,
collect and carefully analyse the results.
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• To request, as customers, detailed performance information from the instrument manufacturers.
• To verify specifications of instrument performance by performing independent tests. For scientists

with access to a well-equipped optics laboratory these tests could be quite detailed, e.g.,
measurement of cosine response of irradiance sensors, measurement of thermal sensitivity,
measurement of stray light/out of band response, etc., although it is fully recognised that such tests
may be very time-consuming and will generally require specific funding. For scientists without
access to a well-equipped optics laboratory it is still possible to verify certain aspects of instrument
performance, e.g., by intercomparison of measurements made by different instruments pointing
at a uniform target such as a cloudless sky or by participation in multi-partner intercomparison
activities (such as the activities of the laboratory and field comparison experiments of the FRM4SOC
project detailed in Sections 6 and 7 of this paper).

The review recommended to ESA and other space agencies or entities, including Copernicus
Services, requiring Fiducial Reference Measurements for satellite validation, to fund and encourage:

• Preparation of a guide document setting minimum requirements for the most important properties
of OCR instruments (like temporal stability, linearity, thermal stability, angular response, stray
light/out of band response, etc.).

• Activities to test radiometers from all manufacturers according to a standardised methodology.
• Further development of OCR instruments, including a requirement that such developments

provide FRM-compatible information on radiometer characterisation.

5. Comparisons of Irradiance and Radiance Reference Sources Used in the Calibration of Ocean
Colour Radiometry

From the International Vocabulary of Metrology (VIM, [37]), metrological traceability is the
property of a measurement result whereby the result can be related to a reference through a documented
unbroken chain of calibrations, each contributing to the measurement uncertainty. For FRM4SOC
optical radiometry this traceability is to SI where the primary standard/reference is provided by the
NPL cryogenic radiometer [38]. The traceability chain for OCR for satellite validation can be seen in
Figure 4.

What is not evident from this diagram is that the calibrated irradiance and radiance sources are
usually the first part of the chain that is distributed outside an NMI such as NPL. Therefore, these
sources provide the foundation of testing the performance of any international network of calibration
laboratories and satellite validation.

The main objectives of this initial phase of FRM4SOC were therefore to design and document
protocols and procedures and implement a laboratory-based (round-robin) comparison experiment to
verify the performance of reference irradiance and radiance sources (i.e., lamps, plaques, etc.) used to
maintain the calibration of FRM OCR radiometers traceable to SI. The protocols used to implement both
the irradiance and radiance source comparisons are publicly available from the project website [39,40].
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Figure 4. Simplified SI traceability chain at NPL for satellite ocean colour validation.

5.1. Irradiance Reference Source Comparisons

These international comparisons took place at the National Physical Laboratory (NPL) of the
UK between the 3rd and 7th of April 2017. The main aim was to verify the performance of reference
irradiance sources that are used in the calibration of ocean colour radiometers. Participants were from
the following organisations and countries: NPL, UK (pilot); Tartu Observatory, Estonia; Laboratoire
d’Océanographie de Villefranche-sur-Mer (LOV), France; Satlantic, Canada; Commonwealth Scientific
and Industrial Research Organisation (CSIRO), Australia; Natural Environment Research Council
(NERC) Field Spectroscopy Facility, UK; and the National Oceanic and Atmospheric Administration
(NOAA), USA. All participants were required to bring or send three (minimum of two) FEL lamps that
are used as reference irradiance sources in their calibration laboratories. It was mandatory that each of
the participant’s lamps had an SI traceable certificate from its last calibration and information about
burn time since that calibration (less than 50 h).

At NPL the Spectral Radiance and Irradiance Primary Scales (SRIPS, [39,41,42]) facility is used to
transfer the scale from the NPL primary reference standard for spectral emission, a high-temperature
blackbody, to lamp and integrating sphere sources. These sources are then used as secondary spectral
radiance and irradiance standards further down the chain. For the FRM4SOC irradiance comparison
each participant lamp was measured against such an NPL secondary standard lamp obtaining irradiance
values under the carefully controlled conditions of the SRIPS and Reference Spectroradiometer System
(RefSpec) facilities at NPL.

The results of these SI-traceable comparisons, as represented in Figure 5, show a comparison of
irradiance sources used for OCR calibration. To achieve these results a somewhat more complex analysis
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than a simple difference to the NPL scale was required. The results of the comparison were expressed
in terms of the difference between the spectral irradiance values measured by each participant and
the mean spectral irradiance values measured by all participants. Since the participants all measured
different lamps (i.e., their own lamps), the required differences between them were determined via
measurements at NPL of all lamps. The mean ratio between the participants’ measurements and those
made at NPL was calculated and results for each lamp were then expressed relative to this mean
ratio, so showing the degree to which the individual measurements agree with one another. This was
necessary for a couple of important reasons: (1) the participants had various different SI-traceability
routes for their lamps, i.e., several different NMIs providing their calibration; and (2) a few of the lamps
were recently calibrated at NPL, which with a simple difference to the NPL scale would have shown
them performing almost perfectly and thus giving a misleading and biased comparison.

 

Figure 5. Comparison between irradiance sources from several OCR calibration laboratories, including
the NPL spectral irradiance scale as a reference. Reproduced with permission from [43].

All participants’ lamps are traceable to SI, and so the results show how the lamps compare with
this realisation of the SI irradiance scale, i.e., the mean of all. The comparison shows that they agree
among each other to within ±1 to 1.5%. Also included is the difference between the mean of all and
the NPL spectral irradiance scale, which shows an agreement for the entire set of lamps to within 1%
across all wavelengths. Uncertainties were calculated for each lamp’s ratio (not shown) and these
generally ranged from 1.6%–1.7% in the UV wavelengths down to 0.9% in the NIR.

These comparisons should not be misinterpreted to mean that there is anything wrong with any of
the lamps at particular wavelength ranges. The trend of any single lamp will be due to a combination
of factors that may include, for example, the trends of all the other lamps and whether any of them are
suffering from the effects of ageing since their last calibration. The likely reason for lamps following
the same trend is probably related to whether calibration for more than one has been transferred from
the same primary lamp. Again, there is nothing wrong with doing this and this does not indicate
anything wrong with the calibration reference lamp. These results are in fact comparable to differences
seen between different NMI realisations of the irradiance scale [41,42].
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5.2. International Transfer Radiometer Round Robin for Radiance Reference Source Comparison

The radiance round robin comparison took place between June 2017 and May 2018. Its main aim
was to verify the performance of radiance sources used to calibrate ocean colour radiometers. The
comparison was conducted by NPL as pilot through the round-robin circulation of two ocean colour
transfer radiometers. The transfer radiometers used were 7-band multispectral Satlantic ocean colour
radiometers (OCR-200) on loan to the pilot from the Joint Research Centre (JRC) of the European
Commission. Satlantic had customised these two particular instruments for JRC in terms of their
angular characteristics to provide a narrower (~3◦) field of view than standard. Initial characterisation
measurements to confirm this FOV were carried out by NPL in air, and found to be 2.5◦ ± 0.3◦ at
FWHM, with a close to Gaussian profile.

The most commonly used radiance source for ocean colour radiometer calibration was used for
these comparisons, i.e., an FEL lamp and reflectance panel combination. The FEL lamps were by design
the same ones included in the irradiance comparison (see previous section).

The two ocean colour transfer radiometers were sent to each participant according to the schedule
shown in Figure 6 in order for them to take at least two sets of radiance measurements of their in-house
radiance source (lamp-panel combination) according to NPL protocols that accompanied the transfer
radiometers [40].

 
Figure 6. Schedule of the FRM4SOC international radiance round robin.

The transfer radiometers were checked by NPL before and after each round of measurements by
the participants. The round robin measurements were directly traceable to the NPL primary reference
standards, using well-characterised facilities, and were supported by full uncertainty budgets. This
direct link to SI not only provided a stringent test of the reliability of the various traceability routes
used by the participants, but also allowed the uncertainties associated with the comparison to be
evaluated. As in the irradiance comparison, use of the calibration certificates of each participant’s
lamp and panel was also essential because they are a critical part of the SI traceability and uncertainty
evaluation of each participant’s radiance measurements.

Each participant was requested to evaluate uncertainties associated with their radiance source
operating in their own laboratory for these measurements. This included all the additional uncertainty
components related to the alignment of the lamp, panel and radiometer, distance measurements, and
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other relevant laboratory specific factors such as power supply stability and accuracy. The pilot had
discussed all these aspects with participants and trained them in order to facilitate the correct compiling
and reporting back of this uncertainty budget evaluation using pre-agreed templates.

The comparison measurand was the calibration factor determined for the transfer radiometer
using each participant’s own spectral radiance reference (i.e., a lamp-panel combination in a 0◦: 45◦
arrangement with the lamp set at a known distance from the panel). For each participant a separate
calibration factor was determined for each of the seven specified wavebands of the transfer radiometers
and each waveband was treated independently for the purposes of this analysis. It was recognised
that participants may be using different types of reflectance panels to the 46 cm (18 inch) Spectralon
panel used by NPL. Thus, it was essential that participants supplied the pilot with the technical details
and history of the artefacts along with SI-traceable calibration certificates, the uncertainty evaluation
according to the pre-defined and agreed format, see [40], and as much additional information on their
laboratory conditions as possible, in order to aid the pilot in carrying out this comparison.

An example of the results from one of the two transfer radiometers of the comparison are presented
in Figure 7 in terms of differences between each participant’s measurements and the mean value
of all of them. The other radiometer showed similar results and in general, they all agree within
±4%, a slightly higher difference than expected. The majority of the results forms a group located
at around the 0% line and below on the y-axis values. A second group of 4 entries is located at the
level of +3% difference from the mean comparison value. The majority of participants exhibited a
range of differences across the channels of within 1% to 2.5%, with the notable exception of one of the
participants blue (412 nm) channel measurements.

Additional investigation showed that the reason for these differences and groupings may be
caused by a combination of the size of source effect and instrument effective FOV that affected the
results of the smaller group. If these effects could be corrected for, or the measurements repeated
with different settings, an agreement within 2.5% might be expected. Furthermore, each participant’s
uncertainty budget for the radiance measurements gave values of between 1.8% to 2.0% for low
uncertainty participants, 2.1% to 2.4% for medium uncertainty participants and 2.5% to 3.1% for high
uncertainty participants. Full details can be found in [43].

Figure 7. Comparison between radiance sources of participant OCR calibration laboratories (A–M)
showing mean coefficient percentage difference across all distances. Reproduced with permission
from [43].
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6. Comparisons to Verify the Performance of Ocean Colour Radiometers Used for
Satellite Validation

The main aim of these comparisons was to link the ocean colour field measurements to the
radiometers’ SI-traceable calibrations and verify whether different instruments measuring the same
light source in the lab, or the same patch of water or sky outdoors, will provide consistent results
within the expected uncertainty limits. As an outcome, methodologies used by participants for the
measurements and data handling were also critically reviewed.

The laboratory and outdoor comparisons took place at Tartu Observatory (TO) in Estonia and at a
lake nearby (Lake Kääriku) between the 8th and 13th of May 2017 with the calibration of all participants’
radiometers taking place just prior to this between the 2nd and 7th of May 2017. This was an international
event with participants and their radiometers taking part from several different organisations and
countries: TO (Tõravere, Estonia) as pilot; Alfred-Wegener-Institut (AWI, Bremerhaven, Germany);
Royal Belgian Institute of Natural Sciences (RBINS, Brussels, Belgium); National Research Council of
Italy (CNR, Rome, Italy); University of Algarve (CIMA, Faro, Portugal); University of Victoria (UVIC,
Victoria, BC, Canada); Sea Bird Scientific (Halifax, NS, Canada); Plymouth Marine Laboratory (PML,
Plymouth, UK); Helmholtz-Zentrum Geesthacht (HZG, Geesthacht, Germany); University of Tartu
(UT, Tartu, Estonia); Cimel Electronique S.A.S. (Paris, France).

The comparison exercise therefore consisted of three sub-tasks: an SI-traceable radiometric
calibration of participating radiometers just before the intercomparison; a laboratory intercomparison
of the measurement of stable lamp sources in a controlled environment; and an outdoor intercomparison
of the measurement of natural radiation sources at a lake. Altogether, 44 radiometric sensors from
11 institutions were involved: 16 TriOS RAMSES, 2 Satlantic OCR-3000, 4 Satlantic HyperOCR, 4
WaterInsight WISP-3, 1 Cimel SeaPRISM and 1 Spectral Evolution SR-3500 radiance sensors, and 10
TriOS RAMSES, 1 Satlantic OCR-3000, 2 Satlantic HyperOCR, 2 WaterInsight WISP-3, and 1 Spectral
Evolution SR-3500 irradiance sensors.

6.1. Laboratory SI-Traceable Radiometric Calibrations

Before the comparisons could take place the first task was the SI-traceable absolute radiometric
calibration of the 44 participating radiometers. The calibrations were performed in the optical
radiometry laboratory of Tartu Observatory (TO), Estonia. Calibration measurements were performed at
the room temperature of 21.5 ◦C ± 1.5 ◦C in an EN ISO 14644 Class 8 equivalent cleanroom environment.

NPL provided two Gigahertz-Optik BN9101-2 FEL-type irradiance calibration standard lamps
for the calibrations and comparison exercise. The lamps were calibrated by NPL and had not been
used since the last calibration. Differences in responsivity, in the range of 340 nm to 980 nm, were less
than ±0.5%. The drift of the irradiance values (at 500 nm) measured during the calibration campaign
was ~0.1%, which is close to the detection limit of the filter radiometer. In certificates issued for the
radiometers from these calibrations, the arithmetic mean of the responsivity measured by the two
lamps was used. Radiance calibration was performed using the same lamps and a Sphere Optics
calibrated white reflectance panel. Normal incidence for the illumination and 45◦ from normal for
viewing were used. The panel had been previously calibrated in the same illumination and viewing
conditions by NPL.

Additionally, a large number of the sensors involved in the comparisons were recalibrated at TO a
year later for the FRM4SOC field intercomparison on the Acqua Alta Oceanographic Tower (AAOT) in
the Gulf of Venice (see below) allowing the evaluation of the stability of the sensors. Most of these
sensors (>80%) changed less than ±1% during this year.

6.2. Laboratory Intercomparison of Measurements

The main set of laboratory comparisons took the form of carefully controlled measurements
of irradiance and radiance using stable lamp sources. These were a seasoned but uncalibrated FEL
lamp for irradiance and a Bentham ULS-300 integrating sphere with internal illumination as a stable
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radiance source. Minimum sets of 30 measurements were taken by each radiometer with overall
results seen in the graphs below. Consensus values were calculated as the median [37] of all presented
comparison values. Reference values were applicable only for the indoor irradiance measurements,
when the measurand used for this exercise was, during the comparison, also measured with a precision
filter radiometer serving as a reference.

Despite different sensor types, as the radiation sources used for indoor comparison were spectrally
very similar to calibration sources, agreement between sensors was reasonably close for radiance
and for irradiance sensors (see Figures 8 and 9). No outliers were present, after correction of data by
participants and unified data handling (especially harmonisation of spectral interpolation) by the pilot.

Relative uncertainty budget tables for irradiance and radiance, based on the spread of individual
sensors measuring the same source during the indoor comparisons were also produced. Effects of
different characteristics of the radiometers, such as temperature dependency, stray light, non-linearity,
cosine responsivity and field of view, on the calibration and measurement uncertainty are discussed
in detail in [44,45]. In summary though, from the indoor experiment, when conditions were similar
to calibration conditions, a high effectiveness of the SI-traceable radiometric calibration has been
demonstrated, and a large group of different types of radiometers operated by different scientists
achieved a reasonably close consistency giving low standard deviations between radiance (27 in total)
or irradiance (15 in total) results (s < 1%). This was, however, only achieved after some unification
of measurement and data processing, e.g., alignment of sensors, structuring of collected data, and
application of unified wavelength bands, a spectral interpolation method and non-linearity corrections.
Nevertheless, variability between sensors may be insufficient for complete quantification of uncertainties
in the measurements. For example, standard deviation of nonlinearity estimates versus the mean effect
demonstrated that differences are not able to reveal the full size of systematic errors common for all the
instruments. Therefore, all radiometers should be individually tested for all significant systematic
effects that may affect the results, as this is the only way to get a full estimate of the effects degrading
traceability to the SI scale.

 
Figure 8. Comparison of low intensity (left) and high intensity radiance (right) sources as measured
by each participating instrument compared to the median over all instruments; after reviewing data
by pilot, corrections submitted by participants and/or unified data handling by pilot. Blue dotted
lines—expanded uncertainty of the median consensus value. Reproduced with permission from [45].
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Figure 9. (left) Comparison of each participating irradiance sensor measuring an irradiance source
compared to the median over all instruments; after reviewing data by pilot, corrections submitted by
participants and/or unified data handling by pilot with blue dotted lines the expanded uncertainty of
the median consensus value; (right) compared to the reference values of the filter radiometer with blue
dashed lines the expanded uncertainty covering 95% of all data points and uncertainty of radiometric
calibration included. Reproduced with permission from [45].

6.3. Outdoor Intercomparison of Measurements

The outdoor comparisons were conducted as a direct intercomparison of the downwelling
irradiance Ed, the downwelling sky radiance Ld, and the total upwelling water radiance Lu from a
diving platform on the end of the 50 m pier at the southern shore of Lake Kääriku in Estonia, as
shown in Figure 10. The physical and optical characteristics of the part of the lake measured were
characteristically eutrophic, well known to the pilot, and are detailed in [44,46].

The outdoor measurements were performed in 5-min casts. Between the pilot announced
beginning and end times of casts, all participants recorded the radiance and irradiance data at their
usual fieldwork data acquisition rate. Thirty casts were recorded in total, but only seven of them were
included in the intercomparisons. The selection of casts was based on the time series of the 550 nm
spectral band. The pilot received the 550 nm time series data for 16 radiance and 10 irradiance sensors.
Only the casts with the most stable signal and least missing data were selected for further analysis.
All the selected casts were measured on May 12 2017—the second day of the outdoor experiment—due
to adverse environmental conditions on the first programmed day, forcing the comparisons to be limited
to Ed, Ld, and Lu, rather than also including the remote sensing reflectance Rrs and the water-leaving
radiance Lw derived from simultaneously measured Ed, Ld, and Lu. Consensus values of irradiance
and radiance were assigned as the median of the valid casts (C) for each of the conditions measured
(Figure 11).

The measurement results for the field casts are presented in Figures 12 and 13 as the deviation
from the above consensus values as this was considered the most appropriate way to show differences
between the radiometers.

Relative uncertainty budget tables for the downwelling irradiance and water leaving radiance
were also produced, based on the spread of individual sensors measuring the same target during
the outdoor comparison [44,46]. Investigations to try to explain the marked differences between
radiometers and types of radiometer shown in Figures 12 and 13 and these uncertainty tables were
also undertaken within the framework of these comparisons and the FRM4SOC project.
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Figure 10. Pier and diving platform at the southern coast of Lake Kääriku with all the radiance (right)
and irradiance radiometers (left) mounted in common frames for the outdoor experiment.

 
Figure 11. Irradiance and radiance consensus values in the outdoor experiment. C8, C10, C12, C13,
C14—blue sky (radiance) or direct sunshine (irradiance); C17—water in cloud shadow; C23—sunlit
water. Reproduced with permission from [46].

For irradiance, the difference in cosine response was the main source of differences between
different sensor groups revealed during the field experiment. Variability between irradiance sensors
was about five times larger than that observed during the indoor laboratory exercise. This large
variability between sensors during the outdoor exercise cannot be explained simply by the poor
stability of sensors, as a stability check in lab conditions a year later has shown smaller changes than
during the outdoor measurements some days after calibration. Variability cannot be fully explained
by factors such as temperature, nonlinearity, and stray light either, as one could expect a smaller
difference between radiance and irradiance sensors in this case. Most likely, the different behaviours of
RAMSES and HyperOCR sensors are largely due to a different construction of input optics of these
sensors and imperfect cosine response [47]. This hypothesis was supported by the angular response
characterisation of 5 RAMSES irradiance sensors and comparing the integral cosine error values to the
deviations from the consensus value in the outdoor experiment [46].

For radiance, the angular response (different fields of view) and spatial non-uniformity of
the targets provides the main difference between different sensor groups. In the case of a spatially
heterogeneous target (sky with scattered clouds, water at an oblique viewing angle) the large differences
of FOV of different sensors will likely cause significant discrepancies between sensors. The variability
between radiance sensors was about two times larger than during the indoor exercise. This can be
partly explained by the larger effects of factors like temperature, stray light and nonlinearity that
were not corrected for during the field experiment. For example, dependence of the calibration
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coefficients on temperature can cause significant deviation from the SI-traceable result. For a maximum
temperature difference of about 20 ◦C between calibration and later measurements (typically between
0 ◦C and 40 ◦C) a responsivity change of more than 10% may be possible [48,49]. This feeds back to
the calibration procedure, which may be improved if its conditions are designed to cover situations
possible during the use of an instrument in the field. For example, if it is known that the radiometer
has a linear response with temperature [49], the responsivity of the radiometer can be evaluated when
calibration is performed at three different temperatures covering the possible range of temperature
variations during its later use in the field.

Figure 12. Irradiance sensors compared to the consensus value. Solid lines—RAMSES sensors; dashed
lines—HyperOCR sensors; double line—SR-3500. Reproduced with permission from [46].

The different behaviours of RAMSES and HyperOCR sensor groups were also clearly revealed
during the comparisons. For the RAMSES group, the variability of radiance sensors during indoor and
outdoor exercises was very similar and the HyperOCR and WISP-3 sensors mainly caused the larger
variability for the outdoor measurements. For irradiance measurements, the deviation of HyperOCR
sensors from the consensus value of the group was very small, and the group of RAMSES sensors was
the main cause of an increase in variability.

The spread of irradiance and radiance results from the comparison, with differences between the
sensors due to their calibration state before the experiment, is summarised in Figure 14. All standard
deviations of laboratory measurements were smaller than 1%. Standard deviations of the field results
are substantially higher (1%–5%), but still much smaller than the variability due to the calibration state
of the sensors before the experiment (5%–10%), i.e., the calibration that each participant would have
used if the radiometers were not freshly calibrated just before the start of the intercomparison exercise.
It must be noted, however, that some instruments had not been used for fieldwork in recent years and
their calibration coefficients were several years old.
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Figure 13. Radiance sensors compared to the consensus value in the outdoor experiment. C8, C12,
C13—blue sky; C17—water in cloud shadow at 139◦ VZA; C23—sunlit water at 130◦ VZA. Solid
lines—RAMSES sensors; dashed lines—HyperOCR sensors; double lines—SeaPRISM (SP) and SR-3500;
dotted lines—WISP-3. Reproduced with permission from [46].

In the frame of the outdoor experiment when conditions for calibration and in the field are very
different from each other, the variability between freshly calibrated individual sensors did increase
substantially. This demonstrated a limitation of typical OC field measurements, even for sensors having
recent SI-traceable radiometric calibration. Including laboratory intercomparison in the comparison of
OCR sensors has clearly shown that a further reduction of the uncertainty of radiometric calibration of
sensors will not improve the agreement between field results significantly. More relevant for achieving
better SI-traceability and lower uncertainties in field measurements are improved specifications of
radiometers, additional characterisation of individual sensors accounting for specific field conditions,
and unified data handling.
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Figure 14. Variability between irradiance and radiance sensors. E_cal and L_cal—due to calibration
state; E(Lab), L(Low) and L(High)—variability in laboratory intercomparison; E(Sun), L(BlueSky) and
L(Water) variability in the field. Reproduced with permission from [46].

The indoor experiment demonstrated the effectiveness of performing the radiometric calibration
at the same laboratory just before intercomparison measurements [45,46] in obtaining consistent results.
However, besides regular calibration, a sufficient individual characterisation of radiometers by testing
them for all significant systematic effects is suggested from these comparisons as the best way to enable
reduction of biases in outdoor intercomparisons. This should lead to a smaller variability between
measurements from different instruments in the field, and a more realistic and complete quantification
of uncertainties in measurement. To help in the interpretation of the results and in future outdoor
intercomparison campaigns, the following further suggestions were proposed:

• The instruments’ internal (photodetector) temperatures should be logged whenever possible;
• During the responsivity calibration, different ambient temperatures should be used;
• Acquisition of the data for all instruments should start synchronously within ±1 s and sampling

intervals should be the same, to make it possible to compare the individual spectra instead of
temporal averages;

• Characterisation of the angular response of the radiance radiometers is important, especially in
the case of variable sky conditions;

• Irradiance measurements under clear sky conditions covering a large span of solar zenith angles
are necessary to assess the uncertainties caused by irradiance entrance optics (cosine response);

• Intercomparisons should be done in varying water optical property conditions;
• The calibration history for each participating radiometer is vital in order to detect possible

instrument misbehaviour and remove outliers;
• It is highly recommended to use a well-characterised reference instrument;
• An aligned photo or video camera should be used to continuously record the measurement scene

during outdoor experiments;
• The data processing algorithms should be well defined and agreed between the participants.

7. Field Intercomparison Experiments to Verify the Performance of Ocean Colour Radiometers
Used for Satellite Validation

The overall objective of these field intercomparison experiments was to design and document
protocols and procedures and implement field comparisons of FRM OCR radiometers, as well as build
a database of OCR field radiometer performance knowledge over several years.
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7.1. The Atlantic Meridional Transect (AMT) Cruise Field Intercomparison Experiment

Plymouth Marine Laboratory (PML), in collaboration with the National Oceanography Centre
(NOC) Southampton, has operated the AMT since 1995 [50]. The cruise is conducted between the
UK and the sparsely sampled South Atlantic during the annual passage from October to November
of a NERC ship (RRS James Clark Ross, RRS James Cook or RRS Discovery). The transect covers
several ocean provinces where key physical and biogeochemical variables such as chlorophyll, primary
production, nutrients, temperature, salinity and oxygen are measured. The stations sampled are
principally in the North and South Atlantic Gyres, but also the productive waters of the Celtic Sea,
Patagonian Shelf and Equatorial upwelling zone are visited, which therefore offered a wide range of
variability in which to conduct field intercomparisons for FRM4SOC.

The results from the AMT cruises have enabled the intercomparison of simultaneous measurements
of water leaving radiance and reflectance. The differences observed between these measurements form
a key component of estimating errors and uncertainties resulting from environmental variability, as
well as instrument deployment methodology, instrument specifications and calibration.

The main AMT comparison for FRM4SOC was conducted from 23rd September to 4th November
2017 from Southampton, UK to South Georgia and the Falkland Islands on AMT-27, to compare
along track measurements of Lw and Rrs(λ) between PML and Tartu Observatory (TO) radiometers.
Measurements were carried out in various solar zenith angle, water and weather conditions. The
ambient temperature varied from 1 ◦C to 28 ◦C. Altogether, data was collected from ~30 stations.

The AMT-27 cruise data consists of synchronised measurements of water leaving reflectance
with two sets of hyperspectral radiometers both consisting of three radiometers in order to measure
the upwelling radiance Lu(λ), downwelling radiance from the sky Ld(λ), and downwelling solar
irradiance Ed(λ). The PML set consisted of three Satlantic HyperSAS sensors and the TO set of three
TriOS RAMSES sensors. All radiance and irradiance sensors were SI-traceably calibrated at the Tartu
Observatory before and after the campaign. All of these sensors were involved a year before in the
laboratory calibration intercomparison campaign (Section 6.1) and demonstrated differences less than
±1% both for radiance and irradiance results during indoor measurements (Section 6.2). However,
during the outdoor exercise, the PML irradiance sensors showed up to 6% higher values in the blue
part of the spectrum, and the PML radiance sensors showed up to approximately 10% higher values in
the red and IR parts of the spectrum when compared to the respective TO sensors.

The radiance sensors Ld(λ) and Lu(λ) were mounted side by side on a common steel frame
positioned at the front of the ship using 40◦ zenith and nadir viewing angles, respectively.
The downwelling irradiance sensors were mounted on another steel frame positioned on the mast
at the front of the ship, to avoid any ship shadows. Positioning of sensors ensured nearly identical
measurement conditions for both 3-sensor radiometric systems (see Figure 15).
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Figure 15. The route of AMT-27 through the Atlantic and the position of the FRM4SOC radiometers on
RRS Discovery in operation during AMT-27.

The intercomparison allowed the analysis of the variability of responsivity between different
types of freshly calibrated sensors with respect to the environmental and illumination conditions. As
an example, the difference in the results of downwelling irradiance between PML and TO, as a function
of ambient temperature and solar zenith angle, are shown in Figure 16.

Figure 16. Difference in downwelling irradiance between PML and TO sensors as a function of ambient
temperature (left) and solar zenith angle (SZA, right).

With regard to ambient temperature, radiometric calibration of the sensors was performed in
lab conditions at 21 ◦C and no temperature correction factors were applied for the field results.
Responsivity change for both sensors was larger (and unknown) compared to the change of the signal
ratio shown. The differences varied from approximately –5 to +5% in the temperature range of 1 to
30 ◦C. However, the sensors recorded similar irradiance values around 21 ◦C which corresponds to the
calibration temperature. This result clearly shows the need for characterisation of field radiometers for
thermal effects.

For solar zenith angle, the variation is in agreement with known or expected errors of the cosine
collectors of compared sensors, evaluated to be within ±2% [45,46]. The stray light correction effect is
negligible and shown in Figure 16 for reference only.

The comparison of HyperSAS and RAMSES measured water-leaving reflectance after applying
stray light correction showed a very high agreement over all wavelengths. The systematic biases were
negligible (see Figure 17).
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Figure 17. Correlation between HyperSAS and RAMSES measured water-leaving reflectance after stray
light correction on selected wavelengths. Colour is wind speed (m s−1) during the measurement.

The comparison between the OLCI-derived and in situ water-leaving reflectance, either by
RAMSES (Figure 18A) or HYPERSAS (Figure 18B), showed a very good correlation in the blue to green
wavelengths. For these wavelengths, the correlation with OLCI-derived water-leaving reflectance was
even better after applying the NIR similarity correction [51,52] (Figure 19).

Figure 18. Correlation between OLCI-to-RAMSES (A) and OLCI-to-HyperSAS (B) water-leaving
reflectances at selected wavelengths.

The above summary analysis shows that by comparing results to ancillary instrument data during
the cruise (with regards to environmental conditions), the sources of any differences can begin to be
established. From these results, recommendations can be made to adjust processing methodology (e.g.,
applying appropriate filtering thresholds), future instrument deployment methodology, and calibration
processes. Furthermore, these comparisons contribute to the Type B estimates in an uncertainty
budget [53]. A complete comparison analysis, including uncertainties, is being published using data
collected during AMT-27 but nevertheless these initial results are promising, especially given the large
differences in environmental conditions experienced during the AMT cruise.
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Figure 19. Comparison of RAMSES (A) and HyperSAS (B) radiometer-derived water-leaving reflectance
after stray light correction (blue) and after stray light+NIR similarity correction (brown) compared to
OLCI’s derived water-leaving reflectance at two stations.

7.2. The Acqua Alta Oceanographic Tower (AAOT) Field Intercomparison Experiment

The main aim of the AAOT intercomparison was to assess differences in radiometric quantities
determined using a range of above-water and in-water radiometric systems (including both different
instruments and processing protocols). Specifically, we evaluated the differences among:

1. Hyperspectral sensors (five above-water TriOS-RAMSES, two Seabird-HyperSAS, one Pan-and-Tilt
System with TriOS-RAMSES sensors - PANTHYR, one in-water TriOS-RAMSES system) and
multispectral sensors (one in-water Biospherical-C-OPS).

2. In-water and above-water measurement systems.

The field intercomparison was conducted at the Acqua Alta Oceanographic Tower (AAOT)
which is located in the Gulf of Venice, Italy, in the northern Adriatic Sea at 45.31◦N, 12.50◦E during
July 2018. The AAOT is a purpose-built steel tower with a platform containing an instrument house
to facilitate the measurement of ocean properties under exceptionably stable conditions (Figure 20).
In total nine institutes participated in the international intercomparison: University of Algarve (UAlg,
Faro, Portugal); Tartu Observatory, University of Tartu (UTar, Tartu, Estonia); Helmholtz-Zentrum
Geesthacht (HZG, Geesthacht, Germany); Alfred Wegener Institute (AWI, Bremerhaven, Germany);
Royal Belgian Institute of Natural Sciences (RBINS, Brussels, Belgium); Plymouth Marine Laboratory
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(PML, Plymouth, United Kingdom); University of Victoria (UVic, Victoria, BC, Canada); Flanders
Marine Institute (VLIZ, Ostend, Belgium); Laboratoire d’Oceanographique de Villefranche-sur-Mer
(LOV, Villefranche-sur-Mer, France). This enabled the comparison of ten measurement systems
comprising 29 radiometers.

Figure 20. Layout of the Acqua Alta Oceanographic Tower (AAOT). Reproduced with permission
from [54].

To rule out any differences arising from absolute radiometric calibration, all of the sensors used
during the campaign were calibrated at the University of Tartu (UT), under the same conditions,
within ~1 month of the campaign. Measurements were then performed at the AAOT under near ideal
conditions, on the same deployment platform and frame, under clear sky conditions, relatively low
sun zenith angles and moderately low sea state.

All above-water radiometers except the PANTHYR system were located on the same purpose-built
frames. The radiance sensors were located on the deployment platform on level 3 on a 6 m pole that
situated them above the solar panels on level 4 (Figure 20). The frame was fabricated from aluminium
to position the sensors side by side at 12.3 m from the sea surface (Figure 21A). All Lsky and Lt sensors
were installed on this frame with identical viewing zenith angles and the deployment frame was
adjusted for each measurement sequence to reduce sun glint. The radiance mast was positioned at
the same level as the SeaPRISM AERONET-OC system (Figure 21B,C). For irradiance measurements,
a telescopic (Fireco) mast was used on level 4 to minimise interference from the tower super-structure
and other overhead equipment (Figure 21E,F). The mast and sensors were installed in the eastern
corner of the platform at a height of 18.9 m above the sea surface (Figure 21E). The in-water deployment
of a TRIOS profiler was carried out using an extendable boom from level 4 of the tower, whereas the
C-OPS in water system was deployed from the CNR Research Vessel Litus.
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Figure 21. Configuration of sensors on the AAOT platform showing (A) the mounting for Lsky and
Lt radiometers, (B) location of radiance sensors next to the AERONET-OC SeaPRISM, (C) location of
the radiance sensors on level 3 of the AAOT, (D) location of the irradiance sensors on the mounting
block, (E) telescopic mast with irradiance sensors at the eastern corner of the AAOT, (F) proximity of
the telescopic mast with irradiance sensors and the PANTHYR system just above the railings below.
Reproduced with permission from [54].

Measurements were made from the 13th to 17th July 2018. All above water measurements were
conducted every 20 min from 08:00 to 13:00 GMT over a discrete measurement period of 5 min (known
as casts). In water C-OPS were also coordinated to these times and in water TRIOS measurements
were made directly after the above water casts. Only casts with wind speeds < 5 m s−1 and clear skies
(no cloud) were accepted. Using these criteria, 35 casts were valid from the campaign. Each institute
used their standard processing to compute downwelling irradiance (Ed), sky radiance (Lsky), radiance
from the water surface (Lt) and remote sensing reflectance (Rrs). Mean, median and standard deviation
values of these parameters over each 5-min cast were submitted. These were compared to the weighted
mean of above-water systems that were submitted by the ‘blind’ submission date, and subsequently
used as a reference.

For downwelling irradiance (Ed), there was generally good agreement between sensors with
differences of <6% for most of the sensors over the spectral range 400 nm–665 nm. One sensor exhibited
a systematic bias, of up to 11%, due to poor cosine response. For Lsky, the spectrally averaged difference
between optical systems was <2.5% and for Lt the difference was <3.5%. For Rrs, the differences
between above-water TriOS RAMSES were <3.5% and <2.5% at 443 and 560 nm, respectively, and were
<7.5% for some systems at 665 nm. Seabird HyperSAS sensors were on average within 3.5% at 443 nm,
1% at 560 nm, and 3% at 665 nm. The differences between the weighted mean of the above-water and
in-water systems was <16.5% across visible bands (Figure 22).

27



Remote Sens. 2020, 12, 1322

 
Figure 22. Scatter plots of Rrs from the different above- and in-water systems versus weighted mean
Rrs from above-water systems (RAMSES-A, -B, -C, HyperSAS-A, -B). Reproduced with permission
from [54].

These results give an indication of the importance and need for similar regular comparisons in
the future highlighting errors in or differences between sensor systems and methods and helping
characterise possible uncertainties. A more detailed analysis can be found in [54].

7.3. The FRM4SOC Field Intercomparison Database of OCR

During the course of the project PML designed and built a database for FRM4SOC. Essentially
this is a PostgreSQL database with a GIS web portal interface. It provides a web interface to remotely
sensed, modelled and in situ data. Its functionality includes the ability to carry out simple analysis and
plotting, as well as at all stages of analysis the ability to download data for local processing if preferred.
Figure 23 shows the overall design.

The portal uses the Open Geospatial Consortium (OGC) Web Map Service for displaying imagery
data and the OGC Web Feature Service (WFS) and Sensor Observation Service (SOS) interface standards
for interacting with in situ data. The analysis and plotting capabilities include: time series; latitude
or longitude Hovmöller plots; scatter/regression; compositing; animations; and match-ups from CSV
files. Data from the AMT cruises and the AAOT experiment have been included along with the
calibration and traceability information for the OCR radiometers that were used throughout the
FRM4SOC intercomparisons.
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Figure 23. The architecture and functionality of the FRM4SOC field intercomparison database. Graphs
and plots are included only as examples of the functionality of the visualisation tool.

8. End-to-End Uncertainty

Having an uncertainty estimate for a measurement is crucial for objectively and numerically
gauging how much trust we can place in that measurement. Furthermore, an uncertainty estimate or
budget for a field OCR measurement should be constructed and calculated from uncertainty estimates
from an unbroken chain of calibrations back to a primary reference standard (preferably SI), in order for
this measurement to be considered as an FRM. This concept of end-to-end uncertainty for FRM4SOC
meant using NMI agreed protocols to conduct a derivation and specification of uncertainty budgets
for FRM OCR field measurements used for satellite OCR validation that had been collected as part
of FRM4SOC.

NPL therefore developed a methodology that was based on the guide to the expression of
uncertainty in measurement (GUM) [53]. This was based on the Monte Carlo method of uncertainty
evaluation GUM supplement [55] and calculated this uncertainty budget for three TriOS RAMSES
instruments, one ACC-VIS measuring irradiance and two ARC-VIS measuring radiance, supplied by
the University of Tartu [56].

These radiometers were used throughout FRM4SOC, i.e., they were calibrated, characterised and
used as part of the laboratory intercomparison measurements, the controlled outdoor intercomparison
measurements and the FRM4SOC field intercomparison experiment at the Acqua Alta Oceanographic
Tower (AAOT) in the Gulf of Venice (see previous sections). It is these AAOT measurements that were
used as the example where uncertainty is propagated from the preceding FRM4SOC calibrations and
characterisations. Two sets of observations of irradiance and radiance were used from the AAOT,
one from 13th July 2018 between 11:00 and 11:04 (‘cast 1’) and another from 14th July 2018 between
11:40 and 11:44 local time (‘cast 2’). At these times, downwelling irradiance, downwelling radiance
and upwelling radiance were all measured simultaneously. Measurements were performed at the
AAOT under near ideal conditions, on the same deployment platform and frame (see previous
section), under clear sky conditions, sun zenith angles of approximately 24◦ and moderately low
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sea state with wind speed of 3.1 m s−1 and 0.5 m s−1 for each cast, respectively. The average
chlorophyll content was Chl = 0.77 mg m−3 and absorption of the coloured dissolved organic matter
was CDOM (442 nm) = 0.12 m−1.

A Monte Carlo approach was chosen for this uncertainty propagation because the analytical
method can become difficult to apply on complex functions with many correlated input parameters
where the calculation of sensitivity coefficients is not straightforward. Monte Carlo Methods (MCM)
for uncertainty estimation are recognised, accepted and summarised in the GUM supplement [55].
MCM is a numerical method that requires a distinct probability distribution function (PDF) for each of
the input components; if input components are correlated then the joint PDF and the measurement
equation are required. The MCM will then run a large number of numerical calculations of the
measurement equation and with each iteration will use a random choice of each of the inputs from
the available range defined by the relevant PDF. The large number of output values calculated using
different input values at each iteration, provides the uncertainty of the output value with its PDF.

The true value of a measurement can never be exactly known; only an estimate can be made which
is as good as the instrument and method used. Therefore, an error (bias) will always exist between
the measured and best estimate value. Figures 24 and 25 illustrate the error (bias) contributions
for the measurement equations for downwelling irradiance and water-leaving radiance respectively.
These diagrams were first designed in the Horizon 2020 FIDUCEO project [57] to show the sources
of uncertainty from their origin through to the measurement equation. The outer labels describe the
effects that cause the corresponding uncertainty.

Figure 24. Uncertainty tree diagram for downwelling irradiance (Ed). Reproduced with permission
from [56].

To propagate uncertainty for the measurands of interest for FRM4SOC (Ed and Lw) the following
Monte Carlo approach was applied:

1. Measurement functions were defined based on the uncertainty tree diagrams that include all
inputs defined as quantities that can have an influence on the measurand.

2. All inputs had their standard uncertainty identified in terms of magnitude (value) and PDF shape.
3. The measurement equations were run a large number of times (104 in this case).
4. The correlation between some input quantities (for example, the absolute radiometric calibration

coefficients of the different instruments) was handled by treating them as systematic contributions,
thus the draws from that distribution are not randomised.
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5. The final uncertainty value is derived from the resultant PDF.
6. All uncertainties are reported with a k = 1 coverage factor.

Figure 25. Uncertainty tree diagram for water leaving radiance (Lw). Reproduced with permission
from [56].

Specifically, two scenarios were investigated in which the known biases are corrected
(the ideal case), and the known biases are not corrected but treated as an uncertainty contributor
(the non-ideal case). In addition, we present how the non-ideal case shows an under-estimation of
measurement uncertainty because the biases are not corrected and the errors, due to a lack of that
correction, are not accounted for. The required data for this activity included downwelling irradiance,
downwelling radiance and upwelling radiance as well as all correction factors, the Fresnel reflectance
of the water surface, and the fraction of diffuse to direct radiation at the time of measurement.

The resultant outputs of the uncertainty analysis are therefore for the ideal and non-ideal cases, as
well as a corrected case where an extra correction is applied to show the true resultant uncertainty when
not corrected. The MCM for downwelling irradiance and water-leaving radiance was run over two
casts and results in Tables 2 and 3 are presented for the seven OLCI bands of interest (400, 442.5, 490,
560, 665, 778.8, 865 nm). It should be noted that environmental uncertainty is not included, and this
may be the major limiting factor since it is likely to be larger than the absolute calibration uncertainty.
An evaluation of how to correctly estimate environmental uncertainty for a range of conditions is yet
to be completed.

Table 2. The mean and standard uncertainty as a percentage of the mean of the downwelling irradiance,
Ed [mWm−2 nm−1], presented for the ideal and non-ideal cases. Reproduced with permission from [56].

Mean Ed Standard Uncertainty u(Ed) [%]

Band (nm) Ideal Non-Ideal Bias of Ed Ideal Non-Ideal Corrected Non-Ideal

400.0 1150.0 1080.0 73.9 1.00 4.44 11.30
442.5 1540.0 1480.0 60.8 0.85 2.62 6.72
490.0 1650.0 1590.0 53.8 0.87 2.51 5.89
560.0 1550.0 1510.0 43.5 1.23 2.73 5.61
665.0 1370.0 1320.0 51.9 1.43 3.04 6.99
778.8 1090.0 1050.0 44.6 1.76 3.41 7.67
865.0 899.9 876.0 23.6 2.90 3.90 6.60
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Table 3. The mean and standard uncertainty as a percentage of the mean of water-leaving radiance
Lw [mWm−2 nm−1 sr−1] presented for the ideal and non-ideal cases. Reproduced with permission
from [56].

Mean Lw Standard Uncertainty u(Lw) [%]

Band (nm) Ideal Non-Ideal Bias of Lw Ideal Non-Ideal Corrected Non-Ideal

400.0 5.90 5.77 0.1340 1.28 3.33 5.65
442.5 7.26 7.22 0.0353 0.94 1.58 2.07
490.0 9.10 9.09 0.0097 0.89 0.89 1.00
560.0 7.35 7.31 0.0442 1.40 1.48 2.08
665.0 0.84 0.86 0.0218 3.89 4.37 6.91

This part of FRM4SOC therefore demonstrated how to conduct an end-to-end uncertainty analysis
for in situ radiometers of ocean colour measurements. The results of the three scenarios (ideal, non-ideal
and corrected non-ideal) in Tables 2 and 3 highlight the importance and benefits of carrying out
instrument characterisations before campaigns and performing instrument corrections in addition
to absolute radiometric calibration. It is recommended that the sources of uncertainty that are
likely to dominate over the absolute calibration uncertainty (or other more dominant uncertainty
contributors which cannot be corrected for) should be characterised before campaigns so that these can
be corrected for. This will produce results with reduced uncertainties as demonstrated in the ideal
scenario (Tables 2 and 3). The most likely parameters that will need prior characterisations are stray
light, cosine response, temperature and non-linearity corrections. Full details can be found in [56] and
following these guidelines will support compliance with the FRM requirements of in situ ocean colour
measurements for use in satellite product validation.

9. Conclusions and the Road Map for the FRM-Based Future of Satellite Ocean Colour Validation
and Vicarious Calibration

The work and results of FRM4SOC highlighted in this paper is already having a significant impact
on the earth observation and ocean colour community. In particular, FRM4SOC played a prominent
role in the two previous Sentinel-3 validation team meetings at EUMETSAT [58,59], and the FRM4SOC
international workshop report [22] on ocean colour system vicarious calibration (OC-SVC) is being
used as one of the main requirements reference documents for the future of Copernicus OC-SVC
infrastructure. The project has also inspired a sibling in the form of the amt4sentinelfrm project
run by the Plymouth Marine Laboratory of the UK specifically for following FRM principles in the
measurements taken on the yearly Atlantic Meridional Transect cruises [50,60].

Even though the FRM4SOC developed measurement protocols and uncertainty budgets have
been thoroughly tested in several laboratory and in-field comparison exercises, and the space agencies
are beginning to demand FRM for satellite product validation, there remains considerable effort
required before FRM in ocean colour has gained widespread adoption within the ocean colour
validation community. Considering that this continued effort is in support of ensuring high quality
and accuracy Copernicus satellite mission data, in particular Sentinel-2 MSI and Sentinel-3 OLCI ocean
colour products, and contributes directly to the work of ESA and EUMETSAT to ensure that these
instruments are validated in orbit, FRM4SOC produced a scientific road map for the FRM-based future
of satellite ocean colour validation and vicarious calibration [61]. Therefore, along with the main
project conclusions in the form of recommendations, this paper concludes with the main associated
FRM4SOC scientific road map recommended actions (Figure 26).
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IMPLEMENTING FRM 

C1 Measurement results collected for EO data validation shall have metrological traceability to the units of 
SI with related uncertainty evaluation. 

C2 Space agencies should: i. in the medium term, encourage and stimulate the adoption of FRM 
requirements, and ii. in the long term, when sufficient progress and consensus is achieved, use only FRM 
for the routine validation of satellite ocean colour data. In the near term, use of non-FRM quality data for 
satellite calibration or validation should only be done with great care. 

C3 Space agencies and National Metrology Institutes should consider forming a symbiotic relationship in 
order to harmonise approaches, methodologies and implement the principles of FRM worldwide. 

C4 Financial support from ESA and other space agencies or entities shall be ensured for implementing the 
principles of FRM. 

A1 International collaboration is needed to agree on establishing and implementing FRM requirements. 

METHODS, PROTOCOLS AND PROCEDURES AND UNCERTAINTY BUDGETS 

C5 International worldwide cooperation on all levels (e.g., agencies, research institutes, experts, etc.) is 
imperative in order to ensure high quality data for global climate and coastal and inland water 
environmental monitoring. Different protocols existing for OCR data validation all over the world shall 
be harmonised, understood and applied in a consistent manner to ensure global uniformity of 
measurements. 

C6 Data (including appropriate metadata) and expertise collected over years by the international 
community shall be acknowledged, preserved and passed on to the next generations.  

C7 Principles of good practice in performing measurements shall be documented and their application 
encouraged. 

C8 Practical consolidated examples on compiling uncertainty budgets shall be provided. 
C9 Established methods, principles of good practice, and uncertainty budgets shall be validated in 

comparison measurements. 
C10 Definition, adoption and validation of the principles of good practice and uncertainty budgets shall be 

supported with appropriate funding from ESA and other space agencies or entities. 
A2 International co-operation is needed on all levels to: 

a. harmonise measurement protocols; 
b. agree and establish principles of good practice in performing measurements, particularly to 

estimate and document measurement uncertainties; 
c. identify, harmonise and establish requirements for measurement and correction of gains and assess 

their uncertainty levels; 
d. provide consolidated examples on compiling uncertainty budgets 
e. provide training on good practice and building uncertainty budgets.  

A3 Ensure appropriate funding to define, adopt and validate the principles of good practice and uncertainty 
budgets. 

PROPERTIES OF OCR 

C11 The performance of OC radiometers must reflect the needed accuracy for satellite OCR data validation 
and correspond to requirements as identified and established by the international community in the 
field. Community consensus on practically feasible requirements is needed. However, the principles of 
metrology—SI traceability and uncertainty - must be followed. 

C12 A document, setting minimum requirements for the most important properties of radiometric 
instruments used for satellite OCR validation, is needed. Preparation of such a document should be 

Figure 26. Cont.
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encouraged and funded by ESA and other space agencies or entities.  
C13 Vital components and specifications for new generation instruments shall be identified and 

characterisation capabilities of required metrology infrastructure shall be developed accordingly. 
C14 ESA and other space agencies or entities should encourage further development of OCR instruments, 

including a requirement that such developments provide FRM-compatible information on radiometer 
characterisation. 

C15 Characterisation and regular calibration of OCR is needed in order to ensure traceability to the units of SI 
and evaluate the instrument related uncertainty contributions. 

C16 ESA and other space agencies or entities should fund and encourage activities to test radiometers from 
all manufacturers according to a standardised methodology. 

A4 Identify and document requirements and expected specifications (e.g., measurement range, maximum 
permissible errors, uncertainties, etc.) for Ocean Colour Radiometry (OCR) instruments to meet the 
requirements for validation of mission data (A2. c.) 

A5 Identify, document, map existing and develop missing metrology infrastructure and its capabilities 
required for calibration and characterisation of OCR (incl. new generation e.g., hyperspectral) 
instruments. 

A6 Identify, document and implement a recommended (standardised) plan for initial and periodic 
calibration and characterisation of OCR instruments. 

A7 Establishment and intercomparison of regional reference laboratories for calibration and characterisation 
of OCR.  

A8 Ensure appropriate funding to identify and document requirements for specifications of OCR 
instruments and their calibration and characterisation. 

COMPARISON EXPERIMENTS AND DATABASE OF OCR FIELD RADIOMETER 
PERFORMANCE 

C17 Periodic comparison experiments are needed for validation of established methods and uncertainty 
budgets at all levels of the traceability chain. 

C18 Comparison experiments also serve the purpose of training, sharing experience, and facilitating common 
understanding and interpretation of the measurement protocols. 

C19 Application of unified data handling or a community processor will reduce overall uncertainty and 
improve agreement between individual datasets, although care not to limit innovation must be ensured. 

C20 Worldwide international participation of agencies and research organisations in comparison exercises 
shall be aimed for. 

C21 ESA and other space agencies or entities shall encourage and support implementing of comparison 
experiments with appropriate funding. 

A9 Organise periodic comparison experiments on all levels of the traceability chain: 
a. reference standards (NMI and OCR calibration laboratory level); 
b. calibration and characterisation methods of OCR (calibration laboratory level); 
c. in situ field measurements: 

• understanding, interpretation, and following established protocols; 
• competence and experience of personnel (all levels). 

A10 Development and application of unified data handling/ community processor. 
A11 Ensure appropriate funding to organise comparison experiments for validation of established methods 

and uncertainty budgets on all levels of the traceability chain. 

OPTIONS FOR LONG-TERM FUTURE EUROPEAN SATELLITE OCR VICARIOUS 
ADJUSTMENT 

C22 Operational FRM infrastructures to underpin SVC with SI traceability, full uncertainty characterisation 
and the best possible accuracy and precision are mandatory. Such FRM infrastructure of the quality 
needed for SVC shall be redundant in order to ensure steady and sufficient data provision. 

C23 BOUSSOLE as the existing unique SVC site in Europe must be maintained in the long term and 
upgraded to full operational status. 

C24 Development and long-term operation of a second new European infrastructure for OC-SVC in a suitable 

Figure 26. Cont.
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location to gain ideal SVC conditions and ensure operational redundancy is needed. 
A12 Upgrade BOUSSOLE to fully operational status. 
A13 Develop a new infrastructure based on MOBY-Net and/or new European technology in a suitable 

location, e.g., the Eastern Mediterranean near Crete. 
A14 Involvement of National Metrological Institutes (NMIs) at all stages of development of an SVC 

infrastructure. 
A15 Train a new group to operate a second SVC. 
A16 Support long-term interaction of the different SVC operations groups globally. 
A17 Support scientific and research activities on SVC sites. 
A18 Ensure long-term investments for both SVC sites. 

Figure 26. Conclusions (C) from the FRM4SOC project and their recommended actions (A).
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Abstract: This paper reviews the state of the art of protocols for the measurement of downwelling
irradiance in the context of Fiducial Reference Measurements (FRM) of water reflectance for satellite
validation. The measurement of water reflectance requires the measurement of water-leaving radiance
and downwelling irradiance just above water. For the latter, there are four generic families of method,
using: (1) an above-water upward-pointing irradiance sensor; (2) an above-water downward-pointing
radiance sensor and a reflective plaque; (3) a Sun-pointing radiance sensor (sunphotometer); or (4) an
underwater upward-pointing irradiance sensor deployed at different depths. Each method—except
for the fourth, which is considered obsolete for the measurement of above-water downwelling
irradiance—is described generically in the FRM context with reference to the measurement equation,
documented implementations, and the intra-method diversity of deployment platform and practice.
Ideal measurement conditions are stated, practical recommendations are provided on best practice,
and guidelines for estimating the measurement uncertainty are provided for each protocol-related
component of the measurement uncertainty budget. The state of the art for the measurement of
downwelling irradiance is summarized, future perspectives are outlined, and key debates such as the
use of reflectance plaques with calibrated or uncalibrated radiometers are presented. This review
is based on the practice and studies of the aquatic optics community and the validation of water
reflectance, but is also relevant to land radiation monitoring and the validation of satellite-derived
land surface reflectance.

Remote Sens. 2019, 11, 1742; doi:10.3390/rs11151742 www.mdpi.com/journal/remotesensing39
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1. Introduction

The objective of this paper is to review the state-of-the-art of protocols for the measurement of
downwelling irradiance, as used for the validation of satellite remote sensing data over water.

1.1. The Need for Fiducial Reference Measurements for Satellite Validation

Satellite remote sensing data is now used routinely for many applications, including the monitoring
of oceanic phytoplankton in the context of global climate change, the detection of harmful algal blooms
in coastal and inland waters, the management of sediment transport in coastal water, estuaries, and ports,
the optimization and monitoring of dredging operations, etc. [1]. To be able to trust and use the remote
sensing data, this must be validated, usually by a “matchup” comparison of simultaneous measurements
by satellite and in situ. The terminology of “Fiducial Reference Measurements (FRM)” was introduced to
establish the requirements on the in situ measurements that can be trusted for use in such validation.
Using the definition proposed by [2] in the context of sea surface temperature measurements, the defining
mandatory characteristics of a “Fiducial Reference Measurement (FRM)” are:

• An uncertainty budget for all FRM instruments and derived measurements is available and
maintained, and is traceable where appropriate to the International System of Units/Système
International d’unités (SI), ideally through a National Metrology Institute;

• FRM measurement protocols and community-wide management practices (measurement,

processing, archive, documents, etc.) are defined and adhered to;
• FRM measurements have documented evidence of SI traceability that is validated by an

intercomparison of instruments under operational-like conditions;
• FRM measurements are independent from the satellite retrieval process.

The second term above, given in bold, situates the current review, which should provide such a
definition of measurement protocols for the downwelling irradiance measurement.

1.2. Scope and Definitions

This review is focused on the validation of satellite data products for water reflectance at the
bottom of the atmosphere. In the present review, the terminology of “remote sensing reflectance”, Rrs,
is used as shown in Equation (1):

Rrs(λ,θ,φ) =
Lw(λ,θ,φ)

E0+
d (λ)

(1)

where E0+
d (λ) is the above-water downwelling irradiance, which is also called the “spectral downward

plane irradiance”, and Lw(λ,θ,ϕ) is the water-leaving radiance [3], after the removal of the air–water
interface reflection, just above the water in the upward direction measured by the radiance sensor and
defined by nadir viewing angle θ and azimuth angle ϕ. The conventions used for these angles are
defined in Figure 1.
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Figure 1. Nadir and azimuth viewing angle conventions illustrated for a reference system centered on
the water surface (black dot). (a) Viewing nadir angle, θ, is measured from the downward vertical
axis: upward radiances are viewed at θ < π/2, downward radiances (from sky and Sun) are viewed at
θ > π/2. (b) Azimuth viewing angle, φ, and relative azimuth viewing angle, Δφ, are measured for
viewing directions clockwise from the north and Sun respectively: radiance viewed by a radiometer
pointing toward north has an azimuth viewing angle of 0, and radiance viewed by a radiometer
pointing toward and away from the Sun have relative azimuth viewing angles of 0 and π, respectively.

E0+
d (λ) is itself defined [3] as the integral of radiance, L(λ,θ,φ), over the downward hemisphere of

solid angles (giving the geometric factor Sinθ) and weighted by
∣∣∣Cos(θ)

∣∣∣ (since this is plane irradiance)
and is measured in Wm−2 nm−1:

E0+
d (λ) =

∫ 2π

φ=0

∫ π
θ=π/2

L(λ,θ,φ)
∣∣∣Cos(θ)

∣∣∣Sinθdθdφ (2)

In the following text, λ, θ, and φ are omitted in the notations for brevity.
The θ integral limits from π/2 to π in Equation (2) correspond to the nadir viewing angle

convention defined in Figure 1, but are different from the integration limits from 0 to π/2 found in some
references, e.g., Equation (2.9) of [4], which defines θ as the incidence angle of photons from air. While
there is diversity in the nadir/zenith angle terminology in different references, and Figures 2.1 and 2.4
of [4] are themselves quite ambiguous in the use of θ, in practice it is not difficult to follow a consistent
angle convention. Similarly, for azimuth angles, these may be defined in some references for the light
propagation direction or for the direction toward which the radiometer is pointing (or, in satellite
metadata, for the azimuth of the satellite/Sun as seen from the ground location). These azimuth angle
conventions can easily be understood and converted provided that they are well defined.

Thus, the validation of Rrs is based on simultaneous measurement of two parameters: E0+
d

and Lw. A companion paper [5] focuses on the measurement of Lw(λ). The present review focuses
on the measurement of E0+

d , reviewing the state-of-the-art of measurement protocols in the FRM
context, particularly as regards components of the measurement uncertainty budget relating to the
measurement protocol.

In addition to the use of E0+
d to enable the validation of satellite-derived reflectance, E0+

d
measurements can also be used to validate separately the E0+

d (or equivalently the atmospheric
transmittance) calculated as an intermediate product in satellite data-processing chains.
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In some references, E0+
d may be called “surface irradiance”—typically with notation Es—or more

ambiguously “reference irradiance”. The parameter is most completely described as “above-water
spectral downward horizontal plane irradiance”.

E0+
d is composed of photons that reach the surface directly from the Sun (“direct irradiance”) and

of photons that reach the surface from the sky after scattering in the atmosphere (“diffuse irradiance”).
The latter may also include some photons that have interacted with the surrounding surface and
subsequently been backscattered in the atmosphere—see page 12 of [6].

Thus, E0+
d spectra are related to: (a) the extraterrestrial solar irradiance, (b) the Sun zenith angle,

(c) atmospheric scattering and absorption from molecules, aerosols, and clouds, and (d) to a lesser
extent, surface reflectance. Some typical E0+

d are plotted in Figure 2 for different Sun zenith angles and
atmospheric conditions.

 
Figure 2. E0+

d for four combinations of Sun zenith angle (SZA) and atmospheric conditions, averaged
over 5-nm bands. Solid colored lines are total E0+

d ; dashed lines are the corresponding direct component.
The solid black line is the band-averaged extraterrestrial solar downwelling irradiance for comparison.
Redrawn from [7].

In sunny, low to moderate Sun zenith angle conditions where direct irradiance is greater than
diffuse irradiance, E0+

d varies over the day approximately according to the cosine of the Sun zenith
angle. This temporal variability is greatest just after sunrise and just before sunset. The time averaging
of replicate E0+

d measurements can be simple mean averaging with reference to a central time if
the total duration for replicates is short or can be normalized by the cosine of the Sun zenith angle
before averaging.

The present paper is focused on aquatic applications, including the full range, size, and diversity
of water bodies from deep oceans through coastal and estuarine waters to ports and inland lakes.
The measurement of E0+

d is required also for the radiometric validation of surface reflectance over
land—such applications are not the focus of the present paper, although there are in principle no major
differences between the measurement of E0+

d over land and over water. Measurements of E0+
d without

simultaneous Lw are also relevant, outside the Rrs validation context, for a variety of applications,
including monitoring the Earth’s radiation budget for climate applications [8,9], ground-level ultraviolet
radiation [10,11] for health-related and ecosystem-related applications, photosynthetically available
radiation for biological applications [12,13], solar energy and building applications [14], etc. These

42



Remote Sens. 2019, 11, 1742

applications are not specifically covered here, although many considerations of the measurement
protocols described here are valid for all such applications.

Using the terminology of [15], the spectral ranges of primary interest here are the visible (380 nm
to 760 nm) and near infrared (760 nm to 1400 nm) ranges. The considerations for measurement of E0+

d
given here should be valid also for the near ultraviolet (300 nm to 400 nm) and middle infrared (1400 nm
to 3000 nm), although the importance of the various uncertainty sources may be different because
of the different intensity and angular distribution of downwelling irradiance, and the equipment
(irradiance/radiance sensor, reflectance plaque) may have different properties in these ranges.

The protocols described here are relevant for the validation of a vast range of optical satellites,
including the dedicated medium resolution “ocean color” missions, such as AQUA/MODIS,
Sentinel-3/OLCI, NPP/VIIRS, etc., but also the operational high spatial resolution missions such
as Landsat-8/OLI and Sentinel-2/MSI, as well any other optical mission from which water reflectance
can be derived, including the geostationary COMS/GOCI-1 and MSG/SEVIRI, the extremely high
resolution Pléiades and PlanetDove constellations, etc.

The current document does not try to identify a “best” protocol; it cannot provide typical
uncertainty estimates if good practice is followed (that depends on many factors) and does not aim to
prescribe mandatory requirements on specific aspects of a measurement protocol such as “acceptable
tilt” or “minimum distance for ship shadow avoidance”. While such prescriptions have great value
in encouraging convergence of methods and challenging scientists to make good measurements,
the diversity of aquatic and atmospheric conditions where validation is required, the diversity of
radiometers and platforms, and the corresponding diversity of measurement protocols suggests that
more flexibility is needed. This flexibility is acceptable, provided that each measurement is accompanied
by an SI-traceable uncertainty budget that is: (a) based on a full analysis of the protocol, and (b) that is
itself validated, e.g., by measurement intercomparison exercises [16–18]. Then, the data user can accept
or reject such measurements by applying their own threshold for “acceptable” measurement uncertainty.

The present review does aim to provide an overview of all the relevant protocols, including
guidelines for radiometer deployment and the quality control of data and an overview of elements that
should be considered in the complete uncertainty analysis of a measurement protocol. The approach
is structured as follows: for each aspect of the measurement protocol contributing to measurement
uncertainty, the perfect situation is summarized in a single sentence in boldface, e.g., “the irradiance

sensor should be vertical”. This is followed by a discussion of techniques to achieve or monitor this
(e.g., gimballing, measurement of tilt, removal of tilted data), practical considerations and problems
(e.g., changes to ballasting of ships), and approaches to estimate uncertainty when this perfect situation
is not achieved (e.g., model studies, experiments). While this highly structured approach may seem
over-rigorous or even trivial (isn’t it obvious that an irradiance sensor should be vertical?), we do feel
that it is necessary to be complete and rigorous in the FRM context (is it obvious to all measurement
scientists that a reflectance plaque should be perfectly horizontal?).

For a general treatment of uncertainties in measurements, including a recommended terminology
(e.g., “expanded uncertainty”) and generic methods for estimating each component uncertainty and
combining uncertainties to achieve a total uncertainty, the reader is referred to the Guide to the
Expression of Uncertainty in Measurement (GUM) [19].

The present review covers only aspects of the measurement relating to the protocol, including
radiometer deployment, data acquisition, and processing aspects, but excluding any uncertainties
arising from radiometer imperfections, such as calibration, thermal sensitivity, spectral response
(straylight/out-of-band effects), non-linearity, and angular (cosine) response. These radiometer-related
aspects deserve a review paper of their own; the reader is referred to Volume II of the NASA Ocean
Optics Protocols [20], Section 3 of [21], Chapter 2 of [22] and to the papers in this volume, e.g., [23,24].

In the satellite validation context covered by this review, the focus is on clear sky conditions.
There is no clear consensus regarding an objective definition of “clear sky” conditions, although Web
Appendix 1 of [25] proposes for moderate Sun zenith angles the test Ld/E0+

d (750 nm) < 0.05, where Ld
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is sky radiance at a 135◦ relative viewing azimuth to the Sun and a 140◦ viewing nadir angle. This test
will detect clouds in front of the Sun because of the consequent increase in 1/E0+

d , and will detect
clouds in the specified sky-viewing direction because clouds have greater Ld values than blue sky at
750 nm. A more complete test for “clear sky” conditions could involve the use of hemispherical camera
photos, but would need automated image analysis for an objective test.

1.3. Previous Protocol Reviews

Most of the pre-2004 in situ measurements of water reflectance were made for the purpose of
oceanic applications, and most aquatic optics investigators base their measurement protocol in some
way on the NASA Ocean Optics Protocols [20] and the references contained within that multi-volume
publication. While there are no fully new methods for the measurement of E0+

d since the NASA 2004
protocols collection, the current review aims to better reflect the current practices. The main evolutions
since 2004 include:

• more frequent use of unsupervised measurements for validation, e.g., AERONET-OC [26] and
Bio-ARGO [27], instead of shipborne supervised measurements

• greater need for validation measurements in coastal and inland waters rather than the prior focus
on oceanic waters

• preference for above-water measurement of E0+
d rather than extrapolation from underwater profiles

• reduction in the cost of radiometers facilitating use of an irradiance sensor (instead of a radiance
sensor and a reflectance plaque), and better availability of hyperspectral radiometers.

1.4. Overview of Methods

Protocols for measurement of E0+
d are grouped into three broad families of method:

• Direct above-water measurement of E0+
d with an upward-pointing irradiance sensor (“Irradiance

sensor method”)
• Estimation of E0+

d using a downward-pointing radiance sensor and a reflective plaque (“Reflectance
plaque method”)

• Estimation of E0+
d from direct sunphotometry and a clear sky atmospheric model (“Sunphotometry

method”)

A fourth family of method, estimating E0+
d from underwater measurements of downwelling

irradiance at differences depths, Ed(z), is now considered obsolete for measurement of E0+
d —see

Section 5.
For each family of method, the measurement equation is defined, and the measurement

parameters are briefly described in Sections 2–4, respectively. The elements that should be included
for the estimation of total protocol-related measurement uncertainty are discussed with some key
considerations, guidelines, and recommendations. The “protocol-related” measurement uncertainty
includes both known imperfections in the protocol (e.g., atmospheric models used in sunphotometry)
and deployment-related imperfections (e.g., the tilting of sensors/plaques).

2. Direct above-Water Measurement of E0+

d
with an Upward-Pointing Irradiance Sensor

2.1. Measurement Equation

Since E0+
d can be measured directly using radiometers that are designed to measure plane

irradiance, the measurement equation here simply relates the electrical output of a radiometer
to calibrated irradiance. Imperfections in such radiometers (angular response, spectral response,
non-linearity, thermal sensitivity, etc.) contribute, of course, to the total uncertainty budget of the
measurement, and the imperfect cosine response is an important consideration for the measurement of
E0+

d , e.g., [24,28].
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The direct measurement of E0+
d , which is sketched in Figure 3, can be made from various platforms

including ships, small inflatable boats, buoys, fixed offshore structures, and underwater profiling
platforms that contain a floating element or the ability to surface. These measurements can be either
supervised or unsupervised. In all cases, it is recommended to mount the E0+

d radiometer as high
as possible, above any superstructure elements and passing humans, in order to avoid the optical
contamination of the measurement from the shading of both Sun and sky light. This can be achieved
by the use of a fixed or telescopic mast, e.g., [29].

Figure 3. Schematic (not drawn to scale) of (shipborne) direct above-water measurement of E0+
d with

an irradiance sensor (pale blue with flat white cosine collector).

2.2. Protocol-Dependent Sources of Uncertainty

In addition to the radiometer-related sources of uncertainty that arise from imperfections in
the radiometers themselves, including the angular (cosine) response of the radiometer, the direct
measurement of above-water downwelling irradiance has a number of sources of uncertainty relating
to the deployment conditions. These protocol-related sources of uncertainty are described in
Sections 2.2.1–2.2.4.

2.2.1. Tilt Effects

The irradiance sensor should be vertical.
The non-verticality of the E0+

d radiometer, e.g., caused by imprecise installation, wave-tilting of
floating structures (buoys, ships), wind-tilting of offshore structures, including masts, and even ballast
changes for ships (shifts in fuel, water, large equipment), will result in a bias in the measurement of
E0+

d . Therefore, it is necessary to measure the tilt of radiometers at sufficiently high frequency and
perform the appropriate filtering of non-vertical data and/or averaging of data to reduce tilt effects.

For E0+
d , the effect of tilt may be particularly strong in sunny (satellite validation) conditions

because of the highly anisotropic light field. The main effect of tilt is similar to a change in the effective
Sun zenith angle, and is strongest for tilt in the solar plane. The passive gimballing of an E0+

d sensor,
if sufficiently well designed, may help to reduce tilt, as implemented in the DALEC system [30,31].
Active gimballing of an E0+

d sensor, using electric motors to correct for tilt, may now be feasible,
although at the time of writing, the authors are not aware of documentation on the use of such hardware
for E0+

d measurement.
The impact of tilt on measurement uncertainty can be estimated if the two angles of tilt with

respect to the Sun are measured and the approximate angular variation of sky radiance is known,
e.g., from imaging cameras, or estimated from atmospheric properties. At high tilt, an E0+

d sensor may
also measure some light from the underlying water/land/platform surface instead of the sky, although
grazing angle incident light has a low contribution to the cosine-weighted integral for E0+

d .
Obviously, minimization of tilt can be a consideration in the design [32] or in the location

(e.g., low waves) of validation measurement structures. Floating buoys and small ships may be
particularly subject to high tilt.
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2.2.2. Shading from Superstructure

The irradiance sensor should be deployed above the height of all the other structures or objects

(including humans).
The light field that is being measured may itself be perturbed by the presence of solid objects such

as the superstructure of the platform used to mount them. This may be especially problematic on
ships, where practical considerations may prevent mounting the E0+

d sensor above all other structures,
particularly if regular inspection by humans of the fore-optics is required.

The process of sky shading can be easily understood from fish-eye photographs taken vertically
upwards at the location of an E0+

d sensor, as illustrated in Figures 4 and 5. Any part of the upward
hemisphere that is not sky represents optical contamination of the measurement, and this contamination
will be related to the solid angle of sky that is replaced by the object with near-zenith objects contributing
more than near-horizontal objects to the cosine integral of radiances. Of course, it is best to make such
photos with a calibrated fully hemispherical sky radiance camera [33]. However, even photos from
simple cameras with a wide-angle lens and without any radiometric calibration can rapidly identify a
major contamination of measurements from superstructures and/or other objects.

Figure 4. Schematic showing how a fish-eye camera, preferably fully hemispherical, can be used to
qualitatively check for the superstructure contamination of E0+

d measurements.

While direct Sun shadowing of the E0+
d sensor is generally avoided by design of the deployment

method and can easily be identified and removed from data, the impact of more subtle optical
contaminations of sky radiance can be more difficult to identify and estimate.

It is obvious that humans should remain fully below the level of an E0+
d sensor at all times during

measurements. It is not unknown for resting birds to contaminate unsupervised E0+
d measurements [34],

and measures may be taken to avoid this, e.g., the use of spikes below the field of view, but sufficiently
close to threaten discomfort. Unusual contaminations may be identified by time series analysis or
video camera monitoring of unsupervised installations.

On some platforms, optical contamination may also arise from atmospheric steam or smoke
emissions from ship engine funnels and other exhaust gases (air conditioning, etc.).

Fixed offshore structures with limited access (e.g., oil and gas platforms, wind farm structures,
navigational structures) as well as large ships with tall masts may be particularly subject to
superstructure shading. Improvements in the stability of telescopic masts [35], which allow high
mounting but easy inspection of fore-optics, and reductions in the price of such equipment should
facilitate the adoption of deployment techniques with greatly reduced or zero superstructure shading.
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Figure 5. Example fish-eye photos taken to check for contamination of E0+

d measurements.
(a) Contamination of field of view by other radiometers; (b) Contamination of field of view by a
scientist in the bottom of the photo; (c) No contamination of field of view, partly cloudy sky; (d) No
contamination of field of view, clear sky. The trees visible in the bottom-left photo, typical of inland water
or very nearshore measurements, do affect the measurement, but are not considered as “contamination”
in the context of this review. The impact of such far-field objects contributes to the natural downwelling
irradiance at the measurement location, and should be measured as such.

For supervised shipborne E0+
d measurements, the use of a floating platform to carry the

E0+
d radiometer away from the ship will clearly minimize—to possibly a negligible amount—the

superstructure-related perturbations. This may be conveniently combined in a floating/profiling
platform used for underwater profiling of upwelling radiance.

Measures to reduce and/or estimate the uncertainties associated with superstructure shading
may include redundant measurements by multiple sensors located in different positions, and hence
subject to different shading effects, or experiments with sensors at different heights/locations, etc.
Three-dimensional (3D) radiative transfer modeling may also be used to estimate uncertainties in E0+

d
measurements associated with superstructure effects.

2.2.3. Fouling

The fore-optics of the irradiance sensor should be kept clean.
Upward-facing sensors needed for measuring E0+

d are prone to fouling of the fore-optics, especially
during long-term unsupervised deployments.

Fouling may occur because of sea spray, the atmospheric deposition of particles (which may even
embed within the structure of some diffuser materials used as fore-optics [36]), rain droplets, bird feces,
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etc. This can be mitigated by cleaning the fore-optics, and can be monitored by frequent calibration
checks, e.g., with portable relative calibration devices [37].

Fouling is generally kept negligible for supervised deployments by regular inspection and,
when necessary, the cleaning of fore-optics and protection by lens caps when not measuring
(e.g., at night and between “stations” for discrete measurements).

Exposure to ultraviolet light can lead to the photodegradation of materials used as diffusers.
For unsupervised deployments, fouling and photodegradation can be minimized by the protection

of fore-optics when not measuring by the use of external mechanical shutters [38] or the rotation of
sensors to point downwards (typified by the “parking” function of the CIMEL CE-318 sunphotometer
when not measuring).

Major fouling events can be identified by time series analysis of data and/or video camera imagery.
The uncertainty related to fouling can be estimated by comparing post-deployment calibrations

before and after cleaning, although it is also noted that fouling may vary non-monotonically in
time because of the cleaning effect of rain water. To separate the effects of fouling from intrinsic
sensitivity changes (e.g., long-term drift or short-term changes typically caused by mechanical shock),
these measurements must be done immediately before and after cleaning, e.g., in the field (using a
stable light source such as a clear sky) or in a calibration laboratory (which must be provided with the
uncleaned radiometer).

2.2.4. Fast Natural Fluctuations

Measurements should be used only during periods of stable illumination.
In clear sky conditions, the natural variability of E0+

d over a typical measurement time scale
(~1 to 10 min) is low, and may be easily estimated from a clear sky irradiance model, e.g., [39], using
as input the temporal variation of the Sun zenith angle and an estimation/measurement of aerosol
optical thickness.

If measurements are made during partially cloudy conditions, in addition to the tilt-induced
fluctuations described in Section 2.2.1, the natural variability of E0+

d may be non-negligible, particularly
if there are clouds or haze near the Sun. In such cases, careful quality control of data is necessary to
remove individual measurements or complete sets of measurements that cannot be used for satellite
validation. Quality control will typically include tests on temporal variability including second
derivative “spike/jump” analysis and min/max/standard deviation analysis, and may also include the
comparison of data with a clear sky model.

A full sky imager can be used to provide detailed information on sky conditions for quality
control [40].

It is suggested here that FRM for satellite validation should not be made during fully cloudy
conditions or when the Sun is obscured by clouds or haze. In situ measurements can be made at a
slightly different times from the satellite overpass, e.g., 1 to 6 h depending on natural variability, and so
a cloud-free satellite image could theoretically correspond with an in situ reflectance measurement
made during cloudy conditions within an acceptable time window. However, many factors, including
the very different bidirectional reflectance of water under a sunny or a cloudy sky, suggest that this
should be avoided in the FRM satellite validation context. In other contexts, such as the simultaneous
measurement of reflectance and chlorophyll a for algorithm calibration/validation, it may be acceptable
to use measurements made in cloudy conditions, particularly fully overcast conditions, provided that
the corresponding measurement uncertainties are sufficiently quantified and limited.

The question of whether FRM can be made in partially cloudy conditions is relevant. It can
be argued that only the best measurements should be used, and this requires perfectly clear sky
conditions. On the other hand, if a measurement scientist is able to estimate the uncertainties associated
with partially cloudy conditions, then the data user could later decide whether to use or reject such
measurements for their specific application on the basis of a threshold on measurement uncertainty.
There is no clear consensus on this question at present, but perhaps the debate requires first a more
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objective definition of “cloudiness“ and/or “clear sky“ conditions—see Section 1.2. Isolated clouds with
small solid angles, away from the Sun and low on the horizon, so with low zenith cosine weighting,
have little impact on E0+

d .
Uncertainties associated with fast natural fluctuations can be estimated from the standard deviation

of replicate measurements made over a certain interval of time. High uncertainty may lead to simple
rejection of the measurement.

2.3. Variants on the Method of Direct above-Water Measurement of E0+
d with an Upward-Pointing

Irradiance Sensor

Underwater drifting floats used for satellite radiometry validation [27] may lack a permanently
above-water E0+

d sensor, and make only occasional E0+
d measurements when surfacing. There is no

fundamental difference between the “surfacing” E0+
d sensor and the permanently above-water E0+

d
sensors considered in the rest of this review. However, it is noted that there may be different designs of
E0+

d sensors for in-water and in-air measurements; the time and horizontal space differences between
E0+

d and Lw measurements must be considered; and the presence of water, as already mentioned in
Section 2.2.3, and aquatic algae on the fore-optics may be more problematic.

With an additional moving “shadowband” accessory, it is possible to combine full Sun and sky
E0+

d with a direct Sun-obscured measurement, thus giving the diffuse sky component of E0+
d , which is

termed Edi f
d . This is not commonly used for the validation of satellite data over water, since the primary

radiometric product from satellites, e.g., the reflectance product given in Equation (1), does not require
a decomposition of E0+

d into direct and diffuse components. However, this additional information
does provide the additional opportunity to validate the satellite data processing for direct and
diffuse atmospheric transmittance, and does potentially allow improving the bidirectional reflectance
distribution functions (BRDF) corrections. The measurement of direct and diffuse components of
E0+

d can also be used to improve self-shading corrections when making underwater measurements of

upwelling radiance. The measurement of Edi f
d in addition to the total E0+

d is of major importance for other
applications such as earth radiation budget monitoring, agriculture, solar energy, etc. A discussion of
Edi f

d data acquisition and processing with the shadowband technique can be found in [41].

3. Estimation of E0+
d Using a Downward-Pointing Radiance Sensor and a Reflective Plaque

3.1. Measurement Equation

E0+
d can also be calculated indirectly by measuring the exitant radiance, LP, from a horizontally

deployed reflectance plaque of known reflectance, ρP—see Figure 6. If the plaque is perfectly
Lambertian, then:

E0+
d =

π ∗ LP

ρP
(3)

where all the terms may vary with wavelength, but the wavelength variation is dropped for brevity
throughout this section. If the plaque is not perfectly Lambertian, then the downwelling light
field can be approximated as a collimated beam of light from the Sun direction [42], giving the
measurement equation:

E0+
d =

LP(θv,φv)

fr(θi,φi,θv,φv)
(4)

where fr(θi,φi,θv,φv) is the plaque bidirectional reflectance distribution function (BRDF), θv,φv are
the viewing nadir and azimuth angles and θi,φi are the zenith and azimuth angles of the incident
collimated beam, which are generally assumed to correspond to the Sun beam direction.

49



Remote Sens. 2019, 11, 1742

Figure 6. Schematic showing indirect measurement of E0+
d using a downward-pointing radiance sensor

and a reflective plaque (sensor, plaque, and holder not to scale).

A common material for such plaques is sintered polytetrafluorethylene (PTFE), which is typically
sold under the product name Spectralon™ (see disclaimer at the end before the references), which can
be manufactured to give near 100% reflectance (ρP ≈ 1.0) for “white” plaques with low spectral
variation of reflectance, low departure from the perfect Lambertian angular response [43], low spatial
heterogeneity, and reasonable temporal stability. Lower reflectance “grey” plaques, e.g., ρP ≈ 0.18,
can also be used, although they have less Lambertian angular response. Other diffusive materials
have been used in this method, including grey “cards” that are used traditionally in photography.
All the materials used in the FRM context need to be adequately characterized as regards bidirectional,
spectral, spatial and temporal variability.

Historically, the measurement of E0+
d using a downward-pointing radiance sensor and a Lambertian

reflective plaque was adopted for cost considerations, allowing all the measurements to be made with a
single radiance sensor. This method also allows the reduction of some calibration-related uncertainties,
since only one sensor is used. Moreover, if only Rrs is required, this method may be implemented with
an uncalibrated sensor (but see the discussion in Section 3.1.1).

The reflectance plaque method is popular in the land remote sensing community, possibly because
the measurements for some middle infrared wavelengths (1.4 μm to 2.5 μm) are important, which very
significantly raises the cost of a radiometer and increases the uncertainty relating to cosine response
for an irradiance sensor with a transmissive diffuser.

Measurements with a reflective plaque are often supervised, although it is possible to automate
such measurements, e.g., [44].

Outside the FRM satellite validation context, the educational value of measurements made using
this protocol, e.g., with very simple and inexpensive optical radiometers [45], is clearly recognized.

3.1.1. Is It Necessary to Use a Calibrated Radiance Sensor?

The preparation of this review generated much discussion within the community regarding
the question of whether an uncalibrated radiance sensor can be used to acquire measurements for
satellite validation. This method was suggested in the NASA Ocean Optics protocols 2003 version
“Method 2” [46] as being appropriate for the measurement of reflectance using an uncalibrated
sensor. Indeed Rrs can be calculated via Equation (1) from measurements of Lw and E0+

d made by
the same radiance sensor, even if this sensor is not calibrated, i.e., providing data for Lw and E0+

d in
(dark-corrected) digital counts rather than in SI-traceable units. While it is essential to characterize the
sensor, e.g., for straylight, non-linearity, thermal effects, etc., it is not necessary to calibrate the sensor
to perform radiometer-related corrections and uncertainty estimates. In fact, some radiometer-related
uncertainties are best treated before calibration, e.g., non-linear effects may depend directly on the
digital count data [47,48] (as compared to the maximum possible, saturated, digital counts), but not on
the calibrated radiance.

There is formally nothing in the FRM definition that would require a calibrated radiance sensor to
be used for the measurement of Rrs. However, the use of a calibrated radiance sensor does have two
advantages:

50



Remote Sens. 2019, 11, 1742

• A calibrated radiance sensor will provide a calibrated E0+
d , which can then be compared with clear

sky models [39] for quality control purposes, and can be compared to satellite data to validate the
computations of atmospheric transmittance (in addition to the more important Rrs products).

• The interpretation of in situ measurement intercomparison exercises [17], as required by the FRM
process, necessitates a separation of uncertainties arising from Lw and E0+

d measurements, e.g.,
comparing E0+

d measurements from a vertically-mounted irradiance sensor (impacted by cosine
angle uncertainties, etc.) with E0+

d measurements deduced from a radiance sensor viewing a
reflectance plaque (impacted by BRDF uncertainties, etc.).

Moreover, it is noted [42] that the simple cancellation of unknown calibration factors used to
calculate Rrs = πLw/E0+

d in native spectral resolution no longer works precisely when spectrally
convolving Lw and E0+

d with a spectral response function, as needed for the validation of Rrs for
individual spectral bands of satellite sensors.

3.1.2. What Nadir Angle Should Be Used for Viewing a Reflectance Plaque?

The NASA 2003 protocols (Volume III, Section 3.3) recommended that measurements of E0+
d with

a reflective plaque should be made with a vertical downward (nadir) pointing radiance sensor and a
plaque with BRDF calibration for varying downwelling light distributions (typically characterized
by Sun zenith angle) and vertical upwelling reflected radiance. However, off-nadir viewing with
the same nadir angle as water-viewing Lw measurements, typically 40◦, has often been adopted
for practical reasons, e.g., for easy switching between plaque and water-viewing modes for certain
deployments. It is noted that [49] provides the scientific basis for a water-viewing nadir angle of 40◦
(and relative azimuth to Sun of 135◦) as a good geometry for sunglint avoidance, but does not give a
scientific basis for a plaque-viewing nadir angle of 40◦—the latter is merely suggested as practically
convenient. On the other hand, an off-nadir plaque-viewing geometry may indeed be desirable for
scientific reasons, since the radiometer shading of the plaque will be greater with nadir-viewing when
the Sun zenith angle is low [42]. For off-nadir plaque viewing, there seems to be no standardization of
the viewing azimuth angle, although the same azimuth angle as used for Lw measurements (90◦ or 135◦
with respect to the Sun) would be a typical choice for both practical and shadow-avoidance reasons.

Optimal plaque-viewing geometry was investigated in [42], who recommend, for moderate Sun
zenith angles between 20–60◦, a plaque-viewing nadir angle of 40◦ for a ~100% reflective white plaque,
to minimize operator/radiometer shading/reflection, but a nadir view for less reflective, grey plaques,
where reflectivity may vary strongly with the viewing nadir angle. For both types of plaque, a viewing
azimuth angle of 90◦ with respect to the Sun was recommended.

The FRM context does not prescribe a single viewing geometry (or any other specific aspect
of a measurement protocol), but “simply” requires that, for whatever plaque-viewing geometry is
adopted, the related uncertainties (radiometer and superstructure shading of plaque, plaque BRDF)
be quantified.

3.2. Protocol-Dependent Sources of Uncertainty

In addition to the radiometer-related sources of uncertainty that arise from imperfections in the
radiometers themselves, the measurement of E0+

d using a reflectance plaque has a number of sources
of uncertainty relating to the deployment conditions. These protocol-related sources of uncertainty are
described in Sections 3.2.1–3.2.7.

3.2.1. Plaque Calibration

The reflectance plaque must be calibrated.
Clearly, the reflectance of the plaque used for this measurement must be calibrated with traceability

to an SI standard and an uncertainty associated with this calibration. Optical contamination/degradation
of the plaque and bidirectional effects are further considered in Sections 3.2.5 and 3.2.7.
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3.2.2. Plaque Homogeneity and Sensor Field of View

The reflectance plaque should be homogeneous and should fill the radiance sensor field of

view.
It is known that plaques do have spatial and azimuthal inhomogeneities, and so it is assumed

that the measurement area on the plaque corresponds sufficiently well to the area on the plaque used
during plaque calibration, taking account of the surface average of any inhomogeneities.

Clearly, the plaque must fully fill, and preferably exceed, the sensor field of view (FOV) so that
the measurement of E0+

d will not be contaminated by the background around the reflectance plaque.
This can be facilitated by small FOV radiometers. In any case, the angular response of the radiance
sensor should be checked for any residual response outside the manufacturer-specified FOV, e.g.,
by occulting the plaque partially with a black material moved from each edge of the plaque towards
the center until an impact is detected

Uncertainties associated with the sensor field of view and plaque inhomogeneity can be assessed
by experiments deploying the radiometers at different heights and at different horizontal locations
above the reflectance plaque, and by changing the background around the reflectance plaque (since the
radiometer shading effects will also vary with radiometer height—see Section 3.2.4).

3.2.3. Tilt Effects

The reflectance plaque should be horizontal.
The non-horizontality of the reflectance plaque that is used for measurements of E0+

d will give
uncertainty in the measurement of E0+

d in the same way as the non-verticality of an irradiance sensor
used to directly measure E0+

d , as discussed previously in Section 2.2.1. Tilting of the plaque can be
caused by a number of factors, including imprecise leveling and, if measuring from a ship, ship roll
during measurements. Therefore, it is necessary to measure the tilt of the plaque (not just the ship)
at sufficiently high frequency and perform the appropriate filtering of non-horizontal data and/or
averaging of data to reduce tilt effects.

Although digital inclinometers are now readily available for integration with radiometric data
streams, they seem to not yet be used for shipborne measurement of E0+

d using a reflectance plaque.
For E0+

d , the effect of tilt may be particularly strong in sunny (satellite validation) conditions
because of the highly anisotropic light field, and the effect of a non-horizontal plaque is similar to a
change in Sun zenith angle, and is strongest for tilt in the solar plane. At high tilt, the measurement
may also measure some light from the water/land/platform instead of the sky, although the grazing
angle incident light has a low contribution to the cosine-weighted integral for E0+

d .
The impact of tilt on measurement uncertainty can be estimated if the two angles of tilt with

respect to the Sun and approximate angular variation of the sky radiance (from imaging cameras or
estimated from atmospheric properties) are known—see Section 2.2.1.

The minimization of tilt should be a consideration in the choice of measurement platform, taking
account of expected wave conditions. Small ships may be particularly subject to high tilt because of
larger ship roll.

3.2.4. Shading from Superstructure and Radiometers and Mounting Equipment

The reflectance plaque should be deployed above the height of all other structures or objects

(including humans).
The light field that is being measured is itself perturbed by the presence of solid objects anywhere

above the level of the reflectance plaque. This includes, necessarily, the radiometer itself, which is used
for measurements, but also any superstructure elements of the ship/platform as well as any equipment
related to fixing the radiometer above the reflectance plaque.

The shading problems associated with this method are conceptually similar to those already
described for direct measurement of E0+

d (Section 2.2.2), but are significantly worse:
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• Firstly, there will always be some shading of sky radiance onto the plaque from the radiometer
itself. The radiometer must be held above the plaque at a height that is sufficiently small so
that the plaque fills the whole field of view of the radiometer. The exact height depends on the
radiometer and the size of the plaque. Shading from the radiometer (and any associated fixations)
will be related to the zenith cosine-weighted solid angle of sky filled by the radiometer, as seen
from any point on the reflectance plaque, and will be worse for radiometers held close to the
plaque or that have a large diameter.

• Secondly, while it is typical to mount irradiance sensors high on poles/masts (Section 2.2.2) and
certainly above head height, measurements with a reflectance plaque are nearly always made
much lower on a ship/platform for practical reasons: it is generally necessary to manipulate
the radiometer (e.g., to then point to water and sky) and the plaque (e.g., to protect it when
not measuring). Optical contamination from ship/platform sides, upper decks, masts, and even
humans (often including those making the measurement) can be significant and difficult to quantify.

The process of sky shading can be easily understood from fish-eye photographs taken vertically
upwards at the location of a reflectance plaque – see Figure 7. Any part of the upward hemisphere that
is not sky represents the optical contamination of the measurement, and this contamination will be
related to the zenith cosine-weighted solid angle of sky that is replaced by the object with near-zenith
objects contributing more than near-horizontal objects to the cosine integral of radiances.

Figure 7. Location of fish-eye camera used for qualitative checking of shading of reflectance plaque, for
comparison with Figure 4 for the direct measurement of E0+

d using an irradiance sensor, as described in
Section 2.

Measures to estimate the uncertainties associated with shading/reflection could include
experiments made with irradiance sensors, with well-characterized cosine response, located (a)
alongside the plaque, and (b) on a mast above the possible optical contamination and/or experiments
combining optimal and non-optimal locations [50]. Such an experiment is reported by [51] for land
remote sensing applications, but the issues are clearly the same as for water remote sensing. In that
study, the height of the sensor above the plaque and the position of a human observer were varied.
The shading (but not reflection) effects from radiometer and observer are analyzed in detail in the
model simulations of [42], for different Sun zenith angles and aerosol conditions, with the conclusion
that a plaque-viewing nadir angle of 40◦ and relative azimuth to the Sun of 90◦ is recommended when
viewing a ~100% reflectance plaque.

3.2.5. Fouling

The radiometer fore-optics and the reflectance plaque should be kept clean.
When measurements made with a reflectance plaque are supervised, there should be negligible

contamination of the radiance sensor fore-optics, provided that it is cleaned whenever necessary
following the manufacturers’ recommendations.

Optical contamination of the plaque itself may be a significant problem because of the atmospheric
deposition of particles (which may embed within the structure of some diffuser materials) of both
natural and ship-related origin, marks from contact with any objects including materials used to protect
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the plaque during storage, etc. For example, it is recommended to keep plaques away from plastics
and hydrocarbons (diesel fumes) and to build a storage box that holds the plaque fixed in a way such
that the reflective surface is not in contact with anything. Obviously, humans, especially those with
greasy fingers, should not touch the diffusive surface itself. The cleaning of dirty plaques is, of course,
recommended, but should be accompanied by recalibration or pre/post-cleaning calibration checks.

In addition to optical contamination, plaques may change naturally from photodegradation
processes related to ultraviolet exposure. For example, the reflectivity of Spectralon™, a proprietary
form of sintered polytetrafluoroethylene (PTFE) produced by Labsphere Inc., USA, and used for
both spaceborne calibration diffusers and many ground-based measurements, may change at short
wavelengths because of absorption from organic impurities [52,53], which can only be removed by
vacuum baking. The careful handling and storage of plaques is required to limit such degradation.

The uncertainty estimate related to fouling can be validated by comparing post-deployment
calibrations before and after cleaning a plaque.

3.2.6. Fast Natural Fluctuations

Measurements should be used only during periods of stable illumination.
Considerations and uncertainties associated with fast natural fluctuations of E0+

d over a typical
measurement time scale (~1 min to 10 min) are identical to those already discussed in Section 2.2.4,
except that the asynchronicity of E0+

d and Lw measurements is inevitable for this method. In the latter
context, replicate measurements, e.g., E0+

d before and after Lw, can be used.

3.2.7. Bidirectional Reflectance of Plaques

The bidirectional reflectance of the plaque should be known.

In general, a plaque calibration is made for unidirectional illumination (typically 8◦) and with
hemispherical collection, using an integrating sphere, which is termed “8/h” calibration. Whereas the
cosine response of irradiance sensors must be considered for the direct measurement of E0+

d (Section 2),
the bidirectional reflectance of a plaque (from all illuminating directions to the single viewing direction)
must be considered in the uncertainty estimate for the reflectance plaque method. This data is reported
in some cases for typical white Spectralon™ plaques [53] and for grey Spectralon™ plaques [42,54],
but they may be unknown for other materials, including grey cards. A full characterization of the
optical properties of a plaque will include polarization sensitivity in the calibration process [55].
The full four-dimensional and reciprocal Mueller matrix bidirectional reflectance distribution function
of sintered polytetrafluoroethylene is reported at four wavelengths in [56]. The uncertainty associated
with the imperfect Lambertian response of a plaque can be validated by comparison, for a range of Sun
zenith angles, with a zenith-pointing irradiance sensor, if the latter has a sufficiently characterized
cosine response and is associated with a full uncertainty analysis.

3.3. Variants on the Method for Measurement of E0+
d Using a Downward-Pointing Radiance Sensor and a

Reflectance Plaque

Multiple measurements can be made with different plaques [18], e.g., of different reflectivity, to
reduce/validate the uncertainties associated with individual plaques (calibration, optical contamination/
degradation, bidirectionality, etc.).

Although not used for the measurement of E0+
d as such, it is interesting to note the use of a “blue

tile” reported by B.C. Johnson in Section 7.10 of [18]. This specially-manufactured reflectance plaque
has spectral properties similar to those of blue water, and so provides an intercomparison target,
which allows the testing of some aspects of above-water Lw protocols with some aspects of radiometer
characterization, such as straylight.
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4. Estimation of E0+

d
from Direct Sunphotometry and a Clear Sky Atmospheric Model

As an alternative to the direct measurement of E0+
d using a vertically-pointing irradiance sensor as

described in Section 2, it is possible to estimate aerosol optical thickness by measuring the direct Sun
radiance with a sunphotometer and estimate the total atmospheric transmittance with this and other
inputs—see Figure 8. This method was originally developed for satellite validation measurements
using the hand-held SIMBAD(A) radiometer [57], and has the interesting feature for satellite validation
studies of providing more information on atmospheric parameters than just the E0+

d measurement
described in Sections 2 and 3. In the hand-held SIMBAD(A) protocol, only aerosol optical thickness is
measured, but for automated Sun/sky radiometers, such as those of the AERONET-OC network [26]
with many other pointing scenarios, many extra atmospheric parameters can be estimated, including
aerosol size distribution and phase function [58].

Figure 8. Schematic of direct Sun measurement for the estimation of E0+
d .

This method was described in the NASA Ocean Optics Protocols [46] as above-water radiometry
“Method 3”, in combination with measurements of water-leaving radiance using a vertical polarizer,
as implemented for the SIMBAD(A) radiometer. However, this method for estimating E0+

d may be
combined with different methods for estimating Lw, e.g., above-water methods without a vertical
polarizer, and so is described here as a generic method for estimating E0+

d .
The pointing accuracy required for direct Sun measurements generally requires a very stable

platform, such as a fixed offshore structure as in the AERONET-OC protocol [26], for unsupervised
measurements, or can be achieved by a hand-held sunphotometer, e.g., SIMBAD(A) radiometer [57].
However, the feasibility of making direct Sun measurements from a moving platform has been
demonstrated for an airborne radiometer [59], so it is conceivable that such measurements may be
made in the future from structures with some movement, e.g., buoys..

4.1. Measurement Equation

The full measurement equations for this method are described in [57] using a notation typical for
atmospheric radiative transfer studies, which does not explicitly mention E0+

d . For compatibility with
the rest of this review, these equations are rewritten here in a form that facilitates the identification of
E0+

d itself.
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Thus, the total (direct and diffuse) downward (Sun to water) atmospheric transmittance, T0, is
defined by:

T0 =
E0+

d

ETOA
d

(5)

and the downwelling irradiance at Top of Atmosphere, ETOA
d , is estimated from:

ETOA
d = F0Cosϑ0

(
d0

d

)2
(6)

where F0 is the extraterrestrial solar irradiance for mean Sun–Earth distance d0, e.g., tabulated by [60],
ϑ0 is the Sun zenith angle, and d is the Sun–Earth distance at the time of the measurement, which can
be easily calculated from position and date/time using earth orbital models.

Combining Equations (5) and (6) gives:

E0+
d = T0F0Cosϑ0

(
d0

d

)2
(7)

T0 is estimated using a clear sky radiative transfer model, e.g., [61], which takes as input vertically
integrated ozone amounts (obtained from extraneous data such as Total Ozone Mapping Scanner
satellite data and/or meteorological models or climatologies), ϑ0, surface atmospheric pressure (which
influences Rayleigh optical thickness and may be obtained from simultaneous surface measurements
or from appropriate meteorological models), and aerosol optical thickness, τa(λ)—see Equation (7)
of [57]. The impact of other absorbing gases and absorbing aerosols and other parameters such as
surface reflectance may be included in the atmospheric radiative transfer model, if necessary.

In the estimation of T0, the effects of multiple scattering from surface to atmosphere back to
surface are generally neglected. These effects can be important over reflective waters and nearby land,
especially at short wavelengths, where the spherical albedo of the atmosphere becomes large; for a
more complete treatment, see [6].

The aerosol optical thickness τa(λ) is deduced from direct Sun measurements taking account of
sunphotometer calibration, Earth–Sun distance variation d/d0, Sun zenith angle ϑ0, and including
corrections for molecular scattering and gaseous absorption, which is considered to be mainly due to
ozone—see Section 4.1 of [57], including Equations (5) and (6). In theory, sky radiance information
(in the principal plane and almucantar, especially aureole), in addition to direct sunlight measurements,
could be used to better determine the aerosol type, and therefore better estimate the atmospheric
transmittance. In practice, only aerosol optical thickness is used to estimate atmospheric transmittance
from AERONET-OC and SIMBAD(A) measurements, because the anisotropy factor of the aerosol
phase function is quite constant for most aerosol models [62]. However, when aerosols are absorbing,
the impact of absorption can be significant [63].

The Ångström exponent for the spectral variation of τa(λ) can also be computed, and in the
SIMBAD protocol it is used in the skyglint correction for Lw, but is not needed for the computation
of E0+

d .
The calculation of T0 required for this E0+

d measurement protocol is comparable to the computation
of E0+

d made in satellite data processing software, e.g., SeaDAS.

4.2. Protocol-Dependent Sources of Uncertainty

In addition to the radiometer-related sources of uncertainty that arise from imperfections in the
radiometers themselves, including the Bouguer–Langley calibration, the measurement of above-water
downwelling irradiance from direct Sun radiometry and atmospheric modeling has a number of
sources of uncertainty relating to the measurement equation and deployment conditions. These
protocol-related sources of uncertainty are described in Sections 4.2.1–4.2.6.
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4.2.1. Atmospheric Radiative Transfer Model

The atmospheric radiative transfer model and its inputs (extraterrestrial solar irradiance,

absorbing gases, atmospheric pressure, Sun zenith angle, etc.) should be accurate.
The atmospheric radiative transfer model used to estimate T0 has both intrinsic uncertainties,

which are associated with models and simplifications of many complex atmospheric optical
processes, as well as uncertainties in the various input parameters (aerosol parameters, absorbing
gas amounts, atmospheric pressure, Sun zenith angle, etc.) and which propagate through the model.
The extraterrestrial solar irradiance also includes some uncertainty; ideally, the same solar irradiance
data will be used for in situ and satellite data processing.

The estimation of uncertainty from all these sources is complex and is described in detail in
Section 5 of [57], except for the adjacency effect of multiple surface–atmosphere scattering, which was
mentioned in Section 4.1.

An intercomparison of atmospheric radiative transfer codes and discussion of issues can be found
in [64].

4.2.2. Sky Conditions

The atmosphere should be cloud-free and horizontally homogeneous.

The atmospheric radiative transfer model used to estimate T0 assumes that the atmosphere is
horizontally homogeneous and, in particular, contains no clouds. This assumption is valid for the
design conditions of clear sky satellite validation, but significant and difficult-to-estimate uncertainties
will arise if this assumption is violated, e.g., for a partially cloudy sky. In the SIMBAD(A) and
AERONET-OC protocols, automated quality control steps identify when the direct Sun measurement
is affected by clouds or haze near the Sun, and remove such data from processing. In the SIMBAD(A)
protocol, the human observer can also identify suboptimal conditions, such as clouds somewhere else
in the sky, and quality flag such data accordingly.

4.2.3. Pointing Effects

The sensor FOV should contain entirely the Sun and be centered on the Sun.
While high pointing accuracy is crucial for direct Sun measurements, this can be well achieved

by both robotic and handheld systems allowing for fine pointing adjustments. The field of view of
sunphotometers is by design small, e.g., 1◦ to 3◦, and typically not much larger than the Sun’s linear
angle of about 0.53◦, to minimize the contribution of atmospheric scattering yet completely cover the
Sun disk.

Inadequate pointing accuracy can be identified from replicate measurements and/or very high
apparent optical thickness and corresponding measurements removed during quality control steps.

Uncertainties associated with direct Sun pointing may be grouped with other uncertainties in the
measurement of aerosol optical thickness.

4.2.4. Shading

The direct path from Sun to sensor should be free of obstructions.
Shading of the direct Sun measurement by the presence of solid objects is generally not a problem

because—in contrast to the direct measurement of E0+
d with an irradiance sensor where the whole

upward hemisphere should be free of obstructions—for direct Sun measurements, only the direct Sun
path must be free of obstructions. For unsupervised measurements, most structure shading will be very
obvious in direct Sun measurements, and can be automatically removed either a priori, by defining a
range of acceptable viewing azimuth angles, or a posteriori, by eliminating very low radiance values.
Minor obstructions such as wires and cables potentially in the field of view should be eliminated
during deployment, and other occasional obstructions (birds, humans) can be monitored by video
camera. For supervised measurements, any structural shading can easily be identified and avoided.
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On some platforms, there may be a risk of optical contamination from atmospheric steam or
smoke emissions and other exhaust gases (air conditioning, etc.).

4.2.5. Fouling

The sensor fore-optics should be clean.
Sunphotometers are always associated with a pointing mechanism that is either robotic or human,

and so can generally be protected from most fouling mechanisms when not measuring.
Nevertheless, some fouling of the fore-optics may occur for long-term unsupervised deployments

because of sea spray, rain droplets, and/or spiders and insects, etc.
Major fouling events can be identified by time series analysis of data and/or video camera imagery.
The uncertainty estimate related to fouling can be validated by comparing post-deployment

calibrations before and after cleaning [26].

4.2.6. Fast Natural Fluctuations

Measurements should be used only during periods of stable illumination.
This method for E0+

d can only be used in ideal clear sky conditions, where fast natural fluctuations
of E0+

d do not occur. The latter can easily be detected by replicate measurements, and the corresponding
measurement sequence can be eliminated.

4.3. Variants on the Method of Measurement of E0+
d from Direct Sunphotometry and a Clear Sky

Atmospheric Model

As mentioned previously, this protocol can be used with human or robotic pointing systems.
Since this protocol has very different assumptions and very different sources of uncertainty from the
protocol using a vertically-pointing irradiance sensor (Section 2), there is significant added value to
combine the sunphotometric estimation of E0+

d with the direct measurement of E0+
d using an irradiance

sensor, as proposed in the OSPREY system [65].

5. Estimation of E0+

d
from Underwater Measurements

It is common for underwater radiometric measurements of the profile with depth, z, of nadir
upwelling radiance, Lun(z), to be accompanied by underwater measurements of downwelling irradiance,
Ed(z). Historically, E0+

d was often estimated from these underwater measurements by extrapolation
to just beneath the surface and transmission across the air–water interface. However, the temporal
variability of Ed(z) associated with wave focusing/defocusing is particularly difficult to remove, and
this method for estimating E0+

d has been replaced by the direct above-water E0+
d measurement, and

will not be discussed further in this review. A detailed description of protocols for measuring Ed(z),
the spectral diffuse attenuation coefficient of downwelling irradiance, Kd(λ, z), and, if considered
useful, E0+

d , can be found in the NASA Ocean Optics protocols [66].
Outside the satellite validation context, underwater measurements of Ed(z) are still relevant

for the estimation of optically and biologically important parameters such as Kd(λ, z), and related
parameters such as euphotic depth.

6. Conclusions

6.1. Summary of the State of the Art

This paper reviews the current state of the art of protocols for the measurement of downwelling
irradiance for the validation of satellite remote sensing data over water. In the FRM context, particular
attention is paid to the protocol-related elements of the measurement uncertainty budget. These aspects
of the protocol are discussed with reference to documented studies, and guidelines are provided on
how to estimate such uncertainties, e.g., design of experiments and/or model studies.
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Three basic measurement protocols have been identified:

• Direct above-water measurement of E0+
d with an upward pointing irradiance sensor

• Estimation of E0+
d using a downward pointing radiance sensor and a reflective plaque

• Estimation of E0+
d from direct sunphotometry and a clear sky atmospheric model

A fourth measurement method that was previously used, estimating E0+
d from the underwater

vertical profiles of Ed(z), is now considered inappropriate, and is no longer recommended. This method
remains relevant for the measurement of Ed(z) and related parameters such as diffuse attenuation
coefficient, but not E0+

d .
The main body of this paper is summarized in Table 1, which lists the equipment needed,

method variants, and any special issues, and in Table 2. The latter summarizes the components of the
uncertainty estimation giving ideal conditions, recommendations for best practice, and approaches to
estimating uncertainty, but excludes any uncertainties arising from radiometer imperfections, such
as calibration, thermal sensitivity, spectral response (straylight/out of band effects), non-linearity,
and angular (cosine) response.

Table 1. Summary of the three measurement methods as regards equipment, method variants, and
special issues.

Upward-Pointing
Irradiance Sensor

Radiance Sensor and
Reflective Plaque

Direct Sunphotometry

Equipment
Irradiance sensor (cosine

response)
Inclinometer

Radiance sensor
Reflective plaque

Inclinometer

Sunphotometer
(radiance) sensor

Pointing mechanism
Atmosphere radiative

transfer model

Variants

Surfacing of underwater
drifting floats.

Shadowband for
diffuse/direct.

White/grey plaques Hand-held or robotic
pointing

Other notes

Uncalibrated radiometers?
(see Section 3.1.1)

Plaque viewing nadir angle?
(see Section 3.1.2)

For the “irradiance sensor” and the “reflectance plaque” methods, the main challenge is to deploy
the radiometer/plaque sufficiently high enough to avoid any shading. In this context, “shading” does
not only refer to the obvious shadowing of direct Sun, but also refers to the difference between the
unobstructed hemisphere of Sun and sky radiance and the reality of measuring in situations where the
radiometer/plaque are not higher than all the other structures. For the “irradiance sensor” method, it is
also a major challenge to have a sensor that is sufficiently well-designed and well-characterized as
regards angular (cosine) response [28].
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Table 2. Summary of the three measurement methods, including components that must be considered
for the uncertainty estimation. BRDF: bidirectional reflectance distribution functions; I= Ideal conditions;
R = Recommendations; U = Uncertainty estimation; Cal = calibration; FOV = field of view; AOT =
aerosol optical thickness; r/t = radiative transfer; S.D. = standard deviation; N/A = Not Applicable.
See text for more details on each topic.

Method
Upward-Pointing
Irradiance Sensor

Radiance Sensor and
Reflective Plaque

Direct Sunphotometry

Plaque cal and
characterization N/A

I: BRDF-calibrated,
homogeneous plaque fills
FOV
R: Tests to check FOV
U: Plaque certificate
including BRDF,
experiments for
homogeneity and height
above plaque/FOV

N/A

Tilt/pointing

I: Deploy vertical
R: Monitor with
inclinometer
U: Modeling/experiments

I: Deploy horizontal
R: Monitor with inclinometer
U: Modeling/experiments

I: Sensor FOV contains and
centered on Sun
R: Small FOV, accurate
pointing, check AOT
U: Via estimation of AOT

Superstructure shading

I: Deploy above all
structures
R: Use mast and fish-eye
photos
U: Experiments (different
heights/locations) and
modeling

I: Deploy above all structures
(except radiometer)
R: Use mast and fish-eye
photos
U: Experiments (different
heights/locations) and
modeling

I: Clear radiometer–direct Sun
path
R: Check with video
surveillance and data QC
U: N/A (if not rejected)

Fouling

I: Keep fore-optics clean
R: Inspect/clean/protect,
monitor with portable cal
devices
U: Pre-/post-cleaning cal of
radiometer

I: Keep radiometer
fore-optics and plaque clean
R: Inspect/clean/protect,
monitor radiometer with
portable cal devices
U: Pre-/post-cleaning cals for
radiometer and plaque

I: Keep fore-optics clean
R: Inspect/clean/protect
U: Pre-/post-cleaning cals

Fast natural fluctuations

I: Reject if unstable
illumination
R: Compare replicates/time
series
U: S.D. of accepted
measurements

I: Reject if unstable
illumination
R: Compare replicates/time
series
U: S.D. of accepted
measurements

I: Reject if unstable
illumination
R: Compare replicates/time
series
U: S.D. of accepted
measurements

Sky conditions and
atmospheric r/t model N/A N/A

I: Perfectly cloud-free sky,
horizontally homogeneous
atmosphere and surface.
Perfect r/t model and inputs
R: Reject if clouds detected.
Intercompare r/t models, check
inputs
U: Modeling. See Section 4.2.1

6.2. Irradiance Sensor or Reflectance Plaque?

The preparation of this review stimulated considerable discussion within the community on the
pros/cons of the reflectance plaque method as compared to the irradiance sensor method in addition
to the question of whether the reflectance plaque method radiance sensor needs to be calibrated
(see Section 3.1.1). When correctly applied, the reflectance plaque method can clearly meet the criteria
expected of an FRM. However, in practice, this method has often been associated with less rigorous
implementation. Specifically, recognizing that the reflectance plaque is performing the same function
as the fore-optics of an irradiance sensor, which collects light from the upward hemisphere according
to a zenith cosine weighting and directs that light to a photodetector, it is necessary that:
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1. There be no humans above the level of the reflectance plaque/irradiance sensor (and thereby
affecting the sky radiance contributing to E0+

d in a way that is highly variable and essentially not
quantifiable in an uncertainty estimate),

2. The reflectance plaque/irradiance sensor be mounted as high as possible on the ship/platform,
typically higher than any superstructure elements with significant solid angle as viewed from the
plaque/sensor,

3. The reflectance plaque/irradiance sensor be mounted on a fixed structure, not hand-held,
and associated with an inclinometer allowing the estimation of uncertainties associated with
non-horizontal/vertical measurements,

4. The measurements made using the reflective plaque/irradiance sensor be supported by
experiments and/or simulations to estimate the measurement uncertainties associated with
any superstructure shading of the plaque/irradiance sensor.

6.3. Future Perspectives

In contrast to the more difficult Lw measurement, where there has been considerable evolution
and diversity since the publication of the NASA Ocean Optics Protocols [20], measurement protocols
for E0+

d seem now to be quite mature and stable.
Future improvements to E0+

d measurements are expected to come from the following developments:

• Improvements in the design and usage of calibration monitoring devices, which can be used
in the field, are likely to improve the identification of fore-optics fouling and radiometer
sensitivity changes.

• Model simulations of the 3D light field and experiments for deployments with structures above
the irradiance sensor/reflectance plaque are likely to improve estimations of related uncertainties.

• Improvements in the stability and reduction in the cost of telescopic masts may reduce
superstructure shading effects.

• Reduction in the cost of pointing systems, thanks to the video camera surveillance industry, should
improve the protection (“parking”) of irradiance sensors when not in use, and thus reduce fouling
for long-term deployments.

• Improvements in automatic gimballing systems might reduce the tilt effects for the irradiance
sensor method.

• Greater use of full sky imaging cameras, whether calibrated (expensive) or not (inexpensive), will
allow the better identification of suboptimal measurement conditions.

As regards the future for the validation of water reflectance more generally:

• The tendency to move to highly automated systems with long-term, e.g., one year, essentially
maintenance-free deployments is likely to significantly improve the quantity of data available
for validation.

• The advent of operational satellite missions such as NPP/VIIRS, Sentinel-3/OLCI, Sentinel-2/MSI,
and Landsat-8/OLI with the need for a guaranteed long-term validated data stream will increase
the need for FRM.

• The huge increase in optical satellite missions used for aquatic remote sensing will also increase
the need for highly automated measurement systems.

• As regards the needs of the validation community, it is recommended to:
• Update this review, e.g., on a 10-year time frame, to take account of developments in the protocols,

particularly in the estimation of uncertainties. Such an update is best preceded by community
discussion at an international workshop.

• Organize regular, e.g., on a two-year time frame, intercomparison exercises to ensure that
measurement protocols and scientists remain state of the art (as required by the FRM context).

61



Remote Sens. 2019, 11, 1742

Although not targeted by this review, it is possible that the considerations developed here
may be useful for other applications where E0+

d measurements are needed, including the validation
of satellite-derived photosynthetically available radiation products [67], the validation of surface
reflectance over land, and the monitoring of solar irradiance for the solar energy industry, for agriculture,
for the building industry, for the estimation of the Earth’s radiation budget, and absorbing atmospheric
gases, etc.
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Abstract: This paper reviews the state of the art of protocols for measurement of water-leaving
radiance in the context of fiducial reference measurements (FRM) of water reflectance for satellite
validation. Measurement of water reflectance requires the measurement of water-leaving radiance
and downwelling irradiance just above water. For the former there are four generic families of
method, based on: (1) underwater radiometry at fixed depths; or (2) underwater radiometry
with vertical profiling; or (3) above-water radiometry with skyglint correction; or (4) on-water
radiometry with skylight blocked. Each method is described generically in the FRM context
with reference to the measurement equation, documented implementations and the intra-method
diversity of deployment platform and practice. Ideal measurement conditions are stated, practical
recommendations are provided on best practice and guidelines for estimating the measurement
uncertainty are provided for each protocol-related component of the measurement uncertainty budget.
The state of the art for measurement of water-leaving radiance is summarized, future perspectives
are outlined, and the question of which method is best adapted to various circumstances (water type,
wavelength) is discussed. This review is based on practice and papers of the aquatic optics community
for the validation of water reflectance estimated from satellite data but can be relevant also
for other applications such as the development or validation of algorithms for remote-sensing
estimation of water constituents including chlorophyll a concentration, inherent optical properties
and related products.

Remote Sens. 2019, 11, 2198; doi:10.3390/rs11192198 www.mdpi.com/journal/remotesensing67
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1. Introduction

The objective of this paper is to review the state of the art of protocols for the measurement of
water-leaving radiance, as used for the validation of satellite remote-sensing data over water.

1.1. The Need for Fiducial Reference Measurements for Satellite Validation

Satellite remote-sensing data is now used routinely for many applications, including monitoring
of oceanic phytoplankton in the context of global climate change, detection of harmful algae blooms in
coastal and inland waters, management of sediment transport in coastal water, estuaries and ports,
the optimization and monitoring of dredging operations, etc. [1]. To be able to trust and use the
remote-sensing data, these must be validated, usually by “matchup” comparison of simultaneous
measurements by satellite and in situ. The terminology of “fiducial reference measurements (FRM)”
was introduced to establish the requirements on the in situ measurements that can be trusted for
use in such validation. Using the definition proposed in the context of sea surface temperature
measurements [2], the defining mandatory characteristics of a FRM are:

• An uncertainty budget for all FRM instruments and derived measurements is available and
maintained, traceable where appropriate to the International System of Units/Système International
d’unités (SI), ideally through a national metrology institute.

• FRM measurement protocols and community-wide management practices (measurement,

processing, archive, documents, etc.) are defined and adhered to

• FRM measurements have documented evidence of SI traceability and are validated by
intercomparison of instruments under operational-like conditions.

• FRM measurements are independent from the satellite retrieval process.

The second term above, given in bold, situates the current review, which should provide such
a definition of measurement protocols for the water-leaving radiance measurement.

1.2. Scope and Definitions

This review is focused on measurements of the water-leaving radiance as necessary for the
validation of satellite data products for water reflectance at the bottom of the atmosphere. In the
present review, the terminology of “remote-sensing reflectance”, Rrs, is used where

Rrs(λ,θ,φ) =
Lw(λ,θ,φ)

E0+
d (λ)

(1)

where E0+
d (λ) is the spectral downward plane irradiance, also called “above-water downwelling

irradiance”, and Lw(λ,θ,ϕ) is the water-leaving radiance, defined, e.g., see [3], as the component of
above-water directional upwelling radiance that has been transmitted across the water–air interface in
the upward direction measured by the sensor and defined by viewing nadir angle θ and azimuth angle
ϕ. The conventions used for these angles are defined in Figure 1. In other words, and as illustrated in
Figure 2, Lw is the above-water directional upwelling radiance, L0+

u , just above the air–water interface,
after removal of radiance from air–water interface reflection, Lr:

Lw = L0+
u − Lr (2)

The latter term is called hereafter “skyglint” but may include also sunglint reflected from
wave facets.
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Figure 1. Nadir and azimuth viewing angle conventions illustrated for a reference system centred
on the water surface (black dot). (a) Viewing nadir angle, θ, is measured from downward vertical
axis: upward radiances are viewed at θ < π/2, downward radiances (from sky and sun) are viewed
at θ > π/2. (b) Azimuth viewing angle, φ, and relative azimuth viewing angle, Δφ, are measured
for viewing direction clockwise from North and sun respectively: radiance viewed by a radiometer
pointing towards North has azimuth 0 and radiance viewed by a radiometer pointing towards and
away from sun have relative azimuth 0 and π respectively.

Lw is generally measured for nadir viewing geometry by under water or on water approaches
(see Sections 2, 3 and 5) and generally measured for an off-nadir geometry by above-water approaches
(see Section 4). When measured for (or extrapolated by a suitable model to) the nadir viewing geometry,
the term nadir water-leaving radiance will be used where Lwn(λ) = Lw(λ,θ = 0◦).

All radiometric quantities in this review are assumed to vary spectrally but for brevity the
dependence on wavelength, λ, is generally omitted in the terminology.

Figure 2. Illustration of definitions of water-leaving radiance, Lw, above and below water upwelling
radiances, L0+

u and L0−
u , above-water downwelling (sky) radiance in the specular reflection

direction, Ld, above-water upwelling radiance from reflection at the air–water interface (“skyglint”), Lr,
and downwelling irradiance, E0+

d . See also [4]. The widths of the arrows for E0+
d represent the zenith

cosine weighting for the different incident angles.
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The validation of Rrs thus requires simultaneous measurement of two parameters: E0+
d (λ) and

Lw(λ,θ,ϕ), although an alternative approach is to validate only Lw(λ,θ,ϕ). A companion paper [5]
focuses on measurement of E0+

d (λ). The present review focuses on measurement of Lw(λ,θ,ϕ),
reviewing the state of the art of measurement protocols in the FRM context, particularly as regards
components of the measurement uncertainty budget relating to the measurement protocol.

The focus here is on aquatic applications, including the full range and diversity of water bodies
from deep oceans through coastal and estuarine waters to ports and inland lakes.

Measurements of Rrs and hence Lw(λ,θ,ϕ) are also relevant outside the satellite validation context,
for example when simultaneous in situ measurements are made of Rrs and in-water properties such
as chlorophyll a concentration or inherent optical properties (IOPs) (without simultaneous satellite
data) for algorithm calibration/validation purposes [6] or when in situ Rrs is used on its own for
monitoring [7]. These applications are not specifically covered here, although many considerations of
the measurement protocols described here are valid for all such applications.

Using the terminology of the International Standards Organisation (ISO, 2007) the spectral range
of primary interest here is the visible (380 nm to 760 nm) and the lower wavelength part of the
near infrared (760 nm to 1400 nm) ranges [8]. The considerations for measurement of Lw given here
should be valid also for the near ultraviolet (300 nm to 400 nm) and middle infrared (1400 nm to
3000 nm), although the importance of the various uncertainty sources may be different because of
the different intensity and angular distribution of downwelling irradiance and upwelling radiance
and the instrumentation (radiance sensor detector and fore-optics) may have different properties in
these ranges. Although Lw is measurably non-zero in the range 1000 nm to 1100 nm in extremely
turbid waters [9], Lw will be effectively negligible for the longer near infrared from 1100 nm to 1400 nm
and the middle infrared (1400 nm to 3000 nm) wavelengths because of the very high pure water
absorption at these wavelengths. The need for Lw measurements in the range 1100 nm to 3000 nm
is very limited, because satellite Rrs data will typically be set to zero during atmospheric correction.
However, there may be some interest in this range for quality control of above-water Lw measurements,
with non-zero measurement indicating a data quality problem, e.g., skyglint or sunglint contamination
or floating material, for the whole spectrum. Also, there may be some interest in the range 1100 nm
to 3000 nm for applications such as measurement of floating aquatic vegetation, although this is
not strictly speaking Lw and should be measured only using above-water radiometry and without
a skyglint/sunglint correction for the percentage of surface covered by vegetation [10].

The protocols described here are relevant for validation of a vast range of optical satellites including
the dedicated medium resolution “ocean colour” missions, such as AQUA/MODIS, Sentinel-3/OLCI,
JPSS/VIIRS, etc., but also the operational high resolution missions such as Landsat-8/OLI and
Sentinel-2/MSI, as well any other optical mission from which water reflectance can be derived,
including the geostationary COMS/GOCI-1 and MSG/SEVIRI, the extremely high resolution Pléiades
and PlanetDove satellite constellations, airborne data, etc.

The current document does not try to identify a “best” protocol, nor does it aim to prescribe
mandatory requirements on specific aspects of a measurement protocol such as “best nadir and azimuth
angles for above-water radiometry” or “minimum distance for ship shadow avoidance”. While such
prescriptions have great value in encouraging convergence of methods and in challenging scientists to
make good measurements, the diversity of aquatic and atmospheric conditions where validation is
required, the diversity of radiometers and platforms and the corresponding diversity of measurement
protocols suggests that more flexibility is needed. This flexibility is acceptable in the FRM context
provided that each measurement is accompanied by a SI-traceable uncertainty budget that is (a) based
on a full analysis of the protocol and (b) that is itself validated, e.g., by measurement intercomparison
exercises [11–13] or by optical closure with inherent optical property measurements and radiative
transfer modelling [14,15].

The present review aims to provide an overview of all relevant protocols, including guidelines
for radiometer deployment and quality control of data and an overview of elements that should be
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considered in the complete uncertainty analysis of a measurement protocol. The approach is structured
as follows: for each aspect of the measurement protocol contributing to measurement uncertainty
the ideal situation is summarized in a single sentence in bold face, e.g., “The radiance sensor should

be vertical” when making underwater radiance measurements. This is followed by a discussion
of techniques to achieve or monitor this (e.g., slow descent free-fall platforms, measurement of tilt,
removal of tilted data), practical considerations and problems (e.g., need for multiple deployments to
reduce uncertainties for fast free-fall deployments) and approaches to estimate uncertainty when this
ideal situation is not achieved (e.g., model studies, experiments).

For a general treatment of uncertainties in measurements, including a recommended terminology
(e.g., “expanded uncertainty”) and generic methods for estimating each component of uncertainty
and combining uncertainties to achieve a total uncertainty the reader is referred to the Guide to the
Expression of Uncertainty in Measurement (GUM) of the ISO [16].

The present review covers only aspects of the measurement relating to the protocol, including
radiometer deployment, data acquisition and processing aspects but excluding any uncertainties arising
from radiometer imperfections, such as calibration (including immersion coefficients for underwater
radiometry), thermal sensitivity, spectral response (straylight/out of band effects) and spectral
interpolation, non-linearity and angular response and polarization sensitivity. The decomposition
of measurements into “protocols” (deployment, data acquisition and processing methods) and
“radiometers” is adopted here in order to conveniently represent the wide diversity of possible
combinations of methods and radiometers in a synthetic and generic way. However, it is fully recognised
that “protocol” and “radiometer” must be coupled for the assessment of the uncertainty of any specific
measurement. For example, the uncertainty associated with the skyglint correction in above-water
radiometry or the uncertainty associated with wave-focusing effects in underwater radiometry depend
on the speed (integration time) of the radiometer used (as well as the number of replicate measurements
and the temporal processing and quality control processes). These radiometer-related aspects deserve
a review paper of their own—the reader is referred to Volume II of the National Aeronautics and Space
Administration (NASA) Ocean Optics Protocols [17] and Section 3 of [18] and Chapters 2 and 3 of [19].

The present review is limited in scope to the measurement of Lw(λ,θ,ϕ) in a single viewing
geometry and does not discuss bidirectional reflectance distribution function (BRDF) corrections that
can be applied to data to facilitate in situ vs. satellite comparisons. For example, a BRDF correction
may be applied to the satellite data (and to off-nadir above-water in situ measurements) to estimate the
nadir-viewing water-leaving radiance from the off-nadir viewing geometry. Alternatively, a BRDF
correction may be applied to the in situ measurement to estimate water-leaving radiance in the satellite
viewing geometry. This and other topics relating to the use of Lw(λ,θ,ϕ) measurements for satellite
validation, including the impact of the different space and time scales [20,21], should be reviewed in
a separate paper. The measurement of E0+

d (λ), as needed to calculate Rrs, and as needed for temporal
correction and/or quality control of Lw(λ,θ,ϕ) in some protocols is reviewed in [5].

In the satellite validation context covered by this review, the focus is on clear sky conditions.
There is no clear consensus regarding an objective definition of “clear sky” conditions, although Web
Appendix 1 of [22] proposes for moderate sun zenith angles the test Ld/E0+

d (750 nm) < 0.05 where Ld
was sky radiance at 135◦ relative viewing azimuth to sun and 140◦ viewing nadir angle. This test will
detect clouds in front of the sun because of the consequent increase in 1/E0+

d and will detect clouds in
the specified sky-viewing direction because clouds have greater Ld than blue sky. A more complete
test for “clear sky” conditions could involve use of hemispherical camera photos but would need
automated image analysis for an objective test.

1.3. Previous Protocol Reviews

Most of the pre-2004 in situ measurements of water reflectance were made for the purpose of
oceanic applications and most aquatic optics investigators base their measurement protocol in some
way on the NASA Ocean Optics Protocols [17] and the references contained within that multi-volume
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publication. While the methods for measurement of Lw from underwater radiometry using fixed-depth
measurements or vertical profiles were already well established at the time of that protocol collection,
there has been considerable evolution of methods for above-water radiometry and development of
the “skylight-blocked approach (SBA)”. Current practices have also been affected by technological
evolutions since 2004 including:

• More frequent use of unsupervised measurements for validation, e.g., AERONET-OC [23] and
Bio-Argo [24], instead of shipborne supervised measurements;

• greater need for validation measurements in coastal and inland waters rather than the prior focus
on oceanic waters;

• reduction in cost and size of radiometers, e.g., facilitating multi-sensor above-water radiometry
and reducing self-shading problems for underwater radiometry; and

• increased availability of hyperspectral radiometers.

A draft of new Protocols for Satellite Ocean Color Data Validation [19] has been released within the
framework of the International Ocean Colour Coordinating Group (IOCCG), providing many updates
on the previous NASA-2004 collection.

1.4. Overview of Methods and Overview of This Paper

Protocols for measurement of Lw are grouped into four broad families of methods:

• Underwater radiometry using fixed-depth measurements (“underwater fixed depths”)
• Underwater radiometry using vertical profiles (“underwater profiling”)
• Above-water radiometry with sky radiance measurement and skyglint removal (“above-water”)
• On-water radiometry with skylight blocked (“skylight-blocked”)

For each family of method, the measurement equation is defined and the measurement parameters are
briefly described in Sections 2–5 respectively. The elements that should be included for estimation
of total protocol-related measurement uncertainty are discussed with some key considerations,
guidelines and recommendations. The “protocol-related” measurement uncertainty includes both
known imperfections in the protocol (e.g., models for reflectivity of the air–water interface) and
deployment-related imperfections (e.g., tilting of sensors). Finally, the question of which protocol is
best adapted to which water types and wavelengths is considered and some directions for probable
future evolution of protocols are outlined in Section 6.

2. Underwater Radiometry—Fixed-Depth Measurements

2.1. Measurement Equation

In fixed-depth underwater radiometry, as typified by BOUSSOLE [25,26] and MOBY [27–29],
radiometers are deployed underwater and attached to permanent floating structures, to measure nadir
upwelling radiance, Lun(z), at two or more depths, z = z1, z2, . . .. —see Figure 3. A further measurement
is made above water of downwelling irradiance, E0+

d , to allow for calculation of Rrs via Equation (1)
and to monitor for possible variation of illumination conditions during the measurement. In the case
of MOBY these Lun(z) measurements are made with z1 = 1 m, z2 = 5 m and z3 = 9 m, while the
BOUSSOLE system makes measurements at z1 = 4 m, and z2 = 9 m. Strictly speaking, these are fixed
nominal depths because actual depth varies with tilt of structures and waves—see Section 2.2.5.
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Figure 3. Schematic of fixed-depth underwater measurements.

The nadir water-leaving radiance, Lwn, is calculated by first estimating the nadir upwelling
radiance just beneath the water surface, Lun(0−), by extrapolating from, preferably, the two shallowest
depth measurements z1 and z2 assuming that the depth variation of Lun(z) between the surface,
z = 0, and z = z2, is exponential with constant diffuse attenuation coefficient for upwelling radiance,
KLu. Thus, using the convention that depths beneath the water surface are considered as positive
(but retaining the notation 0− for radiance just beneath the water surface),

Lun(0−) = Lun(z1, t1)exp[KLuz1] (3)

with,

KLu =
1

z2 − z1
ln

⎡⎢⎢⎢⎢⎢⎣Lun(z1, t1)

Lun(z2, t2)

E0+
d (t2)

E0+
d (t1)

⎤⎥⎥⎥⎥⎥⎦ (4)

where E0+
d (t1) and E0+

d (t2) represent the downwelling irradiance measured at times t1 and t2,
corresponding to the times of measurement of Lun(z1) and Lun(z2). If these radiances are measured at
precisely the same time, as is the case for most such implementations, then Equation (4) simplifies to:

KLu =
1

z2 − z1
ln
[

Lun(z1)

Lun(z2)

]
(5)

Finally, the water-leaving radiance is obtained from Lun(0−) by propagating the latter across the
water–air interface using,

Lwn =
TF

nw2 Lun(0−) (6)

where TF is the Fresnel transmittance of radiance from water to air and nw is the refractive index of water.
The refractive index of air, nair, is here assumed equal to unity. TF, which depends also on nw, can be
easily calculated from Fresnel’s equations in the case of a flat water–air interface, e.g., [3] chapter 4.2,
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and has a typical value of 0.975 at normal incidence for oceanic water. TF/n2
w takes a typical value of

0.543 for oceanic water [30]. In the case of a wave-roughened interface, by combining the reciprocity
condition between radiance reflectance and transmittance coefficients [31] and the simulations of Figure
18 of [32], it was established that there is negligible (much less than 1%) difference for TF between a flat
interface and a wave-roughened interface for wind speeds up to 20 m/s (neglecting the whitecaps and
breaking waves that occur already at wind speeds much less than 20 m/s) [33]. However, for a more
precise calculation of TF/n2

w it is necessary to take account of wavelength, salinity and temperature
variations of the refractive index, nw [34], both for oceanic waters [33] and for inland waters.

The choice of depth, z1, for the shallowest measurement is determined by the competing interests
of a shallow depth to reduce errors due to propagation to the surface and reducing the chances
of the shallow depth measurement broaching the surface. This choice is then dependent on the
sea-state expected at the measurement location. The choice of depth, z2, for the second measurement
is likewise a compromise between increasing z2 − z1, which reduces the uncertainty in the derived
KLu, the possibility of an inhomogeneous water column over the measurement depth thus not being
representative of KLu from z1 to the surface, the natural variation in KLu due to inelastic processes [35],
possible increased signal to noise because KLu is different at each wavelength, and an increase in overall
length of the structure.

In addition to the time variation of illumination conditions due to time-varying sun zenith angle
and diffuse atmospheric transmission (aerosols, clouds) which is accounted for in E0+

d (t1) and E0+
d (t2),

it is necessary to account for the temporal variation of underwater radiances Lun(z1) and Lun(z2)

associated with waves at the air–water interface. Wave focusing and defocusing effects [36–39] and
wave shadowing [40] may have very fast time scales, less than 1 s, and very short length scales,
less than 1 cm, giving a time-varying 3D light field. These effects are reduced by averaging for Lun(z1)

and Lun(z2) over a large number of measurements and making the extrapolation to depth 0− with

the time-averaged values Lun(z1) and Lun(z2) or Lun(z1)/E0+
d (t1) and Lun(z2)/E0+

d (t2) (performing
time-averaging on each parameter before taking the ratio). The probability density functions for
E0+

d (t1) and Lun(z, t) are skewed near the surface and approach normal distributions with depth [39,41].
For BOUSSOLE data, median averaging is used [26]. For MOBY mean averaging is used as defined in
p21 of [28].

At high wind speed and wave height various problems may occur affecting measurement quality or
usability. For example, whitecaps and/or breaking waves may affect the water-air Fresnel transmittance.
Tilt may become high. Depth measurement may become uncertain or sensors may even emerge from
water. Such conditions are usually excluded from satellite data products and validation analyses
anyway because the air–water interface correction of satellite data is also not suited for high whitecap
coverage and/or breaking wave conditions. There is no clear consensus on acceptable wind speed for
the Lw measurements, and this will clearly be dependent on the specific deployment equipment. A limit
of 10 m/s would give an estimated whitecap coverage of 1% for fully-developed wind waves [42].

2.2. Protocol-Dependent Sources of Uncertainty

The protocol-related sources of uncertainty are described in the following subsections.

2.2.1. Non-Exponential Variation of Upwelling Radiance with Depth

The vertical variation of upwelling radiance between the lowest measurement depth and the

air–water interface should be known

The essential assumption of exponential variation of Lun(z) used to extrapolate measurements
from two fixed depths to just beneath the water surface is only an approximation of reality. Firstly,
the water inherent optical properties themselves may vary with depth [43], for example because
of vertical variability related to thermal stratification including a “Deep Chlorophyll Maximum”,
or related to resuspended or river plume particles in coastal waters. Secondly, inelastic processes such
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as Raman scattering and fluorescence [35] cause non-exponential variation of radiance, particularly in
the red and near infrared for Raman scattering. Thirdly, while for a homogeneous aquatic medium the
attenuation with distance of a collimated beam of light can indeed be expected to be exponential the
same does not hold for a diffuse light field. The angular distribution of upwelling light varies with
depth, e.g., [44], and KLu depends on the angular distribution of light and so may be expected to vary
with depth even for a homogeneous water column and without inelastic scattering—see Figures 9.5
and 9.6 of [3].

If a more appropriate non-exponential functional form can be found to represent the vertical
variation of radiance with depth, e.g., by characterising vertical variability from profile measurements
or from radiative transfer modelling [45], it is possible to modify Equation (3) to improve accuracy of
the extrapolation, as suggested by using Case 1 models in Appendix A of [26] and [46].

The difficulties of non-exponential variation of upwelling radiance with depth become greater in
waters or at wavelengths where the diffuse attenuation coefficient is high compared to the reciprocal of
the measurement depths, e.g., in turbid waters and/or at red and near infrared wavelengths.

The uncertainty estimate associated with KLu can be validated by measuring KLu at high vertical
resolution and close to the surface, e.g., from occasional shipborne campaigns.

2.2.2. Tilt Effects

The radiance sensors should be deployed vertically

Non-verticality of radiometers, e.g., caused by wave- or current-tilting of floating structures,
will give uncertainty in the measurements of both E0+

d and Lun(z) because of the anisotropic nature
of the down- and up-welling light fields respectively. Therefore, it is necessary to measure the tilt of
radiometers using fast response inclinometers and perform appropriate filtering of non-vertical data
and/or averaging of data to reduce tilt effects.

The impact of tilt on E0+
d measurements is discussed in [5].

Tilt can also affect the effective underwater radiance measurement depths, zi, which should
therefore be measured continuously, e.g., using pressure sensors close to the optical sensors.

Obviously, minimisation of tilt can be a consideration in the design or in the location of validation
measurement structures. As an example, the BOUSSOLE structure was designed to have low sensitivity
to swell. The mean tilt of the buoy was measured as 4◦ (with 4◦ of pitching) for a 4.6 m swell of period
5.2 s [25] and data is rejected for tilt greater than 10◦ [26].

2.2.3. Self-Shading and/or Reflection from Radiometer and/or Superstructure

The light field should not be perturbed by the measurement radiometer and platform

In practice, the light field that is being measured is itself perturbed by the presence of solid objects
such as the radiometers and the superstructure used to mount them. These perturbations are most
pronounced when the water volume being measured (roughly defined horizontally by radiometer
field of view and vertically by the diffuse attenuation coefficient, KLu) is in some way shadowed from
direct sun, although shadowing of downwelling skylight and side/back-reflection of down/upwelling
light also contribute to optical perturbations.

Shading can lead to either under- or over-estimation of KLu depending on relative impacts at the
depths z1 and z2.

As regards the radiometers, self-shading can be minimised by using a sensor with fore-optics of
small diameter compared to the mean free path of photons. This requirement becomes more challenging
at longer wavelengths, such as in the near-infrared where the water absorption coefficient is high.
A partial correction for self-shading effects for a radiometer with idealised geometry was proposed [47]
for a concentric sensor, tested experimentally [48] and further generalized, including shallow water
effects [49]. This correction requires measurement or estimation of IOPs.
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As regards the superstructure, self-shading can be minimised by limiting the cross-section of the
structure above the radiometers, e.g., by a sub-surface buoy [25] rather than surface buoy, and by
increasing the distance between structure and radiometer, e.g., by the use of horizontal arms. The use
of multiple redundant radiometers at the same depth but differently affected by superstructure
and/or the measurement of superstructure azimuth and the identification/correction [50] of possible
superstructure effects can also reduce superstructure shading uncertainty and/or be used to validate
uncertainty estimates.

2.2.4. Bio-Fouling

The fore-optics of the radiance sensors should be kept clean

In addition to sensitivity changes inherent to the radiometer, modification of the transmissivity
of the fore-optics can occur because of growth of algal films, particularly for long-term underwater
deployments. Such bio-fouling can be mitigated: (a) by the use of shutters and/or wipers (provided
the latter do not themselves scratch optical surfaces), (b) by use of copper surfaces and/or release
of anti-fouling compounds close to the optical surface, e.g., p15 of [28], or by ultraviolet (UV-C)
irradiation [51] (c) by limiting the duration of deployments between maintenance [26], (d) by monitoring
optical surfaces in some way, e.g., occasional diver-operated underwater calibration lamps, e.g., p15
of [28], and (e) by regular diver cleaning of optics during the deployment.

In general, downward facing-sensors used to measure Lu are much less prone to bio-fouling than
upward-facing sensors used to measure Ed [52].

An accumulation of bubbles on the horizontal surface of the Lu fore-optics would also affect data
and radiometers should be designed to avoid trapping of bubbles, e.g., by removal of any concave
shields or collimators used for some above-water radiance sensors.

Fouling of the above-water upward-facing E0+
d sensor is described in [5].

Residual uncertainty related to bio-fouling (taking account of any biofouling corrections, e.g., linear
drift) can be estimated by comparing post-deployment calibrations before and after cleaning and by
comparing pre-/post-cleaning operations by divers using a portable calibration source or by using Lu

time series in stable conditions [53].

2.2.5. Depth Measurement

The depth of radiance measurements should be accurately known

The measurement equation implies that the depth of measurement is accurately known. For large
and permanent structures such as MOBY and BOUSSOLE, measurement of depth can be achieved
quite precisely using pressure sensors (including a simultaneous above-water measurement of
atmospheric pressure [54]) accounting for any time variation because of tilt and wave and current
effects. If fixed-depth measurements are used at shorter vertical length scales, e.g., in shallow lakes or
for measurement in high attenuation waters or wavelengths, depth measurements should be made
sufficiently accurate so as to not contribute significantly to overall measurement uncertainty.

2.2.6. Fresnel Transmittance

The Fresnel transmittance for upwelling radiance should be accurately calculated

The Fresnel transmittance, TF, used to propagate upwelling nadir radiance across the water surface
in Equation (6), is often assumed to have a constant value of 0.543 in sea water, but does vary with
wavelength, salinity and temperature via the index of refraction of water—see also Section 2.1 and [33]
where improvements on use of a constant value and uncertainties associated with TF are discussed.
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2.2.7. Temporal Fluctuations

Temporal fluctuations associated with surface waves should be removed

Measurements are averaged over a certain interval of time (see Section 2.1) to remove as far
as possible the fast variations associated with wave focusing/defocusing effects. Simulations can be
performed [39,41] to assess the effectiveness of different averaging approaches/time intervals and any
associated residual uncertainty.

If measurements from all sensors are not simultaneous the corresponding time corrections should
be made and residual uncertainty estimated.

2.3. Variants on the Fixed-Depth Underwater Radiometric Method

Section 2 has been written primarily for MOBY/BOUSSOLE-style systems where radiometers
are deployed at fixed underwater depths attached to a structure tethered to the sea bottom
in an approximately constant geographical location (notwithstanding possible small horizontal
movements associated with currents). Variants on this method, which are based on the same essential
measurement equation, are briefly discussed here.

While the MOBY/BOUSSOLE superstructures are designed with small optical cross-section to
minimise optical perturbations, buoys/platforms designed for other purposes, e.g., hydrographic
measurements or navigation-related structures, may also be used for underwater radiometric
measurements. The essential measurement equation and checklist of elements to be included in
the uncertainty budget remain the same, although measurement uncertainties associated with
superstructure shading will need to be very carefully assessed and will generally be much
more significant.

Fixed-depth measurements may also be made from ships, e.g., when using radiometers with
too slow a response time for fast vertical profiling. Again, the essential measurement equation and
checklist of elements to be included in the uncertainty budget remain the same, although measurement
uncertainties associated with ship shading/reflection will need to be very carefully assessed and will
generally be much more significant unless the radiometers are somehow deployed at a sufficient
distance from the ship.

At the time of writing, there are no known cases of multiple fixed-depth radiometric validation
measurements being made from a horizontally moving platform. In general, horizontally moving
platforms [24] (BioArgo, PROVAL, HARPOONS/Waveglider – see disclaimer at end before references)
can also move vertically and so use a measurement technique based on high vertical resolution profiling,
as described in Section 3.

The tethered attenuation chain colour sensors (TACCS) [55] is a variant on the fixed-depth
measurement, where a single underwater Lun measurement, made at 0.5 m depth, is supplemented by
a vertical chain of four downwelling irradiance sensors measuring Ed(z) at multiple depths, in addition
to the usual above-water E0+

d measurement. The diffuse attenuation coefficient, KEd, that is derived from
these Ed(z) measurements is then used as an approximation of the KLu, that is needed to extrapolate
Lun(−0.5 m) to Lun(0−). In one implementation [12] the Ed(z) measurements are made at a lower
spectral resolution that the Lun measurements, and KEd must, therefore, be interpolated/extrapolated
spectrally. In other respects this variant on the fixed-depth underwater radiometry method has the
same sources of uncertainty as listed in Section 2.2, except that further uncertainties must be assessed
relating to the modelling of KLu from KEd, and the spectral interpolation/extrapolation of KEd.

In some implementations a single measurement of upwelling radiance is made close to the
air–water interface [56]. The KLu required to extrapolate to the surface is then not measured but is
either assumed zero or estimated using a model which takes the Lun spectrum as input (potentially
repeated iteratively), giving a measurement uncertainty in both cases. In the optical floating system [57],
measurements were made within 2 cm of the surface in very calm conditions. Vertical extrapolation of
single depth near-surface measurements are discussed in Section 3E of [35].
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3. Underwater Radiometry—Vertical Profiles

Water-leaving radiance can also be measured using underwater radiometry based on vertical
profiling—see Figure 4. This method has frequently been used in supervised deployments from
ships [58] and can also be made from fixed platforms [43]. Theoretically, vertical profiling from a fixed
platform could also be automated and unsupervised, although in practice long-term deployments of
radiometers with moving underwater parts are vulnerable to mechanical failures. As an alternative,
unsupervised vertical profiles can be carried out from horizontally drifting platforms or “floats” [59,60],
as further described in Section 3.3.

Figure 4. Schematic of underwater vertical profile measurements. This sketch shows deployment
typical of a free-fall radiometer tethered to a ship, although the method is generic and does not need
to be ship-tethered, e.g., could be tethered to a fixed offshore platform or moored buoy, or could be
untethered and horizontally drifting, while profiling.

The first vertical profile radiometric measurements were generally made from winches attached to
ships [61]. However, it is clearly important to avoid as far as possible optical (shadow/reflection) [62]
and hydrographic perturbations (ship wake, ship hull and propeller-induced mixing, bow wave, etc.)
from the ship as well as vertical motion of optical sensors due to ship motion. It has been recommended
to make measurements from the stern of a ship with the sun’s relative bearing aft of the beam at
a minimum distance of 1.5/KLu from the ship or at greater minimum distance when deploying off the
beam of a large vessel—see Section 2.2, p8 of [63].

A popular method for getting radiometers away from ship perturbations is to float radiometers
away a few tens of metres and then profile vertically using a specially-designed rocket-shaped free-fall
platform [64]. More recently a new “kite” free-fall design allows slower profiling, closer to the water
surface [54]. Remotely operated vehicles can also be used [65].

In view of such improvements in deployment hardware that have become commercially available
over the last 15 years it is likely that fiducial reference measurements will generally not be made from
shipborne winch deployments, although this is not formally precluded provided that the measurement
is supported by a careful uncertainty analysis covering all perturbations specific to the ship/deployment
method/water type combination, including, for example, measurements made at different distances
from the ship and/or 3D optical model studies.
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Vertical profiles can also be made from offshore structures, including fixed platforms,
e.g., the WISPER system on the Aqua Alta Oceanographic Tower (AAOT) [43], or moored buoys with
a vertical wire-mounted package. These structures have the advantage over shipborne winches of
reduced tilt of radiometers and reduced hydrodynamic perturbations, although optical perturbations
still need to be evaluated, e.g., by measurements made at different distances from the platform [66]
and/or 3D optical model studies [67].

3.1. Measurement Equation

The fundamental measurement equation is similar to that used for fixed-depth measurements,
except that measurements are now available for a range of depths z1 ≤ z ≤ z2 for estimation of the
vertical variation of Lun(z).

By definition of KLu, the diffuse attenuation coefficient for Lun:

Lun(z, t0) = Lun(0−, t0)e−
∫ z

0 KLu(z′)dz′ (7)

where z is positive underwater and increases with depth beneath the surface (but retaining the notation
0− for radiance just beneath the water surface) and t0 is the time to which measurements are referred.
This gives, after natural logarithm transformation and reorganisation:

ln[Lun(z, t0)] = ln[Lun(0−, t0)] −
z∫

0

KLu(z′)dz′ (8)

If it is assumed that KLu is constant with depth over the depth range of measurements and up to
the water surface, then this simplifies to:

ln[Lun(z, t0)] = ln[Lun(0−, t0)] −KLuz (9)

Lun(0−, t0) is then obtained from vertical profile measurements as the exponential of the intercept
of a linear regression of ln[Lun(z, t0)] against z over a specified depth range.

Since measurements at different depths are made at slightly different times, t, the radiance
measurements are first corrected for any variations in above-water downwelling irradiance by:

Lun(z, t0) = Lun(z, t)
E0+

d (t0)

E0+
d (t)

(10)

Finally, the water-leaving radiance is obtained from Lun(0−, t0) by propagating the latter across
the water-air interface as in Equation (6).

A number of deployment and data-processing factors influence the quality of Lun(0−, t0) derived
from measurements of Lun(z, t):

• Measurements should be made as close as possible to the air–water interface to minimise
the uncertainties associated with extrapolation from depth, particularly if there are vertical
gradients of inherent optical properties or for wavelengths/waters with high vertical attenuation.
Very near-surface measurements are complicated by waves, which affect radiometer tilt and
vertical positioning as well as the radiance field itself (focusing/defocusing). To deal with this,
new profiling platforms have been designed for very slow and stable sampling close to the
surface [54].

• Sufficient measurements are needed for each depth (interval) to ensure that wave focusing and
defocusing effects can be removed, implying that profiling speed should be sufficiently slow,
adding to the time required to make a cast, a practical consideration, and the possibility of
temporal variation of illumination conditions, a data quality consideration.
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• The vertical profiling speed should be matched to the acquisition rate of the radiometers to ensure
that the depth z of each measurement can be determined with sufficient accuracy.

• The depth range z1 ≤ z ≤ z2 chosen for data processing is “the key element in extracting accurate
subsurface data from in-water profiles” [68]. z1 should be chosen sufficiently large to avoid
problems of near-surface tilt, wave focusing/defocusing and bubbles, but sufficiently small to
limit uncertainties associated with extrapolation to the surface, particularly for high attenuation
waters/wavelengths. Any depth interval with significant ship/superstructure shadowing must
also be avoided. In practice, the choice of depth range is generally made subjectively [11] because
of the difficulty to automate such thinking.

• The depth range z1 ≤ z ≤ z2 used in data processing can be wavelength-dependent (unlike for the
fixed-depth method of Section 2), e.g., using optical depth to set z2 differently at each wavelength.

• Different mathematical methods used to perform the regression analysis for Equation (9) and
different methods for filtering outliers [69] may give quite different results. Such considerations
were analysed in detail in the Round Robin experiments documented by [11].

• For measurements with significant temporal variability of E0+
d (t), some time filtering of E0+

d (t)
may be needed before application of Equation (10). For example, E0+

d (t0) may be chosen as the
median of E0+

d (t) over the measurement interval or, for ship-induced periodic variability, E0+
d (t)

may be first linearly fitted as function of t.

For profiling systems where the upcast is made by applying tension to a wire, only downcast
(“free-fall”) data is used to avoid irregular motion and high tilt.

3.2. Protocol-Dependent Sources of Uncertainty

The protocol-related sources of uncertainty are described here for the case of a profiling system
that is supposed to be fixed, or almost fixed, in horizontal space, e.g., tethered to a ship or an offshore
platform. Additional considerations to account for significant horizontal movements, e.g., from glider
platforms, are summarised in Section 3.3.

3.2.1. Non-Exponential Variation of Upwelling Radiance with Depth

The vertical variation of upwelling radiance between the highest measurement depth and the

air–water interface should be known

The essential assumption of exponential variation of Lun(z) from the measurement depth range
z1 ≤ z ≤ z2 to just beneath the air–water interface is clearly an approximation of reality. This assumption
will cause uncertainties in conditions of near-surface optical stratification, inelastic scattering
(Raman, fluorescence) and variability of the angular distribution of upwelling radiance, as already
described in Section 2.2.1 for fixed-depth radiometry.

The uncertainty associated with non-exponential variation of Lun(z) can be assessed for the
measurement range z1 ≤ z ≤ z2 by considering the goodness-of-fit of Equation (8), after suitable
filtering of temporal variability and taking account of realistic uncertainties. For 0 ≤ z ≤ z1, between the
measurement range and the surface, potential non-exponential variation of Lun(z) can be assessed by
model studies [45]. If this non-exponential variation is already considered in the fitting methodology,
then the uncertainty is reduced to the residual uncertainty associated with the difference between the
true non-exponential variation of Lun(z) and the estimated non-exponential variation.

Clearly z1 should be kept as shallow as possible, within constraints of deployment,
tilt contamination and temporal variability, particularly if there may be near-surface stratification of
the water column.
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3.2.2. Tilt Effects

The radiance sensor should be deployed vertically

Non-verticality of radiometers, e.g., caused by wave-tilting of free-fall platforms or ship
winch-deployed frames, gives uncertainty in the measurements of Lun(z, t) because of the anisotropic
nature of upwelling light fields. It is, therefore, necessary to measure the tilt of radiometers using fast
response inclinometers and perform appropriate filtering of non-vertical data and/or averaging of data
to reduce tilt effects [69].

The uncertainty associated with tilt effects can be estimated by reprocessing of oversampled
vertical profile measurements with different thresholds for removal of non-vertical data and by 3D
optical model simulations.

The impact of tilt on E0+
d measurements is discussed in [5].

Obviously, minimisation of tilt should be a consideration in the design of deployment hardware.
Vertical profiles carried out from fixed platforms suffer less from such tilt effects. The “rocket-shaped”
free fall platforms may suffer from high tilt, particularly in near-surface waters and high wave
conditions. The new designs of ”kite-shaped“ profilers [70] and autonomous profiling floats [60] have
significantly reduced tilt.

3.2.3. Self-Shading from Radiometers and/or Superstructure

The light field should not be perturbed by the measurement radiometers and platform

In practice, the light field that is being measured is itself perturbed by the presence of
solid objects such as the radiometers and the superstructure used to mount them, as discussed
previously in Section 2.2.3 for fixed-depth underwater radiometry. For free-fall radiometer platforms,
the considerations and corrections discussed in Section 2.2.3 as regards self-shading from the radiometer
collector and from the mounting frame are relevant also for vertical profiling. For ship-tethered
free-falling radiometers with an off-centre Lu sensor, azimuthal rotation should be controlled to have
the Lu sensor on the sunny side.

Redundant deployment of two sensors at the same depth but on different sides of a profiling
platform can help identify and remove the data worst affected by platform shading. Knowledge of
platform azimuth with respect to sun can help assess such effects [60].

For ship- or fixed platform-deployed vertical profiling radiometers, superstructure shading/reflection
effects may be considerable and should be carefully limited, by maximising horizontal distance from
the structure. Uncertainties should be estimated, e.g., by radiative transfer modelling [67,71] and/or by
in situ measurements at different distances from the structure.

3.2.4. Bio-Fouling

The fore-optics of the radiance sensor should be kept clean

Supervised underwater radiometric measurements generally do not suffer from bio-fouling
provided that fore-optics are kept clean between deployments.

Fouling of the above-water upward-facing E0+
d sensor is described in [5].

Unsupervised fixed location vertical profiling measurements are rare but would suffer from
similar problems to those described in Section 2.2.4 for fixed-depth measurements.

Horizontally drifting vertical profiling systems (Section 3.3) may arrange to spend most time
at great depth to minimise bio-fouling [24]. Residual bio-fouling uncertainties (after any biofouling
correction, e.g. linear drift) can be estimated by comparing pre- and post-deployment calibrations,
although recovery of horizontally drifting systems is not always possible.
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3.2.5. Depth Measurement

The depth of radiance measurements should be accurately known

The measurement equation implies that the depth of measurement is precisely known by a fast
response and appropriately calibrated pressure sensor located close to the optical sensor. Any permanent
vertical shift between depth sensor and optical sensor must be corrected and any tilt-induced vertical
difference between depth and optical measurements must be included in the uncertainty estimate.
Accurate measurement of depth and associated uncertainties is needed, including referencing to surface
atmospheric pressure at the moment of profiling (pressure “taring”) and temperature-sensitivity of
pressure transducers—see Section 5.2 of [54].

3.2.6. Fresnel Transmittance

The Fresnel transmittance for upwelling radiance should be accurately calculated

As in Section 2.2.6.

3.2.7. Temporal Fluctuations

Temporal fluctuations associated with surface waves should be removed

The removal of temporal fluctuations in Lun(z, t), e.g., from wave focusing/defocusing is
complicated for vertical profile measurements because both the light field and the measurement depth,
z, vary with t, and because measurements may be affected by both natural variability (wave effects,
water variability) and by deployment-related variability (e.g., tilt and vertical wave motions).

If all other factors (above-water illumination, water optical properties) are assumed invariant
in time during the measurements, or suitably corrected, and Lun(z, t) is assumed to be tilt-free after
filtering, then natural variability caused by wave effects [72] can be minimised by performing sufficient
measurements to allow adequate averaging. This can be achieved by slow profiling [54,73] or, if this is
not possible, by multicasting [68].

The uncertainty associated with all sources of temporal fluctuations must be estimated,
e.g., by testing alternative data processing options on oversampled measurements and by 4D optical
simulations [45]. Uncertainty estimates should be validated, e.g., by measurement intercomparison
exercises [12].

3.3. Variants on the Vertical Profiling Underwater Radiometric Method

Following on from the success of the Argo float network designed for physical oceanography,
a number of horizontally-drifting vertical-profiling radiometer platforms have been designed for
long-term unsupervised measurement of optical properties [24,59,60]. Such floats, when suitably
networked, allow for much better spatial coverage of the oceans (but not shallow seas or inland
waters). Typically, the radiometer will park at great depth during most of the day and night (to reduce
bio-fouling) and perform one or more vertical profiles per day (rising at about 4 cm/s to 10 cm/s or
slower), potentially timed to match the acquisition times of specific ocean colour sensors. Such systems
can also combine vertical profiling with near-surface fixed-depth ”drifting buoy“ measurements,
thus falling within both Sections 2 and 3 of this document and allowing the vertical profile KLu

measurements to be used for the near-surface single fixed-depth measurements.
The essential measurement equation and sources of uncertainty for such measurements are the

same as for other vertically profiling radiometers. As for all unsupervised measurements, biofouling,
particularly for the upward-facing E0+

d measurement [5], may be a significant source of uncertainty,
especially if the radiometer cannot be recovered for post-deployment calibration. On the other hand,
the possibility of diving deep limits exposure to biofouling.

In contrast to vertical profile measurements made from ships or fixed offshore structures, drifting
floats generally do not have a permanent above-water radiometer for E0+

d (t) and so there will be

82



Remote Sens. 2019, 11, 2198

an additional uncertainty associated with possible time variation of illumination conditions during the
vertical profile, although the latter may also be reduced by analysis of the Ed(z, t) profile data [74].

Floats can also accommodate radiometers on horizontal arms and redundant radiometers to
provide additional constraints on sensor drift and shading by platform [60].

4. Above-Water Radiometry with Sky Radiance Measurement and Skyglint Removal

4.1. Measurement Equation

In above-water radiometry one or two radiometers are deployed above water from a ship or fixed
structure to measure (a) upwelling radiance, Lu(0+, θv, Δϕ), at a suitable viewing nadir angle, θv < 90◦,
and viewing azimuth angle relative to sun, Δϕ, and (b) downward (sky) radiance, Ld(0+, 180◦ − θv, Δϕ),
in the “mirror” direction which reflects at the air–water interface into the water-viewing direction—see
Figure 5.

Figure 5. Schematic of above-water radiometry with measurement of sky radiance, Ld, and removal
of skyglint radiance, Lr. Dashed arrows indicate that contributions to the skylight reflected at the
air–water interface come from directions that are not directly measured by the Ld radiance sensor,
including possible contributions from the direct sunglint direction.

Then the water-leaving radiance in the water-viewing direction is estimated from the
measurement equation:

Lw(θv, Δϕ) = Lu

(
0+, θv, Δϕ

)
− Lr(θv, Δϕ) (11)

where the skyglint radiance, Lr, which cannot be measured directly, is typically estimated as a multiple
of the downwelling sky radiance, Ld, by

Lr(θv, Δϕ) = ρFLd
(
0+, 180◦ − θv, Δϕ

)
(12)

where ρF is a coefficient that represents the fraction of incident skylight that is reflected back towards the
water-viewing sensor at the air–water interface and is the Fresnel reflectance coefficient for a flat water
surface, or is called here the “effective Fresnel reflectance coefficient” for a roughened water surface.

The second part of this measurement Equation (12), which forms the basis of this protocol,
is adopted as a pragmatic way of estimating and removing the upwelling radiance that originates
from reflection at the air–water interface. However, it is well understood that such radiance may
originate from portions of the sky dome other than the portion that is actually measured, as defined
by (180◦ − θv, Δϕ) and the field of view of the Ld radiometer. Lr may include reflection of direct sun
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glint—see Figures 1 and 2 of [75] and Equation (1) of [76]. This is discussed further in Section 4.2.1.
In reality, the right hand side of (12) is an approximation of the convolution of sky radiances for
the full hemisphere with the wave slope statistics, defining the probability of encountering a part of
the air–water interface that reflects specularly into the direction (θv, Δϕ), and the Fresnel reflectance
coefficient for the corresponding incidence angle—see Chapter 4 and Equation (4.3) of [3] or Equation (3)
of [77] for a complete description.

In the case of a flat water surface with only specular reflection processes (i.e., no whitecaps or
other diffuse reflection processes) and with unpolarised downwelling light, and for an infinitesimally
small sensor field of view, ρF is simply given by the Fresnel reflectance equation and is plotted in
Figure 6:

ρF(θv) =
1
2

⎧⎪⎪⎨⎪⎪⎩
[

sin(θv − θt)

sin(θv + θt)

]2
+

[
tan(θv − θt)

tan(θv + θt)

]2⎫⎪⎪⎬⎪⎪⎭ (13)

where θv is the viewing nadir angle (“above-water incidence angle”) and θt is the angle of light
transmitted to below water after refraction:

θt = 180◦ − sin−1(sinθv/nw) (14)

where nw is the index of refraction of water with respect to air and is often approximated by the value
1.34 but does also vary with salinity, temperature and wavelength [3].

For nadir-viewing, θv = 0, and Equation (13) is replaced by:

ρF(0) =
( nw − 1

nw + 1

)2
(15)

The nadir viewing angle variation of ρF is illustrated for this flat-water surface and for modelled
wavy water surfaces in Figure 6.

Figure 6. Effective Fresnel reflectance coefficient, ρF, as function of viewing nadir angle, θv, for the flat
water case (Fresnel reflectance given by Equation (13)) and for a wind-roughened surface, modelled [75]
at 10◦ intervals for λ = 550 nm, θ0 = 30◦, and various wind speeds, W, for Lr with relative viewing
azimuth angles, Δϕv.

In reality:

• The water surface is not flat but is a wavy surface [32] implying that (a) the portion of sky reflected
into the water-viewing direction may come from directions other than Ld(0+, 180◦ − θv, Δϕ) [75],
and that (b) the incidence angle required for calculation of the Fresnel coefficient is different from
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θv, with spatial variation of the incidence angle within the sensor field of view that increases with
wave inclination.

• The downwelling light is not unpolarised, but, particularly for the molecularly scattered “Rayleigh”
component at 90◦ scattering angle from the sun, may be strongly polarised [78].

• Some radiometers have a field of view that can be quite significant, e.g., >10◦, meaning that the
measurements L0+

u (0+, θv, Δϕ) and Ld(0+, 180◦ − θv, Δϕ) are weighted averages over a range of
viewing angles (θv, Δϕ) and the model for ρF may need to account for different incidence angles
even for a flat water surface.

These considerations are dealt with in detail in the following Sections and their references.
As regards the classification of methods for measuring Lw, it is suggested here to drop the

Method1/2/3 above-water radiometry classification used in the NASA Ocean Optics 2003 protocols [79]
mainly for the E0+

d measurement and in future classify the above-water Lw measurements according to
viewing geometry, measuring radiance with:

• Viewing nadir angle, e.g., θv = 0◦ (pointing towards nadir) or θv = 40◦ or “other”.
• Viewing relative azimuth angle to sun for off-nadir measurements, e.g., Δϕ = 90◦ or Δϕ = 135◦

or “other”.

and

• The method used to estimate skylight reflected at the air–water interface.

In general nadir-viewing is avoided because of the high uncertainties associated with skyglint
removal in geometries close to sunglint [75] and because of difficulties in avoiding optical perturbation
from the ship/platform. However, there may be situations where nadir-viewing can be acceptable
(e.g., mirror-flat lakes, sensors deployed well above water surface from an optically small structure,
high sun zenith angle) provided that uncertainties are careful assessed and validated.

The measurement of polarized upwelling radiance [80,81] is considered as a variant of the
above-water Lw method – see Section 4.3.

In view of the quite different measurement uncertainties, the skylight-blocked approach
(SBA) [76,82] is treated in the separate Section 5.

Temporal Processing of Radiance Measurements

Measurement of both sky radiance and water radiance involves time integration for each
individual measurement and replicate measurements which are subsequently processed to yield a single
value for Lu(0+, θv, Δϕ) and Ld(0+, 180◦ − θv, Δϕ) where the overbar represents the multitemporal
measurement, typically called “time-average”, although the temporal processing may be different from
a mean average and will generally involve prior outlier removal or time series based quality control.

The integration time depends on the radiometer concept and the brightness of the target.
Filter-wheel radiometers generally measure fast, typically at many hertz, whereas spectrometer-based
systems may be fast, e.g., 8 ms to 32 ms, for bright targets such as the sky, but much slower,
e.g., integration time of 1 s to 4 s, for darker targets such as water.

For the sky radiance measurement, Ld(0+, 180◦ − θv, Δϕ), a small number of replicate
measurements should be sufficient. If the sky conditions are good (clear blue sky) then 3 to 5
replicates should be sufficient to establish this and provide a mean average and standard deviation for
this parameter. If the sky conditions are not good (e.g., scattered clouds and/or partially obscured sun)
then this will also be immediately apparent from even a low, e.g., 3 to 5, number of replicates either in
the standard deviation or in the magnitude of Ld/E0+

d at 750 nm, which will be much higher than that
of an ideal sky model, see Web Appendix 1 of [22].

For the water radiance measurement, Lu(0+, θv, Δϕ), a much larger number of replicate
measurements is needed because of the rapid and large temporal variations associated with surface
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gravity waves. These variations include the darkening/brightening effect of large surface gravity waves
oriented towards/away from the sensor (because of air–water interface reflectance differences and/or
reflection of brighter/darker portions of the sky) as well as the very bright, small and fast sunglint
“flashes” from specular reflectance of direct sun at suitably oriented capillary wave facets, particularly
when viewing at low θv − θ0, low Δϕ and for high wave amplitudes. The temporal processing of
Lu(0+, θv, Δϕ) measurements should also depend on the integration time of each measurement and
may be linked to the method for estimation of ρF. For example, a temporal processing method has
been used for a rapidly sampling, small field of view radiometer that retains the minimal values
of Lu(0+, θv, Δϕ) over a number of replicates and uses a flat sea model for ρF using the principle
that sunglint flashes and brighter waves can be resolved and eliminated by the minimum filter [83].
A different approach was suggested [75] for the case effectively of a slowly sampling radiometer
where the contributions of different wave facets cannot be isolated but are effectively averaged in time
(and possibly space, depending on the field of view and distance from the water surface) for each
individual Lu(0+, θv, Δϕ) measurement. In the latter case a quite different value of ρF may be required
from that of the flat water surface model of Equation (13)—see Figure 2 of [84].

4.2. Protocol-Dependent Sources of Uncertainty

The protocol-related sources of uncertainty are described in the following subsections.

4.2.1. Estimation of Reflected Skylight

Upwelling radiance from reflection at the air–water interface (skyglint/sunglint) should be removed

The most critical aspect of above-water measurements of Lw lies in the removal of skylight
reflected at the air–water interface, represented by the coefficient ρF in Equation (11). For waters or
wavelengths where Rrs is low, the right-hand side of (11) can be the difference of two values which
are much larger than the left hand side. For example, in clear waters in the near infrared, Lw may
be negligibly small whereas Lu(0+, θv, Δϕ) and ρFLd(0+, 180◦ − θv, Δϕ) are not. Any uncertainty in
ρF is then greatly amplified when taking the difference. It is important to note that the uncertainty
on ρFLd(0+, 180◦ − θv, Δϕ) is an absolute uncertainty for Lw [22] that is unrelated to the value of Lw

itself and so becomes more important in relative terms as Lw decreases. This is in contrast to most
radiometer-related uncertainties (calibration, E0+

d cosine response, radiometer thermal sensitivity,
etc.) which are relative uncertainties that can be expressed as a percentage of the desired parameter,
Lw or Rrs.

In view of the importance of estimating Lr or the product ρFLd(0+, 180◦ − θv, Δϕ) there is quite
large diversity of approaches. In the crudest approach, ρF is simply taken from the flat sea Equation (13)
and therefore generates large uncertainties that may be strongly positively biased for Lw. For waters
with low red or near infrared reflectance, a further “residual” correction may be applied [85], assuming
that Lw = 0 for a suitable wavelength, λ0, and that Lr(θv, Δϕ) has spectral variation given by
Ld(0+, 180◦ − θv, Δϕ).

Such an approach may also be used in highly absorbing waters at both ultraviolet and near
infrared wavelengths to provide two fixed points at each extreme of the spectrum for a full spectrum
construction of Lr(θv, Δϕ) [86].

For brighter waters, a wavelength λ0 with negligible Lw may not exist and, in an approach
analogous to turbid water aerosol correction algorithms, a “turbid water” residual correction was
proposed [87] based on measurements at 715 nm and 735 nm. This approach was generalised for
any pair of near infrared wavelength [88], but was suggested for use in quality control/uncertainty
estimation rather than data correction.

Scalar radiative transfer simulations were carried out [75] to establish ρF as function of sun and
viewing geometry (θ0,θv, Δϕv) and wind speed at a height of 10 m above the water, W, assuming
a Cox-Munk relationship [89] between surface wave field and wind speed. In general, the directionality

86



Remote Sens. 2019, 11, 2198

of the wave field (in particular the azimuth angle between wind direction and sun) is not accounted
for when applying such corrections, although variability with wind direction has been observed [89]
and this directionality may affect data [40]. In the case of fetch-limited inland waters W will typically
be set to zero or a small value, since the Cox–Munk relationship will not apply. Similarly in overcast
conditions (not very relevant for satellite validation) the dependence on surface wave field and/or
W is also less strong and a constant value of ρF = 0.028 has been proposed [75]. The table of values
calculated for ρF as function of (θ0,θv, Δϕv) and W is provided for download at [90], together with
an updated table including polarisation effects [91], as described below.

It has been noted [76] that, since contributions to Lr( θv, Δϕ) arise from different portions of the
sky (including direct sun) when the surface is not perfectly flat, these will have different spectral shapes
from the Ld(0+, 180◦ − θv, Δϕ) that is measured. This effect is not accounted for in the simulations
of [75] where the model assumes the same colour of the sky in all directions.

Sky radiance measured over small inland waters may include a component of light which has
been scattered by land and then further backscattered in the atmosphere, giving, near vegetated land,
a stronger near infrared contribution than typical oceanic skies [92].

For measurements made in inland waters very close to trees or in the vicinity of steep mountains,
the sky radiance measurement may even include directly light from objects that are not sky—such
problems could be mitigated by choosing the most favourable of the two possible relative azimuth
angles (left or right of sun) although it will clearly be very challenging to make good measurements in
such circumstances of highly anisotropic downwelling “skydome” hemisphere.

It has been shown that ρF is, in reality, significantly lower than that in the simulations of [75]
because the downward radiance is not unpolarized [93]. This effect is particularly strong when
viewing near the Brewster angle of about 53◦. Further simulations do take account of such polarisation
effects [91,94] and the impact of aerosols, showing the further dependency of ρF on aerosol optical
thickness [95]. Other simulations take account of polarisation effects and also demonstrate that quite
different mean surface slopes and hence quite different surface reflectance factors can arise from a single
wind speed [40].

In one study, also taking account of polarization, the sunglint and skyglint components of
light reflected at the air–water interface are treated separately [77]. In that formulation, the reflected
light is still modelled as a multiple of the measured incident skylight in the sky-viewing direction,
Ld(0+, 180◦ − θv, Δϕ), but the air–water interface reflection coefficient, ρF, is split into two reflection
coefficients, ρsun(λ), and ρsky(λ) representing respectively the sunglint and skyglint contributions.
Although these coefficients are considered as “spectrally varying” in that paper it is noted that this
“spectral variation” is a model to correct for the fact that the Ld(0+, 180◦ − θv, Δϕ) measurement is not
representative of the spectral variation of sky radiances from all portions of sky (including direct sun)
that are reflected towards the water-viewing sensor. The true spectral variation of the flat sea Fresnel
coefficient, because of salinity and temperature related variation of the refractive index of water, is less
significant (but also accounted for in that study). Using this decomposition of Lr(θv, Δϕ) into skyglint
and direct sunglint components [77], the spectral variation of the latter follows the spectral radiance of
the direct sun radiance, which is clearly different from the measured sky radiance Ld(0+, 180◦ − θv, Δϕ)
and may be closer in spectral variation to that of the measured downwelling irradiance, E0+

d .
The effective air–water interface reflection coefficient, ρF, has been modelled for a continuum of

viewing nadir and azimuth angles, sun zenith angles and wind speeds [84]. The impact of aerosol
optical thickness on ρF was demonstrated and it was recommended that above-water radiometric
measurements be accompanied by measurements of aerosol optical thickness.

In a way that is analogous with the development of full spectrum coupled ocean-atmosphere
modelling in satellite data atmospheric correction algorithms, more complex schemes have been
proposed for taking account of the expected spectral shapes of Lw and ρFLd(0+, 180◦ − θv, Δϕ).
e.g., [96].
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For hyperspectral measurements it has been proposed [97] to use the fact that Rrs can be expected
to be spectrally quite smooth whereas both Lu(0+, θv, Δϕ) and ρFLd(0+, 180◦ − θv, Δϕ) are affected
by atmospheric absorption features. Thus ρF can be constrained or estimated as the value that will
yield a spectrally smooth Rrs.

While there have been many recent and diverse developments for the removal of skyglint in data
post-processing, the acquisition geometry of θv = 40◦ viewing angle for the water and 180◦ −θv = 140◦
viewing angle for the sky observations, as proposed in [75] and endorsed by [79], remains a very
robust and practical approach: viewing angles below 40◦ are more often associated with the impact
of sunglint effects [84], while at viewing angles larger than 40◦ the reflectance coefficient becomes
more sensitive to the small changes of the viewing angle as clearly follows from Figure 6. In addition,
for moderate wind speeds the impact of aerosol optical thickness and polarization on the reflectance
coefficient is typically smaller than for other viewing angles [84]. The azimuth angle for the water and
sky observations should be closely monitored and should be the same for both measurements because
of the significant azimuthal gradient of the sky radiance [84].

Using a hyperspectral imaging camera, relative uncertainties for Lw have been estimated arising
from Lr correction for the spectral range 450 nm to 900 nm and for viewing angles 20◦ to 60◦ as
a function of wind speed [84]. These uncertainties are most critical at blue wavelengths for waters with
low blue reflectance, typical of coastal waters, where Lr/Lw is greatest. That study [84] also showed
that both water and sky radiance measurements are not sensitive to the field of view (FOV) of the
optics for FOV between 4◦ and 31.2◦ for measurements made at between 6 m and 8 m above water
level with integration time 20 ms to 50 ms for a wind speed of 5.6 m/s.

If Lu and Ld are measured with different radiometers, e.g., as in the implementation of [22], then the
differences between the radiometer sensitivities as a function of wavelength will add some measurement
uncertainty for the spectrally-binned Lw—this is often visible in hyperspectral measurements where
narrow and strong atmospheric absorption features, such as oxygen absorption near 762 nm, lead to
“blips” in Lw or Rrs spectra.

In view of the wide diversity of approaches for estimation of ρF [98] and continued research into
methodological improvements, the present document does not intend to prescribe a single protocol
for estimating Lr( θv, Δϕ) or ρF in FRM measurements. In fact, for most data acquisition protocols,
different methods for estimating ρF or Lr( θv, Δϕ) can be applied in post-processing and could be
applied to historical data. Rather the approach of the current document is merely to insist that the
uncertainties of any approach be thoroughly estimated and validated.

One method for estimation of uncertainties associated with Lr(θv, Δϕ) removal is to consider
the spectral consistency of Rrs(θv, Δϕ) in the near infrared. For clear waters and at sufficiently long
wavelength Rrs can be assumed zero and any offset in measurements can be used as an estimator
of total measurement uncertainty, provided this information has not already been used to perform
a “residual correction” of data—this approach was suggested by [99], although in their study the
uncertainty was expected to come more from ship perturbations (Section 4.2.3) than from Lr(θv, Δϕ)
removal. The approach was extended [88] for moderately turbid waters, where Rrs is non-zero in
the near infrared, but adopts a spectral shape determined primarily by the pure water absorption
coefficient [22].

4.2.2. Tilt and Heading Effects

Radiance measurements should be made at exactly the prescribed viewing nadir and relative

azimuth angles

The uncertainty in the pointing angle of radiometers used for measuring both Lu(0+, θv, Δϕ) and
Ld(0+, 180◦ − θv, Δϕ) must be propagated through to give an uncertainty for Lw(θv, Δϕ).

When operating from boats inaccuracies in pointing angle may arise from (a) the initial setup and
levelling of radiometers for the “at rest” balancing of the boat, and any resetting that is required during
a campaign, e.g., because of changes in boat balance (ballasting, fuel and water tanks, deployment
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of equipment overboard by crane, etc.) and; (b) pitch and roll, which may easily reach 10◦ or more
in heavy sea states or for small boats. Above-water radiometry from most fixed platforms is not
significantly affected by wave- or wind-induced tilt and angular accuracy of <1◦ is easily achieved
with a rigid structure, but can be exceeded for a flexible mast.

The impact of tilt can be estimated and reduced by: (a) measuring the inclination of the radiometers
or the mounting platform/ship with a fast response well-calibrated inclinometer and removing all
data where tilt exceeds a user-defined threshold; and (b) calculating the mean average and standard
deviation of a time series of replicate measurements.

For the Lu(0+, θv, Δϕ) measurement, tilt, particularly any setup angle error, will affect the
effective angle of data for Lw(θv, Δϕ) and hence any bidirectional corrections that may subsequently be
applied to reproject data to nadir-viewing or to the satellite-viewing geometry. However, the related
uncertainties will generally be low provided that data are sufficiently tilt-thresholded before processing.
Tilt will also affect the effective incidence angle for calculation of the effective Fresnel reflectance,
particularly for high wave conditions and when viewing at high viewing nadir angle such as >40◦.

While pointing away from the sun azimuth minimizes the azimuthal variation of effective Fresnel
reflectance, the deviation between nominal Δϕ and actual Δϕ provides an additional source of
uncertainty. The actual Δϕ should therefore be measured, typically using a magnetic compass and
modelled sun azimuth angle for shipborne measurements. For unsupervised deployments a reference
azimuth is generally set during installation by sun-pointing and is regularly checked.

For the Ld(0+, 180◦ − θv, Δϕ) measurement, tilt will result in a different portion of the sky
being measured from the sky that is effectively reflected by the air–water interface into the
water-viewing sensor.

4.2.3. Self-Shading from Radiometers and/or Superstructure

The light field should not be perturbed by the measurement platform

Measurements from boat- and platform-mounted water-viewing radiometers may be contaminated
by optical perturbations from the boat/platform. These perturbations are most pronounced when
the water volume being measured is in some way shadowed from direct sun, although shadowing
of downwelling skylight and reflection of downwelling light from structures also contribute to
optical perturbations.

For the above-water optical perturbations to Ed, one can imagine operating a fish-eye camera
pointing vertically upwards from the water surface at the centre of the radiometer field of view—see
Figures 2 and 3 of [5] except that, in the context of impact on the Lw measurement, the location for
such photos is the water surface target. Anything in the hemispherical picture that is not the sun/sky
represents an optical perturbation, that will be wavelength-dependent and may be either positive or
negative, e.g., blue sky replaced by part of the ship. This effect is most important for objects close to
zenith because of their greater contribution to the cosine-weighted integral of Ed (see Equation 2 of [5]),
for objects close to the sun where sky radiance is greatest and for objects which occupy a large solid
angle of the sky.

The ship/platform may also throw a shadow (or reflections) that affect the underwater light
field and hence Lw(θv, Δϕ), particularly in clear waters and/or for wavelengths with low diffuse
attenuation coefficient.
Optical perturbations from the ship/platform are generally reduced in the system design by:

1. Mounting the water-viewing radiometer as high as possible, e.g., on a telescopic mast [100,101];
2. Choosing the radiometer mounting position to limit optical perturbations, e.g., at the prow of

a ship, facing forward [22,102] or at a corner of a fixed offshore platform [103];
3. Viewing at a moderate nadir angle, because low nadir angle viewing generally implies that the

ship/platform will be closer to the water target and will occupy a larger solid angle of the sky as
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seen from the water surface (but too large nadir angle will increase uncertainties associated with
effective Fresnel reflectance calculation); and

4. Considering the viewing azimuth angle as a compromise between avoiding sunglint (need high
Δϕ—see Section 4.2.1) and avoiding direct shadow (need not too high Δϕv).

Finally, the ship/platform may also affect the surface roughness and effective ρF described in Section 4.2.1
by wind-shadowing so that the measured wind speed no longer represents the wave field producing
sunglint/skyglint.

Optical perturbations caused by the radiometers themselves are generally not a problem unless
the radiometers are operated very close to the water surface, e.g., within 1 m.

Uncertainties associated with optical perturbations can be assessed by 3D optical simulations [67],
by making measurements at different distances from the ship/platform and/or by very high resolution
satellite/aircraft/drone measurements.

4.2.4. Bio-Fouling and Other Fore-Optics Contamination

The fore-optics of the radiance sensor(s) should be kept clean

In addition to sensitivity changes inherent to the radiometer, modification of the transmissivity of
the fore-optics can occur because of deposition of atmospheric particles and/or water (rain, salty sea
spray) and/or bio-fouling from animals (spiders, insects, birds, etc.) on the fore-optics or associated
collimator tubes.

Such contamination can be easily avoided by regular checking and cleaning of the fore-optics in
supervised deployments, but may be problematic for long-term unsupervised deployments, particularly
for the upward facing Ld(0

+, θv, Δϕ) sensor. Sea spray can leave a salty deposit on fore-optics and can
be reduced by mounting sensors sufficiently high above the sea surface.

For long-term unsupervised deployments fore-optics contamination can be significantly reduced
by parking the radiometer facing downwards (e.g., CIMEL/Seaprism approach) when not measuring
and during periods of rain, as detected by a humidity sensor. Collimator tubes or other concave
shielding of the fore-optics may also help reduce fore-optics contamination, e.g., from sea spray,
but may provide attractive shelter to spiders and insects.

The uncertainty related to bio-fouling and other foreoptics contamination can be estimated by
comparing post-deployment calibrations before and after cleaning.

4.2.5. Temporal Fluctuations

Temporal fluctuations associated with surface waves should be removed

Measurements are averaged over a certain interval of time to remove as far as possible the
temporal variations associated with surface gravity waves—see Section 4.2.1. Variations in illumination
conditions, e.g., clouds/haze passing near the sun, or in cloudiness of the portion of sky that reflects
into the water-viewing sensor, can be detected in time series of replicates and the associated data can
be rejected if a user-defined threshold of variation is reached.

If Ld(0
+, 180◦ − θv, Δϕ) and Lu(0+, θv, Δϕ) are measured with the same radiometer then

illumination changes between these two measurement times should be monitored, e.g., via continuous
Ed(0

+) measurements.
Uncertainties associated with any temporal fluctuations of illumination conditions (both the direct

sun and the sky in the sky-viewing direction) that pass the time series quality control can be quantified
by simple model simulations.
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4.2.6. Bidirectional Effects

The viewing geometry (nadir and relative azimuth angle to sun) should be accurately known

The difference between satellite and in situ viewing directions and associated BRDF corrections,
as mentioned in Section 1.2 is outside the scope of the present study and warrants a study of its
own, although it is noted here that off-nadir angles, e.g., θv = 40◦, are generally used in above-water
radiometry. BRDF corrections from off-nadir to nadir-viewing geometries are more significant in
optically shallow waters.

4.2.7. Atmospheric Scattering between Water and Sensor

The atmospheric path length for scattering between water and sensor should be negligible

Atmospheric scattering (or absorption) can occur between the water surface and the radiance
sensor introducing an error in the Lu measurement. In practice this is often ignored because the
deployment height is typically only a few metres. However, for completeness in the FRM context
and particularly when deployments are made from high masts (to avoid superstructure and shading
effects), the uncertainty associated with atmospheric scattering between water and sensor should
be estimated.

4.3. Variants on the Above-Water Radiometric Method

In addition to the various viewing geometries that have been used for above-water
radiometry, one important protocol variant was introduced [80] and further developed [81],
for the SIMBAD/SIMBADA radiometers with a vertically polarising filter placed as fore-optics
and a measurement protocol with θv = 45◦ and Δϕ = 135◦. This design allows dramatic reduction
of the magnitude of Lr(θv, Δϕ) and hence associated uncertainties, provided that the polarising
filter can be adequately calibrated and the residual polarised component of reflected skyglint can be
adequately modelled.

Above-water measurements could also be made for multiple nadir and azimuth angles, e.g., from
a robotic pointing system or from an imaging camera system [104].

It is entirely feasible to combine both polarised and unpolarised measurements of Lu(0+, θv, Δϕ),
e.g., in a filter-wheel radiometer or by mounting in parallel radiometers with and without polarising
filters [105]. The main component of skyglint can be effectively removed for a range of viewing angles
by use of a vertical polarizer [106]. However, small background noise still exists because of different
orientations of the wave facets and the sunglint is not well removed by a vertical polariser because
polarization is in a different plane. The partial polarization of Lw itself needs to be considered in
such techniques.

Theoretically above-water radiometric measurements could be made for satellite validation
from low altitude airborne platforms such as tethered balloons or drones, which would have
advantages in terms of reducing optical perturbation by increasing distance from the water surface.
However, in practice, the control of viewing geometry (platform stability) and logistical considerations
(power supply, cleaning, maintenance) seems to preclude significant use of such platforms for
unsupervised measurements at present.

5. Skylight-Blocked Approach

5.1. Measurement Equation

In view of the potentially large uncertainties which may arise from the skyglint correction of
above-water radiometry (Section 4.2.1), the SBA was suggested [76,107,108] and further developed [82].
In this approach the upwelling radiance measurement is made with a radiance sensor to which
an extension cone or cylinder is added so that the tip of the cone/cylinder lies fully beneath the
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air–water interface but the sensor fore-optics remains in air—see Figure 7. A photograph of an actual
deployment can be found in Figure 2 of [82].

Figure 7. Schematic of above-water radiometry with skylight-blocked approach. Note that the
radiometer fore-optics are in air, but the radiometer body is extended with a cone or shield (black lines)
that extends below the water surface, ensuring blocking of skylight reflection.

With this approach there should be no skyglint reflected at the air–water interface and the
measurement equation is simply given by:

Lw(θv, Δϕ) = Lu

(
0+, θv, Δϕ

)
(16)

This measurement can be made for the nadir-viewing direction, θv = 0, typically from a buoy
which is floated away from a ship or tethered to a mooring, but other configurations are possible
(see Section 5.3).

Measurement of water radiance involves time integration for each individual measurement and
replicate measurements which are subsequently processed to yield a single value for Lu(0+, θv, Δϕ)
where the overbar denotes the multitemporal measurement, typically called “time-average”, although
the temporal processing may be different from a mean average.

The integration time depends on the radiometer design and the brightness of the target. Filter-wheel
radiometers generally measure fast, typically at many hertz, whereas spectrometer-based systems may
be much slower, e.g., integration time of 1 s to 4 s, for dark targets such as water.

5.2. Protocol-Dependent Sources of Uncertainty

The protocol-related sources of uncertainty are described in the following subsections.

5.2.1. Self-Shading from Radiometers and/or Superstructure

The underwater light field should not be perturbed by the measurement radiometer, sky-blocking

cone and platform

The skylight blocking cone/shield is designed to fully block all downward radiance at the air–water
interface so that the reflection of skylight from the air–water interface is zero with zero uncertainty
provided that there are no internal reflections within the cone and from the sensor fore-optics. However,
in practice the cone/shield and radiometer will also block sun and skylight illuminating the water
volume that is being measured. This (spectrally-dependent) uncertainty, also called self-shading,
needs to be evaluated and will depend on:

• Diameter of the cone/shield (preferably small);
• Angular variation of downwelling radiance (preferably high sun zenith angle);
• Inherent optical properties of the water (preferably low absorption);
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• Distance of the cone beneath the air–water interface (preferably very small compared to a vertical
attenuation length scale).

The first three parameters are similar as for the process of radiometer self-shading for underwater
radiometry [47]. Minimisation of the distance of the cone beneath the air–water interface depends on
surface wave height and stability of the deployment platform and should be measured or estimated.
Outliers caused by waves can be removed during data processing.

The uncertainties associated with self-shading using this protocol have been estimated by [109],
who propose also a scheme for correcting for these effects.

Further contamination of measurements may arise from optical perturbations from the deployment
platform, typically a buoy floated away from a ship to a distance sufficient to ensure no optical
contamination from the ship itself. Clearly the water volume being measured should not be in the
direct sun shadow of any deployment platform (buoy). This can be achieved by duplicate radiometers
on opposite sides of a buoy, one of which will always be outside the direct sun shadow. Measurement
of the azimuthal rotation of the deployment structure with respect to sun will facilitate estimation
of the uncertainty relating to optical contaminations. Figure 4 of [109] shows, from 3D Monte Carlo
simulations of the structure, that azimuthal dependence of self-shading is low provided that direct sun
shadow is avoided.

Even if outside the direct sun shadow the deployment structure will to some extent modify the
downwelling radiance field illuminating the water volume. Consequent uncertainties can be estimated,
as for the other methods (Section 2.2.2), by 3D optical modelling, by high-resolution imagery (e.g., from
drone-mounted cameras) or by experiments with radiometers held at different distance from the
deployment structure.

5.2.2. Tilt Effects

The radiance sensor should be deployed vertically

Any variation in the pointing angle of the radiometer (“tilt”) must be considered to give
an uncertainty for Lwn as for fixed-depth underwater measurements—Section 2.2.2.—but using here the
above-water angular variability of Lw. Typically a tilt threshold will be set for acceptable measurements
and the associated uncertainty can be assessed from model simulations.

5.2.3. Bio-Fouling and Other Fore-Optics Contamination

The fore-optics of the radiance sensor should be kept clean

Since this protocol involves a downward-facing sensor with shadowed fore-optics, bio-fouling
from algae is not expected to be a major problem, even for unsupervised deployment—see also
Section 2.2.4 for fixed-depth underwater radiometry.

More problematic may be the possibility of water droplets reaching the fore-optics, which is
supposed to be in air. For seaborne deployments, salt water reaching the fore-optics may leave a salty
deposit. This can be particularly problematic in high sea state, but can be limited by choice of a stable
deployment platform [82] and a sufficiently long and air-tight cone/shield (subject to radiometer field
of view constraints). In addition, for supervised deployments, a small brush can be used to clean the
fore-optics regularly.

The uncertainty related to any foreoptics contamination can be estimated by comparing
post-deployment calibrations before and after cleaning.

5.2.4. Temporal Fluctuations

Temporal fluctuations associated with surface waves should be removed

Measurements are averaged (after quality control) over a certain interval of time to remove as far
as possible the fast variations associated with natural variability (wave focusing/defocusing—see also
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Section 2.2.7), and with surface gravity waves, which may affect the depth of water in the shield/cone
(Section 5.2.1).

Variations in illumination conditions, e.g., clouds/haze passing near the sun, can be detected in
time series of Lw/E0+

d or E0+
d and the associated data can be rejected if a user-defined threshold of

variation is reached. Uncertainties associated with any rapid fluctuations of illumination conditions
that pass the time series quality control can be quantified by simple model simulations.

5.3. Variants on the Skylight-Blocked Approach

The SBA protocol could be used with various radiometers, shields/cones and deployment methods
(buoys, etc.). The preceding subsections are thought to be sufficiently generic to cover these variants.

6. Conclusions

6.1. Summary of the State of the Art

This paper reviews the current state of the art of protocols for the measurement of
water-leaving radiance for validation of satellite remote-sensing data over water in the FRM context.
This review focusses particularly on protocol-related elements of the measurement uncertainty budget.
These aspects of the protocol are discussed with reference to documented studies and guidelines are
provided on how to estimate such uncertainties, e.g., design of experiments and/or model studies.

Four basic measurement protocols have been identified:

• Underwater radiometry using fixed-depth measurements (“underwater fixed depths”);
• Underwater radiometry using vertical profiles (“underwater profiling”);
• Above-water radiometry with sky radiance measurement and skyglint removal (“above-water”); and
• On-water radiometry with optical blocking of skylight (“skylight-blocked”).

These protocols are summarized in Table 1 as regards equipment, protocol maturity, automation
aspects, and challenging waters/wavelengths.

In this review we have tried to cover a very wide range of potential environmental conditions
and a rather generic consideration of the four basic protocol families. For example, the MOBY and
BOUSSOLE systems are obvious models for the underwater fixed-depth method and are both operating
from floating platforms in deep, oligotrophic “case 1” waters with high performance and high cost
infrastructure and instrumentation. However, the fixed-depth protocol can be applied in very different
circumstances such as in very shallow inland waters (with much closer vertical spacing of radiometers)
or from fixed platforms (with negligible tilt). Similarly, the AERONET-OC system is an obvious model
for above-water radiometry and is characterised by fixed, offshore platforms with negligible tilt and
no azimuthal rotation (of the platform itself). However, the above-water protocol can be applied in
very different circumstances, e.g., from ships, or even small boats, with tilt and azimuthal rotation.
The overview of protocol-related uncertainties given in Table 2, therefore, refers to the generic protocol
rather than to any of these specific implementations.
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6.2. Underwater or Above-Water Measurement?

So which is the best approach to use? A newcomer to the field of water radiance measurements
will typically be confronted with important decisions for:

• purchasing radiometers and associated equipment;
• purchasing, renting or arranging access to a deployment platform such as a fixed structure

(offshore platform, jetty, pier, buoy, etc.), a ship (research vessel, small boat, passenger ferry
“ship of opportunity”, etc.), a drifting underwater platform, or even a low-altitude airborne vehicle
(tethered balloon, drone, etc.); and

• training and financially supporting staff to make the measurements (if supervised) or to setup and
maintain and monitor the measurement system (if unsupervised), including radiometer checks,
calibration and characterisation and data processing, quality control, archiving and distribution.

The choice of protocol will affect both the quality and quantity of data and the setting and
running costs of acquiring data. The choice of protocol will obviously be driven by the objectives of the
measurement program and the environmental conditions (type of water: brightness, colour, depth,
vertical homogeneity) as well as by any cost constraints and/or cost-sharing opportunities (such as the
existence of platforms or other measurement programs).

The main fundamental differences in data quality that can be expected between the two underwater
methods and the above-water (skyglint corrected) method, in their most generic implementations,
can be related to the need for vertical extrapolation in the underwater methods and the need for
skyglint correction in the above-water method:

• Uncertainties associated with vertical extrapolation in underwater methods will be highest for
situations (water types, wavelengths) where the diffuse attenuation coefficient length scale, 1/KLu,
is small compared to the depth of the highest usable upwelling radiance measurement, z1. Thus,
the requirement for underwater measurements close to the surface becomes more and more
demanding for waters/wavelengths with high KLu, including blue wavelengths in waters with
high coloured dissolved organic matter (CDOM) or high non-algae particle (NAP) absorption and
red and, a fortiori, near infra-red wavelengths in all waters. Self-shading also increases for high
attenuation waters.

• Uncertainties associated with skyglint correction in above-water methods will be highest for
low reflectance waters/wavelengths and for high sun zenith angle (as well as for cloudy and
partially cloudy skies although these are supposed to be removed by quality control in the FRM
context) and for blue wavelengths. Thus, the requirement for a highly accurate skyglint correction
method becomes more and more demanding for blue wavelengths in waters with high CDOM
absorption (and to a lesser extent high non-algae particle absorption) and for red and near infrared
wavelength in low particulate backscatter waters.

It is interesting to note that these two challenging conditions, high KLu and low reflectance, generally
correlate in highly absorbing waters/wavelengths but anticorrelate in highly scattering waters.

Both the underwater methods and the above-water methods have uncertainties that increase with
surface wave conditions because of wave focusing/defocusing effects and skyglint removal respectively.

The skylight-blocked approach has quite different sensitivity to the water type and wavelength of
measurement from the underwater and above-water approaches, because it requires neither vertical
extrapolation nor skyglint removal. The most challenging conditions for this method will probably be
practical deployment in high wave conditions and self-shading correction for low sun zenith and high
KLu conditions.

6.3. Future Perspectives

In contrast to the simpler E0+
d measurement [5], there has been considerable evolution and

diversity of the Lw measurement since the publication of the NASA Ocean Optics Protocols [17].
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Future improvements to Lw measurements are expected to come in the future from the
following developments:

• Improvements in the design and usage of calibration monitoring devices, which can be used in the
field, are likely to improve identification of fore-optics fouling and radiometer sensitivity changes.

• Model simulations (with polarisation) of the 3D light field and dedicated experiments for all four
protocols are likely to improve estimation of related uncertainties.

• Improvements in the stability and reduction in the cost of telescopic masts may reduce
superstructure shading effects for above-water radiometry.

• Reduction in the cost of pointing systems, thanks to the video camera surveillance industry,
should facilitate multi-directional above-water radiometry [110] and improve the protection
(“parking”) of radiometers when not in use and thus reduce fouling for long-term deployments.

• Greater use of full sky imaging cameras [111], whether calibrated (expensive) or not (typically
inexpensive), potentially coupled with automated image analysis techniques, will allow better
identification of suboptimal measurement conditions.

• Above-water imaging cameras may allow better characterisation of the air–water interface
(wave field) and hence better removal of Lr in above-water radiometric measurements [104,106].

As regards the future for validation of water reflectance more generally:

• The tendency to move to highly automated systems with long-term, e.g., one year, essentially
maintenance-free deployments is likely to improve significantly the quantity of data available for
validation. Networks of such systems further increase the power and efficiency for validation
purposes. Networks of automated systems are now already operational or in advanced prototype
testing phases for systems based on the above-water, underwater profiling and underwater
fixed-depth methods and are conceptually feasible for the skylight-blocked approach.

• The advent of operational satellite missions such as VIIRS and Sentinel-3/OLCI, Sentinel-2/MSI
and Landsat-8/OLI with the need for a guaranteed long-term validated data stream will increase
the need for FRM.

• The huge increase in optical satellite missions used for aquatic remote-sensing will also increase
the need for highly automated measurement systems and the economy of scale for such
deployments—one in situ radiometer system can validate many, many satellite instruments.

As regards the needs of the validation community, it is recommended to:

• Update this review, e.g., on a 10-year time frame, to take account of developments in the
protocols, particularly in the estimation of uncertainties and for the above-water family of
methods, where evolution and innovations in basic methodology are continuing. Such an update
is best preceded by community discussion at an international workshop.

• Organise regular intercomparison exercises, e.g., on a two-year time frame, covering the full
diversity of methods, to ensure that measurement protocols and scientists, remain state of the art
(as required by the FRM context).

Although not targeted by this review it is possible that the considerations developed here may be
useful for other applications where Lw measurements are needed, including calibration/validation data
for IOP retrieval algorithms.
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Abstract: This paper describes a system, named “pan-and-tilt hyperspectral radiometer system”
(PANTHYR) that is designed for autonomous measurement of hyperspectral water reflectance.
The system is suitable for deployment in diverse locations (including offshore platforms) for the
validation of water reflectance derived from any satellite mission with visible and/or near-infrared
spectral bands (400–900 nm). Key user requirements include reliable autonomous operation at remote
sites without grid power or cabled internet and only limited maintenance (1–2 times per year), flexible
zenith and azimuth pointing, modularity to adapt to future evolution of components and different
sites (power, data transmission, and mounting possibilities), and moderate hardware acquisition cost.
PANTHYR consists of two commercial off-the-shelf (COTS) hyperspectral radiometers, mounted
on a COTS pan-and-tilt pointing system, controlled by a single-board-computer and associated
custom-designed electronics which provide power, pointing instructions, and data archiving and
transmission. The variable zenith pointing improves protection of sensors which are parked
downward when not measuring, and it allows for use of a single radiance sensor for both sky
and water viewing. The latter gives cost reduction for radiometer purchase, as well as reduction
of uncertainties associated with radiometer spectral and radiometric differences for comparable
two-radiance-sensor systems. The system is designed so that hardware and software upgrades
or changes are easy to implement. In this paper, the system design requirements and choices are
described, including details of the electronics, hardware, and software. A prototype test on the Acqua
Alta Oceanographic Tower (near Venice, Italy) is described, including comparison of the PANTHYR
system data with two other established systems: the multispectral autonomous AERONET-OC data
and a manually deployed three-sensor hyperspectral system. The test established that high-quality
hyperspectral data for water reflectance can be acquired autonomously with this system. Lessons
learned from the prototype testing are described, and the future perspectives for the hardware and
software development are outlined.

Keywords: Hyperspectral reflectance; validation; autonomous measurements; ground-truth data;
system design

1. Introduction

The objective of this paper is to describe the motivation, design, and prototype testing for
an autonomous system of hyperspectral radiometers suitable for validation of satellite-derived
water reflectance.

Remote Sens. 2019, 11, 1360; doi:10.3390/rs11111360 www.mdpi.com/journal/remotesensing105
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1.1. Motivation and Objective

Satellite imagery of marine, coastal, and inland water reflectance is now routinely used for
measuring parameters such as the concentrations of chlorophyll a, a proxy for phytoplankton biomass,
and suspended particulate matter, important for sediment transport applications. The satellite
data are used for regulatory monitoring of the aquatic environment, e.g., via the European Union
Water Framework and Marine Strategy Framework Directives [1,2], and for providing a scientific
basis for coastal zone decision-making, e.g., via the assessment of impacts of human activities and
constructions [3]. However, end-users of the data require reliable information on data quality, and
validation of the satellite data at the level of water reflectance is particularly crucial. This is because of
the large errors that may occur during the data calibration and processing, particularly during the
atmospheric correction steps [4].

This validation is best achieved by a “match-up” of in situ measurements of water (surface)
reflectance made at the same time as the satellite measurement [5], and experience over the last
10 years showed that only autonomous in situ systems can provide sufficient data for this purpose.
In particular, AERONET-OC [6], a federated network of multispectral robotically pointed radiometers
on offshore platforms all over the world, proved to be the main source of validation data [7]
for spaceborne optical missions such as ENVISAT/MERIS, MODIS/AQUA, VIIRS, Sentinel-3/OLCI,
Sentinel-2/MSI, Landsat-8/OLI, etc. However, the radiometer adopted within AERONET-OC is only
multispectral and cannot adequately cover the spectral bands of all recent and future optical spaceborne
missions without spectral interpolation/extrapolation/modelling [8] and associated uncertainties.
The WATERHYPERNET network is, therefore, being developed, based closely on the concept of the
successful AERONET-OC network [6] but with the essential advantage of a hyperspectral radiometer,
thus enabling the validation of all visible and near-infrared bands of all present and future satellite
missions providing water reflectance data.

The objective of the present paper is to describe the measurement system, called
PANTHYR (pan-and-tilt hyperspectral radiometer) that was developed for use within the
WATERHYPERNET network. This measurement system consists of two commercial off-the-shelf
(COTS) hyperspectral radiometers, mounted on a COTS pan-and-tilt (PT) pointing system, controlled
by a single-board-computer and associated custom-designed electronics which provide power, pointing
instructions, and data archiving and transmission.

1.2. Measurement System Requirements

The PANTHYR system was developed to fit the following user requirements:

• Measurement of downwelling irradiance, as well as downward (sky) and upward (water) radiance
just above the water surface, at flexible zenith and azimuth (relative to sun) angles for a spectral
range covering at least 400–900 nm with full-width half-maximum (FWHM) spectral resolution of
10 nm or better and spectral sampling every 5 nm or better.

• Storage of all measurements and diagnostic logs and regular transmission to a land-based server.
• User interface with flexibility for scientists to easily program pointing and data acquisition scenarios.
• Reliable autonomous operation at remote sites, e.g., offshore platforms, with a typical maintenance

frequency of once or twice per year without grid power.
• Resistance to harsh offshore environments, including large temperature ranges (measurement

limited to between 2 ◦V and 40 ◦C, and survival between −20 ◦C and 60 ◦C ambient temperature),
rain, salty sea spray, atmospheric deposition, and possible animals (birds, spiders, etc.).

• Modularity to adapt to sites with different possibilities for power (grid/solar/wind), data
transmission channels (cabled internet, 3G/4G cellular networks), and mechanical mounting
possibilities (rails, masts, etc.), and to cope with future evolution of system components.

• Moderate hardware purchase costs, e.g., typically <10,000 € commercial price excluding taxes for
a full system excluding radiometers.
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• Pointing accuracy of at least 5◦ azimuth and 1◦ zenith.

1.3. Precursor Autonomous Systems

A few autonomous systems with pointable radiometers already exist and are briefly described here.
The most used autonomous system for measurement of water reflectance is the Seaprism version

of the CIMEL CE318 multiband photometer system. This system was originally commercialized in the
1990s for the measurement of aerosol properties and includes direct sun, near sun, and principal plane
and almucantar sky radiance measurements, and it became the unique instrument of the AERONET
network [9]. The Seaprism version was developed in the early 2000s [10] by reprogramming of the
pointing system, especially to perform downward pointing measurements of upwelling radiance
from water. The system evolved over the years to include improvements of the optical and electronic
components, as well as development of new versions, e.g., including the possibility of nighttime lunar
measurements [11]. The system consists essentially of an optical head with two fore-optics protected by
collimators, containing a filter wheel for multiband optical measurements with a very wide dynamic
range (from direct sun to dark water), a robotic pointing system, a control box providing pointing and
measurement instructions and managing power and data, and associated auxiliary equipment for
power generation (solar panels) and data transmission (METEOSAT satellite network uplink or cellular
link). The system is extremely robust, giving reliable maintenance-free performance for long-term
(~1 year) deployments in a very wide range of environments including land and water sites from the
tropics to the polar regions.

The OSPREY system [12] was designed to be commercialized by Biospherical Instruments as a
very-high-performance modular system of radiometers on pointing systems. The radiometers include
a hyperspectral spectrometer and numerous single-band microradiometers within a single thermally
controlled casing and a filter wheel in front of the spectrometer allowing polarimetric, direct sun,
straylight-corrected, and dark measurements. The system, described in detail in Reference [12], has a
very high dynamic range and high accuracy pointing, and is capable of water, sun, sky, and moon
radiance measurements.

The RFLEX system [13] consists of three hyperspectral TRIOS/RAMSES radiometers measuring
downwelling irradiance, downwelling sky radiance, and upwelling water radiance mounted at fixed
zenith angles (0◦, 40◦, and 140◦, respectively) on an azimuthally rotating platform with associated control
software. This system was designed principally for deployment on moving ships, where the azimuthally
rotating platform allows achieving an optimal 90◦ or 135◦ relative azimuth to sun for any ship heading.
Instructions for system hardware construction using low-cost components (except for the COTS
radiometers) were made publicly available via SourceForge (https://sourceforge.net/projects/rflex/)
and source code for communication with TRIOS/RAMSES was made available via GitHub (https:
//github.com/StefanSimis/PyTRIOS). The system was used operationally on two “ferryboxes” mounted
on ships of opportunity in the Baltic Sea.

The DALEC system [14] is commercially available from Insitu Marine Optics and consists of
three hyperspectral spectrometers measuring downwelling irradiance, and downwelling (sky) and
upwelling (water) radiance embedded at fixed zenith angles (180◦, 140◦, and 40◦, respectively) within a
compact azimuthally rotating body on a gimballed mount. Control and data are managed by a standard
personal computer (PC) using software supplied by the manufacturer. This system was designed
principally for deployment on moving ships but can also be used from fixed platforms. The system is
deployed on research vessels and an example of data usage is described by Reference [15].

The SAS Solar Tracker system from Seabird Electronics consists of three hyperspectral
Seabird/HyperSAS radiometers measuring downwelling irradiance, downwelling sky radiance, and
upwelling water radiance mounted at fixed zenith angles (180◦, 140◦, and 40◦, respectively) on an
azimuthally rotating platform, with compass-based sun-tracking to ensure optimal relative azimuth
angle with respect to sun. Power and data are managed via a deck interface unit and a standard PC.
The system is used routinely on a few research vessels and ships of opportunity [16].
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The WISP-3 is a handheld system, commercially available from Water Insight, with three
embedded radiometers measuring water reflectance from downwelling irradiance, sky radiance, and
water radiance. Data for monitoring parameters such as chlorophyll a concentration are logged
internally and can be downloaded to a PC as processed data. A variant called WISPstation is under
development for autonomous operation. An example of data usage and inter-comparison with other
systems is described in Reference [17].

The current PANTHYR design will provide hyperspectral reflectance data not available from
the Seaprism system and has advantages over the RFLEX, DALEC, Suntracker, and WISP designs
because the zenith pointing flexibility allows sky and water radiance measurements to be made by
the same radiometer and allows downward pointing to protect instruments when not measuring.
Use of a single radiance sensor provides cost saving and reduces the uncertainties associated with
spectral and radiometric calibration differences of the two-radiance-sensor systems. The disadvantage
of the PANTHYR sequential measurement of water and sky radiance as compared to the simultaneous
measurements possible with the two-radiance-sensor systems is considered to be minimal for the good
clear sun and sky illumination conditions needed for satellite validation. If illumination conditions
are suboptimal, this will be detected by the PANTHYR replicate measurements and will lead to data
rejection. The PANTHYR system does not pretend to achieve the very high performance expected of the
OSPREY system, but represents a much lower-cost alternative which should be ideal for deployment
at multiple sites worldwide by organizations with moderate budgets.

All of these systems, including PANTHYR, are developing within a context where hyperspectral
spectrometers are rapidly evolving with reduction of size, power, and cost (thanks to mass production
for medical and industrial applications), and where pointing systems are becoming more affordable
and more easily available as COTS items (thanks to mass production for applications such as
video surveillance). Other technologies facilitating PANTHYR development include the massive
improvements and cost reductions in data transmission (thanks to mobile phone networks) and
in microcomputers.

1.4. Overview of Paper

In this paper, the design choices are described in Section 2, together with details of the control
electronics, where most of the original developments were made, and the data acquisition protocol and
data processing steps, which are strongly based on precursor systems. A first seaborne test of the system
on Acqua Alta Oceanographic Tower (AAOT) is described in Section 3, where data acquisition and
processing are also described for two precursor systems used for comparison, a manually supervised
three-sensor hyperspectral system and the autonomous multispectral AERONET-OC system. Results
from the prototype tests are described in Section 4. General system performance is evaluated with
description of lessons learned for system improvements. A comparison is made between data acquired
with PANTHYR and data from the two precursor systems. Finally, conclusions from these prototype
tests and future perspectives for system refinement are outlined in Section 5.

2. System Design

2.1. Top-Level Design Choices

To stay within the design and future purchasing budget, we decided to use mostly COTS
components. Self-design of all hardware would allow for greater optimization, but design and
manufacturing of all components would add cost and complexity beyond the scope of our goals. Only
when commercial hardware was not available or sufficient did we create our own. As availability
of the chosen components will change in the next few years, special care was taken to implement
a modular design in hardware and software. Individual component changes will require updated
software/hardware for only that part, while most of the system remains the same. This also facilitates
adding extra hardware and capabilities in the future.

108



Remote Sens. 2019, 11, 1360

The TRIOS/RAMSES COTS hyperspectral radiometer was chosen because of its relatively high
performance, highly robust and mature low-power design, and moderate price. This radiometer
provides measurements for a spectral range of 320–950 nm and was used for satellite validation
since 2002 [18] by many teams worldwide. The performance of this class of radiometer was
extensively studied and characterized with regard to straylight [19], thermal sensitivity [20], polarization
sensitivity [21], angular response of the irradiance units [22], and non-linearity. A low-cost, portable,
LED-based FieldCAL device is available for rapid checking of radiometric sensitivity in the field.

The FLIR PTU-D48E COTS pointing system was chosen for the PANTHYR system because of
its high performance (including good pan and tilt speeds and pointing accuracy), robust design, and
moderate price.

While COTS rugged PCs are widely available, a key early decision was to use a small low-power
embedded computer board with self-design of additional electronics for managing power and
connectivity to components such as the radiometers, GNSS (Global Navigation Satellite System)
receiver, and auxiliary sensors. This required more development time, but provided more control over
power management and greater flexibility in connecting and supporting additional external devices.

The Linux operating system was chosen to facilitate software portability to next-generation
hardware platforms and to improve reliability and security. Linux is open source, easy to customize,
and ideal for an offshore system where logistics make on-site intervention difficult and/or expensive.

Python was chosen as the main programming language as it is available under an open-source
license, is well known in the scientific community, and produces clear, readable code.

2.2. System Overview and Key Components

The overall PANTHYR system is outlined in Figure 1, showing the main hardware elements
and the associated power and data connections. A small embedded computer board controls all
components and forms the heart of the system. After start-up, a GNSS receiver provides UTC
(Coordinated Universal Time), as well as location, allowing the system to calculate the position of
the sun. An optional IP network camera can take still pictures from the measurement target areas,
allowing users to check any suspect data for unusual conditions such as floating vegetation or debris,
boats, birds, and other obstructions in the field of view. During a measurement cycle, the controller
calculates the head position for each measurement step, points the instrument in the required zenith
and azimuth angles, and makes a measurement. At the end of a measurement cycle, the head moves to
a “park” position where the instruments are pointed downward to prevent fouling. The system then
goes into a sleep state, conserving power while waiting for the next cycle.

A myriad of single-board computers with ever increasing performance became available on the
market in the last few years. These small (around credit-card size) and cheap (<100 €) boards manage to
run an operating system and have on-board storage, as well as a network connection, while consuming as
little as 0.5 W of power in standby. For our application, the BeagleBone Black has the following advantages:

• It has five serial ports, which allows it to interface directly with the instruments, without the need
for additional external interfaces.

• It was proven to be a reliable option in industrial applications [23] and scientific research [24].
• It is readily available from electronic parts distributors.

To connect and interface the controller to the rest of the system, we designed two electronic
boards which are plugged on top of the BeagleBone. The first board translates the voltage levels of the
serial ports to RS-232-compatible levels so that the controller can communicate with the instruments
and GNSS receiver. The second board provides protection and filtering on the power lines, as well
as allowing power saving by cutting the power to external devices when they are not in use. Five
protected power outputs with a maximum power draw of 2 A each can be controlled from software.
An external solid-state relay is used to control power to the head, which is the only component that
needs a switched 24 V direct current supply.
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Figure 1. Pan-and-tilt hyperspectral radiometer system (PANTHYR) system diagram.

A number of commercially available PT heads were evaluated. We looked at price, resolution,
power consumption, and ruggedness. The FLIR PTU-D48 E matched our requirements most closely.
This unit was developed as a rugged solution for demanding applications and has the necessary
specifications and certifications such as temperature range, ingress protection 67, and salt spray
protection (MIL-810G). Its maximum payload of 7.5 kg leaves margin for extra hardware.

To allow the full pan (+/−174◦) and tilt (+90◦/−30◦) movement, a free loop of cable is required
between the rotating instruments and the base of the head. We found no good solution to prevent
this loop of cables from getting in front of the instruments at certain positions. The next version of
PANTHYR will use the same head but with built-in slip rings, providing internal connections in the
head assembly to replace outside cables. This option also adds 360◦ azimuth movement capability to
the head. The limited tilt range of the PTU-D48 E means that the irradiance sensor which needs to be
vertical during measurements cannot be parked lower than 30◦ below the horizon; it is thought that this
will provide adequate protection from the elements, but longer-term testing is required to confirm this.
The limited tilt range (120◦) of the PTU-D48 E also precludes an arrangement with parallel radiance and
irradiance sensors since the radiance sensor would need to be tilted through 140◦ to go from vertical
(zenith 180◦) to the necessary water-viewing angle (zenith 40◦). The radiance sensor was, therefore,
fixed at an angle of 40◦ to the irradiance sensor, giving a zenith angle range for the irradiance sensor of
180◦ (downwelling irradiance measurement) to 60◦ (parked) and a zenith angle range for the radiance
sensor of 140◦ (sky radiance measurement) through 40◦ (water radiance measurement) to 20◦ (parked).

On average, the PT unit consumes 12.3 W during start-up, 6.2 W during hold, and up to 20 W
during combined axial movements. This demonstrates the necessity of keeping the system in a
low-power sleep mode as much as possible.

The InSYS MRO-L200 gateway/switch connects all Ethernet devices, as well as providing the
gateway to a 4G cellular network. This industrial device can set up and manage a VPN connection to
the onshore server, and has a serial port and digital output, which could be used to remotely power
cycle PANTHYR in case of problems. Its high power consumption (2.5 W typical) is the main drawback.
A low-power network switch and a separate 4G gateway that is switched on only during short intervals
would mitigate this, but also remove our option to connect to the installation in case of problems.

Two mechanical structures were designed to mount to existing structures at the measurement sites
and install the instruments. A versatile mounting system accommodates different measurement sites,
while remaining simple. We started with a 50-mm steel pipe as a range of clamps are commercially
available for this standard diameter. Welded on top of this pipe is a triangular plate. The head is
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mounted on a second similar plate. Three threaded rods connect both plates atop each other. Leveling
of the head is achieved by changing the spacing along the three rods. The result is a simple system
with a variety of mounting options (Figure 2a).

On top of the head, both sides of a U-shaped bracket accept adapter plates that hold the radiometers.
Bolting holes for fixed inclinations of 20◦ and 60◦, as well as a slot that allows a variable 10◦ to 70◦
inclination, are available (Figure 2b).

a  

b  

Figure 2. Engineering drawings of mounting structures. (a) Support providing a flexible connection
between a platform structure, e.g., horizontal railings or a vertical post fixed through the swivel
couplings, and pan/tilt unit to be mounted on uppermost horizontal surface; (b) sensor mounting
bracket for attaching radiometers to top of pan/tilt unit.

2.3. Software and Usage

The main Python script checks system and user settings and controls all actions. Data and settings
are stored in an SQLite database. Software will be released under the GNU GPLv3 (GNU’s Not Unix
General Public License version 3) at the GitHub page: www.github.com/hypermaq/panthyr.

PANTHYR has one SQLite database which contains the measurement protocol, system settings,
logs, and measurement results, as well as a task queue. The user can use a (remotely) connected
laptop to access a webpage where the contents of the database can be viewed, changed, and exported
(Figure 3). This serves as the main user interface for system configuration.

A “worker script” regularly checks the “queue” database table for tasks that need to be performed.
These tasks range from executing a measurement cycle to setting up station parameters.

To perform a measurement cycle, the system gets the necessary settings from the “settings” table
and read the first line in the “protocol” table. Each line in this table contains the parameters (instrument,
zenith angle, azimuth offset, number of repetitions) describing one sub-cycle in the measurement cycle.
Measurement results are written to the “measurements” table. When all scans in the protocol are
finished, the system resumes a standby state where it regularly checks for new tasks. In the event of a
failure, a log entry is created in the “logs” table. After three failed attempts, a task is ignored to prevent
it from blocking the system.

Apart from the database frontend, PANTHYR also hosts an FTP (File Transfer Protocol) server to
download log files and pictures, as well as an SSH (Secure SHell) server to allow low-level system
maintenance. To prevent provider restrictions enforced on cellular networks, PANTHYR initiates
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an outgoing OpenVPN connection to an onshore server. Users can connect to the same server and
communicate with PANTHYR as if it were next to them.

 
Figure 3. Screenshot of SQLite database interface.

2.4. PANTHYR Data Acquisition Protocol

The measurement protocol presented here is based on various precursors including
References [6,25,26] and, as usual for above-water radiometry, gives a water-leaving radiance or
reflectance for an off-nadir geometry, which can be matched to satellite viewing geometries by
appropriate models of a bidirectional reflectance distribution function. Research to determine an
optimal measurement protocol for PANTHYR operations within the WATERHYPERNET network is in
progress and some aspects may change in the future, e.g., potential additional zenith and/or azimuth
angles and/or a different number of replicate measurements, especially for water viewing. However,
the current protocol is considered as already sufficient for demonstrating performance of the hardware.

The PANTHYR system performs automated measurements every 20 min from sunrise until
sunset. Each cycle consists of measurements with a 90◦, 135◦, 225◦, and/or 270◦ relative azimuth to sun.
In general, and depending on the installation location, platform geometry, time of day (sun location),
and associated platform shading of the water target, only one or two (or sometimes zero) of these
azimuth angles are appropriate for measurement of water reflectance; other azimuth angles will be
contaminated by platform shading or even direct obstruction of the water target as defined from the
instrument field of view. A selection of acceptable azimuth angles is made a priori based on expert
judgement (used here for prototype testing; see Section 3) or, better, a study of platform shading effects
by modeling or experimentation [27]. The measurement of unacceptable azimuth angles, defined by a
“no-go zone”, can then be avoided to save power.

For each measurement cycle, the system performs a sub-cycle for each of the configured relative
azimuth angles as described in Table 1. Based on the AERONET-OC protocol [6], but with repetition of
the Ed and Ld replicates, each azimuthal measurement sub-cycle consists of 2 × 3 replicate scans each
of downwelling irradiance, Ed, and sky radiance, Ld, and 11 replicate scans of upwelling radiance, Lu,
where “(spectral) scan” refers to acquisition of a single instantaneous spectrum. Firstly, the irradiance
sensor is pointed upward, with the radiance sensor offset by 40◦, and three replicates of Ed followed by
three replicates of Ld are measured. The radiance sensor is then moved to a 40◦ downward viewing
angle to make 11 replicate Lu scans. The irradiance and radiance sensors are then repositioned to make
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three more replicate scans each of Ld and Ed. Scans are stored as digital counts (DCs), including the
embedded dark pixel counts, with instrument serial number and integration time in the metadata.

Table 1. Pan-and-tilt hyperspectral radiometer system (PANTHYR) basic data acquisition cycle.
Azimuth is measured clockwise with respect to sun with a relative azimuth of 0◦, meaning that the
radiance sensor is pointing toward the sun, and a relative azimuth of 90◦, meaning that the radiance
sensor is pointing to the right of sun. A zenith angle of 180◦ means that the instrument is pointing
vertically upward and, hence, measuring downwelling (ir)radiance. Measurements within a predefined
azimuth no-go zone will be skipped.

Sub-Cycle
Number

Instrument Measurement Zenith
Angle (◦)

Azimuth Relative
to Sun (◦)

Replicate
Scans

1 Irradiance Ed 180 90 3
2 Radiance Ld 140 90 3
3 Camera Sky photo 140 90 -
4 Radiance Lu 40 90 11
5 Camera Water photo 40 90 -
6 Radiance Ld 140 90 3
7 Irradiance Ed 180 90 3

8–14 As 1–7 As 1–7 As 1–7 135 As 1–7
15–21 As 1–7 As 1–7 As 1–7 225 As 1–7
22–28 As 1–7 As 1–7 As 1–7 270 As 1–7

2.5. PANTHYR Data Processing

Each of the scans within a sub-cycle are converted from DCs to calibrated (ir)radiances, as
described in Equations (1–3) of Reference [20], using the calibration files appropriate for the instrument
serial number and date as follows:

• The 16-bit DCs are normalized by dividing by 65,535.
• A long-term dark current correction is performed taking into account the instrument factory

characterization and the scan integration time.
• A residual dark signal is subtracted using the mean average from the sensor dark pixels.
• The signal is normalized by the integration time and divided by the calibration sensitivity to

retrieve final calibrated (ir)radiances.

Incomplete spectra are removed, as well as Ld and Lu scans with >25% difference between
neighboring scans at 550 nm. Ed scans are removed using the same criterion after normalizing Ed
by Cos(θ0), where θ0 is the sun zenith angle. The sub-cycle is further processed if sufficient scans
pass the quality control: Lu 9/11, and Ed and Ld 5/6 each. The remaining Ed and Ld measurements are
then grouped and mean averaged to Ed and Ld. For each Lu scan, the water-leaving radiance, Lw, is
computed by removing skyglint radiance as follows:

Lw = Lu − ρFLd, (1)

where ρF is the “wind-roughened Fresnel” coefficient that represents the fraction of incident skylight
that is reflected back toward the water-viewing sensor at the air–water interface and is given by the
look-up table (LUT) of Reference [25]. This LUT describes ρF as function of viewing and sun geometry
and wind speed. Wind speed is retrieved from ancillary data files or set to a user-defined default
value if wind speed data are unavailable. The data in the LUT are linearly interpolated to the current
observation geometry and wind speed.

The Lw scans are then converted into (“uncorrected”) water-leaving radiance reflectance scans,
ρwu, as follows:

ρwu = π
Lw

Ed
. (2)
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A “near infrared (NIR) similarity spectrum” correction is then applied to remove any white error
from inadequate skyglint correction as shown in Equation (3). A spectrally flat measurement error, ε,
is estimated using two wavelengths in the NIR [28], where λ1 = 780 nm and λ2 = 870 nm.

ε =
αρwu(λ2) − ρwu(λ1)

λ2 − λ1
, (3)

where α is the similarity spectrum [26] ratio for the bands used; here, α(780, 870) = 1/0.523 = 1.912.
Per scan, ε is subtracted from the ρw at all wavelengths to give an NIR-corrected water reflectance,

ρw(λ) = ρwu(λ) − ε, (4)

and all ρw scans are mean-averaged to give the final NIR-corrected water reflectance, ρw. This NIR
correction is optional and may be turned off, e.g., for extremely turbid waters where it is not valid and/or
for situations where the satellite measurement may include a similar constraint in the atmospheric
correction which needs to be validated independently.

The final quality control to retain or reject the ρw is performed according to Reference [26];
measurements are rejected when Ld/Ed > 0.05 sr−1 at 750 nm (indicating clouds either in front of the
sun or in the sky-viewing direction), and when the coefficient of variation (CV, standard deviation
divided by the mean) of the ρw scans is >10% at 780 nm.

3. Prototype Testing

3.1. July 2018 Deployment at the Acqua Alta Oceanographic Tower

After extensive testing of individual components and the full system in the laboratory and
outdoors on land, a first prototype system test was performed on the Acqua Alta Oceanographic Tower
(AAOT) in July 2018 during the international Field Inter-Comparison Exercise (FICE) organized by
the FRM4SOC (Fiducial Reference Measurements for Satellite Ocean Colour) project. AAOT is an
oceanographic platform in the Northern Adriatic Sea 15 km offshore from Venice in water of 16 m
depth. It was used extensively over the last 20 years for oceanographic data collection including optical
oceanography [29] and was used for a number of multi-partner optical radiometry inter-comparison
exercises [30,31]. It is the location of the first AERONET-OC site and provides such data since 2002.
The above-water platform structure was entirely reconstructed in 2018, but the new structure closely
follows the design and layout of the original platform.

The PANTHYR system was deployed on the east corner of the top deck of the platform (Figure 4),
with the irradiance sensor collector 2 m above top deck floor and, hence, about 14 m above sea
level. The system ran for six days continuously from 12 to 17 July 2018, under the supervision of
the developer for the first three days and with non-specialized supervision for the remaining days.
Some test conditions were not the most challenging that can be expected in the future; grid power
was available, and data were not transmitted over a 4G link but stored onboard. However, the basic
functions of autonomous pointing and data acquisition were fully and successfully tested.

This deployment for prototype testing was also installed only at moderate height and not above the
height of the top deck masts for practical reasons; for future operational deployments, the PANTHYR
system should ideally be positioned above the height of all such masts and structures or with a careful
analysis of any shading of downwelling irradiance. For subsequent data comparison, only PANTHYR
measurements at relative azimuth angles of 225◦ or 270◦ were used.

Using the angular field-of-view data (7◦ full-width half-maximum) for the radiance instrument
supplied by the manufacturer suggests that the water-viewing radiometer sees an elliptic patch of
water with about 3 m diameter. Typical integration time for the water-viewing measurement is ≤512
ms during this experiment. Spatio-temporal variability caused by the surface wave field is, thus,
mainly averaged and not resolved.
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The FICE campaign further involved the deployment of multiple supervised radiometer systems,
including seven above-water radiometer systems, one shipborne free-fall underwater radiometer
system, and one platform-deployed vertical profiling system. Inter-comparison of all these systems will
be the focus of a separate paper. In the current paper, results of the PANTHYR system are compared
only to one supervised above-water radiometer system, the manually supervised RBINS (Royal
Belgian Institute of Natural Sciences) hyperspectral above-water three-radiometer TRIOS/RAMSES
system, hereafter called the “M3TRIOS” system, and the autonomous multispectral AERONET-OC
system operated by the Joint Research Centre (JRC) of the European Commission at Ispra. The five
TRIOS/RAMSES sensors used here (two for PANTHYR, three for M3TRIOS) were radiometrically
calibrated at the Tartu Observatory laboratory just before the FICE campaign, thus minimizing
calibration-related differences.

Only measurements from the five days with best sky conditions (13–17 July) are used here. For
those days and during the period of day used for comparison in the present study, sun zenith angles
ranged from 23.4◦ to 46.7◦ and wind speed ranged from 0.1 to 4.3 m/s.

(a) (b) 

  

Figure 4. Photographs of PANTHYR prototype deployment at Acqua Alta Oceanographic Tower
(AAOT). (a) Irradiance and sky radiance measurement position; (b) southwest face of the Acqua
Alta Oceanographic Tower; (c) upwelling (water + skyglint) radiance measurement position;
(d) park position.
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3.2. Manually Supervised M3TRIOS System Used for Data Comparison

The M3TRIOS system deployed during the FRM4SOC/FICE consists of three TRIOS RAMSES
radiometers, one measuring downwelling irradiance, Ed, and two measuring radiance with fixed sky-
and water-viewing zenith angles of 140◦ and 40◦ for Ld and Lu, respectively. The system was deployed
since 2001 at many locations from both large and small ships, and platforms including AAOT [31].
Details of the instrumentation and standard measurement protocol, based on Reference [25], and data
processing and quality control can be found in Reference [26]. This is quite similar to the PANTHYR
processing described in Section 2.5, except for the following elements:

• The conversion from DCs to calibrated (ir)radiance is performed by the TriOS MSDA_XE software
rather than the equivalent Python routines written for PANTHYR.

• Measurements are made simultaneously for Ed, Ld, and Lu with a much larger number of replicate
scans, at least 30, with a scan every 10 s for 10 min. The first five scans passing the quality control
tests described in Web Appendix 1 of Reference [26] are retained for Ed, Ld, and Lu

• The skyglint correction given as a quadratic function of wind speed by Reference [26] is used as an
approximation of the more accurate LUT of Reference [25] described in Section 2.5 for PANTHYR.

• The skyglint correction, Equation (1), and conversion to ρwu, Equation (2), and subsequent NIR
correction, Equations (3) and (4), are applied to each Ed, Ld, and Lu triplet scan individually to
give five scans for ρw before mean-averaging to yield ρw.

Although the instrument has wider spectral range, data are here limited to the range 400–900 nm
where quality was checked by previous inter-comparison exercises. For this specific implementation,
the downwelling irradiance sensor was mounted on the top deck of AAOT on a telescopic mast at
height 5 m above deck. The sky- and water-viewing radiance sensors were mounted at the southwest
face of the platform on a frame tailor-made by Tartu Observatory and Plymouth Marine Laboratory
to accommodate many radiometers and to ensure 40◦ and 140◦ zenith-angle viewing. On the other
hand, 90◦, 135◦, or 270◦ relative azimuth angle to sun was achieved by manual rotation of the structure
before each measurement. Measurements were made typically every 30 min during daytime between
8:00 a.m. and 1:00 p.m. UTC.

3.3. AERONET-OC Data Used for Comparison

The CIMEL/Seaprism system providing data for AAOT through the AERONET-OC network was
installed on the west corner of AAOT on a purpose-built jetty to minimize any shading effects of the
platform on the water being measured. Full details on the instrumentation and measurement protocol
and data processing and quality control can be found in Reference [6].

Level 1.5 normalized water-leaving radiance data, Lwn, were used without f /Q correction [32] as it
is not applied to the PANTHYR and M3TRIOS data. This data were downloaded from the AERONET-OC
(AOC) website for the “Venise” site located on AAOT [6]. Level 1.5 data are automatically cloud cleared
but do not have final post-deployment calibration applied and are, hence, not fully quality assured.
The matchup data used in this paper do, however, pass quality control and are likely candidates for
level 2.0 data if post-deployment calibration is acceptable [Zibordi, pers. comm. 18 March 2019]. Lwn

values were converted to water reflectance, ρw, by

ρw = π
Lwn

F0
, (5)

where F0 is the extraterrestrial irradiance [33] resampled to gaussian band-passes with 10-nm full-width
half-maximum centered on the reported exact center wavelengths of the CIMEL instrument. Each of
the level 1.5 AOC measurements was matched to the closest PANTHYR measurement within 20 min,
and the PANTHYR data were resampled to the same band.
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4. Results

4.1. System Performance

The system tested at AAOT performed very well and demonstrated its capability of making
automated measurements following a predefined protocol and interval. After installation and
configuration, there were no blocking issues while the system worked autonomously, and no
intervention was required during the six days of operation while the system performed as expected.

Since the system was still in a prototype phase when tested on the AAOT, some functionality is
yet to be tested or demonstrated in a real-world scenario. The system was powered from the mains
grid and, as the platform was visited daily, there was no need for 3G/4G data transmission. Most
measurement sites will require one or both of these functions as mains power or cabled internet may
not be available.

With the defined measurement protocol and a measurement interval of 20 min, it became obvious
that the system speed needed improvements. The measurement protocol described in Section 2.4 took
about 12 min to finish, depending on sun azimuth (since this affects required movements and how
many measurements are skipped because they fall within the “no-go” zone). Post-FICE optimization
of the control libraries for the pan/tilt head since resulted in faster movements. Additional speed
can be gained in the control of the instruments, as well as by implementing multi-threading. Before
each measurement cycle, some of the devices need time to start up and/or calibrate. The pan/tilt
head, for example, needs to run a calibration routine to find the center point of both axes, and the IP
camera needs time to boot and warm up. Implementation of multithreading would allow us to do
both at the same time. Shorter measurement cycles result in more low-power standby time in between
measurement cycles and lower power consumption, thus achieving better overall efficiency.

Some existing systems such as the CIMEL SeaPRISM hardware rely on the sun to calibrate the
system azimuth during installation. While a high accuracy can be achieved with this method, it is only
usable on sunny days. An electronic compass that achieves the required accuracy on metal structures,
and that has a low power consumption, a marine-grade enclosure, and low cost is yet to be found.
The current mode of operation for aligning the system zenith is achieved by placing a spirit level on
the top bracket. This allows alignment as accurate as the used spirit level. After this is done, a digital
inclinometer is placed on top of the instruments to verify their absolute inclination for different angles.
Azimuth calibration is similar to the CIMEL system; the user can order the head to rotate toward the
sun, after which the shadows cast by the top bracket serve as a reference while manually performing
the alignment.

The images taken as part of each measurement cycle showed an unexpected interest from the
local wildlife. Even though the system was (almost) continuously moving, birds seemed not to be
deterred but showed a rather close interest in the new technology, both contaminating data by blocking
the instrument field of view completely or subtly (Figure 5) and by potentially contaminating the
instrument itself by fecal deposits. Major blocking of a radiometer field of view will be easily identified
as bad data because the spectral signature will be different from the expected water, sky, and full
sky irradiance targets. However, partial blocking of the instrument field of view (Figure 5b) may
contaminate data in a way that cannot be automatically detected and rejected. Discussion with experts
on bird life suggests that typical visible or audible “scarecrow” devices are not effective deterrents and
the best approach is the use of spikes to prevent comfortable resting spots. We, therefore, strapped
cable ties around the moving parts (Figure 4c), leaving the ends uncut as deterrent spikes, being careful
to avoid the irradiance sensor field of view.

The integration of an IP camera alongside the radiometers proved particularly useful in identifying
these unforeseen problems and may be useful for other causes of data contamination such as boats,
floating debris/vegetation, or other unusual conditions in the radiometer field of view (Figure 5) since
the radiometer gives only spatially integrated information. However, image analysis is presently
subjective and is not easy to automate.
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(d) 

Figure 5. Sample photos taken from the camera aligned with the radiance sensor (for azimuth
angles not used for measurements in this paper). (a) Bird blocking field of view; (b) more subtle
measurement contamination; (c) floating vegetation and platform shadow on water; (d) unexpected
water target contamination.

4.2. Water Reflectance Spectra—Mean over Time

For the three clear sky days analyzed here, 30 matchups were recorded between the PANTHYR
and M3TRIOS systems and 10 between the PANTHYR and AERONET-OC systems. All 30 water
reflectance spectra for PANTHYR and M3TRIOS systems are plotted in Figure 6, with the mean
average of the 10 matchup AERONET-OC spectra. Differences between spectra observed on different
days/times by a single system in this figure combine both possible temporal variability of the target itself
(including possible BRDF effects, which are uncorrected for the PANTHYR and M3TRIOS systems), the
random uncertainties associated with the measurement protocol and associated data processing, and
certain instrument artefacts (e.g., imperfect irradiance sensor angular response). Since the intra-spectra
differences are rather small, we can conclude that the water target was itself rather stable during
the three days of analyzed data (spread over a six-day period). One outlier is clearly visible for the
M3TRIOS system; detailed analysis of data for that measurement, including the manual log-book and
various photos, suggests that this may result from an oily film visible at the water surface within the
M3TRIOS system field of view. After exclusion of this outlier, the mean average water reflectance
spectrum over the 29 matchups is very similar for PANTHYR and M3TRIOS systems. The mean
average water reflectance spectrum over the 10 matchups is also very similar for the PANTHYR and
the AERONET-OC systems. For a more detailed understanding of system data quality, including the
impact of random uncertainties and removing the differences associated with water target temporal
variability, the individual matchups were analyzed as described in the sections below.

4.3. Data Comparison with M3TRIOS System—Matchup Analysis

The 29 matchups between the PANTHYR and M3TRIOS systems, interpolated to typical
multispectral wavelengths, are shown via scatterplots of Ed(λ), Ld(λ), Lu(λ), and ρw(λ), and associated
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linear regression statistics in Figure 7, including root-mean-square difference (RMSD) and mean average
relative difference (MARD).

Figure 6. Water reflectance spectra for each of the 30 stations (gray lines) from (left) the three-radiometer
TRIOS/RAMSES system (M3TRIOS) system and (right) the PANTHYR system. Mean spectra over all
30 stations are superimposed for the PANTHYR (orange dashed line) and the M3TRIOS system (blue
dashed lines) and for all 10 measurements from the AERONET-OC system (green dotted line joining
dots where the multispectral data exist).

The MARD of Ed(λ) calculated over all wavelengths was 3.1% and the scatterplot (Figure 7a)
suggests some spectral variability of differences with lower PANTHYR Ed(λ) for 410 nm and 440 nm
and higher PANTHYR Ed(λ) at 620 nm and 675 nm. A full uncertainty analysis is not yet available
for these instruments/systems as deployed at AAOT, and no corrections were applied for instrument
artefacts such as imperfect cosine response, straylight, thermal sensitivity, non-linearity or polarization
effects, or deployment imperfections, e.g., for optical perturbations from higher mast structures.
Operational deployment of the PANTHYR system for fiducial reference measurements will require
such an uncertainty analysis but is beyond the scope of this technology-proving paper. However, the
observed differences for Ed(λ) are not a cause for concern at this stage of testing. The reader is referred
also to Reference [34] for a more detailed discussion of differences between measurements of Ed(λ)

from different instruments in typical field conditions.
The scatterplot (Figure 7b) of Ld(λ) sky radiance measurements shows strong correlation but for

two distinct groups of data. Analysis of the metadata recorded for both systems revealed that these
distinct groups of data correspond to different azimuth angles of the PANTHYR and M3TRIOS systems;
they are pointing at very different portions of the sky and, in some cases, the PANTHYR system is
pointing at a much brighter sky with cirrus clouds. Since both of the obvious two groups of data
corresponded to cases where PANTHYR and M3TRIOS were measuring at different azimuth angles
because the systems were deployed on different sides of the AAOT platform and, hence, pointed at the
water in different azimuth angles, there is no cause for concern that neither group of points has a slope
of one. There were only two matchups where PANTHYR and M3TRIOS were measuring at the same
azimuth angle, but this was considered insufficient for detailed analysis.
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a  b  

c  d  

Figure 7. Scatterplot for selected wavelengths comparing PANTHYR data with M3TRIOS system data
for (a) Ed, (b) Ld, (c) Lu, and (d) ρw for 29 matchup stations. Linear regression statistics are given,
including the root-mean-square difference (RMSD) and the mean average relative difference (MARD).

The scatterplot (Figure 7c) of Lu(λ) water (plus reflected skyglint) radiance measurements shows
strong correlation (r2 = 0.992) with low systematic differences (slope = 0.97). The MARD of 6.5% was
affected by the different azimuth angles of the two systems since this parameter includes reflected
skyglint, typically 2.5–3.0% of Ld(λ).

The scatterplot (Figure 7d) of ρw(λ) water reflectance (after skyglint correction) shows high
correlation between the PANTHYR and M3TRIOS systems (r2 = 0.996) with low systematic differences
(slope = 0.97). The MARD of 7.1% was dominated by the contribution for data at 870 nm, where
the water reflectance was very low and absolute differences, e.g., arising from skyglint correction,
translated into very large relative differences.

The spectral variations of RMSD and MARD between PANTHYR and M3TRIOS for Ed(λ) and
ρw(λ) over these 29 matchups are shown in Figure 8. The short wavelength scale variability for the
RMSD of Ed(λ) in Figure 8a was related to the similar spectral variability of Ed(λ) itself, e.g., the
atmospheric oxygen absorption feature at 762 nm or the Frauenhofer lines related to solar photosphere
absorption at 516–518 nm, and the way the slightly different central wavelengths of each Ed instrument
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under-resolved these features. The MARD of Ed(λ) between PANTHYR and M3TRIOS (Figure 8b)
was <5% for the full spectral range 400–900 nm. The common radiometric calibration of the two Ed
instruments just prior to this experiment helped limit MARD; however, a more detailed characterization
of these two instruments, particularly including an analysis of their “cosine” angular response and
perhaps straylight and non-linear responses, may improve results in the future.

The spectral variation of RMSD between PANTHYR and M3TRIOS for ρw(λ) shown in Figure 8c
suggests an overall spectral shape typical of Lu(λ) spectra, i.e., upwelling radiance from green
water and reflected “blue” skyglint. Possible causes of this difference are multiple and certainly
include imperfect correction of skyglint, but may also include different BRDF at the different azimuth
angles, propagation of Ed(λ) differences, L radiometer calibration and characterization (straylight,
non-linearity, polarization, thermal sensitivity, etc.), etc. A detailed analysis is beyond the scope of this
technology-proving paper, which concludes merely that there is no major cause for concern at present.

The MARD between PANTHYR and M3TRIOS shown in Figure 8d for ρw(λ) was <5% for
the spectral range 410–580 nm, with higher MARD around 600 nm. The much higher MARD for
wavelengths higher than 700 nm are clearly related to the very low ρw(λ) for these waters, showing
some similarity with the pure water absorption coefficient spectrum for 700–900 nm [26] and with the
phytoplankton absorption coefficient at 660–680 nm. In such conditions, the MARD has no practical
relevance because a satellite validation analysis would generally consider absolute differences between
PANTHYR and satellite or simply not use such data.

( ) ( )

( ) ( )

Figure 8. Root-mean-square difference (RMSD) and the mean average relative difference (MARD)
between PANTHYR and M3TRIOS systems over 29 stations for (a,b) Ed, and (c,d) ρw. The 5% MARD is
shown as a horizontal dashed line.

4.4. Data Comparison with AERONET-OC System—Matchup Analysis

The 10 matchups between the PANTHYR and AERONET-OC systems, with resampling of
PANTHYR data to gaussian spectral response functions on the AERONET-OC central wavelengths,
are shown via scatterplots of ρw(λ), and associated linear regression statistics in Figure 9. There is a
strong correlation between these datasets (r2 = 0.996) with low systematic differences (slope = 0.95).
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The MARD over all wavelengths appeared high (18.3%); however, as seen in the spectral variation
of MARD shown in Figure 8d, it was dominated by the data at 870 nm, where RMSD was low but
ρw(λ) itself was very low. For the wavelengths from 413 nm to 555 nm, MARD between PANTHYR
and AERONET-OC was between 3.5% and 6.5%, except at 530 nm, where it reached 9.0%. Possible
causes of the differences are multiple and may include imperfect correction of skyglint, propagation of
Ed(λ) differences (not available online for AERONET-OC), radiometer calibration and characterization
(straylight and/or spectral response functions, non-linearity, polarization, thermal sensitivity, etc.), etc.
A detailed analysis is beyond the scope of this technology-proving paper, which concludes merely that
there is no major cause for concern at present.

Figure 9. Scatterplot for selected wavelengths comparing PANTHYR data with AERONET-OC
Venise Level 1.5 data for ρw for 10 matchups. Linear regression statistics are given, including the
root-mean-square difference (RMSD) and the mean average relative difference (MARD). All PANTHYR
data presented in this figure were measured at the 270◦ relative azimuth. The black line is the reduced
major axis regression. Statistics are plotted here for all wavelengths together. For per-band RMSD and
MARD, see Figure 8c,d.

5. Conclusions and Future Perspectives

To gather enough high-quality ground-truth data for validation of water reflectance derived
from satellite missions, an automated system is necessary. The AERONET-OC federated network of
autonomous instrument systems [6] is now the main source of such validation data for all satellite
missions measuring water reflectance but provides only multispectral data. The PANTHYR system
described here aims to provide hyperspectral water reflectance data for satellite validation.

The design of the PANTHYR system was described in detail here. Two COTS hyperspectral
radiometers (one radiance, one irradiance) and an IP camera are mounted on a COTS PT pointing
system with original development of control electronics and software providing a low-cost, low-power,
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but robust, modular, and extendable design. Date/time/location information is received from a GNSS
receiver and data are transmitted by a 4G gateway. A flexible mounting bracket was designed
to easily fit the system to any suitable platform structure. The prototype was tested during an
inter-comparison exercise organized at AAOT, an offshore platform in the Adriatic Sea. The system
functioned autonomously over the six-day period without intervention. Data acquired from the system
was compared with an established manually deployed hyperspectral system and with the automated
AERONET-OC system data deployed simultaneously at AAOT. Data quality from the PANTHYR
system was good; water reflectances compared to the two other systems had per-band MARDs within
5.5% for the spectral range 410–550 nm in these good measurement conditions.

Imagery from the IP camera was surprisingly useful and revealed unexpected conditions including
birds within the camera field of view, which could contaminate radiometer data in significant (easily
detected) or subtle (potentially undetected) ways.

The prototype tests described here were made with mains power supply and without autonomous
data transmission over the internet. Use of an autonomous power supply (typically solar panels) with
power supply monitoring and automated data transmission over 4G need to be tested in future work.

An upgrade of the PT unit to a version with slip rings is also planned to avoid the risk of cable
snags possible with this first prototype.

Future mounting hardware will be machined from 5083 aluminum alloy instead of stainless steel
to save weight. Lower overall weight results in lower shipping cost, and limiting the weight on top of
the PT head reduces power consumption.

The system can also be extended to function on moving platforms, such as ships or buoys, via the
addition of heading and inclination sensors and/or movement compensation mechanisms.

The data acquisition and processing described here are based strongly on precursor work and
provide a robust starting point. However, future research may take advantage of the flexible pointing
capability to investigate improved data acquisition protocols, e.g., with multiple zenith angle radiance
measurements. The skyglint correction for above-water reflectance measurements is also considered
to be a major source of measurement uncertainty, and potential improvements were investigated in
many recent studies. When considered mature, such improvements can easily be incorporated in the
processing software described here.

In conclusion, the PANTHYR system prototype was successfully tested in a basic configuration
(without autonomous power supply and without data transmission over the internet) giving robust
performance and high-quality hyperspectral data. The system prototype meets the requirements for
future worldwide deployment in a network for hyperspectral validation of water reflectance data
from satellites.
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Abstract: We present the results from Verification of Reference Irradiance and Radiance Sources Laboratory
Calibration Experiment Campaign. Ten international laboratories took part in the measurements.
The spectral irradiance comparison included the measurements of the 1000 W tungsten halogen filament
lamps in the spectral range of 350 nm–900 nm in the pilot laboratory. The radiance comparison
took a form of round robin where each participant in turn received two transfer radiometers and
did the radiance calibration in their own laboratory. The transfer radiometers have seven spectral bands
covering the wavelength range from 400 nm–700 nm. The irradiance comparison results showed an
agreement between all lamps within ±1.5%. The radiance comparison results presented higher than
expected discrepancies at the level of ±4%. Additional investigation to determine the causes for these
discrepancies identified them as a combination of the size-of-source effect and instrument effective field
of view that affected some of the results.

Remote Sens. 2020, 12, 2220; doi:10.3390/rs12142220 www.mdpi.com/journal/remotesensing
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1. Introduction

The National Metrology Institutes (NMIs) are responsible for the International System of Units (SI)
which provides the foundation for measurement around seven base units and a system of coherent derived
units. There are three key concepts underpinning how the desired multi-century stability and world-wide
consistency of these units is achieved: uncertainty analysis, traceability and comparisons [1].

Uncertainty analysis is the systematic review of all sources of uncertainty associated with a particular
measurement and the formal propagation of uncertainties through methods defined by the Guide to
the Expression of Uncertainty in Measurement (GUM) [2]. Metrological traceability to a measurement
unit of the International System of Units [3] is the concept that links all metrological measurements to the SI
through a series of calibrations or comparisons. Each step in this traceability chain has rigorous uncertainty
analysis, usually peer reviewed or audited and always documented. Comparisons [4] are the process of
validating an uncertainty analysis by comparing the measurement of artefacts by different laboratories.

NMIs must participate in regular (usually every 10 years) formal comparisons. Each technical
discipline defines a limited number of “key comparisons” and these provide evidence to support
uncertainty analysis for a certain number of related quantities in a “Calibration and Measurement
Capability Database”. For example, the Consultative Committee for Photometry and Radiometry (CCPR)
has defined a key comparison for six key measurands (spectral irradiance, spectral responsivity, luminous
intensity, luminous flux, spectral diffuse transmittance and spectral regular reflectance). There is no key
comparison for spectral radiance, as it is assumed that reliable results (results that are consistent with
declared uncertainties) in the spectral irradiance comparison together with results for the comparison of
reflectance provide sufficient evidence for spectral radiance measurements as well.

In 2008, the Committee on Earth Observation Satellites (CEOS) established and endorsed the Quality
Assurance Framework for Earth Observation (QA4EO) [5] which set general principles for Earth
Observation (EO) data quality assurance and which follows the same metrological principles of the NMIs.
Although QA4EO does not explicitly require traceability to SI and allows “or [to] a community-agreed
reference”, it does state “preferably [to] SI”. To apply these principles in practice a concept of Fiducial
Reference Measurements (FRM) was established and defined as [6]:

Fiducial Reference Measurements (FRM) are a suite of independent, fully characterized, and traceable
ground measurements that follow the guidelines outlined by the Group on Earth Observations
(GEO)/CEOS Quality Assurance framework for Earth Observation (QA4EO). These FRM provide
the maximum Return On Investment (ROI) for a satellite mission by delivering, to users, the required
confidence in data products, in the form of independent validation results and satellite measurement
uncertainty estimation, over the entire end-to-end duration of a satellite mission [7].

The Fiducial Reference Measurements for Satellite Ocean Colour (FRM4SOC) project was established
and funded by the European Space Agency (ESA) to provide support for evaluating and improving
the state of the art in satellite ocean colour validation through a series of comparisons under the auspices
of the CEOS. The project makes a fundamental contribution to the Copernicus Earth Observation system,
led by the European Commission, in partnership with ESA, by ensuring high quality ground-based
measurements for ocean colour radiometry (OCR) for use in validation of ocean colour products from
missions like Sentinel-3 Ocean Colour and Land Instrument (OLCI) [8] and Sentinel-2 Multi Spectral
Imager (MSI) [9].
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In the past, a dedicated program to support the quality of Sea-viewing Wide Field-of-view
Sensor (SeaWIFS) [10] products was conducted. The Seventh SeaWiFS Intercalibration Round-Robin
Experiment (SIRREX) [11] and the Second Intercomparison and Merger for Interdisciplinary Ocean Studies
(SIMBIOS) [12–14] included comparisons of irradiance and radiance sources as well as radiometers by
the teams participating in validation activities of the SeaWIFS. For the Medium Resolution Imaging
Spectrometer (MERIS) [15] a comparison of in situ measurements was performed at the Acqua Alta
Oceanographic Tower (AAOT) [16] and showed the discrepancies between the measurements mostly
explained by the combined uncertainties of the compared measurements with a few exceptions.

From the metrological point of view, it is important to repeat such comparison exercises at regular
time frames; firstly to achieve the measurements agreement, then to ensure that the consistency
between the organisations is held stable and, finally, to enable new participants to verify their
measurements capability.

This paper presents results from the first step in the OCR measurement chain and includes a
comparison intended to verify the performance of the irradiance and radiance sources used to calibrate
ocean colour radiometers.

2. Methods

2.1. Layout and Organisation of the Comparisons

Public announcements were made to invite all laboratories involved in the satellite Ocean Colour
(OC) validation activities. To participate, laboratories had to hold working standards with spectral
irradiance and radiance values traceable to SI. Irradiance and radiance measurements comparisons were
addressed separately.

First National Physical Laboratory (NPL), the UK NMI, conducted a laboratory comparison
of the irradiance sources involving measurements of all participating lamps at NPL in April 2017.
Participants were encouraged to attend this comparison in person to hand carry the lamps to and from
the comparison and to attend a training course in absolute radiometric calibration and uncertainty
evaluation that was given at the same time. Remote participation in irradiance comparison was allowed,
however the training course was given only to seven persons present at NPL at the time.

Then, a round-robin of each participant’s radiance sources using ocean colour transfer radiometers
was performed between May 2017 and October 2018. This involved two calibrated transfer radiometers
sent back and forth in turn to each participant to perform radiance measurements. NPL served as pilot and
was responsible for inviting participants, circulating the transfer radiometers and for the analysis of data,
following appropriate processing by individual participants. The experiment was conducted anonymously.
NPL was the only organisation to have access to and was able to view all data from participants.

The list of ten international laboratories that took part in this comparison exercise is shown in Table 1.
Note that three of the institutes, Remote Sensing Technology Institute, Deutsches Zentrum für Luft
und Raumfahrt (DLR-IMF), Joint Research Centre (JRC) and Norsk Institutt for Vannforskning (NIVA)
participated in the radiance round robin only.
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Table 1. Laboratories that participated in the measurements (Alphabetic Order).

Organisation

CSIRO Commonwealth Scientific and Industrial Research Organisation, Australia
DLR-IMF Remote Sensing Technology Institute, Deutsches Zentrum für Luft und Raumfahrt, Germany

JRC European Commission—DG Joint Research Centre
LOV-IMEV Laboratoire d’Océanographie de Villefranche, France
NERC-FSF Natural Environment Research Council’s Field Spectroscopy Facility, UK

NIVA Norsk Institutt for Vannforskning, Norway
NOAA National Oceanic and Atmospheric Administration, USA

NPL National Physical Laboratory, UK
TO Tartu Observatory, Estonia

Satlantic Satlantic Sea Bird Scientific, Canada

2.1.1. Irradiance Comparison

In this comparison 1000 W quartz tungsten halogen (QTH) lamps, so-called FEL lamps (not acronym)
according to American National Standard Institute (ANSI) designation, are considered as irradiance
sources and were used at the standard calibration distance of 500 mm measured from their reference plane.
Absolute spectral irradiance values were determined by reference to the NPL2010 spectral irradiance scale;
that is the scale that was realised in 2010 and validated in international comparisons, after a major upgrade
to its facility prior to 2010. The measurements were made using the NPL Spectral Radiance and Irradiance
Primary Scales (SRIPS) [17] or secondary Reference Spectroradiometer (RefSpec) facility. The two facilities
are very similar and allowed the comparison of participants’ lamps to reference lamps that had been
themselves calibrated on SRIPS by reference to a high temperature, high-emissivity blackbody source
operated at a temperature of approximately 3050 K. Spectral irradiance measurements were made from
350 nm to 900 nm at 10 nm steps with an instrument bandwidth of approximately 2.8 nm full width
at half maximum (FWHM). Ambient temperature during measurements was 22 ◦C ± 2 ◦C. The results
of the comparison were expressed in terms of the difference between the spectral irradiance values
measured by each participant and the mean spectral irradiance values measured by all participants.
Since the participants all measured different lamps (i.e., their own lamps), the required differences between
them were determined via measurements at NPL of all lamps. The mean ratio between the participants’
measurements and those made at NPL was calculated and results for each lamp were then expressed
relative to this mean ratio, so showing the degree to which the individual measurements agree with one
another. This approach was taken because:

1. the participants had various different SI-traceability routes for their lamps, i.e., a number of different
NMIs providing their calibration. If all results were shown relative to the NPL values, then this might
give the impression that traceability to NPL is ’correct’ or ’best’ whereas traceability to any NMI
should be regarded as equally acceptable.

2. A few of the lamps were recently calibrated at NPL and using a simple ratio to the NPL scale
would have shown them to be performing almost ’perfectly’ and thus give a misleading and
biased comparison.

3. Presenting the results in terms of the agreement between each lamp and the mean of all of the lamps
shows how well measurements of the different participants agree with each other, regardless of
the traceability route. This was the key aim of the comparison and this form of presentation gives
the clearest indication of that.

4. the ratio between the NPL scale and the mean of all the participants’ lamps is also included, which
gives the confidence that the linkage to SI is sound in all cases.
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The FEL lamps used in the comparison were sourced from four different commercially available
sources: Gooch and Housego (now Optronic Laboratories Inc., Orlando, USA) OL FEL 1000 W, Gigahertz
BN-9101 FEL 1000 W, Gamma Scientific Model 5000 FEL 1000 W and L.O.T.-Oriel 63350 FEL 1000 W.
In addition, one participant had a modified general purpose Osram Sylvania 1000 W FEL lamp.
In total, 14 lamps from the participants and two of the NPL standards were measured. According
to the manufacturer’s specification and original calibration certification, these lamps were run using their
nominal current values and these varied from lamp to lamp between 8.0 A, 8.1 A and 8.2 A. All lamps were
within the 50 h of burn time since the last calibration. There were three different traceability chains for
the participants. The most common traceability was to the National Institute of Standards and Technology
(NIST) scale via Gooch & Housego (now called Optronics Laboratories). The lamps were calibrated by a
direct comparison method to the NIST traceable calibration standards. These calibration standards are
directly traceable to the NIST irradiance standard. The second group of lamps was traceable to NPL
via a direct comparison method to NPL working irradiance standard. Two lamps were calibrated by
the Metrology Research Institute (MRI) of Aalto University, Finland. One lamp was calibrated by Tartu
Observatory with traceability to MRI. Depending on the lamp type, the appropriate alignment procedure
was used following the lamp manufacturer’s instructions. The reference plane for a distance measurement
of each lamp type was defined by the manufacturer and was followed.

The Gamma Scientific lamps have a dedicated lamp housing enclosure to reduce the stray light in
the room during the measurements. During this comparison, one participant provided a lamp with this
housing (and the lamp was measured with the housing at NPL), and another participant provided the lamp
without the housing and was measured as it was provided. We did not notice a difference in the irradiance
measurements performed on NPL facilities (which appropriately shielded stray light) between them, but,
of course, the irradiance of an individual lamp will be sensitive to whether or not that lamp housing was
included.

Each lamp was ramped up and run for 30 min before measurements commenced. The voltage was
monitored during measurement and is given for checking purposes only.

2.1.2. Radiance Comparison

For this comparison, the radiance source was an FEL lamp (the organisations who took part in
the irradiance comparison used the same lamps) and a reference reflectance panel (such as Spectralon) set
in the 0◦:45◦ (0◦ incidence angle and 45◦ viewing angle) setup presented in Figure 1. The recommended
distance between the lamp and the panel was 500 mm as this is the default distance for the irradiance
calibration. However, it was recognised that some participants could not perform their measurements with
a 500 mm lamp-diffuser distance due to laboratory constraints and therefore other distances were allowed
as well (as long as the uncertainties were accounted for). Due to the varying source calibration distances
or other instrumental constraints, measurements were acquired at lamp-panel distances 500 mm, 750 mm,
1000 mm and 1300 mm by different participants, some participants obtaining measurements at more than
one distance. The recommended minimum distance for the radiometer was defined at approximately
250 mm from the panel. A maximum distance was not set as the panel radiance as measured by a
radiometer should, within the constraints of source uniformity, be insensitive to the radiometer distance.

Different types and sizes of reflectance standards were allowed, so as not to exclude any of
the participants due to the type of the standard used. However, we requested the technical details
and calibration history of the artefacts along with SI-traceable calibration certificates. Table 2 contains
the details of the lamp-panel distance for each participant/calibration set-up and information about
reflectance standard used.
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Figure 1. Radiance mode diagram of setup (top), OC filter radiometer (bottom).

Table 2. Detailed information about each participant (A through M) lamp-panel distance setting and type
and size of the reflectance standard.

Participant/ Lamp-Panel Distance Reflectance Standard
Calibration Set-Up in mm Type Reflectance in % Size in Inches

A 500 Spectralon 99 10 × 10
B 750 Spectralon 99 10 × 10
C 1000 Spectralon 99 18 × 18
D 500 Spectralon 99 18 × 18
E 1000 Spectralon 99 18 × 18
F 500 Spectralon 99 10 × 10
G 1300 Spectralon 99 18 × 18
H 500 Zenith Lite 95 200 mm × 200 mm
I 500 Spectralon 99 10 × 10
J 1000 Spectralon 99 10 × 10
K 500 Spectralon 99 12 × 12
L 500 Spectralon 99 10 × 10
M 500 Gigahertz-Optik 98 12 × 12

The vast majority of the reflectance standards used by the participants was calibrated for
8◦:hemispherical reflectance by Labsphere laboratory with the NIST traceability using a dual beam
spectrophotometer with an integrating sphere accessory. Only two had 0◦:45◦ reflectance factor calibration
traceable to NPL.
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To enable a complete radiance source comparison between laboratories, we proposed using a
transfer standard radiometer to compare the participant’s in-house radiance calibration performance.
As NPL does not own an OCR instrument one of the participants, Joint Research Centre of the European
Commission (JRC), kindly agreed to provide two of their stable OC multispectral filter radiometers as
the transfer radiometers.

On completion of the radiance measurements, each participant sent their results (radiometer readings
and spectral radiance data) to the pilot. The pilot calculated radiometer calibration factors using
Equation (1) and these data.

CLcal(λ) =
L(λ)

DNl(λ)− DNd(λ)
, (1)

where CLcal is absolute radiance calibration coefficient, DNl and DNd are radiometer readings during
the radiance calibration, with the l and d indicating light and dark readings, respectively, L is the radiance
value and λ indicates the radiometer spectral channel. Radiance values per each spectral channel are given
by Equation (2)

L(λ) =
E(λ)

π

(
500
d

)2

R0:45(λ), (2)

where E is the lamp irradiance value from the calibration certificate, d is the lamp-panel distance used
during the measurement and R0:45 is the reflectance panel 0◦:45◦ reflectance factor from the calibration
certificate.

For these participants who did not have their reference reflectance panels calibrated at 0◦:45◦

reflectance factor geometry, the most common calibration for the 8◦:hemispherical reflectance was allowed.
A correction factor of 1.024 was applied to the diffuse reflectance calibration values to correct it for
the proper measurement geometry. The value of that correction factor was established based on NPL
internal data combined with published data by NIST, the USA National Metrology Institute, [18].

The central wavelength was used to derive the spectral band radiance value. The radiometers used
in this comparison have narrow (10 nm) spectral bands, in addition the radiance source does not have
any distinct spectral features and is monotonically increasing in the spectral region of interest for this
study. All the participants used spectrally similar radiance sources. Therefore, the difference between
the spectral band integration values and the central wavelengths are small. The same conclusion was
found in SIMBIOS comparisons [13].

Each participant was asked to evaluate uncertainties associated with their radiance source operating
in their own laboratory for these measurements. This included all the additional uncertainty components
related to the alignment of the lamp, panel and radiometer, distance measurements and other relevant
laboratory specific factors such as power supply stability and accuracy. The results of the comparisons are
expressed as the percentage difference to the mean calibration coefficients obtained by taking an average
of all participants results.

Two Satlantic ocean colour radiometers (OCR-200) were used as transfer radiometers. These are
7 channel multispectral instruments with general technical characteristics of these type of radiometers
shown in Figure 2, although the two particular instruments used for FRM4SOC had been customised by
Satlantic for JRC in terms of their spatial characteristics to provide a narrower (3◦) field of view in air.
Initial characterisation measurements to confirm this field of view (FOV) were carried out by NPL in air,
and found to be 2.5◦± 0.3◦ at FWHM, with a close to Gaussian profile (see Figure 3) for both radiometers
(serial numbers 051 and 110) used in this comparison.
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Figure 2. General specifications of the Satlantic ocean colour radiometers (OCR-200).

Figure 3. Measurement results to confirm the field of view (FOV) of the transfer radiometers being used in
the FRM4SOC radiance round robin. The numbers in plot legend refer to the radiometer serial number and
the spectral band (in nm) measured.
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3. Results

This section presents the results of the comparisons. The irradiance values are reported at
the following wavelengths (350, 360, 370, 380, 390, 400, 450, 500, 600, 700, 800, 900) nm. This selection of
wavelengths was dictated by the wavelengths reported in the calibration certificates from the participants.
Although currently there are no OC missions that provide data below 400 nm, we wanted to include
the ultraviolet spectral region in the comparison. There is a scientific interest to cover shorter wavelengths
and this is indeed planned for the Plankton Aerosol Cloud ocean Ecosystem (PACE) [19] EO mission.

The radiance values are reported at the transfer radiometer spectral bands values (412, 443, 491,
510, 560, 667, 684) nm. We have chosen to present results anonymously to keep focus on community
consistencies, rather than individual laboratory. Participants were informed which laboratory they were.

3.1. Irradiance

The overall summary result of the irradiance comparison is presented in Figure 4. The data series
for each lamp used in the comparison are marked as Lamp A to Lamp N. The black dotted line indicates
the mean ratio to NPL.

Figure 4. The results of the lamp irradiance comparison. Coloured lines represent the results of each lamp
compared to the mean of all lamps. The dotted line compares the mean of all lamps to National Physical
Laboratory’s (NPL) SI-traceable scale.

The results show an agreement between all measured lamps as all data series above 400 nm lay
within the 0.99–1.013 range. The spread in the results is higher for shorter wavelengths as expected
due to the higher measurements uncertainty presented in the absolute radiometric calibration for this
spectral range.
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The uncertainty for the individual lamp ratio is expressed by Equation (3) and was calculated by
combining several uncertainty components. All components are relative, thus expressed in percentage
form.

u(Er) =

√
(u2
( ccer

2

)
+ u2(sNPL) + u2(cn) + u2(cλ) + u2(csl) + u2(ccur) + u2(cage) + u2(calig), (3)

where the u(Er) is the uncertainty in the ratio of the irradiance values from the lamp calibration certificate

to measurements performed at NPL, the u
( ccer

2

)
is uncertainty from the lamp calibration certificate, note

that uncertainty value is divided by two to convert it to a standard uncertainty from a coverage factor k = 2
used in the certificate. The u(sNPL) is the NPL scale uncertainty and the additional components related
to the measurements performed at NPL which included noise u(cn), and the uncertainty contributions
to the irradiance value caused by: wavelength setting accuracy u(cλ), room stray light u(csl), the lamp
current uncertainty u(ccur), ageing of the lamp u(cage) and the lamp alignment u(calig). The typical values
for the ratio uncertainty expressed in percent are given in Table 3.

Table 3. Example of an FEL comparison uncertainty values.

Wavelength (nm) Example of a Lamp Ratio
Uncertainty (k = 1)

350 1.6%
360 1.7%
370 1.7%
380 1.7%
390 1.5%
400 1.5%
450 1.1%
500 1.1%
600 1.0%
700 1.0%
800 1.0%
900 0.9%

3.2. Radiance

The overall summary result of the radiance comparison is presented in Figure 5 for the radiometer with
serial number 051 and in Figure 6 for the radiometer with serial number 110. The colour triangles represent
the seven spectral bands of the radiometers and the participants/set-ups are marked as letters from A to
M. Please note that we present here 13 entries to the summary results that came from 10 participating
institutes. The number of entries is higher because some organisations provided results at two different
distance settings between the lamp and the reflectance panel, or two different measurements set-up like
radiometers alignment to the central channel versus alignment to each channel in turn.

The results for both instruments show the same trends. The difference for any individual
participant/set-up from the mean value is up to 4%, which is slightly higher than expected. A clear
split into two groups can be seen. The majority of the results forms a group with radiance calibration
coefficient values below the mean value and a second group of 4 participants has radiance calibration
coefficient values around 3% above the mean value.
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Figure 5. Results of the radiance comparison for radiometer 051. Radiance calibration coefficient compared
to mean calibration coefficient for each participant/set-up at each wavelength.

Figure 6. Results of the radiance comparison for radiometer 110. Radiance calibration coefficient compared
to mean calibration coefficient for each participant/set-up at each wavelength.
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Each participant was asked to provide an uncertainty budget for their calibration of the radiance
calibration coefficient values of the radiometers. The uncertainty of radiance measurements is calculated
according to Equations (4) and (5). The wavelength dependence is not included in the following equations,
but all the values were derived for the central wavelength of each of the radiometer spectral channels and
take a similar form for all spectral channels.

urel(Lcal) =

√
u2(DNl) + u2(DNd)

(DNl − DNd)2 + u2(csl) + u2(Lrel), (4)

where urel(Lcal) is the relative combined uncertainty of radiance calibration coefficient, u(DNl) and u(DNd)

are the uncertainty of the radiometer reading during the radiance calibration, with the l and d indicating
light and dark readings, respectively, u(csl) is the uncertainty contributor due to the room stray light,
expressed as percentage of the radiometer signal after the dark reading subtraction and u(Lrel) is
the relative uncertainty of the radiance source. The radiance source uncertainty components are listed in
Equation (5).

urel(L) =
√
(u2

rel(E) + 22u2
rel(d) + u2

rel(R0:45) + u2(ccur) + u2(cage) + u2(calig) + u2(cunif), (5)

where urel(E) is lamp irradiance absolute calibration uncertainty converted to k = 1 from the certificate
values, urel(d) is the relative uncertainty associated with the distance setting, note that this component has
a sensitivity coefficient equal to 2 (from the inverse square law) and, hence, in Equation (5) there is a term
22 just before it. In addition, for all measurements at distances different to the 500 mm, the participants
were requested to include a filament-offset uncertainty component to account for the difference in the plane
of the distance setting and actual lamp filament position. The urel(R0:45) is the relative uncertainty of
the reflectance standard calibration. Please note we use the uncertainty of the reflectance factor calibration
at 0◦:45◦ geometry at k = 1; for the case where a diffuse reflectance calibration value is corrected to 0◦:45◦

geometry, an additional uncertainty of that correction has to be included in the equation, NPL recommends
a 0.5% value. The remaining terms provide the relative uncertainty associated with radiance due to lamp
current uncertainty u(ccur), due to lamp ageing uncertainty, u(cage), due to alignment u(calig) of the lamp
and the reflectance panel at 0◦:45◦ configuration and due to target illumination non-uniformity within
the FOV u(cunif).

A few examples of participants’ radiance measurements uncertainty expressed in percent are
presented in Table 4.

Table 4. Examples of participants’ radiance calibration relative uncertainty, k = 2.

Band (nm) Participant Participant Participant
with Low u with Middle u with High u Value

412 2.0% 2.4% 3.1%
443 1.8% 2.4% 2.9%
491 1.8% 2.2% 2.7%
510 1.8% 2.3% 2.7%
556 1.8% 2.2% 2.5%
667 1.8% 2.1% 2.5%
684 1.8% 2.1% 2.5%
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4. Discussion

The irradiance comparison results showed a good agreement within the expected uncertainty range.
The observed differences are at a similar level to those reported in SIRREX-7 exercise [11], that states 1.3%
for the comparisons on the FEL lamps irradiance calibration. However, the comparison presented here
included more lamps with different designs and traceability routes. The SIRREX irradiance comparison
was expressed as relative percent difference between the NIST and Optronic calibration of the same
lamp. Higher differences were observed for wavelengths below 400 nm as this is a more challenging
spectral region for radiometric measurements. This indicates that, for future satellite missions the absolute
calibration will have higher uncertainty for these new wavelengths.

It is important to note that the same lamps (irradiance standards) used elsewhere in a different
laboratory environment, using different power supply or being aligned less carefully, could produce
different results. It is also important to note that the spread of results for irradiance lamps would be
expected to be higher if the lamps are operated outside the controlled environmental and stray light
conditions of a high-quality radiometric laboratory or operated with power supplies that are not as
stable as those used at NPL. Therefore, for any measurement using the lamp as the transfer standard for
the spectral irradiance it is essential to consider all the uncertainty components given in Equation (3),
and not just those quoted on the calibration certificate.

The radiance comparison result, showing a lower level of agreement as compared to the irradiance
comparison, led NPL to perform further investigations to explain the cause of the observed difference.
The similarly-structured SIMBIOS comparison had results with the absolute value for each participant
typically higher than expected by 2% [13,14], but the results were generally within the expected uncertainty
range, with few exceptions. The SIMBIOS comparison used a radiometer as a reference and determined
the difference in radiance measured by the radiometer and that calculated by each participating laboratory.
In our comparison we tried to identify common features for the smaller group of the results that agree
well with each other, but are around 3% higher than the top of the “main group”. The first common
feature for the small group is that those results correspond to a lamp-panel distance of 500 mm; although
some of the results in the main group were also made at that lamp-diffuser distance. Thus, the distance
setting is not the only cause of the difference. The second common feature was the size of the illuminated
patch on the reflectance target from the lamp. This size was influenced by the choice of light shields and
other baffles in a particular laboratory setup. For the laboratories that use a lamp in a housing enclosure,
the illumination patch size changes with the distance between the lamp and the diffuser.

NPL repeated a set of measurements to accommodate various conditions that participants may have
in their own labs. The additional investigation was performed using an 18" Spectralon panel that was
illuminated by the lamp at a distance of 500 mm and 1300 mm. The second distance was chosen as this
was the longest distance used by a participant during the comparison. The size of the illuminated patch
on the panel was varied from the fully illuminated panel, via a patch size with the diameter of around
23 cm to the small patch size of around 15 cm. The top panel in Figure 7a presents the photographs taken
for the three different illumination patch sizes. The bottom panel in Figure 7b presents the percentage
difference in the calibration coefficients obtained from five scenarios plotted as the data series from A to
E. The series A, B and C represent the measurements at 500 mm distance for the fully illuminated panel,
patch size 23 cm and the patch size 15 cm, respectively. The series D and E were done at 1300 mm distance
for the fully illuminated and 23 cm patch size. The series A is set as the reference in this data set, therefore
the percentage difference for this series is 0%.
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(a)

(b)

Figure 7. Difference in the radiance measurement due to the distance setting and the size of the source.
(a) Photographs of illumination patch sizes.The photograph on the left presents cases A and D, the middle
one cases B and E, and the right hand side case C. (b) Plot with percentage difference between measurements
for different patch size and lamp-panel distance setting.

A clearly visible positive bias can be seen for the measurements performed at 500 mm with a
smaller size of the source. In addition, a negative bias can be seen for the measurements performed at
the larger distance. All participants from the small group had their measurements done at the 500 mm
source-panel distance with a relatively small size of their radiance source.

The most likely explanation for this is a combination of the instrument FOV and the size-of-source
effect. These will also be influenced, to a small extent, by the distance from the panel to the radiometer,
though we believe this is a minor consideration compared to the lamp-panel distance and the baffling that
defined the source size Although the radiometers have a FOV defined as 3◦, this is a FHWM value and
with a Gaussian shape to the FOV, rather than a top-hat. That 3◦ FOV, when plotted on a logarithmic scale
rather than linear, (see Figure 8) shows that there is still light detected at the level of 10−3 at 5◦ and this
means that the instrument will see a wider area than expected, and perhaps, therefore, see a less uniform
patch. The instrument was not viewing a non-illuminated patch, even for a 5◦ FOV, but was seeing a less
uniform patch, and this would particularly be the case for a 500 mm lamp-panel distance. In addition,
scattering on imperfections in the lens will lead to light “lost” from the central field of view and “regained”
from the outer parts of the source. With a smaller source, less energy is regained and this can reduce
the measured signal. This is known as the “size-of-source effect” [20,21].
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Figure 8. Measurement results to confirm the FOV of the transfer radiometers being used in the FRM4SOC
radiance round robin presented on logarithmic scale. The vertical bars indicate ±3◦. The numbers in the
plot legend refer to the radiometer serial number and the spectral band (in nm) measured.

Thus, the smaller size of the source leads to a reduced measured signal because of the size-of-source
effect and a 500 mm lamp-diffuser distance leads to a smaller signal because of the reduced uniformity
of the source across the FOV (the source is less bright away from the centre of the filament). When both
effects are present, the measured signal is lower and therefore, from Equation (1), the radiance calibration
coefficient is higher, as seen in the comparison results. To confirm this hypothesis, we also analysed
the data for all participants considering the sensitivity to distance. This effect is not as strong at longer
distances, as can be seen in Figure 7, series E, that has a smaller patch size but did not show a positive bias.
Thus, here the effect of the size of the source is compensated by a negative bias introduced by the distance
setting. We analysed the data of all participants according to their sensitivity to distance. The results of
this analysis are presented in Figure 9.

The four data series represent the averaged comparison results for different distances of 500 mm,
750 mm, 1000 mm and 1300 mm, where the 500 mm distance is set as a reference, thus the percentage
difference for the 500 mm series is equal to zero. Please note that 750 mm and 1300 mm had one entry to
the comparison thus these are not averaged. The 500 mm series contains only the results from the main
group and was set as the reference distance for that exercise, thus this data series has 0% difference.
A negative bias can be observed with the distance increase for the 1000 mm and 1300 mm distance. For
the 750 mm this is not so obvious, however this might be due to the fact that this particular participant has
the radiance calibration values provided in radiance units for the whole system, rather than calculated
from a lamp irradiance calibrated at 500 nm and a reflectance factor.

The protocol for the comparison encouraged participants to add an uncertainty component to account
for set-ups where the source-diffuser distance is different from the 500 mm distance at which the lamps
were originally calibrated for spectral irradiance. However, participants did not include an explicit
correction for a different lamp-diffuser distance. It is possible that some of the observed differences
between the main group and the other group are due to a bias from the filament offset. We would
recommend in the future for the filament offset to be evaluated and corrected for [22]. This may also help
to reduce the spread within the main group.
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Figure 9. Difference in the radiance calibration coefficient obtained by averaging results from different
participants for each lamp-panel distance.

5. Conclusions

We presented here the results of the international irradiance and radiance sources comparisons that
were run as a part of the ESA FRM4SOC study activities. Ten international organisations participated in
that exercise.

The irradiance comparison was run at NPL, where all participating lamps were measured against NPL
standards. The results of that comparison were reported as the difference between the spectral irradiance
values measured by each participant and the mean spectral irradiance values measured by all participants
to show the degree to which the individual measurements agree with one another, without introducing a
bias toward NPL scale. The irradiance comparison values showed good agreements between all lamps.

The radiance comparison took a form of a round robin where two radiometers were sent in turn to
each participant to obtain radiance calibration coefficients for the radiometer using their in-house facilities.
The results were analysed to compare the calibration coefficients of each participant to that of the mean
value of all participants. The results showed the discrepancies between the participants at the level of ±4%
and two separate groups with the measurements agreement (see Figures 5 and 6). Additional investigation
showed that the reason for this difference was caused by a sensitivity to the size of the illuminated patch
(instrument size-of-source effect) and partly because the instrument-effective FOV brought in non-uniform
parts of the illumination for a shorter lamp-diffuser distance which affected the results of the smaller
group. If these effects could be corrected for or the measurements repeated at different settings we would
expect to see all measurements agreeing within ±2.5%, as this is the level of agreement in the results from
the majority group. These results were obtained with a modified Satlantic OCR-200 that had a reduced
FOV. The sensitivity to size-of-source would be expected to be larger for an unmodified instrument with a
larger FOV.

The secondary objective of the comparison exercise was to increase the community awareness of
measurement uncertainty evaluation using the GUM methodology. This was achieved via the training
course that was provided for the participants being present at NPL during the irradiance comparison
exercise week. The participants were given instruction on how to derive the uncertainty components
related to their radiance measurements in-house and all the round robin radiance results were reported
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accompanied by the uncertainty budgets. The results have shown a discrepancy that is larger than
the declared uncertainty. In part, this is due to uncorrected sensitivities (e.g., to lamp-panel distance
and illuminated-source size) and in part due to the fact that some uncertainty components were not
fully investigated. Had the measurements all been made at the same distance, the comparison may not
have shown up this sensitivity to the size of the source, and source uniformity. The experience of this
comparison provides an opportunity for all participants to improve their thinking of uncertainty analysis
and shows the value of a systematic review of all effects during the development of an uncertainty budget.

Space Agencies continue to evolve the OCR constellation. For the first time, a fleet of European
Copernicus Earth Observation satellites is now sustained in an operational manner. In the next few years
two new Sentinel-2 and two new Sentinel-3 satellites will be launched and commissioned. As Copernicus
evolves, the tools, methodology and collaboration developed by FRM4SOC will be applied and further
refined to ensure that the best possible OCR measurements are available from space to the user community.

Author Contributions: Conceptualisation, A.B. (Agnieszka Białek), T.G., E.W., N.F.; methodology, A.B. (Agnieszka
Białek), T.G., E.W., N.F.; validation, A.B. (Agnieszka Białek); data curation, J.F.S.B., T.S., J.K., I.A., V.V. (Viktor Vabson),
I.C.L., C.M., S.M., M.O., W.S., S.T., R.V.D., A.B. (Andrew Barnard), V.V. (Vincenzo Vellucci); writing—original draft
preparation, A.B. (Agnieszka Białek); T.G.; A.C.B; writing—review and editing, all; visualisation, A.B. (Agnieszka
Białek), S.T.; project administration, R.V., A.C.B., C.D. and T.C. All authors have read and agreed to the published
version of the manuscript.

Funding: This work was funded by European Space Agency project Fiducial Reference Measurements for Satellite
Ocean Colour (FRM4SOC), contract no. 4000117454/16/I-Sbo.

Acknowledgments: Authors would like to thank Giuseppe Zibordi from JRC for provision of two transfer radiometers
used in this comparison and acknowledge his contribution as a radiance comparison participant and data provider.
We would like to thank the reviewers for their comments that helped to improve the readability of this paper.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Mittaz, J.; Merchant, C.J.; Woolliams, E.R. Applying principles of metrology to historical Earth observations
from satellites. Metrologia 2019, 56, 032002, doi:10.1088/1681-7575/ab1705. [CrossRef]

2. JCGM100:2008. Evaluation of Measurement Data—Guide to the Expression of Uncertainty in Measurement;
Guidance Document; BIPM. Available online: https://www.bipm.org/utils/common/documents/jcgm/JCGM_
100_2008_E.pdf (accessed on 1 March 2019).

3. JCGM200:2012. International Vocabulary of Metrology—Basic and General Concepts and Associated Terms
(VIM); Guidance Document; BIPM. Available online: https://www.bipm.org/utils/common/documents/jcgm/
JCGM_200_2012.pdf (accessed on 1 March 2019).

4. CIPM. Mutual Recognition of National Measurement Standards and of Calibration and Measurement Certificates
Issued by National Metrology Institutes; Guidance Document, BIPM. Available online: https://www.bipm.org/
utils/en/pdf/CIPM-MRA-2003.pdf (accessed on 15 October 2019).

5. Quality Assurance Framework for Earth Observation. Available online: www.qa4eo.org (accessed on 10
November 2019).

6. Donlon, C.; Minnett, P.; Fox, N.; Wimmer, W. Strategies for the Laboratory and Field Deployment of Ship-Borne
Fiducial Reference Thermal Infrared Radiometers in Support of Satellite-Derived Sea Surface Temperature
Climate Data Records. Exp. Methods Phys. Sci. 2015, 47, 697, ISBN 9780124170117.

7. Fiducial Reference Measurements. Available online: https://earth.esa.int/web/sppa/activities/frm (accessed on
15 November 2019).

8. Donlon, C.; Berruti, B.; Buongiorno, A.; Ferreira, M.H.; Féménias, P.; Frerick, J.; Goryl, P.; Klein, U.; Laur, H.;
Mavrocordatos, C.; et al. The Global Monitoring for Environment and Security (GMES) Sentinel-3 mission.
Remote Sens. Environ. 2012, 120, 37–57, doi:10.1016/j.rse.2011.07.024. [CrossRef]

143



Remote Sens. 2020, 12, 2220

9. Drusch, M.; Bello, U.D.; Carlier, S.; Colin, O.; Fernandez, V.; Gascon, F.; Hoersch, B.; Isola, C.; Laberinti, P.;
Martimort, P.; et al. Sentinel-2: ESA’s Optical High-Resolution Mission for GMES Operational Services. Remote
Sens. Environ. 2012, 120, 25–36; doi:10.1016/j.rse.2011.11.026. [CrossRef]

10. Hooker, S.B.; Esaias, W.E.; Feldman, G.C.; Gregg, W.W.; Mc Clain, C.R. An overview of SeaWiFS and ocean colour in
SeaWiFS Technical Report Series; NASA Tech. Memo 104566; NASA Goddard Space Flight Centre: Greenbelt, MD,
USA, 1992.

11. Hooker, S.B.; McLean, S.; Sherman, J.; Small, M.; Lazin, G.; Zibordi, G.; Brown, J. The Seventh SeaWiFS
Intercalibration Round-Robin Experiment (SIRREX-7); NASA Tech. Memo 2002-206892; NASA Goddard Space
Flight Center: Greenbelt, MD, USA, 2002; Volume 17.

12. McClain, C.R. SIMBIOS Background; NASA Tech. Memo TM-1999-208645,1–2; NASA Goddard Space Flight
Center: Greenbelt, MD, USA, 1998.

13. Meister, G.; Abel, P.; Barnes, R.; Cooper, J.; Davis, C.; Godin, M.; Goebel, D.; Fargion, G.; Frouin, R.;
Korwan, D.; et al. The First SIMBIOS Radiometric Intercomparison (SIMRIC-1), April–September 2001; Technical
Report NASA/ TM-2002-210006; NASA Goddard Space Flight Center: Greenbelt, MD, USA, 2002.

14. Meister, G.; Abel, P.; Carder, K.; Chapin, A.; Clark, D.; Cooper, J.; Davis, C.; English, D.; Fargion, G.;
Feinholz, M.; et al. The Second SIMBIOS Radiometric Intercomparison (SIMRIC-1), March–November 2002; Technical
Report NASA/TM-2002-210006; NASA Goddard Space Flight Center: Greenbelt, MD, USA, 2003; Volume 2.

15. Rast, M.; Bezy, J.L.; Bruzzi, S. The ESA Medium Resolution Imaging Spectrometer MERIS a review of the
instrument and its mission. Int. J. Remote Sens. 1999, 20, 1681–1702, doi:10.1080/014311699212416. [CrossRef]

16. Zibordi, G.; Ruddick, K.; Ansko, I.; Moore, G.; Kratzer, S.; Icely, J.; Reinart, A. In situ determination of the remote
sensing reflectance: an inter-comparison. Ocean Sci. 2012, 8, 567–586, doi:10.5194/os-8-567-2012. [CrossRef]

17. Woolliams, E.R.; Fox, N.P.; Cox, M.G.; Harris, P.M.; Harrison, N.J. The CCPR K1—A key comparison of
spectral irradiance from 250 nm to 2500 nm: Measurements, analysis and results. Metrologia 2006, 43, S98–S104,
doi:10.1088/0026-1394/43/2/s20. [CrossRef]

18. Yoon, H.W.; Allen, D.W.; Eppeldauer, G.P.; Tsai, B.K. The extension of the NIST BRDF scale from 1100 nm to
2500 nm. Proc. SPIE 2009, 7452, 745204–745204–12, doi:10.1117/12.827293. [CrossRef]
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Abstract: An intercomparison of radiance and irradiance ocean color radiometers (The Second
Laboratory Comparison Exercise—LCE-2) was organized within the frame of the European Space
Agency funded project Fiducial Reference Measurements for Satellite Ocean Color (FRM4SOC)
May 8–13, 2017 at Tartu Observatory, Estonia. LCE-2 consisted of three sub-tasks: 1) SI-traceable
radiometric calibration of all the participating radiance and irradiance radiometers at the Tartu
Observatory just before the comparisons; 2) Indoor intercomparison using stable radiance
and irradiance sources in controlled environment; and 3) Outdoor intercomparison of natural
radiation sources over terrestrial water surface. The aim of the experiment was to provide one link in
the chain of traceability from field measurements of water reflectance to the uniform SI-traceable
calibration, and after calibration to verify whether different instruments measuring the same object
provide results consistent within the expected uncertainty limits. This paper describes the activities
and results of the first two phases of LCE-2: the SI-traceable radiometric calibration and indoor
intercomparison, the results of outdoor experiment are presented in a related paper of the same
journal issue. The indoor experiment of the LCE-2 has proven that uniform calibration just before
the use of radiometers is highly effective. Distinct radiometers from different manufacturers operated
by different scientists can yield quite close radiance and irradiance results (standard deviation s < 1%)
under defined conditions. This holds when measuring stable lamp-based targets under stationary
laboratory conditions with all the radiometers uniformly calibrated against the same standards just
prior to the experiment. In addition, some unification of measurement and data processing must be
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settled. Uncertaint of radiance and irradiance measurement under these conditions largely consists
of the sensor’s calibration uncertainty and of the spread of results obtained by individual sensors
measuring the same object.

Keywords: ocean color radiometers; radiometric calibration; indoor intercomparison measurement;
agreement between sensors; measurement uncertainty

1. Introduction

Fiducial reference measurements of water reflectance are aimed to validate satellite
data with requirement to provide metrological traceability to the SI units with related
uncertainty estimates. These measurement uncertainties can arise from instrument specification,
calibration and characterization, performance during field measurements due to various conditions
of use and different targets, measurement protocol (including any corrections and assumptions),
traceability of calibration sources to the primary SI standards. The present study focusses particularly
on instrument performance and calibration, assessing whether different instruments freshly calibrated
under uniform conditions and methods, but operated by different scientists, can produce consistent
estimates within the estimated uncertainty limits when measuring stable radiance and irradiance targets
in laboratory conditions. The results of this study are not limited to ocean color (OC) radiometry and are
relevant to radiometers operating over 400–900 nm used in air for other applications, including field
measurement of land surface reflectance.

An intercomparison of radiance and irradiance ocean color radiometers (The Second Laboratory
Comparison Exercise—LCE-2) using stable incandescent lamp sources under controlled indoor
conditions was conducted with the aim to provide one link in the chain of traceability from field
measurements of water reflectance to the uniform SI-traceable calibration (Figure 1). Intercomparison of
data produced by a number of independent radiometric sensors measuring the same object can assess
the consistency of different results and their estimated uncertainties depending on the type of
the sensor, the spectrum of measured radiation, the environmental conditions, and the particular
method used for collecting and handling the measurement data [1,2]. This information can also serve
for further elaboration of uncertainty estimation. Additionally, methodologies used by participants
for the measurements and data handling can also be critically reviewed. For the LCE-2, a stepwise
approach was chosen: first, the radiometric calibration of the sensors was conducted by the same
calibration laboratory; second, indoor comparisons using various levels of radiance or irradiance
measurements were performed in stable conditions similar to those during radiometric calibration;
third, field measurements as described further in [3]. Traceability of the in-situ measurements to SI units
is established by regular calibration of field radiometers. Thus, immediately before the comparison,
Tartu Observatory (TO) performed consistent calibration of all participating radiometers in order to
guarantee that differences in comparison results will not be primarily due to various calibration sources
and/or calibration times. Radiometric calibration procedures including respective uncertainties have
been, in general, well established over the last decades, tested by several intercomparisons [2,4], and also
confirmed by the current experiment. Although during the measurement of stable radiation sources
the observations in recorded time series are not always completely independent, their autocorrelation
can be accounted for and analysis results (including determination of reference or consensus values)
is rather straightforward. Small variability between individual sensors found during the current
experiment confirms usefulness of the radiometric calibration performed at the same laboratory just
before the comparisons.

According to [5] calibration is an operation that, under specified conditions, in a first step,
establishes a relation between the quantity values with measurement uncertainties provided by
measurement standards and corresponding indications with associated measurement uncertainties
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and, in a second step, uses this information to establish a relation for obtaining a measurement result
from an indication.

 
Figure 1. Traceability scheme of the LCE-2 for validation of indoor measurement uncertainties as specific
to the present study.

For determination of spectral responsivity of a radiometer, it is usually calibrated against a known
source placed at a specified distance from the entrance optics of the radiometer. Such a calibration
procedure is well established and validated [6–12]. Unfortunately, specified conditions during
the calibration may be quite different from varying conditions which may prevail during later use of
the instrument. For radiometric sensors, there can be significant differences between calibration and later
use in the field, in regards to the operating temperature, spectral variation of the target (giving different
spectral stray light effects), angular variation of the light field (especially for irradiance sensors)
and the intensity of the measured radiation. Each of these factors may interact with instrument
imperfections to add further uncertainties when an instrument is used in the field and estimation of
such uncertainties requires instrument characterization in addition to the well-established absolute
radiometric calibration.

Instrument characterization, which can lead to corrections to reduce uncertainties, should
include determination of thermal effects, nonlinearity, spectral stray light effects, wavelength
calibration, angular response, and polarization effects. Procedures for determination of corrections,
including measurement of all relevant influence quantities, are much less studied, and for some
instruments often corrections might be not available. For applying corrections, individual testing
of radiometers for each effect considered is indispensable. For most of the corrections, tests may be
more time consuming than the radiometric calibration. Generally, the corrections should be applied
both for calibration spectra and for field spectra calculated using the calibration coefficients, critically
increasing the impact of data handling. Fortunately, these individual tests are carried out usually
only once in the lifetime of an instrument unit (i.e., a sensor from an instrument family/design with
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a unique serial number) while radiometric calibration has to be performed on a regular basis at least
once a year. Methods for correcting temperature effects [2,4,13–17], spectral stray light effects [4,18–22],
nonlinearity [4,15,17,23], and polarization effects [24] are the most studied. Nevertheless, difficulties
may arise during the use of a calibrated instrument when some parameters influencing correction
should be determined. Some radiometers do not have internal temperature sensors, and therefore, for
these instruments the accuracy of temperature corrections is limited even when external temperature
sensors are applied during the calibration and later use [2]. Nonlinearity effects present in calibration
spectra can be determined rather satisfactorily, but it can be much more difficult to account for
nonlinearity when instable natural radiation sources are measured. Effect due to response error of
cosine collector [25,26] can be satisfactorily accounted for a well-known radiation source, but in the field
conditions the angular distribution of radiation is often not known accurately enough for efficient
correction of the cosine error.

This study aims to evaluate techniques and procedures needed for improvement of the traceability
of the OC field measurements. In order to improve the consistency of measurements, in this work
and in [3] unified and enhanced metrological specification of radiometers, additional individual
testing procedures for relevant systematic effects of sensors, and procedures for unified data handling
are discussed. Most of the instruments involved in LCE-2 were hyperspectral radiometers having
hundreds or thousands of spectral bands and different spectral response functions. Even when
the instruments are of the same type, they are not directly comparable to each other due to small
manufacturing differences. For instance, each radiometer has individual spectral response function
represented by a wavelength scale with different center wavelengths (CWL) of individual bands.
Therefore, for comparing the data of all the instruments, a few Sentinel-3 Ocean and Land Color
Instrument (OLCI) bands were selected and from the hyperspectral data the OLCI band values were
retrieved. The intercomparison analysis was performed using the OLCI band values.

2. Material and Methods

2.1. Participants of the LCE-2

In total, 11 institutions were involved in the LCE-2, see Table 1. Altogether, 44 radiometric
sensors from 5 different manufacturers were involved (Figure 2). The list of radiometers reflects
the typical selection of instruments used for shipborne validation of satellite-derived water reflectance
(‘ocean color validation’). However, the number of each type of instrument is not necessarily
representative of total validation data usage, since the SeaPRISM instrument is used by a multi-site
network of autonomous systems [27], thus providing very significant quantities of validation data.
As denoted by the combination “(2L, 1E)” in Table 1, most of the participating teams use an above-water
field measurement protocol with three radiometers: two radiance sensors, for upwelling (water)
and downwelling (sky) radiances, respectively, and an irradiance sensor, measuring downwelling
irradiance. For the RAMSES and HyperOCR this is achieved by three separate devices, while the WISP-3
contains three spectroradiometers integrated into a single device, and the SR-3500 uses a single
spectrometer equipped with interchangeable entrance optics for irradiance and radiance (and can,
like all radiance sensors, be used sequentially to measure both upwelling and downwelling radiance).
The SeaPRISM estimates irradiance (E) from direct sun radiance (L)—see [27]. In the scope of laboratory
measurements, the multiple entrance optics of SR-3500 and WISP-3 were treated as separate radiometers.
Technical parameters of the participating radiometers are given in Table 2.

Water reflectance can also be measured from underwater radiometers deployed either at fixed
depths or during vertical profiles. Indeed, the RAMSES and HyperOCR designs (but not WISP-3,
SR-3500, SeaPRISM) may also be used underwater. The present study is fully relevant for the calibration
aspects of such radiometers in underwater applications, although extra characteristics, particularly
immersion coefficients to transfer in-air calibrations to in-water [28] must also be studied.
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Table 1. Institutes and instruments participating in the LCE-2 intercomparison.

Participant Country L—Radiance; E—Irradiance Sensor

Tartu Observatory (pilot) Estonia RAMSES (2 L, 1 E) WISP-3 (2 L, 1 E)
Alfred Wegener Institute Germany RAMSES (2 L, 2 E)
Royal Belgian Institute of Natural Sciences Belgium RAMSES (7 L, 4 E)
National Research Council of Italy Italy SR-3500 (1 L, 1 E) WISP-3 (2 L, 1 E)
University of Algarve Portugal RAMSES (2 L, 1 E)
University of Victoria Canada OCR-3000 (OCR-3000 is the predecessor of HyperOCR) (2 L, 1 E)
Satlantic; Sea Bird Scientific Canada HyperOCR (2 L, 1 E)
Plymouth Marine Laboratory UK HyperOCR (2 L, 1 E)
Helmholtz-Zentrum Geesthacht Germany RAMSES (2 L, 1 E)
University of Tartu Estonia RAMSES (1 L, 1 E)
Cimel Electronique S.A.S France SeaPRISM (1 L)

 

Figure 2. Instruments participating in the LCE-2 intercomparison.

Table 2. Technical parameters of the participating radiometers.

Parameter RAMSES HyperOCR WISP-3 SR-3500 SeaPRISM

Field of View (L/E) 7◦/cos
6◦ (According to the manufacturer,
the HyperOCR radiance sensors 444
and 445 have 6◦ FOV.) or 23◦/cos

3◦/cos 5◦/cos 1.2◦/NA

Manual integration time yes yes no yes no
Adaptive integration time yes yes yes yes yes
Min. integration time, ms 4 4 0.1 7.5 NA
Max. integration time, ms 4096 4096 NA 1000 NA
Min. sampling interval, s 5 5 10 2 NA
Internal shutter no yes no yes yes
Number of channels 256 256 2048 1024 12
Wavelength range, nm 320...1050 320 . . . 1050 200 . . . 880 350 . . . 2500 400 . . . 1020
Wavelength step, nm 3.3 3.3 0.4 1.2/3.8/2.4 NA
Spectral resolution, nm 10 10 3 3/8/6 10

2.2. Calibration of Irradiance Sensors

A FEL type 1000 W quartz tungsten halogen spectral irradiance standard lamp was used for
radiometric calibration of the radiometers [4]. The lamp was operated in constant current mode with
a stabilized radiometric power supply Newport/Oriel 69935 ensuring proper polarity as marked on
the lamp. A custom designed circuit was used for monitoring the lamp current through a 10 mΩ
shunt resistor P310 and providing feedback to the power supply. Lamp current was stabilized to better
than ±1 mA. The same feedback unit was used for logging the lamp current and voltage. Voltage was
measured with a four-wire sensing method from the connector of the lamp socket. The power supply
was turned on and slowly ramped up to the working current of the lamp. Calibration measurements
were started after at least a 20-min warm-up time. The voltage across the lamp terminals was compared
to the reference value measured during the last calibration of the lamp. A significant change in
the operating voltage would have suggested that the lamp was no longer a reliable working standard
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of spectral irradiance. In addition, the lamp’s output was monitored by a two-channel optical sensor to
detect possible short-term fluctuations. On completion of the calibration, the lamp current was slowly
ramped down to avoid shocking the filament thermally.

The lamp and OC radiometer subject to calibration were mounted on an optical rail
that passed through a bulkhead which separated the lamp and radiometer during calibration.
A computer-controlled electronic shutter with a Ø60 mm aperture was attached to the bulkhead.
The shutter was used for dark signal measurements during the calibration. Two additional baffles with
Ø60 mm apertures were placed between the bulkhead and the radiometer at the distance of 50 mm
and 100 mm from the bulkhead.

The OC radiometer subject to calibration and a filter radiometer next to it were mounted on
a computer-controlled linear translation stage that allowed perpendicular movement with respect
to the optical rail. Before calibration the positions of both radiometers were carefully adjusted
and the translation stage positions saved in the controlling software. This allowed fast and accurate
swapping of the radiometers after the lamp was turned on. In case of two groups of instruments
(RAMSES and HyperOCR), several units having a common identical outside diameter in a group
allowed a use of a V-block for fast mounting of the radiometers during the calibration. Before the lamp
was turned on, the distance between the lamp and sensor was individually measured for each
instrument, and a clamp was attached to fix the sensor at the appropriate position. During calibration,
the radiometers of the same type were swapped without turning off the lamp. Placing the clamp against
the end of the V-block ensured proper distance between the lamp and the radiometer during calibration.

The distance between the lamp and the radiometer was set with a custom designed measurement
probe. One end of the probe was placed against the lamp socket reference surface and the other
end of the probe had two lasers with beams intersecting at 120◦ angle. The intersection point
defined, in a contactless way, the other end of the probe. Such design allowed distance measurement
without touching the diffuser surface of the radiometer. The distance probe was calibrated by using
a SI-traceable 500 mm micrometer standard. The uncertainty of distance determined with the probe
was better than 0.2 mm.

The filter radiometer was used for monitoring possible long-term drifts in the optical output of
the standard lamp. The filter radiometer was based on a three-element trap detector with Hamamatsu
S1337-1010Q windowless Si photodiodes and temperature-controlled bandpass filters with peak
transmittances at nominal wavelengths of 340 nm, 350 nm, 360 nm, 380 nm, 400 nm, 450 nm, 500 nm,
550 nm, 600 nm, 710 nm, 800 nm, 840 nm, 880 nm, 940 nm, and 980 nm. The photocurrent of
the filter radiometer was amplified and digitized with a Bentham 487 current amplifier with integrating
analog digital converter (ADC). A Newport 350B temperature controller was used for stabilizing
the temperature of the bandpass filters. The filters were changed manually and it took about two
minutes for the temperature of the filter to stabilize. Air temperature, relative humidity, and atmospheric
pressure in the laboratory were recorded by a device located in the sensor compartment.

At least two different integration times were used for each radiometer (except in the case of
the SeaPRISM and WISP-3 instruments for which the manufacturer-provided standard measurement
programs were used). After a warm up time, at least 30 spectral measurements were collected
measuring the radiation from the lamp. In the case of WISP-3 with internally selected integration time
and averaging 10 spectra were collected. Next, the shutter in front of the lamp was closed and the same
number of spectral measurements were collected, in order to estimate dark signal and ambient stray
light in the laboratory. All measurements were repeated at least twice, including readjustment of
the lamp and the sensor.

NPL provided two Gigahertz-Optik BN9101-2 FEL type irradiance calibration standard lamps with
S/N 399 and 401 for the LCE-2 exercise in order to relate all measurements performed in the FRM4SOC
campaigns to the common traceability source. The lamps were calibrated at the NPL and had not
been used since the last calibration. Differences of the spectral flux of the two lamps in the range from
340 nm to 980 nm according to the aforementioned filter radiometer were within ±0.5%. The drift
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of the irradiance values (at 500 nm) measured during the calibration campaign was ~0.1% which
is close to the detection limit of the filter radiometer. In certificates issued for LCE-2 radiometers,
arithmetic mean of the responsivities measured by the two lamps was used.

2.3. Calibration of Radiance Sensors

Radiance sensor calibration setup was based on the lamp/plaque method and utilized
the components from the irradiance sensor calibration setup [4]. A Sphere Optics SG3151 (200× 200) mm
calibrated white reflectance standard was mounted on the linear translation stage next to the filter
radiometer. Normal incidence for the illumination and 45◦ from normal for viewing were used.
The panel was calibrated using the same illumination and viewing geometry at the NPL just before
the LCE-2 exercise. A mirror in a special holder and an alignment laser were used for aligning the plaque
and radiance sensor. As in the case of irradiance sensors, at least 30 calibration and background
spectra were acquired using two different integration times (3 readings for SeaPRISM and 10 spectra
for WISP-3). All measurements were repeated at least twice, including readjustment of the lamp,
plaque, and radiometers.

2.4. Indoor Experiment of the LCE-2

The indoor experiment took place in the optical laboratory of TO within a few days after the radiometric
calibration. The radiance and irradiance experiments were simultaneously set up and running during two
days. Measurements were carried out by project participants under the supervision of TO’s personnel.

2.4.1. Irradiance Comparison Setup of the LCE-2

The irradiance setup can be seen in Figure 3. A FEL lamp was used as a stable irradiance source
for indoor intercomparison. The power supply, current feedback unit, monitor detector, and distance
measurement probe were the same as used during the radiometric calibration, but the FEL lamp
and measurement distance were different. In order to change and align the radiometers without
switching off the lamp, an additional alignment jig was placed between the shutter and the radiometer.
When the shutter was closed, it was possible to change and realign the radiometer with respect to
the jig. The alignment jig support was fixed to the optical rail during the whole intercomparison
experiment and was used as a reference plane for distance measurement. During the intercomparison,
the FEL source was switched off only once in the evening of May 9, the first day of the indoor exercise.

 
Figure 3. Indoor irradiance comparison. 1—FEL lamp; 2—baffles; 3—main optical axis; 4—alignment jig;
5—alignment laser; 6—distance probe; 7—radiometer on the support; 8—optical table; 9—optical rail.
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Each participant measured the irradiance source using two different integration times
(with corresponding dark series with the closed shutter) and one series with the instrument rotated
by 90◦ around the optical axis. The measurement series were expected to contain at least 30 readings.
As an exception, for the WISP-3 instruments two series (including re-alignment) of 10 readings
were recorded.

2.4.2. Radiance Comparison Setup

The radiance setup for indoor intercomparison is depicted in Figure 4. A Bentham ULS-300
integrating sphere with internal illumination was used as the radiance source. ULS-300 is a Ø300 mm
integrating sphere with Ø100 mm target port. According to the manufacturer, the uniformity of
radiance over the output aperture is ±0.05% independent of the intensity setting. The sphere has
a single 150 W quartz tungsten halogen light source (Osram Sylvania HLX 64640) and an eight-branch
fiber bundle for transporting the light into the sphere. The sphere has a variable mechanical slit between
the light source and the fiber bundle which allows changing the intensity of the light inside the sphere
while maintaining the spectral composition of light which corresponds to correlated color temperature
of (3100 ± 20) K. The lamp was powered by a Bentham 605 power supply at 6.3 A. A Gigahertz-Optik
VL-3701-1 broadband illuminance sensor attached directly to the sphere was used as a monitor detector.
The current of the monitor detector was recorded by an Agilent 3458A multimeter and the lamp voltage
was measured by a Fluke 45 multimeter. Each participant measured the sphere source at two radiance
levels and two distances from the sphere. The current reading of the monitor detector was used
for setting the same sphere radiance levels for all the participants. For low radiance measurements,
1 μA monitor current was used corresponding roughly to the typical water radiance at 490 nm
during field measurements, whereas 10 μA monitor current was used to simulate typical sky radiance.
Obviously, the spectral composition of the incandescent sphere source did not match the field spectra,
but was rather similar to the emission of the FEL-type radiometric calibration standard. In addition
to sphere radiance, dark measurements were recorded by placing a black screen between the sphere
and the radiometer. The sphere radiance was measured at two distances, typically 17 cm and 22 cm
from the sphere port. Although the radiance measurement should not depend on measurement
distance as long as the sphere port overfills the field-of-view (FOV) of the radiometer, the results
measured at two distances were used to estimate the uncertainty component caused by back-reflection
from the radiometer into the sphere.

 
Figure 4. Indoor radiance comparison. 1—quartz tungsten halogen lamp; 2—variable slit; 3—optical
fiber; 4—integrating sphere; 5—output port; 6—FOV of the radiometer; 7—radiometer on the support;
8—optical table; 9—main optical axis.
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3. Results

3.1. Data Handling

The measurement results, including measurement uncertainty and information about
measurement parameters, were reported back to the pilot laboratory in the form of spreadsheet
files by most of the participants (for 33 out of the 44 sensors involved). For the rest, the pilot carried
out the data analysis based on the raw instrument data. In the case of discrepancies, the pilot
repeated the calculations on raw user data applying unified data handling described in the next
chapter. Nevertheless, due to differences in hardware and software of the participating radiometers,
fully unified data handling was not possible.

The participants were encouraged to perform the data processing for their radiometers and report
back the radiance/irradiance values with uncertainty estimates. However, in a few cases, TO
accomplished/repeated the calculations for some participants as well. Data processing for the RAMSES,
HyperOCR, and WISP-3 instruments was fully automated at TO by purpose-designed computer
software. The source code of the software is freely available for the participants.

Data processing of each instrument was performed independently from the others and included
the following steps:

• separation of the raw datafiles based on the scene (e.g. low/high radiance, distance), integration
time, shutter measurements;

• pairing the raw data with corresponding shutter measurement;
• dark signal subtraction;
• linearity correction whenever applicable;
• division by radiometric responsivity;
• recalculation for the OLCI spectral bands;
• averaging;
• evaluation of the uncertainty.

3.2. Device-Specific Issues

TriOS RAMSES series instruments include both the radiance (ARC) and irradiance (ACC) sensors.
The raw spectra are stored in American Standard Code for Information Interchange (ASCII) and/or
Microsoft ACCESS database files. Data processing for these radiometers is fully unified based on
the measured data (2-byte integer numbers) and calibration files provided by the manufacturer and TO.
The detailed procedure to derive the calibrated results is described in [4]. RAMSES instruments are
equipped with black-painted pixels on the photodiode array used to compensate for the dark signal
and electronical drifts. The background spectrum (with the external shutter closed) was subtracted
as well. For subtraction, only the spectra with matching integration times were used. Before division
by the responsivity coefficients, linearity correction was applied, see Section 4.1.4.

Satlantic HyperOCR/OCR3000 series instruments include also both the radiance and irradiance
sensors with similar data processing chain. The raw spectra stored in binary files were converted
to ASCII by participants using the proprietary manufacturer’s software. Data processing for
the HyperOCR was based on the calibration file provided by TO and is similar to the RAMSES
procedure. The HyperOCR radiometers are equipped with an internal mechanical shutter, deployed
automatically after every fifth target spectrum. The shutter measurements were detected in the datafiles
and the closest shutter measurement was subtracted from each raw spectrum before the next steps.

Water Insight WISP-3 contains a three-channel Ocean Optics JAZ module spectrometer
and computer. Two of the input channels are connected to the radiance inputs while the third
is attached to the irradiance adaptor. Users can start the acquisition of the spectra by pressing
a button, the internal computer is setting the measurement sequence, determining the integration
times, and storing the data. All three channels are acquired simultaneously and the data are stored into
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a single ASCII file. The spectrometers have painted detector array pixels like the RAMSES radiometers.
The internal dark signal is subtracted automatically and resulting data are stored in the form of
floating point numbers. The only operation needed was the division by the responsivity coefficients
determined by TO using the same manual measurement sequence. The linearity correction described
in Section 4.1.4 was not used.

Spectral Evolution SR-3500 spectrometer is equipped with an optical fiber input
and interchangeable radiance and irradiance fore-optics. Thus, the data processing for the radiance
and irradiance measurements are identical. The spectral output is stored in the ASCII files and can
contain both the raw and radiometrically calibrated results based on the internal calibration coefficients.
The dark signal is subtracted internally using an integrated mechanical shutter. Each target measurement
is automatically followed by a dedicated dark measurement. During the radiometric calibration
at TO, calibration factors to the existing coefficients were derived. The calibrated data in the files was
multiplied by these factors, and finally, the linearity correction as described in Section 4.1.4 was used.

CIMEL SeaPRISM binary output was converted by the owner of the radiometer and was returned
to the pilot in the form of ASCII files. Based on these data, TO derived the radiometric calibration
coefficients. Neither linearity correction scheme nor re-calculation for the OLCI spectral bands was
used for the SeaPRISM at this stage.

3.3. Calculation of Sentinel-3/OLCI Band Values

As the final step of data processing, the radiance and irradiance values were re-calculated for
the OLCI spectral bands for each radiometer except for the multispectral SeaPRISM, in which case
the initial band values were used. Based on the given CWL of the spectroradiometer λn, and the OLCI
band definition Oi(λ) [29], the weight factors were found for each pixel

Ci(n) = Oi(λn),Ki(n) =
Ci(n)∑
k Ci(k)

, (1)

where n is the pixel number with CWL of λn, Oi(λn) is the responsivity of the corresponding
ith OLCI band interpolated to λn, and K(n) is the normalized weight coefficient for n’th pixel.
Finally, the radiance/irradiance value Ii for the corresponding OLCI band was calculated as

Ii =
∑

n
I(n) ·Ki(n), (2)

where I(n) denotes the measured radiance/irradiance at the n’th pixel.

3.4. Consensus and Reference Values Used for the Analysis

Consensus values were calculated as median [30] of all presented comparison values.
Reference values were applicable only for the indoor irradiance measurements (Figure 8), when
the measurand used for this exercise was during comparison measured also with the precision filter
radiometer serving as a reference.

3.5. Results of Indoor Experiment

The comparison results are presented as deviation from the consensus value. Despite the different
sensor types, as the radiation sources used for indoor comparison were spectrally very similar to
calibration sources, agreement between sensors was satisfactory for radiance and for irradiance
sensors (Figures 5–8) with no outliers present. In these figures, blue dashed lines show the expanded
uncertainty covering 95% of all data points on the right graphs. Solid lines represent RAMSES sensors,
dashed lines—HyperOCR sensors, double line—SR-3500, and dotted lines—WISP-3 sensors.
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Figure 5. Low intensity radiance; agreement just after receiving data from participants (left), and after
reviewing data by pilot, corrections submitted by participants and/or unified data handling by pilot
(right). Blue dashed lines—expanded uncertainty covering 95% of all data points on the right graph.
Solid lines—RAMSES sensors; dashed lines—HyperOCR sensors; double line—SR-3500; dotted lines
—WISP-3 sensors.

  λ

Figure 6. High intensity radiance; agreement just after receiving data from participants (left), and after
reviewing data by pilot, corrections submitted by participants and/or unified data handling by pilot (right).
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Figure 7. Irradiance sensors; agreement just after receiving data from participants (left), and after reviewing
data by pilot, corrections submitted by participants and/or unified data handling by pilot (right).

 
Figure 8. Irradiance sensors; agreement with reference values of the filter radiometer. Blue dashed
lines—expanded uncertainty covering 95% of all data points. Uncertainty of radiometric calibration
is included.

Larger variability of the results initially reported by participants was caused by applying
out-of-date calibration coefficients, by diversely applying or not applying the non-linearity correction
(Section 4.1.4) or calculating the OLCI band values differently. For unified data handling carried
out by the pilot and described in 3.1 to 3.3, the calibration results obtained during LCE-2 were used,
non-linearity correction was applied, OLCI band values were calculated by using individual weights
as determined from the wavelength scale of each radiometer. After unified data handling, agreement
between comparison results was significantly improved for the radiance sensors (Figures 5 and 6).
There was almost no improvement in the case of the irradiance sensors in Figure 7.

4. Measurement Uncertainty

The uncertainty analysis has been carried out according to the ISO Guide to the Expression of
Uncertainty in Measurement [31]. The evaluation is based on the measurement model, which describes
the output quantity y as a function f of input quantities xi: y = f (x1, x2, x3 . . . ). Standard uncertainty is
evaluated separately for each input quantity. There are two types of standard uncertainties: Type A is
of statistical origin; Type B is determined by any other means. Both types of uncertainties are indicated
as standard deviation and denoted by s and u respectively. The uncertainty component arising from
averaging a large number of repeatedly measured spectra of radiation sources by array spectrometers
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is considered as Type A. Contributions from calibration certificates (lamp, current shunt, multimeter,
diffuse reflectance panel, etc.), but also from instability and spatial non-uniformity of the radiation
sources are considered of Type B. For all input quantities relative standard uncertainties are estimated.
The relative combined standard uncertainty of output quantity is calculated by combining relative
standard uncertainty of each input estimate by using Equation (12) in [31]. Uncertainty of the final
result is given as relative expanded uncertainty with a coverage factor k = 2.

4.1. Effects Causing Variability of the Results

4.1.1. State of Radiometric Calibration

Analysis of the LCE-2 calibration results, comparing them with former calibrations,
including the factory calibrations, and also with calibrations carried out on the same set of radiometers
by TO one year later (before the FRM4SOC FICE-AAOT intercomparison) demonstrates the importance
of radiometric calibration for SI traceable results and reveals interesting information about instability
of the sensors. Some uncertainty contributions characteristic to calibration can also be estimated.

The variability of calibration coefficients of radiance and irradiance sensors due to adjustment of
the lamps, plaques, and sensors, and due to short-term instability of the lamps and sensors is depicted in
Figure 9. All the radiometers were calibrated before LCE-2 using the same pair of lamps (Sections 2.2
and 2.3). Two sets of calibration coefficients were obtained for each sensor and the difference between
the lamps was presented as the ratio of these coefficients. The curves in Figure 9 are calculated as standard
deviations from the ratios of a whole set of calibration coefficients determined by using the two standard
lamps. The systematic difference between lamps (due to small difference in traceability to SI) is neglected
and only the other uncertainty components related to individual setting up and measurement of
radiometers are accounted for by using standard deviation. Data in Figure 9 include calibration of more
than 25 sensors for LCE-2 intercomparison and also for FICE-AAOT intercomparison one year later
when a different pair of lamps was used. Remarkable in Figure 9 is the rapid increase of variability
between sensors in the UV region.

Figure 10 shows average long-term variability of calibration coefficients of TriOS RAMSES
and Satlantic HyperOCR radiance and irradiance sensors. All the radiometers had previous radiometric
calibration certificates of various origin and age. The curves in Figure 10 are calculated similarly to
Figure 9 as standard deviations of the ratios of previous and the last calibration coefficients. It has
to be noted, however, that in this case standard deviation is characterizing dispersion between
previous calibrations as these were performed by using various standards and conditions. Many of
the RAMSES and HyperOCR radiometers that participated in LCE-2 also took part in the FICE-AAOT
field intercomparison experiment one year later. Those sensors were radiometrically calibrated again
at TO in June 2018 before the beginning of the field campaign. This gave a good opportunity to
estimate the long-term stability of the sensors while minimising other possible factors influencing
the calibration result. The sensors were calibrated in the same laboratory by the same operator in similar
environmental conditions using the same calibration setup and methodology. Only the calibration
standard lamps were exchanged since LCE-2. Nevertheless, the L_1 yr and E_1 yr curves in Figure 10
obtained as standard deviations of the ratios of the calibrations coefficients one year apart exclude
the systematic differences between lamps. The two calibrations done in the same lab one year apart
showed that over 80% of the sensors have changed less than ±1%. Thus, the inherent long-term
stability of the sensors is likely better than 5% to 10% revealed from the previous calibration history,
where the differences were likely caused by other factors such as different calibration standards,
environmental conditions, calibration setups and methodologies, etc. However, rapid changes in
the responsivity of some TriOS RAMSES irradiance sensors may cause even larger deviations which
cannot be explained by other factors than the instability of the sensor itself. No quick changes were
observed for the RAMSES radiance sensors, however, even after omitting outliers from the stability
data of irradiance sensors, the stability of RAMSES radiance sensors is still better.
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Figure 9. Relative variability of calibration coefficients of radiance (L) and irradiance (E) sensors with
two different lamps used for calibration before LCE-2 and a year later before FICE-AAOT.

 
Figure 10. Relative variability of calibration coefficients of radiance (L) and irradiance (E) sensors:
former—difference of previous known calibrations and results of LCE-2 calibration; 1 yr after— changes
during one year after LCE-2 calibrations, some extra-large changes excluded.

4.1.2. Abrupt Changes of Responsivity

Factors causing the variability in the responsivity of radiometers were listed in [4].
During the calibration, the uncertainty of the radiation source is the dominant component in
the uncertainty budget, assuming that usually the ambient temperature will be within ±1 ◦C. Based
on the experience from LCE-2 and the following FICE activities, differences smaller than ±2% in
the wavelength range of (350...900) nm can be observed between different sources used for calibration.
Nevertheless, in some cases sharp changes in the responsivity of radiometers were detected, substantially
exceeding all possible effects which can cause variability during calibration like the radiation source,
alignment of instruments, contamination of fore-optics, temperature effects, etc. Relative change
of the spectral irradiance responsivity of the TriOS RAMSES SAM_8329 10 times calibrated during
eight years period is depicted in Figure 11. Each calibration in 2016–2018 consists of three repetitions
conducted in a short time.
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Figure 11. Relative change of responsivity of the SAM 8329. Year of the radiometric calibration is
shown with color: 2010 black, 2016 red, 2017, blue, 2018 green.

4.1.3. Temperature Effects

Individual variation of the calibration coefficients as a function of temperature for each radiometer
was not determined because of limited time schedule. Temperature effects for the TriOS RAMSES
radiometers were evaluated based on [13] instead, see Figure 12.

 
Figure 12. Relative variability of calibration coefficients due to temperature deviations from the reference
temperature 21.5 ◦C.

4.1.4. Nonlinearity Due to the Integration Time

Maximum relative nonlinearity effect due to integration times determined from calibration spectra
of TriOS RAMSES radiometers remained in the range of (1.5...3.5)% (Figure 13). Variability between
the instruments due to this effect, if not corrected, will mostly be in the range of ±1%. The effect can be
corrected down to 0.1% for certain types of radiometers by using the special formula, provided that
there are at least two spectra with different integration times available for the same source. Derivation
of the correction formula is based on the following assumptions: i) the nonlinearity effect is zero for
the dark signal; ii) the effect is proportional with the recorded signal; iii) the effect is wavelength
dependent; and iv) the corrected signal does not depend on the initial spectra used for estimation,

159



Remote Sens. 2019, 11, 1101

i.e., it should be of the same size for all possible combinations of initial spectra. Linearity corrected raw
spectrum S1,2(λ) is calculated as

S1,2(λ) =

[
1−
(

S2(λ)

S1(λ)
− 1
)(

1
t2/t1 − 1

)]
S1(λ). (3)

Here S1(λ) and S2(λ) are the initial spectra measured with integration times t1 and t2. Minimal ratio is
usually t2/t1 = 2, but may be also 4, 8, 16, etc. For large ratios t2/t1 > 8 the spectrum S1(λ) is close to
corrected spectrum S1,2(λ) and application of nonlinearity correction is not needed. Uncertainty of
corrected spectrum is predominantly determined with the uncertainty of initial spectrum measured
with smaller integration time. Therefore, the smallest uncertainty of the corrected spectrum will be
obtained if the initial spectra with the largest and with the second-largest non-saturating integration
times are used for estimation.

The formula has been found to perform quite effectively for TriOS RAMSES and Satlantic
HyperOCR radiometers in the range of (400 . . . 800) nm. This nonlinearity correction method is not
recommended for outdoor measurements, as due to temporal variability of the natural radiation
consecutive measurements with different integration times may lead to uncertainty of the corrected
spectrum much larger than acceptable 0.2%.

 
Figure 13. Maximum relative nonlinearity effect determined for 14 RAMSES sensors (both radiance
and irradiance) from calibration spectra with FEL lamps 399 and 401.

From the analysis of the calibration data by using the two-spectra formula (3), it became evident
that non-linearity errors scaled to full-range value of different radiance sensors behave in similar way.
This behavior serves as a basis for derivation of nonlinearity correction applicable to a particular single
spectrum that can also be used for the outdoor measurements, see Figure 14.
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Figure 14. Non-linearity errors of different radiance sensors scaled to full-range value. Dashed lines
are fitted model with uncertainty.

Relative nonlinearity correction for the full range signal δxmax(λ) is

δxmax(λ) = −5.1·10−8λ2 + 0.00014·λ− 0.0355. (4)

Relative nonlinearity correction δx(λ) for the signal x(λ) is

δx(λ) =
x

xmax
δxmax(λ). (5)

Corrected signal xcor(λ) can be expressed as

xcor(λ) = x(λ)
[
1 +

x
xmax

δxmax(λ)
]
. (6)

The formula has been thoroughly tested on the TriOS RAMSES calibration data, and is effective in
the range of (400 . . . 800) nm of correcting nonlinearity mostly better than to 0.2%. The model can be
fitted to all the studied RAMSES instruments by adjusting only the constant term.

4.1.5. Spectral Stray Light Effects

For many measurements, spectral stray light can lead to significant distortion of the measured
signal and become a significant source of uncertainty [18,28]. Iterative technique [18,32] can be used
for the simultaneous correction of bandpass and stray-light effects. When the full spectral stray
light matrix (SLM) of a spectrometer is known, the stray light contribution can be removed from
the measured signal and the original source spectrum restored. The stray light correction for a remote
sensing reflectance measurement made by a common three-radiometer above-water system means that
altogether six raw spectra have to be corrected—two for each radiometer, because stray light correction
needs to be applied also for the standard source spectrum during the radiometric calibration.

The SLM was known for some radiometers from previous characterization such as for RAMSES
sensors of TO, and for HyperOCR sensors of Plymouth Marine Laboratory (PML). Figure 15 presents
the impact of stray light correction, evaluated for indoor measurements. The indoor radiance
and irradiance sources were spectrally similar to the calibration sources; therefore, the stray light
correction has relatively small impact. WISP-3, SR-3500, and SeaPRISM have different optical design,
thus, their spectral stray light properties can have different nature compared to the data presented in
Figure 15.
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Figure 15. Stray light effects for indoor radiance measurements. Two RAMSES radiance sensors at high
and low sphere radiance.

4.2. Uncertainty Budgets for Indoor Comparisons

Uncertainty analysis is made for the laboratory irradiance and radiance measurements.
Uncertainty estimates for irradiance sensors measuring an FEL source at approximately 1 m
distance are given in Table 3, and for radiance sensors measuring integrating sphere, in Table 4.
All the uncertainty estimations of TriOS RAMSES sensors besides experimental data are based on
information from [2,24,28,33–36]. For the other radiometer models that took part in the intercomparison,
very little publicly available information can be found regarding various instrument characteristics
that influence the measurement results [37]. In addition, the RAMSES was the only sensor model that
was represented in sufficiently large number for statistical analysis.

The uncertainty is calculated from the contributions originating from the spectral responsivity of
the radiometer, including data from the calibration certificate, from interpolation of the spectral
responsivity values to the designated wavelengths and/or spectral bands, from instability of
the array spectroradiometer, from contribution to the spectral irradiance and/or radiance due to
setting and measurement of lamp current, from measurement of the distance between the lamp
and input aperture of the radiometer, from the spatial uniformity of the irradiance at 1 m distance,
and from reproducibility of the alignment. For the radiometer, uncertainty contributions arising from
the non-linearity, temperature effects, spectral stray light, and from dark measurements, as well as from
repeatability and reproducibility of averaged signal are included.

The radiometric calibration uncertainty in the following tables is not added to the combined
uncertainty because all participating radiometers were calibrated using common standards shortly
before the intercomparison and the contribution from calibration when using unified data handling
does not affect the relative differences of participants to each other. The following uncertainty
budgets describe variability between individual sensors, while uncertainty of radiometric calibration
and contributions of systematic effects which influence the instruments in a similar way are not
accounted for. Nevertheless, certainly they are relevant for traceability to SI units.

162



Remote Sens. 2019, 11, 1101

Table 3. Relative uncertainty budget for the irradiance (in percent), based on spread of individual
sensors measuring the same lamp during indoor comparison. Data highlighted in green are not used
for combined and expanded uncertainties.

400 nm 442.5 nm 490 nm 560 nm 665 nm 778.8 nm 865 nm

Certificate 0.88 0.68 0.65 0.62 0.59 0.62 0.56
Interpolation 0.5 0.2 0.3 0.2 0.2 0.1 0.1
Instability (sensor) 0.05 0.03 0.04 0.03 0.04 0.03 0.02
Alignment 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Nonlinearity 0.2 0.15 0.15 0.15 0.15 0.15 0.2
Stray light (sensor) 0.2 0.2 0.2 0.2 0.2 0.2 0.2
Temperature 0.02 0.01 0.01 0.03 0.09 0.2 0.38
Instability (source) 0.14 0.14 0.12 0.11 0.1 0.09 0.08
Uniformity 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Stray light (source) 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Signal, type A 0.11 0.04 0.02 0.02 0.01 0.02 0.04

Combined (k = 1) 0.63 0.39 0.45 0.38 0.39 0.39 0.52

Expanded (k = 2) 1.3 0.8 0.9 0.8 0.8 0.8 1.0

Table 4. Relative uncertainty budget for the radiance (in percent) based on spread of individual sensors
measuring the same integrating sphere during indoor comparison. Data highlighted in green are not
used for combined and expanded uncertainties.

400 nm 442.5 nm 490 nm 560 nm 665 nm 778.8 nm 865 nm

Certificate 1.2 0.78 0.76 0.73 0.71 0.73 1.35
Interpolation 0.5 0.2 0.3 0.2 0.2 0.1 0.1
Instability (sensor) 0.04 0.03 0.02 0.01 0.01 0.02 0.01
Back-reflection 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Alignment 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Nonlinearity 0.2 0.15 0.15 0.15 0.15 0.15 0.2
Stray light (sensor) 0.2 0.2 0.2 0.2 0.2 0.2 0.2
Temperature 0.02 0.01 0.01 0.03 0.09 0.2 0.38
Instability (source) 0.14 0.14 0.12 0.11 0.1 0.09 0.08
Uniformity 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Stray light (source) 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Signal, type A 0.12 0.07 0.04 0.02 0.03 0.03 0.06

Combined (k = 1) 0.64 0.41 0.46 0.39 0.40 0.40 0.53

Expanded (k=2) 1.3 0.8 0.9 0.8 0.8 0.8 1.1

4.3. Uncertainty Components in Tables 3 and 4

4.3.1. Calibration Certificate

Calibration certificate of the radiometer provides calibration points of radiometric responsivity
following the individual wavelength scale of the radiometer. This component is presented only for
reference and is not included in the combined and expanded uncertainties.

4.3.2. Interpolation

Interpolation of radiometer’s data is needed due to differences between individual wavelength
scales of the radiometers. Therefore, measured values were transferred to a common scale basis
(Sentinel-3/OLCI bands) for comparison, see 3.3. The uncertainty contribution associated with
interpolation of spectra is estimated from calculations using different interpolation algorithms.
The weights used for binning hyperspectral data to OLCI bands depend on the wavelength scale
and exact pixel positions of the hyperspectral sensor. In Table 3, the interpolation components include
the contribution of wavelength scale uncertainty estimated from data presented in Figure 14 of [3].
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4.3.3. Temporal Instability of Radiometer

Instability of the radiometric responsivity can be estimated from data of repeated radiometric
calibrations. For LCE-2, the instruments were calibrated just before the comparisons and only short-term
instability relevant for the time needed for the measurements has to be considered. The values are
derived from the data collected in calibration sessions of LCE-2 and FICE-AAOT a year later, see
Section 4.1.1 and Figure 9. The variability over two weeks was interpolated from the yearly variability
data. In addition to instability of the sensors the data in Figure 9 includes other uncertainty components
related to the calibration setup (e.g., alignment, short-term lamp instability, etc.).

4.3.4. Back-Reflection

Back-reflection from the radiometer into the integrating sphere was estimated using different
distances between the sphere and the radiometer as contribution of radiation reflecting from the radiance
sensor back into the integrating sphere.

4.3.5. Polarization

The polarization effect was estimated by indoor irradiance measurements, repeating cast after
radiometer was rotated 90◦ around its main optical axis, and revealing so the combined effect of
alignment and polarization. According to [38] the FEL emission is polarized about 3%. As reported
in [24], the polarization sensitivity of RAMSES irradiance sensors is varying from (0.05 . . . 0.3)%
at 400 nm to (0.3 . . . 0.6)% at 750 nm. Due to the depolarizing nature of the cosine collector this
effect is smaller than polarization sensitivity of RAMSES radiance sensors. Therefore, the observed
differences with rotated sensors are mostly caused by other effects like alignment, instability of
measured source, etc., and from the indoor irradiance uncertainty budget the polarization component is
omitted. Polarization is also not included in the indoor radiance uncertainty budget as the integrating
sphere is a strong depolarizer.

4.3.6. Alignment

Evaluation of alignment errors includes determination of distance between the source
and the reference plane of the cosine collector, measured along the optical axis. Alignment includes also
position errors of the lamp source across optical axes, rotation errors of the lamp [39], and positioning
errors of the input optics of the radiometer. Combined alignment and positioning errors are included
in variability data of radiometers calibrated with two different lamps (Figure 9).

4.3.7. Nonlinearity

Due to nonlinearity, some hyperspectral radiometers, measuring at different integration times,
may show relative differences up to 4% (see Figure 12 in Section 4.1.4). According to recommendations,
the non-linearity effects of good sensors should be correctable to less than 0.1%. The non-linearity
correction (3) was applied to both calibration and measurement spectra, with residues expected to be
less than 0.2%.

4.3.8. Spectral Stray Light

Spectral stray light of sensors is commonly not very relevant for measurements when the calibration
and target source emissions have similar spectral composition. Value is estimated from Figure 14 in
Section 4.1.5, and from [22,32].

4.3.9. Temperature

For array spectroradiometers with silicon detectors, the present estimate of standard uncertainty
due to temperature variability (±1.5 ◦C) in the spectral region from 400 nm to 700 nm is around 0.1%
and will increase up to 0.6% for longer wavelengths (950 nm) [13].
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4.3.10. Temporal Instability of Radiation Source

The short-term instability of the source is relevant for the indoor measurements as they were not
made simultaneously by all the participants. Thus, the time needed for intercomparison measurements,
including power cycling the source between the two days of indoor experiment, has to be considered.
This uncertainty component was estimated using the uncertainty in setting the lamp current and its
effect on lamp emission. The drift of the irradiance values (at 500 nm) measured during the calibration
campaign was ~0.1%, (2.2).

4.3.11. Stray Light in Laboratory

Sources of stray light are associated with the stray light in the laboratory during the indoor
experiment. This component has been estimated in previous experiments made in the Tartu Observatory.

4.3.12. Type A Uncertainty of Repeated Measurements

For Type A uncertainty of time series of indoor measurements, white noise of measured series can
be often expected. The analysis has indicated that sometimes the measurements are not completely
independent and the autocorrelation of time series has been accounted for. If there is autocorrelation
in the time series, the effective number of independent measurements ne has to be considered instead
of actual number of points nt in the series [40]

ne ≈ nt
1− r1

1 + r1
, (7)

where r1 is the lag-1 autocorrelation of the time series.

5. Discussion and Conclusions

The LCE-2 exercise consisted of three sub-tasks: SI-traceable radiometric calibration of participating
radiometers just before the intercomparison; laboratory intercomparison of stable lamp sources in
controlled environment; outdoor intercomparison of natural radiation sources over terrestrial water
surface. Altogether, 44 radiometric sensors from 11 institutions were involved: 16 RAMSES, 2 OCR-3000,
4 HyperOCR, 4 WISP-3, 1 SeaPRISM and 1 SR-3500 radiance sensors, and 10 RAMSES, 1 OCR-3000,
2 HyperOCR, 2 WISP-3, and 1 S R-3500 irradiance sensors. Additionally, the majority of sensors
involved in LCE-2 were recalibrated at TO a year later (for FICE-AAOT) giving estimate for their
long-term stability. More than 80% of the sensors changed during one year less than ±1%.

Agreement between the radiometers is mostly affected by the calibration state of sensor.
For example, factory calibrations made at different times can cause differences exceeding ±10%.
Former calibrations in different laboratories from several years ago can cause differences around
±3%. Different calculation schemes (corrections for non-linearity, stray light or for OLCI band values)
can cause differences about ±1 . . . 2% each factor. The best agreement of 0.5 . . . 0.8% between
participants has been achieved when measurements were carried out just after calibration and for
data handling unified procedures have been used including application of nonlinearity correction
and the same algorithm for calculation of OLCI band values.

Dependence of the calibration coefficients on temperature can also cause significant deviation
from SI-traceable result, especially in the near-infrared spectral region. For maximum temperature
difference of about 20 ◦C between calibration and later measurements (typically between 0 ◦C and 40 ◦C)
a responsivity change more than 10% is possible [2,13]. For laboratory measurements in controlled
environment the temperature effect is expected to be within (0.1 . . . 0.5)%.

Effect of stray light correction evaluated for indoor measurements in the range (400 . . . 700) nm
has been less than 0.5%. Though, outside the range of (400 . . . 700) nm the relative uncertainty may
increase substantially if correction is not applied.
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Maximum value of the nonlinearity effect due to integration times determined from calibration
spectra of TriOS RAMSES radiometers for a group of 15 radiometers was in the range of (1.5...4)%.
At the same time, variability between the instruments due to this effect if not corrected, remained
within ±1% due to the systematic nature of the nonlinear behavior affecting all the instruments in
similar manner. During laboratory measurements the non-linearity correction was applied to both
calibration and measurement spectra, with residues expected to be less than 0.2%.

Field of view and cosine responsivity effects can significantly depend on the limits of error set by
specifications of radiometers, and on results of individual tests showing how large is deviation from
the specified values. In the laboratory, the cosine responsivity error of the sensor during calibration
was close to the error during the intercomparison measurements due to similar illumination geometry,
and therefore, the resulting systematic error is insignificant.

Through the indoor experiment, when conditions for later measurements and conditions specified
for calibration were quite similar, high effectiveness of the SI-traceable radiometric calibration has been
demonstrated, a large group of different type radiometers operated by different scientists achieved
satisfactory consistency between results showing low standard deviations between radiance (27 in total)
or irradiance (15 in total) results (s < 1%). This is provided when some unification of measurement
and data processing was settled: alignment of sensors, structure of collected data, application of
unified wavelength bands and non-linearity corrections. Nevertheless, variability between sensors
may be insufficient for complete quantification of uncertainties in measurement. For example,
standard deviation of nonlinearity estimates versus the mean effect (Figure 13) demonstrates that
differences are not able to reveal full size of systematic errors common for all the instruments.
Therefore, all radiometers still should be individually tested for all significant systematic effects which
may affect the results as this is the only way to get full estimate of the effects degrading traceability to
the SI scale.

Furthermore, in the frame of the outdoor experiment when conditions specified for calibration
and in field are much more different from each other the variability between freshly calibrated individual
sensors did increase substantially, demonstrating the limitation of typical OC field measurements
with sensors having SI-traceable radiometric calibration. Including laboratory intercomparison to
the LCE-2 exercise has clearly shown that further reduction of the uncertainty of radiometric calibration
of sensors will not improve the agreement between field results significantly. Much more relevant
for achieving better SI-traceability of field measurements are improved specifications of radiometers,
additional characterization of individual sensors accounting for specific field conditions, and unified
data handling which will be considered in [1].
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Abstract: An intercomparison of radiance and irradiance ocean color radiometers (the second
laboratory comparison exercise—LCE-2) was organized within the frame of the European Space
Agency funded project Fiducial Reference Measurements for Satellite Ocean Color (FRM4SOC)
May 8–13, 2017 at Tartu Observatory, Estonia. LCE-2 consisted of three sub-tasks: (1) SI-traceable
radiometric calibration of all the participating radiance and irradiance radiometers at the Tartu
Observatory just before the comparisons; (2) indoor, laboratory intercomparison using stable radiance
and irradiance sources in a controlled environment; (3) outdoor, field intercomparison of natural
radiation sources over a natural water surface. The aim of the experiment was to provide a link in
the chain of traceability from field measurements of water reflectance to the uniform SI-traceable
calibration, and after calibration to verify whether different instruments measuring the same object
provide results consistent within the expected uncertainty limits. This paper describes the third
phase of LCE-2: The results of the field experiment. The calibration of radiometers and laboratory
comparison experiment are presented in a related paper of the same journal issue. Compared
to the laboratory comparison, the field intercomparison has demonstrated substantially larger
variability between freshly calibrated sensors, because the targets and environmental conditions
during radiometric calibration were different, both spectrally and spatially. Major differences were
found for radiance sensors measuring a sunlit water target at viewing zenith angle of 139◦ because of
the different fields of view. Major differences were found for irradiance sensors because of imperfect
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cosine response of diffusers. Variability between individual radiometers did depend significantly also
on the type of the sensor and on the specific measurement target. Uniform SI traceable radiometric
calibration ensuring fairly good consistency for indoor, laboratory measurements is insufficient
for outdoor, field measurements, mainly due to the different angular variability of illumination.
More stringent specifications and individual testing of radiometers for all relevant systematic effects
(temperature, nonlinearity, spectral stray light, etc.) are needed to reduce biases between instruments
and better quantify measurement uncertainties.

Keywords: ocean color radiometers; radiometric calibration; field intercomparison measurement;
agreement between sensors; measurement uncertainty

1. Introduction

The FRM4SOC project aimed to support the consistency of the ground-based validation
measurements for “ocean color (OC)”, or water reflectance, with the SI units, and thus, contribute to
higher quality and accuracy of Sentinel-2 Multispectral Instrument (MSI) and Sentinel-3 Ocean and
Land Color Instrument (OLCI) products. For that, the second laboratory comparison exercise (LCE-2)
comparison experiment was organized in the frame of the FRM4SOC project. A stepwise approach
was chosen for the LCE-2: At first, calibration of sensors, secondly; indoor, laboratory comparisons
using various levels of radiance or irradiance performed in stable conditions similar to those during
radiometric calibration; and as a third, outdoor, field measurements of natural radiation sources in an
environment significantly different from laboratory conditions. This paper only describes the field
experiment, whilst the radiometric calibration and indoor exercise are covered in a related paper of the
same journal issue [1].

Intercomparison of data produced by a number of independent radiometric sensors measuring
simultaneously the same object allows assessment of the consistency of different results and their
estimated uncertainties depending on the type of the sensor, the spectral composition, intensity and
angular variability of the measured radiation, environmental temperature, and the particular method
used for collecting and handling the measurement data [2,3]. This information can serve also for further
elaboration of uncertainty estimation. Compared to the indoor experiment [1], much larger variability
between radiometric sensors is expected in the outdoor experiment, due to much larger differences in
target signal and environmental temperature with respect to the radiometric calibration conditions.

The analysis of field measurements is more complicated than for the indoor case. The main
differences in field and laboratory measurements of LCE-2, causing a substantial increase of the field
measurements uncertainty, are shown in Figure 1. The spectral composition and intensity of radiation
from the target being measured (sky, water) are significantly different from the incandescent source
used as the radiometric calibration standard. The angular distribution of downwelling irradiance
also varies from the nearly collimated radiation source used during radiometric calibration. Ambient
temperature in the field can differ from the stable laboratory temperature during the radiometric
calibration by more than ±15 ◦C. The stray light effect may be an order of magnitude larger, due to
different shapes of the calibration and field spectra. Strong autocorrelation in recorded time series data
implies that statistical analysis of intercomparison results should be suitably rearranged.

Due to non-ideal performance of radiometers (temperature dependence, deviation from ideal
cosine response for irradiance sensors, nonlinearity, spectral stray light, etc.), all the differences between
conditions during radiometric calibration and field measurements can contribute to the bias between
radiometers and increase the measurement uncertainty. The known measurement errors should be
corrected and the unknown or residual errors have to be assessed and accounted for in the uncertainty
budget. Unfortunately, the information needed for these corrections is often available only through
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highly time- and resource-consuming tests of individual radiometers, and it is often necessary to make
such corrections based on the characterization of an instrument from the same family.

 
Figure 1. Main differences between the field and laboratory measurements of the second laboratory
comparison exercise (LCE-2) causing a substantial increase in uncertainty of the field measurements.

This study aims to evaluate the effectiveness of SI-traceable radiometric calibration for consistency
of OC field measurements, presents LCE-2 data processing results, and discusses techniques and
procedures for improving traceability of OC field measurements.

2. Material and Methods

2.1. Participants of the LCE-2

In total 11 institutes or companies were involved in the LCE-2, see Table 1. Altogether 44
radiometric sensors from five different manufacturers were involved, as shown in Table 2.

Table 1. Institutes and instruments participating in the LCE-2 intercomparison.

Participant Country L-Radiance; E-Irradiance Sensor

Tartu Observatory (pilot) Estonia RAMSES (2 L, 1 E) WISP-3 (2 L, 1 E)
Alfred Wegener Institute Germany RAMSES (2 L, 2 E)
Royal Belgian Institute of Natural Sciences Belgium RAMSES (7 L, 4 E)
National Research Council of Italy Italy SR-3500 (1 L, 1 E) WISP-3 (2 L, 1 E)
University of Algarve Portugal RAMSES (2 L, 1 E)

University of Victoria Canada OCR-3000 (OCR-3000 is the predecessor of HyperOCR)
(2 L, 1 E)

Satlantic; Sea Bird Scientific Canada HyperOCR (2 L, 1 E)
Plymouth Marine Laboratory UK HyperOCR (2 L, 1 E)
Helmholtz-Zentrum Geesthacht Germany RAMSES (2 L, 1 E)
University of Tartu Estonia RAMSES (1 L, 1 E)
Cimel Electronique S.A.S France SeaPRISM (1 L)
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Table 2. Technical parameters of the participating radiometers.

Parameter RAMSES HyperOCR WISP-3 SR-3500 SeaPRISM

Field of View (L/E) 7◦/cos

6◦(According to the
manufacturer, the HyperOCR
radiance sensors 444 and 445
have 6◦ FOV) or 23◦/cos

3◦/cos 5◦/cos 1.2◦/NA

Manual integration time yes yes no yes no
Adaptive integration time yes yes yes yes yes
Min. integration time, ms 4 4 0.1 7.5 NA
Max. integration time, ms 4096 4096 NA 1000 NA
Min. sampling interval, s 5 5 10 2 NA
Internal shutter no yes no yes yes
Number of channels 256 256 2048 1024 12
Wavelength range, nm 320 . . . 1050 320 . . . 1050 200 . . . 880 350 . . . 2500 400 . . . 1020
Wavelength step, nm 3.3 3.3 0.4 1.2/3.8/2.4 NA
Spectral resolution, nm 10 10 3 3/8/6 10

2.2. Venue and Measurement Setup

The outdoor exercise took place at Lake Kääriku, Estonia, 58◦0′5”N, 26◦23′55”E on 11–12.05.2017.
Lake Kääriku is a small eutrophic lake with 0.2 km2 surface area. Maximum depth is 5.9 m, with an
average of 2.6 m. The water color is greenish-yellow with measured transparency (Secchi disk
depth) of 2.6 m. The average chlorophyll content Chl_a = 7.3 mg m−3, total suspended matter
content TSM = 3.9 g m−3, absorption of the colored dissolved organic matter aCDOM(442 nm) = 1.7 m−1,
diffuse attenuation coefficient of downwelling irradiance Kd(PAR) = 1.3 m−1. The bottom is muddy.
Lake Kääriku has a 50 m long pier and a diving platform on the southern coast. The diving platform
has two levels. During LCE-2 the upper level was used for the instruments, computers and instrument
operators were located on the lower level and the pier below the tower (Figure 2).

 
Figure 2. Pier and diving platform at the southern coast of Lake Kääriku.

The instruments were located roughly 7.5 m above the water surface. Depth of water around
the diving platform was 2.6 m to 3.6 m and the bottom was not visible to observers. The closest trees
were about 65 m south of the platform, the treetops are less than 20◦ above the horizon when viewed
from the upper level of the platform. Purpose-built frames were used for mounting and aligning the
participating radiometers (Figures 3 and 4). The irradiance sensors were mounted in a fixed frame
ensuring the levelling of the cosine collectors. The front surfaces of all the cosine collectors were
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set at the same height so that the illumination conditions were equal and the instruments were not
shadowing each other.

Figure 3. 3D CAD (computer-aided design) drawings of the frames for mounting irradiance (left) and
radiance (right) sensors during the outdoor experiment.

 
Figure 4. All the radiance and irradiance radiometers were mounted in common frames during the
LCE-2 outdoor experiment. Left frame—irradiance sensors; right frame—radiance sensors.

2.3. Environmental Conditions and Selection of Casts

The environmental conditions during the outdoor experiment were not ideal, mainly due to the
presence of scattered cumulus clouds. The aerosol content was low, average daily aerosol optical depth
at 500 nm (AOD500) was 0.077 on May 11 and 0.071 on May 12 (measured at Tõravere AERONET
station, 30 km north of Lake Kääriku [4]). The air temperature was rather low, between 5 ◦C and 9 ◦C;
water temperature was around 11 ◦C. Wind speed was mainly between 0.5 m s−1 and 4 m s−1 with
occasional gusts of up to 7 m s−1.

The outdoor measurements were performed in 5-minute casts, an exception of 25-minute
irradiance cast no. 14. The beginning and end times of casts were announced and during the casts all
the participants recorded the radiance and irradiance data at their usual fieldwork data acquisition rate.
30 casts were recorded in total, but only seven of them were included in the intercomparison.
The selection of casts was based on the time series of 550 nm spectral band. The coordinating laboratory
received the 550 nm time series data for 16 radiance and 10 irradiance sensors. Only the casts with the
most stable signal and least missing data were selected for further analysis. All the selected casts were
measured on May 12—the second day of the outdoor experiment. The all-sky camera images captured
in the middle of the selected casts can be seen in Figure 5.
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Figure 5. All-sky camera images captured in the middle of the casts used in the intercomparison
analysis. Irradiance—C10, C12, C13, C14; blue sky radiance—C8, C12, C13; water radiance—C17, C23.
Red dots in C8, C12, C13 indicate approximate view direction of the radiance sensors.

The casts used in the analysis of LCE-2 intercomparison are listed in Table 3. Four casts (C10,
C12, C13, and C14) were chosen for irradiance, all recorded with direct sunlight, although with some
clouds in the sky away from the sun. Five casts were chosen for radiance: Three casts (C8, C12,
and C13) recorded with blue sky as a target, one (C17) measurement of the water surface in cloud
shadow, and one (C23) measurement of sunlit water. Measurement C17 is made at a zenith angle
suggested in the protocols for above-water radiometry, while measurement C23 is made at a slightly
more oblique angle. These measurements are made for azimuth angles 107◦ and 143◦ with respect to
the sun, in order to avoid sunglint and direct shadow from the platform. The 550 nm time series of one
irradiance (RAMSES SAM_8329) and one radiance (RAMSES SAM_81B0) sensor for all the radiance and
irradiance casts used for intercomparison are plotted in Figure 6. The initial cast start and stop times
were adjusted based on Figure 6 to exclude the intervals with high temporal variability. Photographs
of the radiance targets can be seen in Figure 7. Approximate field-of-view (FOV) footprints for WISP-3
(3◦), RAMSES (7◦), and HyperOCR (23◦) are shown in Figure 7 as well. The images were taken with a
handheld Nikon D40X digital single-lens reflex (DSLR) camera equipped with a Nikkor 18–200 mm
zoom lens. According to the Exchangeable image file format (EXIF) meta-info of the images, the lens
was completely zoomed out to 18 mm for C8, C12, C13, and C23. Considering the parameters of the
lens and the camera, the horizontal FOV of these images is 67◦. The lens was zoomed to 32 mm for C17
which corresponds to 41◦ horizontal FOV of the image. As the camera was not fixed to the frame in
line with the radiometers, its collinearity with the radiometers is uncertain and the actual FOV-s of the
radiometers may slightly differ from circles, shown in Figure 7.
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Table 3. Casts used in the analysis.

Cast Target Time (UTC) SZA SAA
Relative VAA

from Sun
VZA

Wind
speed

C8 Ld (blue sky) 07:46:00–07:49:25 48◦ 131◦ 162◦ 43◦ NA
C10 Ed 08:07:00–08:12:00 46◦ 137◦ NA NA NA
C12 Ed, Ld (blue sky) 08:50:00–08:55:00 43◦ 151◦ 90◦ 43◦ NA
C13 Ed, Ld (blue sky) 09:00:00–09:03:05 42◦ 154◦ 134◦ 58◦ NA
C14 Ed 09:22:30–09:47:30 41◦ 162◦ NA NA NA
C17 Lu (shadow) 10:30:00–10:35:00 40◦ 187◦ 107◦ 139◦ 2 m s−1

C23 Lu (sunlit) 11:56:00–12:01:00 44◦ 217◦ 143◦ 130◦ 1 m s−1

UTC—coordinated universal time; NA—not applicable; SZA—solar zenith angle; Ld—downwelling sky radiance;
SAA—solar azimuth angle; Lu—total upwelling water radiance; VAA—view azimuth angle; Ed—downwelling
irradiance; VZA—view zenith angle.

Figure 6. Relative variation of 550 nm signal of one RAMSES sensor during irradiance (left) and
radiance (right; C8, C12, C13 blue sky; C17 water in cloud shadow; C23 sunlit water) casts selected for
intercomparison analysis.

Figure 7. Photographs of radiance targets used in the intercomparison analysis. The circles denote
approximate FOV of WISP-3 (smallest), RAMSES, and HyperOCR (largest).
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2.4. Outdoor Experiment of the LCE-2

The initially planned outdoor intercomparison [5] accounted for two phases: (1) Direct
intercomparison of the downwelling irradiance Ed, the downwelling sky radiance Ld, and the
total upwelling water radiance Lu; (2) intercomparison of the remote sensing reflectance Rrs and the
water-leaving radiance Lw derived from simultaneously measured Ed, Ld, and Lu. The radiance sensors
were mounted on the frame in two groups which could be moved independently in the zenith direction.
Additionally, the relative zenith angle between the two groups could be fixed, and both groups tilted
together. The selected setting was to fix the relative azimuth angle between the two groups of sensors
to 0◦ and move simultaneously all the radiance sensors in the azimuth direction. The design of the
radiance frame allowed mounting the Lu radiometers to one group and Ld radiometers to another
group for measuring Lw and Rrs in a typical 3-radiometer above-water configuration [6].

On the first day of the outdoor measurements, seven casts of simultaneous Ed, Ld, and Lu

measurements at typical above-water 3-radiometer configuration were recorded. However, none of
the casts was considered suitable for the analysis, due to cumulus clouds causing rather unsteady
illumination conditions. On the second day of the outdoor experiment, priority was given to the phase
(I) measurements and all the radiance sensors were simultaneously measuring either Lu or Ld.

2.5. Data Processing

In total, data for 40 out of 44 radiometers were reported back to the pilot. For the rest, the pilot
carried out the data handling using the provided raw files. The data processing details are described
in Sections 3.1 and 3.2 of the related paper [1]. The outdoor data processing chain contained the
following steps:

• Separation of the raw data files, based on the casts’ start and stop timestamps;
• Subtraction of the dark signal;
• Division by radiometric responsivity;
• Interpolation/convolution of spectra into the OLCI bands.

2.6. Consensus Value Used for the Analysis

The group median was used as the consensus value. Compared to the indoor measurements,
outdoor variability between radiance sensors on average was about twice larger, and for irradiance
sensors more than five times larger. Two irradiance and one radiance sensor were not accounted for in
the variability estimate, because they had extremely large deviations from the group median.

2.7. Accuracy of Sensor Adjustment

The collinearity of groups of radiance sensors on the left and right frame was set by visual
observation from the side of the frame and was better than ±1◦. Due to the flexibility of the plastic
clamps used to fix the HyperOCR radiometers, slight deflection from collinearity of HyperOCR and
RAMSES sensors within the groups was noticed during the experiment (visually much larger than
misalignment between the groups). Using Figure 8, the angle between HyperOCR and RAMSES
sensors was measured to be 1.3◦, the HyperOCR sensors were pointing lower than the RAMSES
instruments. Image taken from the other side of the frame revealed that the HyperOCR sensors in
the other group were pointing about 1.1◦ higher than the RAMSES instruments. The left and right
radiance frames were visually aligned by the topmost RAMSES instruments, thus, the maximum angle
between the HyperOCR instruments on the frames could have been about 2.5◦. Although this is ten
times smaller than the FOV of a standard HyperOCR instrument, it can have a significant impact when
measuring spatially heterogeneous targets.
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Figure 8. The angle between red lines marking the directions of HyperOCR and RAMSES sensors was
measured to be 1.3◦ from this image.

3. Results

3.1. Results of Outdoor Comparison

The consensus spectra for the irradiance and radiance targets are presented in Figure 9.
The difference between the casts of radiance sensors measuring the sky and water is evident. Radiation
from the water with blue sky gave the smallest signal.

  
Figure 9. Irradiance and radiance consensus values in the outdoor experiment. C8, C10, C12,
C13, C14—blue sky (radiance) or direct sunshine (irradiance); C17—water in cloud shadow;
C23—sunlit water.

The measurement results for the field casts are presented in Figures 10 and 11 as the deviation from
the consensus value. The different behavior of RAMSES and HyperOCR sensor groups became evident.
For the irradiance measurements, the deviation of HyperOCR sensors from the consensus value was
very small, and the group of RAMSES sensors caused the increase of mean variability, see Figure 10.
Conversely, the variability of the radiance sensors during the indoor and outdoor exercises was almost
at the same level for the RAMSES group, and the increase of the outdoor variability was caused largely
by the HyperOCR sensors, see Figure 10.
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Figure 10. Irradiance sensors compared to the consensus value. Solid lines—RAMSES sensors; dashed
lines—HyperOCR sensors; double line—SR-3500.

All the irradiance casts in Figure 10 were measured with direct sunshine and no big difference
between casts can be observed for the consensus irradiance spectra (Figure 9). The group of HyperOCR
sensors, shown in Figure 10 with dashed lines, are more consistent with the consensus value than
the sensors of the RAMSES group shown with solid lines. Remarkable is much higher variability
across sensors of the RAMSES group. Interestingly, the intra-sensor variability of irradiance is almost
wavelength-independent, except at 400 nm.

The comparison of different radiance sensors (Figure 11) did show a very good agreement to within
1.2% across the full spectrum for all RAMSES sensors for casts C12 and C13—the most homogeneous
blue sky targets. Higher variability between all sensors, and particularly the HyperOCR radiance
sensors, is seen for the obliquely viewed water target C23 (Figure 11). This is probably caused by
spatial heterogeneity of the target (C23 in Figure 7), and by slight bias from collinearity of the sensors
(Figure 8). This assumption is supported by the fact that radiometers 151, 222, and 444 which are
below the consensus value in Figure 11 were mounted on the left frame and radiometers 152, 223,
and 445 which all remain above the consensus value in Figure 11 were mounted on the right frame.
The water-viewing measurement C17 has better spatial heterogeneity and is more representative,
due to more suitable zenith angle normally used for water reflectance measurements because the
angular variability of the Fresnel reflection coefficient for 41◦ angle of incidence (cast C17) is smaller
than for 50◦ (cast C23), and hence gives less spatial variability of skylight reflection.

In Figure 11, the SeaPRISM shows fairly good agreement with the consensus value of LCE-2,
while SR-3500 is through all casts biased to somewhat smaller values. WISP-3 sensors show above
an average scattering of results, partly because their alignment to the frame in line with the other
radiometers was difficult, due to the ergonomic shape of these handheld instruments and lack of
suitable reference surfaces for alignment. It is not possible to conclude which sensor(s) showed best
agreement with SI, due to lack of a well-characterized SI-traceable reference radiometer involved
simultaneously in the comparison.
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Figure 11. Radiance sensors compared to the consensus value in the outdoor experiment. C8, C12,
C13—blue sky; C17—water in cloud shadow at 139◦ VZA; C23—sunlit water at 130◦ VZA. Solid
lines—RAMSES sensors; dashed lines—HyperOCR sensors; double lines—SeaPRISM (SP) and SR-3500;
dotted lines—WISP-3.

The variability of irradiance and radiance results in the LCE-2 in comparison with differences
between sensors, due to calibration state before the experiment is summarized in Figure 12. All standard
deviations of laboratory measurements are smaller than 1%. Standard deviations of the field results
are substantially higher (1–5)%, but still much smaller than variability, due to calibration state of
sensors before the experiment (5–10)%, i.e., the calibration that each participant would have used if the
radiometers were not freshly calibrated just before the start of the LCE-2 intercomparison exercise.
It must be noted, however, that some instruments had not been used for fieldwork in recent years,
thus, the previous calibration coefficients were several years old.
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Figure 12. Variability between irradiance and radiance sensors. E_cal and L_cal—due to calibration
state; E(Lab), L(Low) and L(High)—variability in laboratory intercomparison; E(Sun), L(BlueSky) and
L(Water) variability in the field.

3.2. Measurements after the End of LCE-2 Comparison

Large variability between irradiance sensors of the RAMSES group during the outdoor exercise
cannot be fully explained by poor stability of sensors, or by factors, such as temperature dependence
(which is rather similar for the whole RAMSES group [7]), nonlinearity (which would be stronger for
wavelengths with high digital counts), and stray light (which would show more spectral features).
Most likely, the main reason for differences between RAMSES and between HyperOCR irradiance
sensors comes from different properties of the entrance optics (angular response). The results of [8] for
six RAMSES irradiance sensors suggest a cosine error within ±2% for sun zenith angles lower than 50◦
when radiometric calibration is conducted at 20◦ tilted sensor with respect to the incident irradiance.
For the “conventional” calibration procedure at normal illumination somewhat larger cosine error may
be expected. Therefore, after the end of LCE-2, in January 2019 the in-air cosine response error of five
RAMSES irradiance sensors was measured, see Figure 13. One new sensor number 8598 measured
was not involved in LCE-2.

Dependence of the cosine error on the zenith angle varies from radiometer to radiometer
significantly with values ranging from −16% up to +9% at ±65◦. Deviation from the ideal cosine
response is irregular and does not always show a monotonic increase with the incidence angle. This is
in agreement with the results of [8]. For one sensor, 8329, significant asymmetry is evident. The best of
the characterized sensors, 81A8, has demonstrated in the outdoor experiment irradiance results very
close to the consensus value (Figure 10), whereas the sensor 81EA with the largest cosine error, at the
same time, had a deviation from consensus value about −10% to −15%, depending on wavelength.

Following the 20◦ “offsetting” calibration method suggested in Reference [8], the comparison
data of Figure 10 were recalculated for two sensors by using the cosine response characterization
results. Effect of calibration with tilted to 20◦ with respect to the incident irradiance sensor is shown in
Figure 14. Improvement is evident for both sensors, but for 81EA the residual error is still large.
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Figure 13. Normalized cosine response error of five RAMSES sensors.

 
Figure 14. Effect of calibration with tilted to 20◦ with respect to the incident irradiance sensor.
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The manufacturer’s specification of the HyperOCR [9] states that the cosine root mean square
(RMS) error is within 3% at 0–60◦, and within 10% at 60◦–85◦ incidence angles. For RAMSES [10],
accuracy is stated to be better than 6–10% depending on spectral range. The respective specification in
Reference [11] is: For Ed measurement, the response to a collimated source should vary as cosθ within
less than 2% for angles 0◦ < θ < 65◦ and 10% for angles 65◦ < θ < 90◦. For easier comparison of different
sensors the deviation from ideal cosine response was quantified as the integral of azimuth-independent
absolute values of the cosine error for θ in the 0◦ to 85◦ interval, the index f c in Reference [8] or cosine
error f 2 in Reference [12], see Figure 15.

 
Figure 15. Integrated cosine error of the five RAMSES radiometers.

Increased variability between the RAMSES sensors in comparison with HyperOCR sensors
presented in Figure 10 can be reasonably explained by a too tolerant specification of the cosine error,
as departures from cosθ imply analogous errors in Ed in the case of direct sunlight [11]. Although
the majority of the RAMSES sensors meet the present specification, differences revealed during
the field measurements may render the specification unsatisfactory for the users, unless laboratory
characterization data and an indication of the angular variation of the downwelling radiance field, e.g.,
direct/diffuse ratio, is available to correct for imperfect cosine response.

Thus, rather large cosine errors of RAMSES irradiance sensors can be considered to be the main
reason for the differences between irradiance sensors during the LCE-2 outdoor measurements.

4. Uncertainty Budgets of Outdoor Comparisons

An uncertainty analysis according to Reference [13,14] is undertaken for the outdoor measurements
to understand the contribution of different factors to the observed variability between sensors.
The outdoor downwelling irradiance uncertainty estimates are presented in Table 4; Table 5 corresponds
to the blue sky radiance, and Table 6 to the radiance of sunlit water. All the uncertainty estimations in
Tables 4–6 are based on experimental variability data of TriOS RAMSES sensors and information from
References [2,6,15–19]. For the other radiometer models that took part in the intercomparison very
little publicly available information can be found regarding various instrument characteristics that
influence the measurement results [20]. In addition, the RAMSES was the only sensor model that was
represented in sufficiently large number for statistical analysis.
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Table 4. Relative uncertainty budget for the downwelling irradiance (in percent), based on the spread
of individual sensors measuring the same target during the outdoor comparison. Data highlighted
in green are not used for combined and expanded uncertainties. Last row: Relative experimental
variability of sensors evaluated from the results of field comparisons.

400 nm 442.5 nm 490 nm 560 nm 665 nm 778.8 nm 865 nm

Certificate 0.88 0.68 0.65 0.62 0.59 0.62 0.56
Interpolation 0.5 0.3 0.3 0.3 0.3 0.3 0.3
Instability (sensor) 0.05 0.03 0.04 0.03 0.04 0.03 0.02
Polarization 0.1 0.1 0.1 0.1 0.1 0.1 0.2
Nonlinearity 0.4 0.3 0.3 0.3 0.3 0.3 0.2
Stray light 0.9 0.7 0.3 0.3 0.7 0.9 1.0
Temperature 0.4 0.2 0.2 0.2 0.2 0.4 0.8
Cosine error 4.8 3.7 3 2.4 2.2 2.2 2
Signal, type A 0.01 0.01 0.01 0.01 0.01 0.02 0.02

Combined (k = 1) 4.9 3.8 3.1 2.5 2.3 2.4 2.3

Expanded (k = 2) 9.8 7.6 6.2 5 4.6 4.8 4.6

Variability (k = 2) 9.7 7.6 6.2 5 4.7 4.9 4.6

Table 5. Relative uncertainty budget for the radiance of blue sky (in percent), based on the spread
of individual sensors pointing to the same target during the outdoor comparison. Data highlighted
in green are not used for combined and expanded uncertainties. Last row: Relative experimental
variability of sensors evaluated from the results of field comparisons.

400 nm 442.5 nm 490 nm 560 nm 665 nm 778.8 nm 865 nm

Certificate 1.2 0.78 0.76 0.73 0.71 0.73 1.35
Interpolation 0.5 0.3 0.3 0.3 0.3 0.3 0.3
Instability (sensor) 0.04 0.03 0.02 0.01 0.01 0.02 0.01
Polarization 0.1 0.1 0.2 0.2 0.4 0.4 0.4
Nonlinearity 0.4 0.4 0.5 0.5 0.5 0.6 0.6
Stray light 0.8 0.6 0.2 0.2 0.5 0.9 1
Temperature 0.4 0.2 0.2 0.2 0.2 0.4 0.8
Alignment, FOV 0.3 0.4 0.6 0.6 0.5 2 2.9
Signal, type A 0.01 0.01 0.01 0.01 0.02 0.11 0.2

Combined (k = 1) 1.1 0.9 0.9 0.9 1 2.4 3.3

Expanded (k = 2) 2.2 1.8 1.8 1.8 2 4.8 6.6

Variability (k = 2) 2.2 1.8 2 1.6 2 4.8 6.6

Table 6. Relative uncertainty budget for the radiance of sunlit water (in percent), based on the spread
of individual sensors pointing to the same target during the outdoor comparison. Data highlighted
in green are not used for combined and expanded uncertainties. Last row: Relative experimental
variability of sensors evaluated from the results of field comparisons.

400 nm 442.5 nm 490 nm 560 nm 665 nm 778.8 nm 865 nm

Certificate 1.2 0.78 0.76 0.73 0.71 0.73 1.35
Interpolation 0.6 0.3 0.3 0.3 0.3 0.3 0.3
Instability (sensor) 0.04 0.03 0.02 0.01 0.01 0.02 0.01
Polarization 0.2 0.2 0.2 0.2 0.2 0.2 0.2
Nonlinearity 0.7 0.8 0.9 1 1.1 1.2 1.3
Stray light 0.9 0.7 0.3 0.3 0.7 0.9 1
Temperature 0.4 0.2 0.2 0.2 0.2 0.4 0.8
Alignment, FOV 1.7 1.8 1.8 1.6 1.8 4 4.3
Signal, type A 0.04 0.07 0.11 0.11 0.21 0.55 0.72

Combined (k = 1) 2.2 2.1 2.1 1.9 2.3 4.2 4.6

Expanded (k = 2) 4.4 4.2 4.2 3.8 4.6 8.4 9.2

Variability (k = 2) 4.4 4.4 4.4 3.2 4.6 8.6 9.4
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In general the uncertainty is calculated from the contributions originating from: (1) The spectral
responsivity of the radiometer, including data from the calibration certificate; (2) interpolation of
the spectral responsivity values to the designated wavelengths and/or spectral bands; (3) temporal
instability of the radiometer; (4) contribution caused by polarization sensitivity; (5) non-linearity
effects; (6) effect of spectral stray light; (7) temperature effects; (8) error of cosine collector; (9) type A
component of recorded signal; (10) alignment and FOV effects.

The calibration uncertainty is most relevant for traceability to the SI units. The remaining
uncertainty sources in Tables 4–6 describe variability between the sensors while overlooking possible
systematic effects which can influence all the instruments in a similar way. Moreover, there was no fully
characterized reference instrument involved during the LCE-2 outdoor exercise. Thus, the uncertainty
analysis presented here is not sufficient to link the measurements to the SI units.

For the RAMSES group, the variability of radiance sensors during indoor and outdoor exercises
(Figure 11, except C8 and C23) was close. Therefore, variability due to significant influence
factor—temperature, and respective estimate used in uncertainty budget, can be considered practically
the same as rather large systematic change is likely similar for all sensors [7]. For example, during
outdoor measurements, temperature was rather stable varying from 5 ◦C to 9 ◦C, a range fairly
comparable with variation of temperature during indoor exercise from 21 ◦C to 24 ◦C. As the
construction of radiance and irradiance sensors (except the input optics) is similar, the similar estimate
is likely suitable also for the temperature caused variability between irradiance sensors.

Some increase in variability may be expected, due to nonlinearity and spectral stray light of
outdoor results. Major differences in combined uncertainty estimates for outdoor measurements are
likely caused by different FOV of the sensors (including deviation from cosine response for irradiance
instruments), and due to temporal variation and nonuniformity of the targets.

4.1. Calibration Certificate

The calibration certificates of the radiometers provide calibration points following the individual
wavelength scale of the radiometer. During the relatively short time needed for LCE-2 measurements,
this uncertainty component normally is not contributing to the variability between radiometric
sensors freshly calibrated at the same laboratory using the same calibration standards. Therefore,
this component is presented only for reference and is not included in the combined and expanded
uncertainties. At the same time, for the full uncertainty of SI traceable results, the radiometric
calibration uncertainty shall always be accounted for.

4.2. Interpolation

Interpolation of radiometer’s data is needed due to differences between individual wavelength
scales of the radiometers. Therefore, measured values were transferred for comparison to a common
scale basis (a selection of Sentinel-3/OLCI bands). The uncertainty contribution associated with the
interpolation of spectra is estimated using different interpolation algorithms. The weights used for
binning hyperspectral data to OLCI bands depend on the wavelength scale and exact pixel positions
of the hyperspectral sensor. Interpolation component includes interpolation, as well as wavelength
scale uncertainty contributions. Figure 16 shows the change of the OLCI band values of a measured
spectrum as a function of the wavelength scale error of a radiometer, as determined for a single
RAMSES radiance sensor for the casts C8, C12, C17, and C23. The precision of the wavelength scale
of the RAMSES instrument is stated by the manufacturer as 0.3 nm. For ±0.3 nm shift of the scale,
the changes of the OLCI band values for the different spectra remain less than ±0.5% except for the
400 nm spectral band where the radiance changes rapidly with wavelength and the effect of shifting
the wavelength scale is stronger.
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Figure 16. Relative variability due to wavelength error of ±0.3 nm of a radiance sensor.

4.3. Temporal Instability of Sensor

Instability of the radiometric responsivity can be estimated from data of repeated radiometric
calibrations. For LCE-2, the instruments were calibrated just before the comparisons and only short-term
instability relevant for the time needed for the measurements has to be considered. The values are
derived from the data collected in calibration sessions of LCE-2 and FICE-AAOT a year later, see 4.1.1
and Figure 10 in Reference [1]. The instability over two weeks was interpolated from the yearly
variability data assuming only smooth drift (no mechanical shocks, no abrupt changes). Besides the
instability of the sensors, data in Figure 10 of [1] include other uncertainty components related to the
calibration setup (e.g., alignment, short-term lamp instability, etc).

4.4. Polarization

For the outdoor radiance measurements, the uncertainty contribution caused by polarization
sensitivity is estimated using worst-case data in Reference [17]. Evaluation of the polarization effect for
the outdoor irradiance measurement is difficult as the degree of linear polarization (DoLP) depends on
various factors, such as wavelength, solar zenith angle (SZA), aerosol optical depth (AOD), amount
and location of clouds, etc. In addition, the DoLP can strongly vary over the hemisphere, being
due to Rayleigh scattering the largest at 90◦ from the Sun, and for the direct solar flux decreasing to
zero. However, according to Reference [17] the polarization sensitivity of RAMSES irradiance sensors
is rather small, hence, regardless of the DoLP value of downwelling irradiance the contribution of
polarization effect in the uncertainty budget is also small. Uncertainty component of solar irradiance
associated with polarization is estimated to be less than 0.25%.

4.5. Nonlinearity

The nonlinearity of the participating radiometers was evaluated by varying the integration
time during the calibration. As an automatically adjusted optimal integration time is typically used
in the field conditions, the class-specific method for the RAMSES instruments was developed and
validated using the indoor results, see Equation (6) in Reference [1]. Variability between sensors due to
nonlinearity was evaluated by applying this equation to the different casts of the field spectra of five
RAMSES sensors.
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4.6. Spectral Stray Light

Figure 17 presents the impact of the stray light in outdoor measurements. The effect is much
stronger than in indoor experiment, due to significantly different spectral shape of the target and
calibration signals. The general impact of the stray light correction is similar for RAMSES and
HyperOCR radiometers. Variability between sensors and between different measurements targets for
HyperOCR radiometers increases significantly in the NIR spectral region. This is probably related
to the uncertainty associated with the stray light correction procedure and is not characteristic to the
actual impact of spectral stray light. The spectral stray light matrices of HyperOCR sensors used in the
analysis had a, somewhat, higher noise level compared to the matrices of the RAMSES instruments.
Data in Tables 5 and 6 is estimated from Figure 17, and from References [21,22].

 
Figure 17. Stray light effects in the outdoor experiment. One RAMSES 8329 irradiance sensor—dashed
line; two RAMSES and two HyperOCR radiance sensors: Solid lines with markers—blue sky (C12),
and solid lines without markers—sunlit water (C23).

4.7. Temperature

For array spectroradiometers with silicon detectors, the present estimate for standard uncertainty,
due to temperature variability (±1.5 ºC) in the spectral region from 400 nm to 700 nm is around 0.1%
and will increase up to 0.6% for longer wavelengths (950 nm) [7]. In the case of outdoor measurements,
the temperature differences between sensors quite likely were in the range of (±2 ºC), so temperature
contribution is slightly larger than for indoor experiment. But outside air temperature between
5 ◦C and 9 ◦C was significantly lower than calibration temperature contributing to systematic biases
common to all the instruments and not accounted in Tables 4–6.

4.8. Cosine Error

The irradiance sensors are calibrated using normal illumination, but during outdoor solar
irradiance measurements the radiation arriving from hemisphere has to be measured with the
angular dependence of responsivity ideally corresponding to the cosine of incidence angle. Typical
class-specific values of uncertainty related to the deviation of cosine response are derived from
Reference [8]. Measurements carried out after LCE-2 at TO (Figures 13 and 14) have shown that
RAMSES sensors may have rather large cosine errors around ±10%. This may be a likely reason for
excessive differences from +7% up to −16% evident for irradiance sensors during the LCE-2 outdoor
measurements (Figure 10).
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4.9. Type A Uncertainty of Repeated Measurements

The type A uncertainty was estimated from the ratio of two RAMSES radiometers. While there is
strong autocorrelation in individual time series, due to the unstable nature of natural illumination,
there was almost no correlation between individual ratios during one cast, and the effective number of
measurements was close to the actual number of data points in the time series. The effective number of
measurements was calculated by using the lag-1 autocorrelation coefficient, as shown in Reference [23].

The instability of the target signal during the outdoor measurements was significantly larger
compared to the indoor experiment, however, all the instruments measured simultaneously and the
impact of source temporal variability affected all the radiometers in a similar manner without causing
differences between the sensors. This was verified by separately analyzing some shorter and more
stable sections of the selected casts, no reduction of variability between the sensors was observed.
Thus, the uncertainty due to the temporal variability of the target is not included in Tables 4–6.

4.10. Alignment and Field-of-View

During the outdoor radiance measurement, the spatial and temporal non-uniformity of the target
can substantially contribute to the uncertainty, due to different FOV-s of the radiance sensors, and due
to misalignment (Figures 7 and 8).

5. Discussion and Conclusions

For irradiance, the difference in cosine response is the main source of differences between different
sensor groups revealed during the field experiment. For radiance, the angular response (different
Field of Views) and spatial nonuniformity of the targets provides the main difference between different
sensor groups. In the case of a spatially heterogeneous target (sky with scattered clouds, water at
oblique viewing angle) the large differences of FOV of different sensors will likely cause significant
discrepancies between sensors. Without reliable data or individual testing of the input properties
of all involved sensors interpretation of measurement results may be strongly hindered. For field
measurements the variability between radiance sensors was about two times larger than during
indoor exercise, this can among others be explained by larger effects of outside influence factors like
temperature, stray light and nonlinearity which all have not been corrected during the field experiment.

Dependence of the calibration coefficients on temperature can cause significant deviation from
SI-traceable result. For maximum temperature difference of about 20 ◦C between calibration and
later measurements (typically between 0 ◦C and 40 ◦C) a responsivity change more than 10% will
be possible [3,7]. The calibration procedure may be improved if specified conditions will cover all
situations possible during the use of a calibrated instrument. For example, if it is known that the
radiometer has a linear response with temperature [7], the responsivity of the radiometer can be
adequately evaluated when calibration is performed at three different temperatures covering the
possible range of temperature variations during the later use.

Variability between irradiance sensors was about five times larger than that observed during
indoor exercise. A large variability between sensors during outdoor exercise cannot be explained by
poor stability of sensors, as stability check in lab conditions, a year later has shown smaller changes
than during outdoor measurements some days after calibration. Variability cannot be fully explained
by factors, such as temperature, nonlinearity, and stray light either as one could expect a smaller
difference between radiance and irradiance sensors in this case. Most likely, the different behavior
of RAMSES and HyperOCR sensors is largely due to a different construction of input optics of these
sensors and hence imperfect cosine response. This hypothesis is supported by the angular response
characterization of 5 RAMSES irradiance sensors and comparing the integral cosine error values in
Figures 13–15 to the deviations from consensus value in the outdoor experiment, shown in Figure 10.

The different behavior of RAMSES and HyperOCR sensor groups was clearly revealed during the
LCE-2 exercise. For the RAMSES group, the variability of radiance sensors during indoor and outdoor
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exercises was very similar, and larger variability for outdoor measurements was mostly caused by
HyperOCR and WISP-3 sensors. For irradiance measurements, the deviation of HyperOCR sensors
from the consensus value of the group was very small, and an increase in variability was caused mostly
by the group of RAMSES sensors.

The indoor experiment has demonstrated great effectiveness of the radiometric calibration at
the same laboratory just before intercomparison measurements [1] for obtaining consistent results.
Nevertheless, a sufficient individual characterization of radiometers by testing them for all significant
systematic effects beside regular radiometric calibration, is the shortest way to enable reduction of
biases in outdoor intercomparisons, and thus smaller variability between measurements from different
instruments, and more realistic and complete quantification of uncertainties in measurement.

Lessons Learned for the Design of Future Intercomparisons

In order to foster the interpretation of results, the following suggestions are proposed for
the future outdoor intercomparison campaigns. The number of involved radiometers should be
around ten for each radiometer type to strengthen the statistical representativeness of the analysis.
Consistent calibration of the responsivity of all involved radiometers just before the campaign is
indispensable. The 20◦ “offsetting” calibration method suggested in Reference [8] should be also tested
by a comparison measurement. Calibration history of each radiometer should be available to detect
long-term instabilities. Together with radiometric calibration, the angular response of all individual
radiance and irradiance sensors should be measured if such information is not available from previous
characterizations. Before radiometric calibration, all instruments involved should be tested or be
characterized for temperature, nonlinearity, spectral stray light and wavelength scale effects. As these
tests may be rather time-consuming they should be performed well before the radiometric calibration.
Spectral responsivity should be calibrated at different ambient temperatures relevant for the campaign.
Nonlinearity and wavelength correction coefficients should also be available. The usefulness of
individual characterization of the spectral stray light should be further proven by thorough field tests
using an independent validation method based on a reference instrument less affected by stray light.

During the outdoor campaign measurements, well-synchronized data acquisition for all
instruments is strongly advised. Start timer should be aligned better than within ±1 s; setting exactly
the same sampling interval for all sensors is indispensable. Data processing algorithms should be well
defined and agreed between the participants. For that, sufficient calibration and test information should
be available for each sensor in order to be able to apply likewise all needed corrections. Instruments’
temperature should be recorded whenever possible. Using a well-characterized additional reference
instrument is highly recommended, as well as using an aligned photo- or video camera to record the
measurement scene during outdoor experiments simultaneously with radiometric sensors.

Metrological specifications of all involved radiometers should be based on suitable international
standards whenever possible. Minimum requirements should be agreed between the participants,
instruments involved should be tested to give evidence that all these minimum requirements are met.
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Abstract: The Fiducial Reference Measurements for Satellite Ocean Color (FRM4SOC) project has
carried out a range of activities to evaluate and improve the state-of-the-art in ocean color radiometry.
This paper described the results from a ship-based intercomparison conducted on the Atlantic
Meridional Transect 27 from 23rd September to 5th November 2017. Two different radiometric
systems, TriOS-Radiation Measurement Sensor with Enhanced Spectral resolution (RAMSES) and
Seabird-Hyperspectral Surface Acquisition System (HyperSAS), were compared and operated
side-by-side over a wide range of Atlantic provinces and environmental conditions. Both systems
were calibrated for traceability to SI (Système international) units at the same optical laboratory under
uniform conditions before and after the field campaign. The in situ results and their accompanying
uncertainties were evaluated using the same data handling protocols. The field data revealed
variability in the responsivity between TRiOS and Seabird sensors, which is dependent on the ambient
environmental and illumination conditions. The straylight effects for individual sensors were mostly
within ±3%. A near infra-red (NIR) similarity correction changed the water-leaving reflectance
(ρw) and water-leaving radiance (Lw) spectra significantly, bringing also a convergence in outliers.
For improving the estimates of in situ uncertainty, it is recommended that additional characterization
of radiometers and environmental ancillary measurements are undertaken. In general, the comparison
of radiometric systems showed agreement within the evaluated uncertainty limits. Consistency of in
situ results with the available Sentinel-3A Ocean and Land Color Instrument (OLCI) data in the range
from (400 . . . 560) nm was also satisfactory (−8% <Mean Percentage Difference (MPD) < 15%) and
showed good agreement in terms of the shape of the spectra and absolute values.

Keywords: ocean color; remote sensing; radiometry; TriOS RAMSES; Seabird HyperSAS;
measurement uncertainty; validation; Sentinel-3 OLCI; Copernicus

1. Introduction

The European Commission provides daily global ocean color data via the Ocean and Land Color
Instrument (OLCI) on board Sentinel-3 (S-3) satellite in the context of the Copernicus program. The first
Sentinel-3 satellite was launched in 2016. The Sentinel-3 mission will continue for at least two decades
through the sequential launch of a cluster of satellites. These will provide data to Europe’s Copernicus
environmental program to support monitoring, services, decision and policymaking, and climate
change studies.
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Based on the requirements of the Global Climate Observing System (GCOS), there is less than
5% uncertainty level expectation for water-leaving radiance (Lw) data contributing to climate studies.
To reduce the uncertainties in the satellite products, System Vicarious Calibration (SVC) approach
has been undertaken using field data to calibrate the combined system of satellite instrument and the
processing algorithm [1,2]. SVC has been operationally used for previous, e.g., MEdium Resolution
Imaging Spectrometer (MERIS) on board Environmental Satellite (ENVISAT) and on ongoing missions
to meet ocean color mission requirements in open waters. For Sentinel-3 data, the SVC gains have
now been applied to OLCI data on Sentinel-3A but not to Sentinel-3B yet. For S-3 OLCI radiometric
products, Sentinel-3 mission requirements [3] foresee 5% uncertainty for bands (490, 510, 560) nm and
5–10% uncertainty for bands (400, 412, 442) nm depending on water types. To qualify as Fiducial
Reference Measurements (FRM), quantification of the uncertainties in the Earth observation data is
required. This can only be done by quantifying the uncertainties in the field data used to validate
and through rigorous intercomparison exercises to assess differences in radiometer systems used for
such validation.

The Fiducial Reference Measurements for Satellite Ocean Color (FRM4SOC) project aimed to
evaluate and improve state of the art in ocean color radiometry through review of commonly used
radiometers [4], SI (Système international) traceable calibrations [5], protocols for the downwelling
irradiance [6] and water-leaving radiance [7], uncertainty evaluation at different stages of the traceability
chain [5,8], and through series of radiometric comparisons [9–12]. These included:

• a comparison of radiance and irradiance sources used for calibration of radiometers National
Physics Laboratory-UK(NPL, UK) [9];

• an indoor comparison of uniformly calibrated radiometers measuring stable radiance and
irradiance sources where the illumination conditions and measurement geometry were strictly
controlled and close to ideal [10];

• an outdoor comparison over a Case 2 water body with the radiometers installed on the fixed
platform (Lake Kääriku, Estonia). The illumination conditions during this experiment were
variable due to the weather, while the measurement geometry resembled as closely as possible to
the realistic field conditions [11];

• a further outdoor comparison with the same instruments a year later on a fixed platform (the Aqua
Alta Oceanographic Tower—AAOT) under near-ideal environmental conditions [12];

• a shipborne campaign on the Atlantic Meridional Transect 27 (AMT27), (the current study).

The indoor exercise consisted of calibration of the instruments at the same laboratory and
demonstrated satisfactory consistency between sensors with a standard deviation within ±1% [10].
The field comparisons had substantially larger variability between the same sensors, implying to the
respective increase of the uncertainty of the field results. At Lake Kääriku, Estonia, there was large
variability between recently calibrated sensors due to high spectral and spatial variability in the targets
and environmental conditions. At the AAOT in the Adriatic Sea off Venice, there was a <5% difference
in normalized water-leaving radiance of both TriOS- Radiation Measurement Sensor with Enhanced
Spectral resolution (RAMSES) and Seabird- Hyperspectral Surface Acquisition System (HyperSAS)
sensors compared to Aerosol Robotic Network for Ocean Color (AERONET-OC) SeaWiFS Photometer
Revision for Incident Surface Measurements (SeaPRiSM) [12]. The reasons for the increase from 1 to
5% are likely to be due to different measurement targets during field measurements and calibration,
both spectrally and spatially; less stable ambient temperatures during the field campaigns, which can
vary, compared to the calibration temperature, by more than ±15 ◦C.

In this study, we analyzed the difference between a TriOS-RAMSES and Seabird-HyperSAS systems
that were used in the indoor laboratory intercomparison and the two field intercomparisons [10–12]
on the 27th Atlantic Meridional Transect (AMT27) cruise, which crossed a range of ocean provinces
and different environmental conditions. The in situ data was also compared to S-3A OLCI
radiometric products.
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The objectives of this work were: (1) to analyze above-water in situ radiometric data measured
using two different systems, both of which used three radiometers each, under variable environmental
conditions, in the context of the previous intercomparisons [10–12]; (2) to specify the uncertainties for
both systems, and to evaluate the consistency of measured in situ data; (3) to evaluate the consistency
of satellite data with the in situ results, accounting for estimated in situ uncertainties.

2. Materials and Methods

2.1. Study Site

The AMT27 field campaign took place from 23rd September to 5th November 2017 from
Southampton, UK to South Georgia and the Falkland Islands on the UK-Natrual Environment Research
Council (NERC) ship Royal Research Ship (RRS) Discovery. The AMT is a multidisciplinary research
program, which undertakes biological, chemical, and physical oceanographic research during an annual
voyage between the UK and destinations in the South Atlantic. The program has been running for 20
years and was established in 1995, in collaboration with National Aeronautics and Space Administration
(NASA), as an independent platform to validate Sea-Viewing Wide Field-of-View Sensor (SeaWiFS)
ocean color data. The transect covered several ocean provinces where key physical and biogeochemical
variables, such as chlorophyll, primary production, nutrients, temperature, salinity, and oxygen,
were measured. The stations sampled were principally in Case 1 waters [13,14]; in the North and
South Atlantic Gyres, but also the productive waters of the Celtic Sea, Patagonian Shelf, and Equatorial
upwelling zone were visited, which, therefore, offered a wide range of variability in which to conduct
field intercomparisons. The measurement stations are listed in Table 1; Sentinel-3A OLCI quality
controlled match-ups were available for station id-s 22, 32, 46, 48, 56.

Table 1. Overview of measurement conditions during the midday station during AMT27.

No Station Id Date
Latitude
(Degree)

Longitude
(Degree)

Sun Zenith Angle
(Degree)

Wind Speed
(W, m·s−1)

Temperature
(t, ◦C)

1 1 24.09.2017 48.9 −7.6 52.37 1.48 16.2
2 3 25.09.2017 46.7 −12.0 51.52 7.23 17.3
3 6 27.09.2017 42.2 −18.8 46.31 2.24 19.3
4 8 28.09.2017 39.4 −22.7 45.31 5.94 23.0
5 10 30.09.2017 35.1 −26.3 38.87 1.69 24.3
6 12 01.10.2017 31.8 −27.2 35.84 5.69 23.5
7 16 03.10.2017 25.7 −28.7 30.52 7.15 24.5
8 18 04.10.2017 22.3 −29.5 28.58 1.69 25.7
9 20 05.10.2017 18.8 −29.7 26.4 5.47 26.6
10 22 06.10.2017 15.5 −28.8 23.21 4.31 27.8
11 24 07.10.2017 12.8 −28.2 20.4 8.43 28.0
12 26 08.10.2017 9.9 −27.4 18.38 6.89 28.3
13 28 09.10.2017 6.9 −26.7 15.41 5.13 27.6
14 32 11.10.2017 1.5 −25.4 10.42 6.34 26.0
15 34 12.10.2017 −1.8 −25.0 8.23 8.44 25.9
16 36 13.10.2017 −4.6 −25.0 6.07 10.74 25.7
17 38 14.10.2017 −7.1 −25.0 5.84 6.8 25.5
18 40 15.10.2017 −10.5 −25.1 5.93 6.63 25.1
19 42 16.10.2017 −13.7 −25.1 7.85 8.12 23.8
20 43 17.10.2017 −16.0 −25.1 8.22 8.07 22.9
21 46 19.10.2017 −21.8 −25.1 13 8.76 21.7
22 48 20.10.2017 −25.1 −25.0 15.56 6.26 21.2
23 50 21.10.2017 −27.9 −25.2 17.78 3.88 20.7
24 52 22.10.2017 −31.3 −26.2 21.22 8.74 19.4
25 54 23.10.2017 −33.9 −27.1 26.05 6.17 17.3
26 56 24.10.2017 −37.0 −28.3 28.62 8.12 15.8
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Table 1. Cont.

No Station Id Date
Latitude
(Degree)

Longitude
(Degree)

Sun Zenith Angle
(Degree)

Wind Speed
(W, m·s−1)

Temperature
(t, ◦C)

27 59 26.10.2017 −42.1 −30.4 34.22 7.92 10.0
28 61 27.10.2017 −45.2 −31.7 36.15 16.25 8.8
29 62 28.10.2017 −47.1 −32.6 54.53 8.03 6.4
30 64 29.10.2017 −50.4 −34.2 40.23 11.63 1.6
31 66 30.10.2017 −52.9 −35.7 43.25 9.25 0.9
32 67 01.11.2017 −53.7 −38.1 60.54 19.71 2.0

* AMT27—Atlantic Meridional Transect 27.

2.2. In Situ Above-Water Radiometric Data

Stations were sampled daily at 12:00 local time to ensure coincident in situ measurements within
1 h of the S-3 overpass. Radiometric measurements were performed with two sets of above water
hyperspectral radiometers, both consisting of three separate sensors to measure radiance from the water
surface Lu(λ), radiance from the sky Ld(λ), and downwelling solar irradiance Ed(λ). Plymouth Marine
Laboratory (PML) used three Seabird (formerly Satlantic) HyperOCR sensors, while the University of
Tartu (TO) used three TriOS RAMSES sensors. All radiance and irradiance sensors of both radiometric
systems were SI-traceably calibrated at the Tartu Observatory following procedures entirely described
in [10]. To comply with FRM, the sensors were calibrated frequently; in this case, three times: in April
2017 before the second SI-traceable Laboratory inter-comparison experiment (LCE-2) campaign,
just after the AMT-27 campaign in January 2018, and in June 2018 before AAOT. All of these sensors
were involved also in the LCE-2 intercomparisons, and during indoor measurements [10] demonstrated
differences of less than ±1% both for radiance and irradiance results. However, during the outdoor
exercise under cloudy conditions, the PML irradiance sensors did show up to 6% higher values in Ed at
400 nm, and radiance sensors did show up to about 10% higher values in red and IR parts of spectrum
than the respective TO sensors [11]. Technical parameters [15,16] of the applied radiometers are given
in Table 2.

Table 2. Technical parameters of the radiometers.

Parameter RAMSES HyperOCR

Field of View (L/E) 7◦/cos 6◦/cos
Adaptive integration time Yes yes
Min. integration time, ms 4 4
Max. integration time, ms 4096 4096
Min. sampling interval, s 1 0.5

Recording dark signal Opaque pixels Internal shutter
Number of channels 256 256

Wavelength range, nm 320 . . . 1050 320 . . . 1050
Wavelength step, nm 3.3 3.3

Spectral resolution, nm 10 10

The sensors are based on the Carl Zeiss Monolithic Miniature Spectrometer (MMS), incorporating a
256-channel silicon photodiode array. The SI-traceable radiometric calibration covered the wavelength
range of (350 . . . 900) nm. During the field measurements, the integration time was automatically
adjusted to correspond to the measured light intensity. The data acquisition system consisted of power
supplies, RS232 multiplexers, and logging computers. The instruments were mounted on a common
steel frame, which was constructed to perform measurements under identical zenith and viewing
angles (Figure 1). The radiance sensors (Ld(λ)) and (Lu(λ)) were positioned at the very front of the
ship (Figure 1A), with an un-obscured view of the ocean and sky (Figure 1C), side by side at the same
height at 40◦ and 120◦ angles from zenith (Figure 1B), respectively. The colinearity of the radiance

194



Remote Sens. 2020, 12, 1669

sensors in the frame was set by visual observation from the side of the frame and was estimated to be
within ±1◦. The downwelling irradiance sensors were positioned on the same steel frame, higher from
other sensors to avoid any ship shadows. A fixed mounting frame of the irradiance sensors ensured
equal height and leveling of the cosine collectors.

2.3. In Situ Data Processing

For both systems, the radiometric raw data were logged through a laptop, which was set up in the
meteorological laboratory, some 50 m away from the setup of the radiometers on the meteorological
platform at the bow of the ship (Figure 1). The HyperOCR instruments produced proprietary binary
data files as standard output from the manufacturer’s software. The TriOS RAMSES spectrometers
were operated by software developed in TO; spectra were stored in the American Standard Code for
Information Interchange (ASCII) datafiles. The three HyperOCR spectrometers were individually
measured in burst mode (i.e., continuously), while the three RAMSES devices performed synchronized
measurement every 10 s. Altogether, five million spectra were collected by PML and 200,000 by TO.
Additionally, ancillary meteorological and positional data were provided by the AMT crew in the
form of Network Common Data Form (NetCDF) files. Particularly, position latitude and longitude,
ship speed and direction, and wind speed and air temperature were used in this study.

A number of computer programs were created for this particular dataset to process the data.
The algorithms were programmed directly without using external libraries. Third-party software was
used to visualize the results and extract data from NetCDF files. Due to a large amount of spectra,
a database was created first for all instruments, containing the filenames and positions within the
data files, which was ordered by timestamps. Then, the database was used to dynamically extract
the individual spectra from the raw data files without creating unnecessary copies of big data for the
HyperOCR spectra, and the closest shutter measurement was subtracted from each field spectrum.
In the case of TRiOS-RAMSES instruments, the average signal over the opaque pixels was used as
a dark reference. In the case of HyperOCR, the Lu spectrum was derived first and then the closest
(within ±3 s) Ld and Ed spectrum in order to form the consistent data triplet. The spectra were derived
according to the cast start and stop timestamps, calibration and all necessary corrections/filtering
applied, after which the output quantities were calculated, and the corresponding uncertainties were
evaluated. The results were stored as ASCII data files, which are convenient to use for post-processing
or spreadsheet programs. The hyperspectral data was convoluted into 19 OLCI channels, from 400 nm
to 885 nm, based on channel definitions from [17].

The corrections and filtering criteria were sequentially applied via command line parameters during
the data processing. The steps included in the processing were: straylight correction, NIR similarity
correction, clear sky, and overcast screening. The straylight removal algorithm was based on [18].
The Line Spread Functions (LSF) have been previously measured at TO. The straylight algorithm
was applied separately to the raw calibration signals and to all the raw field spectra, individually for
the six participating radiometers. NIR similarity correction was based on Formulas (3) and (4).
The clear/overcast condition was based solely on the Ed threshold level and was only used to assess the
cosine error of the Ed sensors (Section 3.2).

The uncertainty of the results was evaluated according to the Guide to the Expression of
Uncertainty in Measurement (GUM) [19]. For each input quantity, a relative standard uncertainty was
estimated. The relative combined standard uncertainty of output quantity was calculated by combining
relative standard uncertainties of all input estimates by using formula (12) of the Joint Committee
for Guides in Metrology (JCGM) [19]. Radiometric calibration of the irradiance and radiance sensors
and respective uncertainty budgets are described in [5]. The properties of the measured and derived
quantities (water-leaving reflectance ρw, downwelling sky irradiance Ed, water-leaving radiance Lw)
and evaluation of related uncertainties can be found in [11,20]. Measurement models for the evaluation
of the uncertainty of ρw and Lw are defined by the Formulas (1), (2), and (5). Type B uncertainty of
results measured by the Ed sensor included the calibration uncertainty and the aging, contribution due
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to the non-cosine response and temperature effects. The calibration uncertainty included the following
components: alignment, repeatability, temporal stability of the calibration source, repeatability of the
calibration and dark signals, thermal effects in the laboratory, polarization sensitivity. The absolute
calibration of the source was excluded from the uncertainty budget of ρw because all the radiometers
were calibrated against the same lamp. Type A uncertainty for ρw, Ed, and Lw was calculated as the
standard deviation of the station average, taking into account the effective degree of freedom based
on the lag1 autocorrelation of the time series [21]. The autocorrelation coefficient varied from 0 to 1,
depending on the station. In the figures, the expanded uncertainties (k = 2) are shown. En numbers [22]
were used to assess the agreement between the results from two radiometric systems.

The water-leaving reflectance spectra were calculated from the synchronized triplets measured
with HyperSAS and TriOS-RAMSES hyperspectral radiometers following MERIS-Regional Validation of
MERIS Chlorophyll Products in North Sea coastal waters (REVAMP) and the National Aeronautics and
Space Administration (NASA) protocols [23,24]. The water-leaving reflectance

⌊
ρw
⌋

N was calculated as

⌊
ρw
⌋

N = π
Lu(λ) − ρ(W)Ld(λ)

Ed(λ)
(1)

where Rrs(λ) is the remote sensing reflectance, Lu(λ) is the upwelling radiance from the sea, Ld(λ) is
the downwelling radiance from the sky, Ed(λ) is the downwelling irradiance, and ρ(W) is the sea
surface reflectance as a function of wind speed (W, m·s−1), calculated as

ρ(W) = 0.0256 + 0.00039W + 0.000034W2 (2)

The NIR similarity correction of the water-leaving reflectance spectra was based on [25,26].
First, the additive correction term for every individual spectrum was found as

ε =
α1,2· ρ′w(λ2) − ρ′w(λ1)

α1,2 − 1
(3)

The constant parameter α1,2 of the NIR similarity correction [25] is determined in [26] and depends
on the choice of wavelengths λ1 and λ2; α1,2 = 2.35 for the λ1 = 720 nm and λ2 = 780 nm. The NIR
similarity-corrected water-leaving reflectance, ρw(λ), was then calculated as:

ρw(λ) = ρ
′
w(λ) − ε (4)

The NIR-corrected water leaving radiance was calculated from corrected Rrs(λ) as

Lw = Rrs(λ)Ed(λ) (5)

For the output quantities (ρw, Ed, and Lw), the median over the station results was calculated,
and only the spectra within ±10% in respect of the median were included in final averaging.

The evaluation of the agreement between the results from two radiometric systems, En numbers
were calculated following [22] as

En =
x1 − x2√
U2

1 + U2
2

(6)

where x1 and x2 are the independent results subject to comparison; U1 and U2 are the expanded
uncertainties of these results with k = 2, respectively. The agreement between the compared values
was considered satisfactory if |En| ≤ 1 and non-satisfactory if |En| > 1.
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2.4. Sentinel-3A OLCI Data

Sentinel-3A OLCI full resolution level-2 data was downloaded from EUMETSAT (https://eoportal.
eumetsat.int/) from the same day with in situ measurements. OLCI values from the 3 × 3 pixel Region
of Interest (ROI) centered at the coordinates of the in situ stations were extracted for further analyses.

The recommended set of flags (CLOUD, CLOUD_AMBIGUOUS, CLOUD_MARGIN, INVALID,
COSMETIC, SATURATED, SUSPECT, HISOLZEN, HIGHGLINT, SNOW_ICE, WHITECAPS,
ANNOT_ABSO_D, ANNOT_MIXR1, ANNOT_TAU06, RWNEG_O2, RWNEG_O3, RWNEG_O4,
RWNEG_O5, RWNEG_O6, RWNEG_O7, RWNEG_O8) was applied on the data to eliminate possible
invalid values. Additionally, quality control was performed by checking the OLCI zenith angle < 60◦
and Sun zenith < 70◦. Then, the mean (μ) and standard deviation (σ) were calculated within the ROI.

Further, pixel outliers were removed if ρw(λ) < (μ − 1.5σ) or ρw(λ) > (μ + 1.5σ). After removing
the outliers, the Coefficient of Variation (CV=σ/ μ) was calculated for the full ROI, and match-ups
with CV > 0.2 at 560 nm were discarded. After these filtering steps, five qualified match-ups were left
corresponding to the in situ stations with station id’s 22, 32, 46, 48, and 56, respectively, from Table 1.

For the match-ups, the Mean Absolute Percentage Difference (MAPD) to investigate dispersion
and MPD to investigate bias were calculated between OLCI and in situ data:

MAPDλ =
n∑

i=1

100

∣∣∣∣∣∣ρw(λ)insitu,i − ρw(λ)olci,i

ρw(λ)insitu,i

∣∣∣∣∣∣ (7)

MPDλ =
n∑

i=1

100
(
ρw(λ)insitu,i − ρw(λ)olci,i

ρw(λ)insitu,i

)
(8)

where ρw(λ)insitu,i and ρw(λ)olci,i are, respectively, in situ and OLCI-derived values for the band λ and
match-up i.

The filtering of satellite and in situ data was done following the EUMETSAT “Recommendations for
Sentinel-3 OLCI ocean color product validations in comparison with in situ measurements—Match-up
Protocols” [27].

2.5. Measurement of Chlorophyll-a

Surface water samples were collected using 20 L Niskin bottles and between 1 and 6 L of seawater
were filtered onto 0.7 μm GF/F filters. Discrete water samples were collected along the transects
from an underway flow-through optical system and from Niskin bottle rosettes deployed with a
Seabird Conductivity-Temperature-Depth sampling device. The water samples were filtered onto
Whatman GF/F filters (nominal pore size of 0.7 μm), transferred to Cryovials and stored immediately
in liquid nitrogen. High Performance Liquid Chromatography (HPLC) was then used to determine
Total Chl a following the methods given in [28]. A WET Labs hyperspectral absorption-attenuation
instrument (AC-S) was coupled to the ship’s clean flow-through system, which continually pumps
seawater from a nominal depth of 5 to 7 m beneath the ship’s hull. The underway spectrophotometric
method of determining Chl a is given in detail in [29]. Chl a concentrations were estimated from the
absorption-attenuation instruments, using the absorption coefficient of particulate matter (ap(λ)) data
at 650, 676 and 715 nm [29].

3. Results

Radiometric measurements were conducted at 32 stations (Figure 2), covering the Solar Zenith
Angle (SZA) range of (6 . . . 60)◦ and ambient temperature range of (1 . . . 30) ◦C. Chlorophyll-a (Chl a)
concentrations varied from (0.05 . . . 1.0) mg·m−3. They were highest on the UK shelf at 48◦N where
they reached 0.8 mg·m−3 and also in the South Atlantic from 33◦S to 49◦S where they were between
0.7 mg·m−3 and >0.9 mg·m−3 (Figure 3). For the results given in Figure 4 data from all stations were
included without screening. In the following text and figures, The Seabird HyperOCR from Plymouth
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Marine Laboratory and TriOS RAMSES data from Tartu Observatory are denoted as “PML” and
“TO”, respectively.

The uncorrected Ed and ρw spectra for all 32 stations are shown in Figure 4 together with the
expanded uncertainties. The scatter in Ed at noon was caused by the high Solar Zenith Angle and by
the sky conditions, which varied from overcast to clear. The water type was Case 1 during the whole
campaign with slightly modified short-wavelength reflectance near the coastline in the beginning and
end of the voyage, as characterized by the reflectance spectra (Figure 4, right).

The initial ρw spectra (Figure 4) showed two potential outliers from stations 67 and 50, respectively,
the lowest and highest ρw spectra in Figure 4. While ρw from station 67 could be explained by
poor measurement conditions (Table 1), the measurement conditions were optimal in station 50.
Besides, as both radiometric systems resulted in the closely similar shape and absolute values of
ρw at these stations, these spectra were included in further analyses in order to show the resulting
processing steps.

The uncertainty lower limits (3% for Ed and 5% for ρw, k = 2) were determined by type B
instrumental components and could be reached in the near-ideal measurement conditions.

 
Figure 1. Radiometer set up on RRS Discovery; (A) showing the location of the meteorological mast
on the bow of the ship where the radiometers were located; (B) Purpose-built frame for locating the
sensors, side by side; (C) View of upwelling radiance sensors.
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Figure 2. AMT27 campaign sampling stations superimposed on a NASA Visible Infrared Imager
Radiometer Suite (VIIRS) Chl a composite satellite image from 19th September to 09th November 2017.
The Chl a concentration scale is given below the image.
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Figure 3. Chl a concentration derived from WetLABs absorption-attenuation measurements (ac-S)
along AMT27. Blue points are for Northern latitudes; Red points are for Southern latitudes.

 

Figure 4. Upper panel: Ed (left) and ρw (right) spectra, re-calculated for OLCI (Ocean and Land Color
Instrument) channels. Lower panel: expanded uncertainties of downwelling solar irradiance (Ed) and
water-leaving reflectance (ρw). The color denotes the station ID, as listed in Table 1.

3.1. Environmental Effects

The difference in results of downwelling irradiance between PML and TO, as a function of ambient
temperature and as a function of Solar Zenith Angle, is shown in Figure 5. The ratios of Ed(PML)/Ed
(TO) were averaged over all OLCI band values and included all measurement stations.

200



Remote Sens. 2020, 12, 1669

Figure 5. The difference in downwelling irradiance between PML (Plymouth Marine Laboratory) and
TO (Tartu Observatory) as a function of ambient temperature (left panel) and function of Solar Zenith
Angle (right panel). Blue color circles represent data without any correction and with green triangles
after straylight correction.

3.2. Comparison Between the In Situ Radiometric Systems

A comparison between the PML and TO radiometric systems is shown in Figure 6. Results are
given as ratios (PML/TO) for ρw(λ), Lw(λ), and Ed(λ), with and without the NIR similarity correction
(not applicable in the case of Ed). The outliers for ρw(λ), Lw(λ) ratios, without any correction (left panel
on Figure 6) and with straylight correction (middle panel in Figure 6), originated from station 67.
After NIR similarity correction, the consistency between TO and PML radiometric data was poorer,
although there were no distinct outliers (Figure 6).

Figure 6. The ratio between PML and TO water-leaving reflectance (ρw) (left), water-leaving radiance
(Lw) (middle), and downwelling solar irradiance (Ed) (right) in terms of different corrections (rows from
top to bottom): no correction; staylight; near infra-red (NIR) similarity; straylight and NIR similarity.
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The straylight correction was applied to all data. An example of the straylight and NIR similarity
correction effects on ρw is shown in Figure 7.

 

Figure 7. The ratio of uncorrected to straylight corrected ρw (above) and straylight corrected to
straylight and NIR similarity corrected ρw (below) over all stations. Brown line is set to 1 to show the
direction of the correction.

The NIR correction could substantially decrease the ρw values (Figure 7), but also retained the
spectral shape (Figure A1).

In order to compare Ed measured by the RAMSES and HyperOCR instruments, only clear sky
conditions were used (Figure 8, Figure A2). First, individual spectra were screened for the irradiance
threshold of 1200 mW/m2 at 560 nm. The resulting dataset was further reduced by rejecting all stations
with an expanded uncertainty of Ed more than 5%. As a result, 10 stations were included in the
comparison of Ed (Figure 8) from the whole dataset (Figure A3). The average Ed ratio between PML
and TO over all 32 stations, together with the expanded uncertainty, is shown in Figure 9. The median
of En numbers of individual station ratios is shown in Figure 10 as well.
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Figure 8. Comparison between TO and PML Ed (mW·m−2·μm−1) and respective uncertainties over all
OLCI’s band. The comparison in each band separately can be found in Figure A2 for clear conditions
and in Figure A3 for all conditions.

Figure 9. Mean ratio of Ed between TO and PML (triangles) and agreement between the results from
two radiometric systems, expressed as median En number of the ratio (circles) over all stations.

The agreement between different radiometric systems is shown in Figure 10. The yellow line is
the mean ratio (PML/TO) for ρw(λ) together with uncertainty bars, and the purple line is the respective
median of En number.

Comparison of ρw(λ) values measured by PML and TO, after correcting for straylight only or
after applying both straylight and NIR similarity correction, is shown in Figure 11. For straylight
correction only (Figure A4), the agreement between PML and TO was good overall wavelengths,
whereas for straylight and NIR similarity correction (Figure A5), the agreement became weaker from
510 nm wavelength.

Agreement between Lw values as measured by PML and TO, after correcting for straylight only or
after applying straylight and NIR similarity corrections, is shown in Figures 12 and A6.
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Figure 10. Comparison PML/TO averaged results for ρw, before (left) and after (right) NIR similarity
corrections. Mean ratio with uncertainty bars—yellow line (triangles); Median of respective En

values—purple line (circles).

Figure 11. Comparison between TO and PML ρw after straylight (left) and straylight + NIR similarity
correction over all OLCI’s band. The comparison at each band can be found in Figure A4 for straylight
correction and in Figure A5 for straylight + NIR similarity correction.

 

Figure 12. Comparison between TO and PML Lw after straylight (left) and straylight + NIR similarity
correction over all OLCI’s band. The comparison in each band separately can be found in Figure A6 for
straylight correction.
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3.3. Consistency between In Situ and OLCI Radiometric Data

After applying the filtering criteria on OLCI’s data as described in Section 2.3, five match-ups
were obtained. Comparison of in situ and OLCI-derived reflectances for all five match-ups is shown in
Figure 13 in the case of different corrections of the in situ results. The corresponding scatterplots are
shown in Figure 14 over all wavelengths and in Figure A7 for the wavelengths up to 560 nm separately.
The statistics describing the agreement between in situ and satellite measurements are concluded in
Table 3. The OLCI to in situ ratios of ρw together with uncertainty limits are shown in Figure 15.

Figure 13. Comparison of OLCI ρw against TO in situ measured ρw after straylight correction and
after straylight + NIR similarity correction in five match-up stations. The error bars denote respective
uncertainties for in situ data and standard deviation inside the Region of Interest (ROI) for OLCI.
The general information for each station can be found in Table 1.

Figure 14. Correlation between OLCI-derived and in situ-measured ρw processed with straylight and
NIR similarity correction over five match-ups over all wavelengths. The error bars denote respective
uncertainties for in situ data and standard deviation inside the ROI for OLCI.
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Table 3. The Mean Absolute Percentage Difference (MAPD) and Mean Percentage Difference (MPD) as
calculated between Ocean Land Colour Instrument (OLCI) and in situ ρw data measured by TO or
PML over five match-up stations. Straylight and NIR similarity correction was applied to in situ data.
The mean in situ uncertainty for both radiometers is shown in the right column.

MAPD (%) MPD (%) Mean Uncertainty of In Situ ρw (%)

Band TO PML TO PML TO PML

400 9 9 3 0 6 6
412.5 16 14 15 12 6 6
442.5 12 9 9 3 6 6
490 7 9 2 −5 6 6
510 7 8 7 −6 7 7
560 11 10 11 −8 10 12
620 84 178 84 −53 30 >50
665 77 117 77 109 40 >50

673.75 61 102 61 31 42 >50
681.25 62 123 62 −9 41 >50
708.75 84 1411 84 −903 >50 >50
753.75 60 156 60 156 >50 >50
778.75 110 143 62 143 >50 >50

885 145 116 −72 116 >50 >50

 

Figure 15. The ratio between mean OLCI ρw against in situ ρw (TO above and PML below) with
straylight and NIR similarity corrections over four match-up stations (22, 32, 48, 56). The error bars
denote the uncertainty for the ratio calculated from in situ and OLCI’s data.
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4. Discussion

4.1. Data Filtering Procedure

The aim of the paper was to compare the performance of the two different radiometric systems
over different environmental conditions and water types. The variable environmental conditions
(e.g., −53.65 < latitude (◦) < 48.93; −38.05 < longitude (◦) < −7.62; 5.84 < sun zenith angle (◦) < 60.54;
1.48 <wind speed (m·s−1) < 19.71; 0.9 < temperature (◦C) < 28.3) allowed the comparison of radiometric
data slightly outside of the strict rules applied to produce validation datasets for satellites. This is
important in order to show the reliability of the in situ measurements. It is likely that the recommended
optimal conditions in satellite validation protocols are associated with the measurement limits of
the radiometers. These do not always correspond to the expectations of the users nor the realistic
measurement conditions. Therefore, to study the behavior of existing radiometers close to (or even
beyond) the specification limits is important, in order to plan the next-generation systems.

Outliers in the datasets are typically caused by: (1) instrumental errors; (2) unsuitable measurement
conditions or natural variations outside the acceptable limits; (3) methodical errors in sampling and
statistical treatment of results [11]. In our dataset, two potential outlier stations were present (Figure 4,
Figure 6, Figure 7). Because two different measurement systems resulted in nearly identical results
over these stations, the instrumental and sampling errors could be excluded. Measurement conditions
fell into the recommended limits in terms of SZA. Measurement procedures, including most aspects
of sampling, were the same for both systems in all stations. Therefore, there was no clear reason for
removing these stations from the dataset, and, instead, the behavior of data was analyzed during the
processing. Nevertheless, in order to avoid biased conclusions, we acknowledge the need to study
the potential outliers and remove them if justified. The uncertainty also needs to be considered as a
criteria for removal of the outliers and further research and analysis is required on this. Moreover,
during the previous phases of the FRM4SOC project, the investigation of the outliers (not caused by
the instrumental errors) helped to reveal errors in the recommended measurement and processing
procedure and in the instrument characterization [9,11]. This would not be possible when the outliers
have been removed from the datasets without identifying the causes for them. As a result, no data
were screened out from the AMT27 dataset, except in the case of clear-sky Ed comparison (Figure 8).
However, the in situ ρw data of the five match-ups used for S-3 OLCI validation agreed well with the
main group of stations and had mean uncertainty (6 . . . 7)% for (400 . . . 510) nm, which increased
towards longer wavelengths (Table 3).

4.2. Comparison of Radiometric Measurement Systems on a Moving Vessel

The intercomparison of simultaneous radiometric measurements on the AMT27 field campaign
allowed us to assess the consistency of data and investigate the uncertainties on a moving vessel.
An intercomparison exercise of optical systems at the stable, AAOT during near-ideal conditions
showed spectrally averaged values of relative differences comprised between −1% and +6% and
spectrally averaged values of absolute differences around 6% for the above-water systems and 9%
for buoy-based systems [30]. As expected for a moving vessel, we found the differences to be
slightly higher, depending both on the corrections and also on varying environmental conditions.
Comparison of the in-water and above-water results of radiometric measurements [31] gave the best
agreement at the 490 nm band, especially in Case 1 waters during cloud-free conditions, highlighting
again that the agreement was better under ideal measurement conditions with minimal impact from
the environmental parameters. Due to the responsivity of the radiometers and the influence of the
environmental conditions on the radiance signal, the reflectance at wavelengths > 650 nm was weak
and noisy, which is characteristic of these Case 1 oligotrophic waters [32]. The results above 650 nm
were included to show the effects of straylight and NIR similarity corrections on the in situ radiometric
data, especially in the context of comparisons with S-3A OLCI data. The signal at 760 nm was further
affected by oxygen absorption, which was clearly sharper than the spectral resolution of the TRiOS and
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Seabird radiometers. The behavior of the corrected signal around this narrow spectral band showed an
improvement using straylight correction and also revealed a possible shift in the wavelength scales of
the radiometers (the wavelength scales of radiometers were not individually tested during this study).
A large increase in the uncertainties above 650 nm was expected and did not limit the use of these
radiometers for Case 2 waters, where reflectance in the red and NIR was substantially higher [11].
Nevertheless, even with the weak signal in Case 1 waters, the comparison showed agreement within
the evaluated uncertainty limits.

Simulations from [26] showed that the NIR similarity spectrum correction applied in this study,
was valid for waters and was ρw(780) > 0.0001. All ρw(780) values, including the type-A uncertainty,
were above the threshold except one data point measured at very high wind speed (19.71 m·s−1,
station id 67 from Table 1). The mean values, both for TO and PML systems were ρw(780) > 0.004 before
the NIR correction. Without the NIR similarity correction, the values for the ρw were too high due to
sunglint. Therefore, the NIR correction was included in the standard data processing scheme, and its
effect were evaluated. The results showed that for clear waters, with a very low radiometric signal
and high noise in the NIR, the NIR similarity correction removed this and gave reasonable results.
Although various corrections exist for Case 1 waters (e.g., [33,34]), due to the low signal/high noise
in the NIR, it is difficult to choose a specific correction as the noise is higher than the signal strength,
and these parameters are evaluated separately in the processing steps. This would require a reference
value to eliminate the effect of wind and then to estimate the most accurate correction factor for
each above-water measurement made. Historically, the scientific community has been encouraged to
develop improved and universal correction methods for waters with very low signal in the NIR. To do
this properly, however, it requires the development of a new instrument with improved signal-to-noise
performance in the NIR spectral range and independent reference methods that are not dependent on
the wind that causes air-water surface effects and artifacts.

4.3. Environmental Effects

The field data revealed variability in the responsivity between TRiOS and Seabird sensors
calibrated at the same laboratory, which depended on the ambient and illumination conditions.
The variability in responsivity of both sensors was likely to be much larger compared to the change
of the signal ratio but was masked by the similar behavior of sensors. The differences in Figure 2
varied from approximately −5% to +5% over the temperature range from 1 ◦C to 30 ◦C, which was a
substantially smaller change than expected temperature effect determined for other TriOS sensors [35].
A slight dependence on the straylight correction was also evident. The irradiance sensors showed the
best agreement at 21 ◦C, which corresponded to the calibration temperature. Thus, the characterization
of thermal effects in the full temperature range of field measurements would improve the traceability
of results to SI considerably. In this study, due to the lack of characterization data, the temperature
correction was not applied.

Differences in downwelling irradiance between PML and TO as a function of SZA showed that
the variation was in agreement with known or expected errors of the cosine collectors of the sensors,
which were within ±3% [11]. The ratio of Lw-s showed no correlation with SZA or temperature,
while the ratio of ρw(λ) showed the opposite pattern compared to the ratio for Ed-s, as expected.
By comparison with the temperature and angle effects, straylight effects were negligible and given in
Figure 5 for reference only.

4.4. Comparison of Water-Leaving Reflectance and Radiance Spectra

Agreement between ρw values measured by TO and PML over all stations and after correcting for
straylight and NIR showed good agreement without any bias over all wavelengths. In general, the TO
measured values were slightly higher than PML data. The best agreement was for bands (400 . . . 442.5)
nm (R2 = 0.99, Figure A5), it was slightly lower for bands (490 . . . 560) nm (R2 decrease 0.96 to 0.82,
respectively, Figure A5), and rapidly decreased towards longer wavelengths, where the signal was
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small and negligible. The agreement between TO and PML for Lw after applying two corrections was
good at all wavelengths (Figure A6), although TO measured values were slightly higher than PML
(Figure 12).

The NIR similarity correction increased both the bias and the scatter between the ρw and Lw ratios,
but this could be expected as the Lw signal levels in the Case 1 waters above 550 nm as a result of this
correction normally would be extremely low (Figure 11, ρw and Lw after straylight and NIR similarity
correction).

The straylight effects for individual sensors, as well as for the derived quantities, were mostly
within ±3%, which was consistent with previous results [10,11,36]. The effect of straylight correction on
the ρw is shown in the upper panel of Figure 7. The straylight correction was applied to all of the data,
regardless of the other corrections. The NIR similarity correction [25,26], on the other hand, changed the
ρw and Lw spectra significantly and converged the outliers closer to 1 (Figures 6 and 7, lower panel).
The NIR similarity correction removed the shift in ρw (and Lw) spectra, which was probably caused by
high tilt, waves, and skyglint. While the agreement between the two in situ radiometric systems could
be satisfactory or even better without the NIR similarity correction (Figures 6 and 7), distortion of the
spectra was evident (Figure 13), and the comparison with satellite data showed significant bias without
the NIR correction (Figure 13).

4.5. Comparison of In Situ and OLCI Radiometric Data

Agreement between OLCI and in situ ρw values, after both straylight and NIR similarity corrections
were applied, was very good in terms of the shape of the spectra and absolute values (Figure 13).
Although a similar shape in the ρw spectrum was obtained using straylight correction only, it was
significantly larger than the OLCI-derived ρw spectrum, especially at longer wavelengths (Figure 13).

Based on the five match-ups available, there was good agreement between OLCI and in situ derived
ρw values for bands (400 . . . 510) nm and respective uncertainties less than 7%. For bands 620 nm
onwards, the signal was very weak, and the relative uncertainties of the in situ data increased (>30%);
the signal to noise ratio of the OLCI’s five cameras was lower than for blue bands [37], which made the
validation of satellite radiometric products over Case 1 waters in this range challenging.

The comparison between OLCI and in situ ρw for both PML and TO from 400 nm to 560 nm
showed comparable results (Figure 14, Table 3), though at 412.5 nm, the dispersion was up to 16%,
and bias was 15%. This was mainly caused by OLCI ρw at stations 22 (Figure A7) and 56 (Figure 13),
which had a steep decrease from 400 nm to 412.5 nm, and was not seen in the field measurements.
The reason could be due to poor characterization of the aerosol load and type in the S-3A OLCI
atmospheric correction [38,39]. Five match-ups, however are too few to make robust conclusions on
the accuracy of S-3A OLCI. In this study, they were used as a preliminary analysis of the potential
difference between using two different above-water systems for the validation of S-3A OLCI. For a
comprehensive accuracy assessment, more match-up data are required.

The estimation of the uncertainty of the ratio of OLCI and in situ ρw was up to 40% (Figure 15).
The combined uncertainty for the ratio of ρw (OLCI) and ρw (in situ) (Figure 15) was within (10 . . . 16)%
for the (400 . . . 510) nm, 39% for 560 nm, and above 100% for longer wavelengths, where the signal
was very small (Figure 15). The contribution from in situ uncertainty was (6 . . . 7)% for bands
(400 . . . 510) nm, about 11% for 560 nm, and 30% for longer wavelengths. The difference in the mean
uncertainty between the TO and PML ρw was within 1% for bands up to 510 nm and increasing towards
longer wavelengths.

S-3 mission requirements [3] specify a 5% uncertainty for bands (490, 510, 560) nm in Case 1
waters and (5 . . . 10)% uncertainty for bands (400, 412, 442) nm depending on the water type. As per
pixel uncertainty estimates on OLCI Level 2 data that do not include the uncertainty estimate from
Level-1B products [40], it was currently not possible to validate the OLCI products against in situ data
using uncertainty estimates for OLCI. The uncertainties for the match-ups were ~6% for the bands
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(400 . . . 510) nm, and based on the limited number of match-ups available, there was a difference of up
to 16% between in situ and OLCI data.

5. Conclusions

The results of the AMT27 field intercomparison are a major international step in assessing
differences in commonly used above-water radiometers under different environmental conditions
on a moving ship. The AMT campaign was also a significant step, in the framework of both the
FRM4SOC project and the international community, in enhancing the confidence in different sources of
radiometric data used for satellite ocean color validation.

In general, the agreement between the two in situ systems during the field campaign was
satisfactory, with up to a 5% difference over visible wavelengths before corrections applied to ρw.
Over the wavelength range from (400 . . . 510) nm, the relative mean uncertainty of in situ data was
close to the S-3 mission requirements of 5%, but with an increase in wavelength beyond 500 nm, the
relative uncertainty also increased mainly due to unstable targets, highly variable environmental
conditions, and the low signal at red bands in oligotrophic waters.

The consistency between the satellite and in situ data for both sets of radiometers was similar.
From 412 nm to 560 nm, the Seabird system showed −8% < MPD < 12% difference and TriOS
2% <MPD < 15% difference compared to OLCI data. The consistency between the in situ and OLCI
radiometric data was good, and the respective uncertainties were less than 7%.

SI traceable calibration of radiometers before or after field campaigns is very important to
ensure traceability. Calibration alone is not sufficient however, and to trace where the variability
between radiometric systems comes from, it is necessary to characterize a number of other parameters,
including temperature dependence, nonlinearity and spectral straylight. In parallel to correction
for instrument bias, and to improve measurement uncertainties, a detailed characterization of
environmental conditions during deployment is required. The effect of different processing corrections
applied to different radiometric sensors, including NIR similarity correction, correction for straylight,
non-linearity, also needs further testing using a simultaneous independent reference instrument that is
less affected by these systematic effects.
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Appendix A

Figure A1. ρw(λ) spectra at each measurement station corrected for straylight (green circles) and after
the straylight and NIR similarity correction (brown triangles). More data from each station can be
found in Table 1.
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Figure A2. Comparison between TO and PML Ed(λ) after straylight correction at OLCI’s bands.
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Figure A3. Comparison between TO and PML Ed(λ) after straylight correction and NIR similarity
correction at OLCI’s bands.
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Figure A4. Comparison between TO and PML ρw(λ) after straylight correction at OLCI’s bands.
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Figure A5. Comparison between TO and PML ρw(λ) after straylight correction and NIR similarity
correction at OLCI’s bands.

215



Remote Sens. 2020, 12, 1669

Figure A6. Comparison between TO and PML Lw(λ) after straylight correction at OLCI’s bands.
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Figure A7. Scatterplots for the validation of OLCI radiometric data for bands 400 to 560 nm using
PML’s and TO’s in situ data for five data match-ups.
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Abstract: A field intercomparison was conducted at the Acqua Alta Oceanographic Tower (AAOT)
in the northern Adriatic Sea, from 9 to 19 July 2018 to assess differences in the accuracy of in-
and above-water radiometer measurements used for the validation of ocean colour products.
Ten measurement systems were compared. Prior to the intercomparison, the absolute radiometric
calibration of all sensors was carried out using the same standards and methods at the same reference
laboratory. Measurements were performed under clear sky conditions, relatively low sun zenith
angles, moderately low sea state and on the same deployment platform and frame (except in-water
systems). The weighted average of five above-water measurements was used as baseline reference for
comparisons. For downwelling irradiance (Ed), there was generally good agreement between sensors
with differences of <6% for most of the sensors over the spectral range 400 nm–665 nm. One sensor
exhibited a systematic bias, of up to 11%, due to poor cosine response. For sky radiance (Lsky) the
spectrally averaged difference between optical systems was <2.5% with a root mean square error
(RMS) <0.01 mWm−2 nm−1 sr−1. For total above-water upwelling radiance (Lt), the difference was
<3.5% with an RMS <0.009 mWm−2 nm−1 sr−1. For remote-sensing reflectance (Rrs), the differences
between above-water TriOS RAMSES were<3.5% and<2.5% at 443 and 560 nm, respectively, and were
<7.5% for some systems at 665 nm. Seabird-Hyperspectral Surface Acquisition System (HyperSAS)
sensors were on average within 3.5% at 443 nm, 1% at 560 nm, and 3% at 665 nm. The differences
between the weighted mean of the above-water and in-water systems was <15.8% across visible
bands. A sensitivity analysis showed that Ed accounted for the largest fraction of the variance in
Rrs, which suggests that minimizing the errors arising from this measurement is the most important
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variable in reducing the inter-group differences in Rrs. The differences may also be due, in part,
to using five of the above-water systems as a reference. To avoid this, in situ normalized water-leaving
radiance (Lwn) was therefore compared to AERONET-OC SeaPRiSM Lwn as an alternative reference
measurement. For the TriOS-RAMSES and Seabird-HyperSAS sensors the differences were similar
across the visible spectra with 4.7% and 4.9%, respectively. The difference between SeaPRiSM Lwn

and two in-water systems at blue, green and red bands was 11.8%. This was partly due to temporal
and spatial differences in sampling between the in-water and above-water systems and possibly due
to uncertainties in instrument self-shading for one of the in-water measurements.

Keywords: fiducial reference measurements; remote sensing reflectance; ocean colour
radiometers; TriOS RAMSES; Seabird HyperSAS; field intercomparison; AERONET-OC; Acqua
Alta Oceanographic Tower

1. Introduction

Fiducial reference measurements (FRM) are an important component of satellite missions for the
validation of remote sensing products and are used to ensure that the most accurate data are distributed
to the user community. FRMs are distinct from other in situ measurements in that they use protocols
recommended by international ocean colour organizations and space agencies, are traceable to SI
(Système international) units, are referenced to inter-comparison exercises and have a full uncertainty
budget [1] to provide independent, high quality validation measurements for the duration of a satellite
mission [2,3]. To underpin the validation of satellite ocean colour radiometry, it is therefore essential
that radiometers used to collect FRMs are inter-compared to assess data consistency and characterise
the potential differences between instruments and methods. In the absence of such intercomparisons,
the traceability chain and uncertainty budget are not validated. The use of a wide range of instruments,
methods and laboratory practices may only add to the uncertainty of satellite ocean colour products.

The primary data product in satellite ocean colour is remote-sensing reflectance, Rrs. Radiometric
field measurements used to derive this parameter are generally obtained from in-water and above-water
optical measurements. These include above-water radiometry, underwater profiling, underwater
measurements at fixed depths or combined above and underwater measurements from floating systems.
Within the numerous measurement systems that exist, differences in calibration sources, methods
and data processing schemes lead to the greatest variation between them [1,4]. To minimise these,
best practices on each of the steps used to generate radiometric FRM have been established previously
and in this project [5–8].

Since the launch of the Sea-Viewing Wide Field-of-View Sensor (SeaWiFS) in 1997, a growing
body of literature on intercomparisons between radiometers has developed, which were conducted to
constrain the differences between in-water and satellite ocean colour parameters [9–17]. The National
Aeronautics and Space Administration (NASA) SeaWiFS Intercalibration Round Robin Experiments
(SIRREX) 1–8 focused on sensor calibration; specifically spectral radiance response using plaques
and portable field sources for monitoring the stability of sensors [9–15]. The experiments established
protocols for these, which reduced the uncertainties in measurements from 8% to 1%. During SIRREX
5, comparisons between in-water radiometers were conducted at Little Seneca Lake in Maryland,
USA and comparisons of above-water radiometers were conducted in the laboratory [11]. Differences
in in-water apparent optical properties were found to be related to the stability of the platform and
illumination geometry. For the laboratory comparisons, systematic differences between radiometers
were associated with the derivation of the downwelling irradiance from the reflected plaque radiance
and smaller differences due to isolated problems with the radiometers. These were addressed in
SIRREX 8 through the publication of new laboratory methods for characterising irradiance sensors [15].
Then followed the NASA Sensor Intercomparison and Merger for Biological and Interdisciplinary
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Studies (SIMBIOS) Radiometric Intercomparison (SIMRIC) -1 and -2 [12,13]. The purpose of these
experiments was to establish a common radiometric scale among the facilities that calibrate in situ
radiometers used for ocean colour related research. The final result was an updated document on
calibration procedures and protocols [9]. Using these protocols during SIMRIC-2, the SeaWiFS Transfer
Radiometer (SXR-II) measured the calibration radiances at six wavelengths from 411 nm to 777 nm,
which was compared against measurements from 10 other laboratories [13]. The agreement between
laboratories was within the combined uncertainties for all but two laboratories and the errors for these
laboratories were traced back to the sensor calibrations. Following the launch of the Medium Resolution
Imaging Spectrometer (MERIS) in 2002, the MERIS and Advanced Along-Track Scanning Radiometer
(AATSR) Validation Team (MAVT) conducted a series of intercomparison exercises (PlymCal 1-3 [14])
to compare above- and in- water radiometry (Bio-spherical, PR650, SATLANTIC, SIMBADA, SPMR,
TACCS and TRIOS). The expected calibration of radiometric sensors is that they are within ±1 to
2% of each other and during these intercomparisons this was achieved, except for one sensor that
exhibited degradation of the cosine collector. The MERIS Validation Team (MVT) then conducted a
field campaign at a coastal site off South West Portugal and determined the accuracy of atmospheric
and in-water measurements using a hyperspectral, SATLANTIC buoy radiometer with a tethered
irradiance chain (TACCS), as well as band-pass filter radiometer of the same design [15]. The overall
error for the TACCS system in these waters was 5% where the in-water attenuation coefficient (Kd)
was known and 7% where Kd was modelled and extrapolated from the surface to depth. Under the
Assessment of In Situ Radiometric Capabilities for Coastal Water Remote Sensing Applications (ARC)
MERIS MVT intercomparison of above-water radiometers (SeaPRISM and RAMSES) and in-water
radiometers (WiSPER-Wire-Stabilized Profiling Environmental Radiometer and TACCS) was performed
under near ideal deployment conditions at the Acqua Alta Oceanographic Tower (AAOT) in the
northern Adriatic Sea [17]. For this intercomparison, all sensors were inter-calibrated through absolute
radiometric calibration with the same standards and methods. The spectral water-leaving radiance
(Lw), as well as Ed and Rrs were compared. The relative difference in Rrs was between −1% and +6%.
The spectrally averaged values of absolute difference were 6% for the above-water systems and 9% for
the in-water systems. The good agreement between sensors was achievable because of the stability of
the deployment platform used. The first in situ radiometer intercomparison exercise in support of the
Ocean and Land Colour Instrument (OLCI) on-board the Sentinel-3 satellite was conducted at a lake in
Estonia in May 2017 under non-homogeneous environmental conditions [4]. It highlighted that there
was a large variability between recently calibrated sensors, due to high spectral and spatial variability
in the targets and environmental conditions. For the radiance sensors tested, variation in the fields of
view (FOV) contributed to the differences whereas for the irradiance sensors, this arose from imperfect
cosine response. Following the success of ARC MERIS MVT, and because the environmental conditions
are nearly ideal during summer, the AAOT was chosen to undertake the intercomparison reported here.
The main difference over the previous intercomparisons at the AAOT was that: (1) more measurement
systems were compared (10 in this study, five in [17]); (2) Seabird HyperSAS and C-OPS were included
in this study, whereas in [17] two TACCS systems were included; (3) in this study the above-water
sensors were located side by side on purpose-built frames, which ensured that all above-water optical
systems pointed at the same patch of water or sky; (4) in [17] the measurements were referenced to
in-water WiSPER, whereas in this study they were referenced to the weighted mean of RAMSES and
HyperSAS systems and SeaPRISM. The difference from [4], is that in summer the AAOT experiences
near-ideal homogeneous conditions for conducting such intercomparisons. The main aim of the AAOT
intercomparison was to quantify differences in radiometric quantities determined using a range of
above-water and in-water radiometric systems (including both different instruments and processing
protocols). Specifically, we evaluated the differences among:

1. Hyperspectral (five above-water TriOS-RAMSES, two Seabird-HyperSAS, one Pan-and-Tilt
System with TriOS-RAMSES sensors (PANTHYR), one in-water TriOS-RAMSES system) and
multispectral (one in-water Biospherical-C-OPS) sensors.
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2. In-water and above-water measurement systems.

2. Materials and Methods

2.1. Determination of Water-Leaving Radiance: Above-Water

Above-water methods generally rely on measurements of (i.) total radiance from above the
sea Lt(θ,θ0, Δφ,λ), that includes water-leaving radiance as well as sky and sun glint contributions;
and (ii.) the sky radiance that would be specularly reflected towards the Lt sensor if the sea surface
was flat Lsky(θ

′,θ0, Δφ,λ). The measurement geometry is defined by the sea viewing zenith angle θ,
the sky viewing zenith angle θ′, and the relative azimuth angle between the sun (φ0) and sensors (φ)
Δφ = φ0 −φ [18–21]. Illumination is largely defined by the sun zenith angle θ0, and to a lesser extent
atmospheric properties (assuming no clouds). The water-leaving radiance was computed by removing
sky glint effects from Lt as follows:

Lw(θ,θ0, Δφ,λ) = Lt(θ,θ0, Δφ,λ) − ρ(θ,θ0, Δφ, U10)Lsky(θ
′,θ0, Δφ,λ), (1)

where ρ(θ,θ0, Δφ, U10) is an estimate of the sea surface reflectance typically expressed as a function of
the sun-sensor geometry and of the wind speed 10 m above the sea surface, U10 [18].

2.2. Determination of Water-Leaving Radiance: In-Water

In-water methods to estimate water-leaving radiance require the measurement of the nadir
upwelling radiance, Lu(z,λ), or upwelling irradiance, Eu(z,λ), as a continuous profile in the water
column or at several fixed depths. The first type of measurement is generally performed with free-fall
profilers deployed from a ship [22] or autonomous profiling floats [23]. The second type of measurement
is generally performed with optical moorings [24], surface buoys [12] or when instruments have to be
lowered manually in the water column [25] from a variety of platforms. Each method has its pros and
cons, however all of them have a few principles in common to improve the accuracy of estimating Lw.
These include a sufficient number of vertical or temporal measurements to reduce the effect of wave
focusing, minimize the effect of instrument self-shading, platform shading and reflection, so that the
measurements can also be made as close as possible to the surface and at nadir view. Lu is then used to
extrapolate the radiometric quantities to just below the water surface (0−) since this cannot be directly
measured due to wave perturbations. Although linear extrapolation of log transformed radiometric
quantities is the most commonly used technique, this is not always an ideal approach depending on the
type of measurements, environmental conditions and wavelength. Finally, the Lu(0−,λ) is projected
above water to obtain the water-leaving radiance:

Lw = Lu(0−,λ)· (1− ρ
′)

n2 , (2)

where ρ′ is the water-air interface Fresnel reflection coefficient and n is the refractive index of seawater.

2.3. Determination of Remote-Sensing Reflectance and Normalized Water-Leaving Radiance

The remote-sensing reflectance Rrs(θ,θ0, Δφ,λ) is defined as the ratio of the Lw to the above-water
downwelling irradiance Ed(0+,λ) and was computed as:

Rrs(θ,θ0, Δφ,λ) =
Lw(θ,θ0, Δφ,λ)

Ed(0+,λ)
. (3)

The exact normalized water-leaving radiance was computed as per [26]:

Lwn(λ) = Rrs(θ,θ0, Δφ,λ)BRDF(θ,θ0, Δφ,λ, chl)F0(λ), (4)
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where F0(λ) is the extraterrestrial solar irradiance [27] and the bidirectional reflectance distribution
function (BRDF) factor BRDF(θ,θ0, Δφ,λ, chl) normalizes Rrs to a standard geometry (θ = θ0 = 0):

BRDF(θ,θ0, Δφ,λ, chl) =
�(U10)

�(θ, U10)

f0(λ, chl)
Q0(λ, chl)

[
f (θ0,λ, chl)

Q(θ,θ0, Δφ,λ, chl)

]−1

. (5)

In (5), �(θ, U10) accounts for the reflection-transmission properties of the air-sea interface

during the measurement. The term �(U10)
�(θ,U10)

and Q remove from Rrs [28] the variability due to

viewing angle. The term f (θ0,λ,chl)
Q(θ,θ0,Δφ,λ,chl) describes the bi-directionality of the upwelling light field

from the ocean, and the corresponding term f0(λ,chl)
Q0(λ,chl) [28] normalizes it to the standard geometry.

Look-up-tables of f
Q and� values were computed by [28] for selected wavelengths and were obtained

from ftp://oceane.obs-vlfr.fr/pub/gentili/DISTRIB_fQ_with_Raman.tar.gz. The values of chl required
for such a correction were obtained from daily averaged total chlorophyll-a high-performance liquid
chromatography (HPLC) measurements [29].

2.4. Simulation of Ocean and Land Colour Instrument (OLCI) Bands

Hyperspectral measurements of Lt, Lsky, Ed and Rrs were converted into equivalent OLCI bands
by applying the OLCI spectral response functions [30] as in the following example for Lt:

Lt(λi,OLCI) =

∫
Si,OLCI(λ)Lt(λ)dλ∫

Si,OLCI(λ)dλ
, (6)

where Lt(λi,OLCI) and Si,OLCI(λ) are Lt and the OLCI spectral response function (SRF) for the ith OLCI
channel, respectively. For the multispectral measurements the Rrs was shifted to the OLCI bands
following [31], and similarly the Ed was shifted using a solar irradiance model (see Section 2.9.1).

2.5. The Field Intercomparison

The field intercomparison was conducted at the Acqua Alta Oceanographic Tower (AAOT) which
is located in the Gulf of Venice, Italy, in the northern Adriatic Sea at 45.31◦N, 12.51◦E during July
2018. The AAOT is a purpose-built steel tower with a platform containing an instrument house to
facilitate the measurement of ocean properties under stable conditions such as clear skies, low wind
speed and calm sea state (Figure 1). The platform has a long history of optical measurements to
support and validate both NASA and European Space Agency (ESA) ocean colour missions [32–34].
An autonomous optical measurement system was developed at the tower in 2002, the data from
which are widely used and accessed by the ocean colour community for satellite validation via the
AERONET-OC network [35,36]. The ocean circulation in the north western Adriatic region where the
tower is located, is mainly influenced by the coastal southward flow of the North Adriatic current
and a North Adriatic (cyclonic) gyre in autumn [37,38]. The site is also influenced by discharge from
northern Adriatic rivers: Piave, Livenza and Tagliamento [36]. The water type at the tower can vary
depending on wind and swell conditions from clear open sea (for 60% of the time [35]) to turbid coastal.
The atmospheric aerosol type is mostly continental and determined by atmospheric input from the Po
valley, although occasionally this changes to maritime type aerosols [34].
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Figure 1. (A) Map showing the location of the Acqua Alta Oceanographic Tower (AAOT) in Europe
and (B) in the Northern Adriatic Sea; (C) schematic of the AAOT. For the intercomparison, the radiance
sensors were located on the deployment platform on level 3, on a 6 m pole that raised them above the
solar panels on level 4. A telescopic (Fireco) mast for the irradiance sensors was located in the eastern
corner of level 4.

2.6. Participants and Data Submission

In total, 10 institutes participated in the intercomparison enabling the comparison of 11
measurement systems comprising 31 radiometers (Table 1). To rule out any differences arising
from absolute radiometric calibration, all of the sensors used during the campaign were calibrated at
the University of Tartu (UT), under the same conditions, within ~1 month of the campaign. The sensors
were then shipped directly to Venice prior to setting up the campaign on 9 and 10 July 2018. Each
participant was asked to submit their data ‘blind’, so that the overall results were not seen by participants
prior to submission. Processed Lsky, Lt, Ed and Rrs data with application of OLCI’s spectral response
function to obtain wavelengths corresponding to the OLCI channels (400, 412, 443, 490, 510, 560, 620,

226



Remote Sens. 2020, 12, 1587

665, 674, 681 nm) were submitted along with a UTC timestamp, the make, model, serial number of the
instrument and integration time setting used during the acquisition.

Table 1. Field intercomparison measurement systems, sensors and institutes. All sensors are
hyperspectral except the bio-spherical which is multispectral.

Method (Identifier) Radiometers Reference Institute

1 Above-water (RAMSES-A) TriOS-RAMSES [39] University of Algarve, Portugal
2 Above-water (RAMSES-B) TriOS-RAMSES [40] University of Tartu, Estonia

3 Above-water (RAMSES-C) TriOS-RAMSES [41] Helmholtz-Zentrum Geesthacht,
Germany

4 Above-water (RAMSES-D) TriOS-RAMSES [42] Alfred Wegener Institute, Germany

5 Above-water (RAMSES-E) TriOS-RAMSES [43,44] Royal Belgian Institute of Natural
Sciences

6 Above-water (HyperSAS-A) Seabird [45] Plymouth Marine Laboratory, United
Kingdom

7 Above-water (HyperSAS-B) Seabird [46] University of Victoria, Canada

8 Above-water (PANTHYR) TriOS-RAMSES +
pan and tilt [47] Flanders Marine Institute, Belgium

9 Above-water (SeaPRISM) SeaPRISM [11] Joint Research Centre, Italy

10 In-water C-OPS (in-water A) Biospherical
microradiometers [48] Institut de la Mer de Villefranche,

France
11 In-water TriOS (in-water B) TriOS-RAMSES [49] Alfred Wegener Institute, Germany

2.7. Radiometer Set-Up and Experimental Design

All above-water radiometers except the PANTHYR system were located on the same purpose-built
frames (Figure 2). The radiance sensors were located on the western corner of the AAOT and irradiance
sensors and PANTHYR system were located at the eastern corner. For the radiance sensors, the frame
was constructed to position the sensors side by side and at the same height (Figure 2A). The frame was
fabricated from aluminium at a height of 12.3 m from the sea surface. All Lsky and Lt sensors had the
same identical viewing zenith angles of θ = 40◦ and θ′ = 140◦, respectively. A sundial was located
mid-way down the mast of the frame with a vertical bar to turn it to the correct Δφ (Figure 2B,C).
The deployment frame was adjusted for each measurement sequence so that Δφ = 135◦ or Δφ = 90◦,
which are typically used to reduce sun glint [18]. The radiance mast was positioned at the same
level as the SeaPRISM system (Figure 2B,C). The base of the mast was attached to a foldable knuckle
joint so that the frame could be lowered, allowing for daily cleaning and servicing of the sensors.
For irradiance measurements, a telescopic (Fireco) mast was used to minimize interference from the
tower super-structure and other overhead equipment which was installed at a height of 18.9 m above
the sea surface (Figure 1C, Figure 2E,F).

Measurements were made at 20 min intervals, from 08:00 to 13:00 UTC, over a discrete measurement
period of 5 min (called “cast”), with all instruments having a synchronized start time so that the
data collected were directly comparable. In-water C-OPS measurements were also coordinated to
these times, though with a temporal delay that is inherent in the practicalities of the deployment.
The PANTHYR above-water system is automated to measure every 20 min and was not synchronised to
the other (manually-triggered) above-water measurements. In-water TriOS measurements were made
immediately after the above-water casts, taking around six minutes for the downcast measurements.
From all casts, the median, mean and standard deviation at each OLCI wavelength were calculated.
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Figure 2. Photographs of the radiance sensors showing (A) the mounting for Lsky and Lt radiometers,
(B) location of sensors next to the AERONET-OC SeaPRISM, (C) location of the sensors on level 3 of the
AAOT, (D) location of the irradiance sensors on the mounting block, (E) telescopic mast with irradiance
sensors at the eastern corner of the AAOT, (F) proximity of the telescopic mast with irradiance sensors
and the PANTHYR system just above the railings below.

2.8. Above-Water Measurement Methods

All above-water systems measure Ed, Lt and Lsky which were interpolated to a spectral resolution
of 1 nm. For each cast, the spectral response function for OLCI was applied to obtain the data at OLCI
bands and the median, standard deviation and mean were calculated. Rrs was then computed using
Equation (3). The HyperSAS and most RAMSES instrument systems used the ρ′ factor from [18] and
the specific values for 90◦ and 135◦ azimuth viewing angle with respect to the sun plane or a variation
on this theme (RAMSES-C), except for RAMSES-E (Table 2).

2.8.1. TriOS-RAMSES

For above-water measurements RAMSES-A, -B, -C, -D and -E, three TriOS radiometers (TriOS
Mess- und Datentechnik GmbH, Germany) were deployed by each institute; two RAMSES ARC-VIS
hyperspectral radiance sensors for measuring Lsky and Lt respectively, and one RAMSES ACC-VIS
irradiance sensor for measuring Ed. Measurements were made over the spectral range of 350–950 nm,
with a resolution of approximately 10 nm, sampling approximately every 3.3 nm, with a spectral
accuracy of 0.3 nm. The nominal full angle field-of-view (FOV) of the radiance sensors is 7◦. The sensors
are based on the Carl Zeiss Monolithic Miniature Spectrometer (MMS 1) incorporating a 256-channel
silicon photodiode array. Integration time varies from 4 ms to 8 s and is automatically adjusted
based on measured light intensity to prevent saturation of the sensors. The data stream from all three
instruments is integrated by an IPS-104 power supply and interface unit and logged on a PC via a
RS232 connection. A two-axis tilt sensor is incorporated inside the downwelling irradiance sensor
in some models. The basic measurement method used was developed by [43] based on the generic
Method 1 described in the Ocean Optics Protocols [50]. For the deployment and processing of data,
all institutes followed published satellite validation protocols [5].
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2.8.2. TriOS Data Processing

For RAMSES sensors, data were acquired every 10 s for the duration of each 5 min cast
(except RAMSES-C and -D which used burst mode) using TriOS’ proprietary MSDA XE software
(except RAMSES-B who used their own code) and calibrated using the coefficients determined before the
campaign by UT. Dark values were removed by the software’s “dynamic offset” function, which makes
use of blocked photodiode array channels inside the radiometer to determine a background response
signal in the absence of any measurable light. Using MSDA XE, the data output interval is 2.5 nm.

For RAMSES-A, the number of data records collected for each cast and radiometric sensor was 30.
A bi-directional phase function f/Q correction [28] for wavelengths within 412 nm and 665 nm was also
applied to account for the viewing and illumination geometry. For this the�-tables from Gordon [26]
were applied where the probability distribution of surface slope follows that of Ebuchi and Kizu [51].

Table 2. Differences between laboratories in the processing of data from Ed, Lt, Lsky to Rrs. Year (Ed,
Lsky, Lt) is the year of manufacture of Ed, Lsky, Lt/Lu/Eu sensors; N are the number of replicates used
for processing each cast; QC flag are quality control flags used; FOV is the radiance field of view; ρ′ is
the Fresnel reflectance factor used to process the data. For in-water-B, the number (N) reported for Lt is
actually N of Lu(z).

Sensor Type Year (Ed, Lsky, Lt) N Ed N Lsky N Lt QC Flag FOV ρ
′

RAMSES-A 2015, 2015, 2015 3–30 3–30 3–30 Visual QC 7◦ [18]
RAMSES-B 2004, 2006, 2010 3–30 3–30 3–30 Visual QC 7◦ [18]
RAMSES-C 2006, 2006, 2006 117–140 116–140 102–140 5 min scans 7◦ [18,41] *

RAMSES-D 2007, 2006 **, 2011 123–141 4–90 4–54 Lt < 1.5%; Lsky <
0.5% of min. 7◦ [18]

RAMSES-E 2008, 2001, 2001 1st 5 QC 1st 5 QC 1st 5 QC 1st 5 scans *** 7◦ [43,44]
HyperSAS-A 2006, 2006, 2006 280–345 284–398 93–198 5 min scans 6◦ [18,45] †
HyperSAS-B 2004, 2004, 2004 ~130 ~86 ~86 lower 20% 6◦ [18,46]
PANTHYR 2016, 2016 # 2*3 2*3 11 See [45] 7◦ [18,47]
In-water A 2010, N/A, 2010 3–4 N/A 3–4 Visual QC N/A [18]
In-water B 2007, N/A, 2010 150–200 N/A ‡ ~86 7◦ [52]

* Using Mobley [18] and wave height correction of Hieronymi [41]; ** RAMSES-C Lsky sensor was used by lab
RAMSES-D; *** The first five scans are taken as long as: (1) Inclination from the vertical does not exceed 5◦; (2) Ed, Lsky
or Lt at 550 nm does not differ by more than 25% from either neighbouring scan; (3) the spectra are not incomplete
or discontinuous; # One sensor used for both Lsky and Lt; † Mean of 750–800 nm also removed; ‡ For Lu, average
from 2 m–8 m was extrapolated to the surface (using 30–40 measurements). N/A means not applicable or measured.

For RAMSES-B, data were collected using bespoke Python software. The irradiance sensor had
GPS time and location and tilt and heading devices located next to the sensor was a fish eye camera
(see images from this in Figures A2 and A3). No corrections were applied but spectra with missing or
saturated values were removed from the database.

RAMSES-C measurements were conducted in “burst mode” over the common 5 min casts which
typically gave between 100 and 140 spectra. All spectra were used for averaging and determination
of standard deviation; no flagging was applied (visual quality control confirmed expected natural
variability for clear sky conditions). Both radiance spectra, Lsky and Lt, were interpolated to the
wavelengths of Ed. The ρ factor of Mobley [18] with roughness-considerations of Hieronymi [41] was
used. The observed wave height was used to estimate the actual sea surface roughness [41]. If the
observed significant wave height, Hs, was smaller than 0.5 m, “wind speed” was reduced by 30%
and the rounded values were used to select ρ from Mobley’s look-up-tables (LUT) [18]. The usage
of Mobley’s ρ follows the rationale and comparisons of Zibordi [52] for this setup and conditions.
According to the institute’s protocol however, different sea surface reflectance factors are used to
estimate uncertainties in the determination of Rrs. These reflectance factors are taken from the LUT
of [18,41,44,53] depending on sun- and sensor-viewing geometry and wind speed, with one additional
factor calculated from Lt/Lsky at 750 nm under the assumption that at this wavelength, water-leaving
radiance is negligible for this site.

229



Remote Sens. 2020, 12, 1587

RAMSES-D followed protocol [54]. Lt and Ed were recorded continuously throughout the day
and the data for the casts were extracted for the five-minute measurement period. Two Ed sensors
were used; an 81EA sensor (referred to as Sensor 1) and an 81E7 sensor (referred to as Sensor 2) for
both the above water (RAMSES-D) and in-water (in-water B) measurements. No Lsky sensor was
available, so the Lsky data from RAMSES-C were used. For each five-minute cast, the Ed data were
matched and extrapolated to the same time resolution of Lt and Lsky data. Following the NASA and
International Ocean Colour Coordinating Group (IOCCG) protocols [55,56], Lt and Lsky measurements
were corrected for variations in Ed using the median Ed. In order to minimize fluctuations within one
cast, only Lt and Lsky, which were equal or less than 1.5% and 0.5% of the minimum of Lt and Lsky with
respect to the median Ed, were considered (Table 2). After convoluting the final Lt, Lsky and Ed spectra
to the original TriOS sensor resolution, the OLCI spectral response function were applied.

For RAMSES-E, full details of the data processing are described in [44] and associated appendices.
In brief, once the data were exported from the TriOS software, in-house Python scripts were used
to implement several quality checks (QC), where a spectral scan was discarded if it met any of the
following criteria: (a) inclination of the irradiance sensor exceeds 5◦ from the vertical, (b) Ed, Lsky or
Lt at 550 nm differ by more than 25% from either neighboring scan, (c) Lsky/Ed > 0.05 sr−1 at 750 nm
(indicating clouds either in front of the sun or in the sky-viewing direction), or (d) the scan spectra
is incomplete or discontinuous (occasional instrument malfunction). Once all scans for a given cast
were processed through QC, only the first five scans (relative to the start time of the station) that
had complete spectra for all three of Ed, Lsky and Lt were used for further processing. From these
data, “uncorrected” water-leaving radiance reflectance, R′w(θ,θ0, Δφ,λ), was calculated for each
wavelength and for each of the five scans using Equations (1) and (3) above (with the distinction that
R′w(θ,θ0, Δφ,λ) is equal to Rrs(θ,θ0, Δφ,λ) multiplied by a factor of π). A simple quadratic function
of wind speed for ρ was used as approximation of the LUT of [18]. Minimization of perturbations
due to wave effects was achieved through the turbid water near-infrared (NIR) similarity correction
(Equation (8) in [43]). This was applied to R′w(θ,θ0, Δφ,λ) by determining the departure from the
NIR similarity spectrum with:

ε =
α1,2·R′w(λ2) −R′w(λ1)

α1,2 − 1
, (7)

where wavelengths λ1 and λ2 are chosen in the NIR, and the constant α1,2 is set according to Equation
(7) from [43] and Table 2 of [44]. For this exercise, λ1 and λ2 were set to 780 nm and 870 nm
respectively, generating a value of α1,2 = 1.912. It is noted that this approach is similar to that proposed
by [57], although relying on different wavelengths and values of sea surface reflectance. The NIR
similarity-corrected water-leaving reflectance, Rw(λ), is then calculated as:

Rw(λ) = R′w(λ) − ε. (8)

A final pass of QC checks is performed on this NIR-corrected Rw(λ) data, resulting in the entire
station being discarded if the coefficient of variation (CV, standard deviation divided by the mean) of
the five scans is >10% at 780 nm.

2.8.3. Seabird-HyperSAS

The measurement system consists of three hyperspectral Seabird (Washington, DC, USA; formerly
SATLANTIC) spectro-radiometers, two measuring radiance and one measuring downwelling irradiance.
The sensors measure over the wavelength range 350–900 nm with a spectral sampling of approximately
3.3 nm and a spectral width of about 10 nm. Integration time can vary from 4 ms to 8 s and was
automatically adjusted to the measured light intensity. The data stream from all three instruments is
integrated by an interface unit and logged on a PC via a RS232 connection. The radiance sensors have
a FOV of 6◦. Both HyperSAS-A and -B were first dark corrected in the same way; each instrument is
equipped with a shutter that closes periodically to record dark values. The Ed, Lt and Lsky data were
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first dark corrected by interpolating the dark value data in time, to match the light measurements
for each sensor. Then dark values were subtracted from the light measurements at each wavelength.
The Ed, Lt and Lsky data for both instrument systems were then interpolated to a common set of
wavelengths (every 2 nm from 352–796 nm).

2.8.4. Seabird HyperSAS Data Processing

For HyperSAS-A, data processing follows “Method 1” of [53]. In brief, data were first extracted
from the raw instrument files and the pre-campaign calibration coefficients were applied. Given that the
optical conditions at the AAOT can often be considered Case 1 waters, besides the standard processing
described for the other above-water sensors (no NIR correction), HyperSAS-A also implemented a
processing method specific for open-ocean conditions (NIR correction). For NIR correction, Rrs(750)
was subtracted from each Rrs spectrum. The effect of NIR and no NIR correction were compared.
For HyperSAS-B, data were processed using the lowest 20% values to minimize contamination by sky
and sun glint.

2.8.5. The Pan-and-Tilt Hyperspectral Radiometer System (PANTHYR)

The PANTHYR is a new system designed for autonomous hyperspectral water reflectance
measurements and described in detail in [47]. The instrument consists of two TriOS-RAMSES
hyperspectral radiometers, mounted on a FLIR PTU-D48E pan-and-tilt pointing system, controlled by
a single-board-computer and associated custom-designed electronics which provide power, pointing
instructions, and data archiving and transmission. The TriOS radiometer specifications are the same
as those outlined in Section 2.8.1 above. The instrument is capable of full pan (±174◦) and tilt
(+90◦/−30◦) movement. The radiance sensor is fixed at an angle of 40◦ to the irradiance sensor, giving
a zenith angle range for the irradiance sensor of 180◦ (downwelling irradiance measurement) to 60◦
(parked) and a zenith angle range for the radiance sensor of 140◦ (sky radiance measurement) through
40◦ (water radiance measurement) to 20◦ (parked). The PANTHYR system performs automated
measurements every 20 min from sunrise until sunset. Each cycle consists of measurements with a
90◦, 135◦, 225◦, and/or 270◦ relative azimuth to the sun. In general, and depending on the installation
location, platform geometry, time of day (sun location), and associated platform shading of the water
target, only one or two (or sometimes zero) of these azimuth angles are appropriate for measurement
of water reflectance; other azimuth angles will be contaminated by platform shading or even direct
obstruction of the water target as defined from the instrument FOV. A selection of acceptable azimuth
angles is made a priori, based on expert judgement. For each measurement cycle, the system performs a
sub-cycle for each of the configured relative azimuth angles. Based on the AERONET-OC protocol [8,22],
but with repetition of the Ed and Lsky replicates, each azimuthal measurement sub-cycle consists of
2 × 3 replicate scans each of Ed and Lsky, and 11 replicate scans of Lt, where “scan” refers to acquisition
of a single instantaneous spectrum. Firstly, the irradiance sensor is pointed upward, with the radiance
sensor offset by 40◦, and three replicates of Ed followed by three replicates of Lsky are measured.
The radiance sensor is then moved to a 40◦ downward viewing angle to make 11 replicate Lt scans.
The irradiance and radiance sensors are then repositioned to make three more replicate scans of both
Lsky and Ed. The PANTHYR system was deployed on the east side of the top deck of the platform
(Figure 2E), as opposed to the west side where the other above-water systems including AERONET-OC
were located (Figure 2B). The irradiance sensor collector was 2 m above the top deck floor and, hence,
about 14 m above sea level as opposed to being located on the telescopic mast with the other irradiance
sensors in the exercise and hence at 18.9 m above sea level.

2.8.6. PANTHYR Data Processing

Lsky and Lt scans with >25% difference between neighbouring scans at 550 nm were removed
as well as any scans with incomplete spectra. Ed scans were removed using the same criteria after
normalizing Ed by cos(θ′), where θ′ is the sun zenith angle. The data are further processed if a
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sufficient number of scans passes the quality control criteria: for Lt this is 9 of the possible 11 scans,
and for Ed and Lsky this is 5 of the possible 6 scans. The remaining Ed and Lsky measurements are
then grouped and mean-averaged. For each Lt scan, Lw (Equation (1)) is computed by removing
sky-glint radiance using the look-up table (LUT) given in [18]. Wind speed was retrieved from ancillary
data files in this intercomparison, but can alternatively be set to a user-defined default value if wind
speed data are unavailable. The data in the LUT are linearly interpolated to the current observation
geometry and wind speed. The Lw scans are then converted into “uncorrected” water-leaving radiance
reflectance R′w(θ,θ0, Δφ,λ) scans and NIR similarity spectrum correction is applied to remove any
white error from inadequate sky-glint correction, following the “RAMSES-E” TriOS Data Processing
sub-section in Section 2.8.1 above. The final quality control to retain or reject the NIR corrected
spectra, Rw(θ,θ0, Δφ,λ), is performed according to Ruddick et al. [44]. Measurements were rejected
when Lsky/Ed >0.05 sr−1 at 750 nm (indicating clouds either in front of the sun or in the sky-viewing
direction), or when the coefficient of variation (CV, standard deviation divided by the mean) of the
Rw(θ,θ0, Δφ,λ) scans was >10% at 780 nm.

2.8.7. SeaPRISM AERONET-OC

The SeaWiFS Photometer Revision for Incident Surface Measurements (SeaPRISM) is a modified
CE-318 sun-photometer (CIMEL, Paris, France) that has the capability to perform autonomous
above-water measurements. Measurements are made with a FOV of 1.2◦ every 30 min in order to
determine Lw at a number of narrow spectral bands with centre-wavelengths of 412, 441, 488, 530, 551,
667 nm [32,35,36]. These measurements are: (1) the direct sun irradiance Es(Θ0, Φ0,λ) acquired to
determine the aerosol optical thickness τa(λ) used for the theoretical computation of Ed (0+,λ), and (2) a
sequence of 11 sea-radiance measurements for determining Lt(θ, Δφ,λ) and of three sky radiance
measurements for determining Lsky(θ, Δφ,λ). These sequences are serially repeated for each λ with
Δφ = 90◦, θ = 40◦ and θ′ = 140◦. The larger number of sea measurements, when compared to sky
measurements, are required because of the higher environmental variability (mostly produced by
wave perturbations) affecting the sea measurements during clear skies. Quality flags are applied at the
different processing levels to remove poor data. Quality flags include checking for cloud contamination,
high variance of multiple sea- and sky-radiance measurements, elevated differences between pre- and
post- deployment calibrations of the SeaPRISM system, and spectral inconsistency of the normalized
water-leaving radiance Lwn [35]. The data are made available through the AERONET-OC web site
(https://aeronet.gsfc.nasa.gov/new_web/ocean_color.html) version 3 to processing levels 1.5 and 2.
At the time of the field campaign, only level 1.5, real time cloud screened data were available, which
were therefore used to compare against the other measurement systems. The difference between
version 3 level 1.5 and 2 is in the application of post-deployment calibration and further QC checks.
On 13 July 2018, three coincident measurements were available; on 14 July four were available and on
17 July two were available. Of these, four were available at 21 min past the hour, when measurements
from the above-water system were taken from 20–25 min past the hour. Five measurements were
available at 49 min past the hour, when measurements from the above-water system were made
between 40–45 min past the hour. The SeaPRiSM bands are centered at 412, 441, 488, 530, 551 and
667 nm. From Rrs above-water hyperspectral data, using a spectrally flat window of 10 nm with ±5 nm
centered at the SeaPRISM bands, the average, median and standard deviation were computed and
converted to Lwn using the BRDF function described in Section 2.2 (except for PANTHYR).

2.9. In-Water Methods

2.9.1. Compact Optical Profiling System (C-OPS)

C-OPS (Biospherical Instruments Inc., USA) was designed specifically to operate in shallow
coastal waters and from a wide range of deployment platforms [58,59]. The light sensors are mounted
into a frame using a kite-shaped back plane with a hydrobaric chamber mounted along the top of the
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profiler with a set of floats immediately below it (Figure 3A,B). This allows the sensor to be vertically
buoyant in the water column whilst ensuring that both light sensors are kept level (Figure 3B). For this
intercomparison exercise, the instrument was deployed at approximately 30 m distance from the stern
of Research Vessel (RV) Litus (Figure 3A) near coincident with the above-water measurements made
on the AAOT. The surface reference sensor was mounted on a custom support on the foredeck of the
RV Litus, and verticality was determined with a level when the ship was in port. For each cast, at least
three consecutive profiles of upwelling nadir irradiance, Eu(t, z,λ), were acquired between surface and
approximately 13 m depth, at the same time as the measurement of surface downwelling irradiance,
Ed(t, 0+,λ). Both radiometers collected data at 20 Hz and included a pitch and roll sensor. A dark
correction and a tare of depth were performed at least twice a day (at the beginning of the morning and
afternoon casts). A second degree local polynomial fit function was used to interpolate and extrapolate
Eu(t, z,λ) and Ed(t, 0+,λ) in order to derive the upwelling irradiance just beneath the surface, Eu,
and the surface irradiance at the beginning of the cast Ed(t0, 0+,λ), respectively. Data with an absolute
tilt >10◦ for Eu(t, z,λ) and >20◦ for Ed(t, 0+,λ) were filtered out from the analysis. The fitted upwelling
irradiance profile was corrected with a factor, ft(t), to account for possible variations in the surface
irradiance:

ft(t) =
Ed(t, 0+,λ)
Ed(t0, 0+λ)

. (9)

The Eu is corrected for radiometer self-shading following [48], where the absorption coefficient is
estimated following [48] and initialized with the in situ total chlorophyll-a (TChl a). TChl a used in the
calculations was derived from Kd(443) [60] because the HPLC data were only analysed after the date
of submission of the radiometry data. No correction was applied for the shading from the profiler,
however the Eu sensor was deployed in a way that minimize this effect (i.e., with the Eu sensor side of
the profiler oriented toward the sun). The water-leaving radiance, LW(λ), was calculated from the
upwelling irradiance just below the sea surface as:

Lw(λ) = Eu(t0, 0−,λ)· 1
Q(θ′, TChla)

· (1− ρ
′)

n2 , (10)

where θ′ is the solar zenith angle (at t0), ρ′ is the water–air interface Fresnel reflection coefficient
(depending on θ′ and sea roughness) and n is the refractive index of seawater for a flat surface and the
Q(θ, TChla) factor is log-linearly interpolated from LUTs as provided in [28]. The ρ′ is 0.043 and the
refractive index of seawater, n, is 1.34. A ρ′ of 0.02 is generally applied for a flat sea and uniform sky
radiance and θ′ < 30◦ and increases to 0.03 for θ′ at 40◦. The values also increase with sea roughness.
A ρ′ value of 0.043 is reported for a wind speed of 15 m s−1 (θ′ = 30◦). The choice of 0.043 was made
when the operational data processing was set to take into account average conditions at the deployment
site for sea roughness and θ′ and was not modified as the difference in latitude with the AAOT is
relatively low. Assuming 2% instead of 4.3% would have a limited impact on the comparison for Rrs.
Finally the remote-sensing reflectance was calculated using (Equation (3)) and shifted to OLCI central
bands, when not coincident, following [31]. Specifically, C-OPS bands (λ1/2,COPS) at 395, 555/565,
625, 665/683 and 683 nm were shifted to 400, 560, 620, 674 and 681 nm, i.e., one wavelength is used
when the wavelength difference is ≤5 nm, two wavelengths are used when difference is >5 nm or
two measurements with ≤5 nm difference are available. Similarly, the Ed(t0, 0+λ) was shifted to OLCI
bands following:

Ed
(
t0, 0+,λOLCI

)
=

Ed(t, 0+,λ1,COPS)

Edth
(t0, 0+,λ1,COPS)

·Edth

(
t0, 0+,λOLCI

)
; Δλ1 ≤ 5 nm (11)
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or

Ed(t0, 0+,λOLCI) =

(λOLCI−λ1,COPS)
Ed(t,0+ ,λ1,COPS)

Edth(t0,0+ ,λ1,COPS)
·Edth

(t0,0+λOLCI)+(λ2,COPS−λOLCI)
Ed(t,0+ ,λ2,COPS)

Edth(t0,0+ ,λ2,COPS)
·Edth

(t0,0+λOLCI)

λ2−λ1
; Δλ > 5 nm

or Δλ1 and Δλ2 ≤ 5 nm

(12)

where the Edth
(t0, 0+,) denotes the theoretical surface irradiance for a clear sky and standard atmosphere

computed from [26,61] using a spectrally flat window of 10 nm with ±5 nm centered on the C-OPS
and OLCI bands. The same correction scheme was applied for the comparison with the Sea-PRISM
AERONET-OC with band shift from 443, 490, 532, 555, and 665 nm to 441, 488, 530, 551, and 667 nm.

 

Figure 3. In-water sensors (A) C-OPS being deployed from RV Litus, (B) positioning of C-OPS in-water,
(C) in-water TriOS deployment from an extendable boom on the AAOT, (D) TriOS in-water irradiance
sensor in metal deployment frame.

2.9.2. In-Water TriOS-RAMSES

Hyperspectral TriOS-RAMSES radiometers, (Figure 3D) measured profiles of upwelling radiance,
Lu, and downwelling irradiance, Ed, following the methods outlined in [49,54]. All measurements
were collected with sensor-specific automatically adjusted integration times (between 4 ms and 8 s).
The radiance and irradiance sensors were deployed from an extendable boom to 12 m off the south
western corner of the AAOT (Figure 3C). The height of the boom was 12 m above sea surface, and is
designed to reduce shadow and scatter from the tower. The Ed sensor was equipped with an inclination
and a pressure sensor. For this study, we only used the depth and inclination information from this
sensor. During the intercomparison, the in-water inclination in either dimension was <6◦ [54]. For all
casts, the instruments were first lowered to just below the surface, at approximately 0.5 m, for 2 min
to adapt them to the ambient water temperature. The frame was then lowered to approximately
14 m, with stops every 1 m for a period of 30 s each, to obtain representative average values at each
depth. Data were directly extracted from the calibrated instrument files applying the pre-campaign
calibration coefficients and factory supplied immersion factors from the last factory calibration (2016)
to obtain in water calibrations. Following the NASA and IOCCG protocols [55,56], Lu(t, z,λ) data
were corrected for incident sunlight (e.g., changing due to varying cloud cover) using simultaneously
obtained downwelling irradiance Ed+(λ) measured above the water surface with another hyperspectral
RAMSES irradiance sensor (either RAMSES-D Ed Sensor 1 or Sensor 2) which was located on the
telescopic mast on level 4 of the AAOT (Figure 2D–F). As surface waves strongly affect measurements in
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the upper few meters, measurements made at depth were used and extrapolated to the sea surface [28],
since they are more reliable. Similar to Stramski et al. [62] a depth interval was defined (z′ = 2 m to
8 m) at which the instrument was stopped, so that average light fluctuations at a series of discrete
depths could then be used to calculate the vertical attenuation coefficients for upwelling radiance,
(i.e., Ku(λ, z′)). Using Ku(λ, z′), the subsurface radiance Lu(t0, 0−,λ) was extrapolated from the profile
of Lu(λ, z). For the calculation of Rrs, Lu(0−,λ) was multiplied by a coefficient of 0.5425, which accounts
for the reflection and refraction effects at the air-sea interface, as in [62]. Then Rrs was calculated using
the median above-water downwelling irradiance median of Ed(t,λ):

Rrs(λ) =
0.5425 Lu(λ, 0)

Ed(t0,λ)
(13)

The water-leaving reflectance
⌊
ρw
⌋

N was then calculated multiplying Rrs(λ) (at nadir) by a factor
of π. Lwn was determined following IOCCG Protocols [57], using F0(λ) from [63]:

Lwn(λ) = Rrs(λ) F0(λ) (14)

2.10. Environmental Conditions and Selection of Casts

Wind speed data was measured as part of the meteorological platform on the AAOT. Only casts
with wind speeds <5 m s−1 and with clear skies and no clouds, characterised from the standard
deviation in Ed within which there is a flat signal (Figure 4A–I), were considered in the intercomparison.
Using these criteria, 13 casts were valid from 13 July, 15 casts from 14 July and 7 casts on 17 July
(Figure 4).

2.11. Inherent Optical Properties and Biogeochemical Concentrations

An AC-9 absorption meter (Wetlabs, USA) with a 25 cm pathlength was used to measure particulate
(aP) and coloured dissolved organic material (aCDOM) absorption coefficients as well as particulate
attenuation (cP) and scattering (bP) coefficients every hr. Waters samples were collected from the base
of the tower using a stainless steel bucket which was deployed to ~2–3 m depth and then raised by
hand to the surface. One litre of the water was filtered through 0.2 μm nucleopore filters using an
all-glass Sartorius filtration system. Discrete seawater samples of both filtered and unfiltered seawater
were then used to measure aCDOM and aP, respectively. The absorption of purified water (milliQ) was
measured after every 10 measurements and used as a blank to correct for the absorption of water (aw).

Pigment composition was analysed on triplicate samples by HPLC following the method of [64]
and adjusted following [49]. In brief, samples were measured using a Waters 600 controller (Waters
GmbH, Eschborn, Germany) combined with a Waters 2998 photodiode array detector and a Waters
717plus auto sampler. Details of the solvent and solvent gradient used are given in Table 1 in [49].
As an internal standard, 100 μL canthaxanthin (Roth) was added to each sample. Identification and
quantification of the different pigments were carried out using the program EMPOWER by Waters.
The pigment data were quality controlled according to [65]. The total chlorophyll a concentration (TChl
a) was derived from the sum of monovinyl-chlorophyll a, chlorophyllide a and divinyl-chlorophyll a
concentrations, although the latter two pigments were not present in these samples.
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Figure 4. Variation in measurements used for the intercomparison for (A) Ed(443) on 13 July 2018,
(B) 14 July 2018, (C) 17 July 2018; Lsky(443) on (D) 13 July 2018, (E) 14 July 2018, (F) 17 July 2018; Lt(443)
on (G) 13 July 2018, (H) 14 July 2018, (I) 17 July 2018; (J) coefficient of variation in Rrs(443) on 13 July
2018, (K) 14 July 2018, (L) 17 July 2018 and TChl a on (M) 13 July 2018, (N) 14 July 2018, (O) 17 July
2018. Only above water sensor results are shown. Lsky and Lt were measured at 90 and 135◦ relative
azimuth. Grey shaded bars represent measurements taken at 135◦ relative azimuth; the un-shaded area
are measurements made at 90◦ relative azimuth.

2.12. Statistical Analyses

For all above-water systems Ed, Lt, Lsky and Rrs were acquired over a 5 min period for each cast.
After each institute’s quality control procedure was applied (Table 2), mean, median and standard
deviation values were then submitted. These were compared to the weighted mean of above-water
systems that were submitted by the ‘blind’ submission date, and subsequently used as a reference.
The mean of 3 × TriOS-RAMSES (RAMSES-A, -B and -C) systems was calculated, then the mean
of two Seabird-HyperSAS systems (HyperSAS-A, HyperSAS-B) was calculated and from these, the
weighted mean was calculated. Since HyperSAS-B were not available for all casts 1, 2, 3, 4, 5, 6, 12, 14
and 20, only HyperSAS-A data for these casts were used. In-water systems were excluded from the

236



Remote Sens. 2020, 12, 1587

computation of reference values to allow a direct comparison with above-water systems and because
of the lower number of comparable radiometric products.

The following statistical metrics were then computed against the reference data:

RPD = 100
1
N

N∑
n=1

Rc(n) −Rr(n)
Rr(n)

. (15)

RPD is the relative percentage difference, where N is the number of measurements, Rc(n) is the
institute measurement or method and Rr(n) is the reference measurement.

RMS =

√√√
1
N

N∑
n=1

[Rc(n) −Rr(n)]2. (16)

RMS is the root mean square difference.

2.13. Sources of Variability in Rrs

Finally, we investigated which of the input terms in Equation (3) (i.e., Lt, Lsky, Ed, ρ′) contributed
most of the inter-group variability of Rrs. To this aim, we first removed the variability in Rrs that
was due to variations in environmental conditions by calculating anomalies (with respect to the
median value of all measurements) of Rrs and of Lt, Lsky, Ed and ρ′. We then used the standard law of
propagation [2] to compute the combined variance in the anomaly of Rrs as follows:

u2
Rrs

=
∑

i

(
∂Rrs

∂xi
uxi

)2
+ 2
∑

i

∑
j

∂Rrs

∂xi

∂Rrs

∂xi
uxi uxjr

(
xi, xj

)
, (17)

where u2
Rrs

is the variance in the anomaly of Rrs; xi is the anomaly of the i-th input term of (Equation
(3)); uxi is the robust standard deviation in the anomaly of the i-th input term; and r

(
xi, xj

)
is the

correlation coefficient between the anomalies of input terms xi and xj. The term
(
∂Rrs
∂xi

uxi

)2
is the

variance in the anomaly of Rrs due to the variance in the anomaly of the i-th input term. The term
2
∑

i
∑

j
∂Rrs
∂xi

∂Rrs
∂xi

uxi uxj r
(
xi, xj

)
are adjustments for the correlations among the input terms. We then

computed the fractional contribution from the variance of each input term (as well as from the
adjustment for the correlations) to the variance in the anomaly in Rrs by calculating the ratios of each(
∂Rrs
∂xi

uxi

)2
term and of the adjustment for the correlations to u2

Rrs
.

3. Results

3.1. Data Submission

SeaPRISM is a permanent fixture at the AAOT. Of the other nine institutes that participated in
the field intercomparison, eight submitted data ‘blind’ by the submission deadline of 15 August 2018.
One institute submitted their final data sets (PANTHYR and RAMSES-E) after the first results had
been circulated. Of the original eight, two institutes re-processed their data. For RAMSES-D and
in-water B, the irradiance Sensor 1 was found to have an angular response significantly deviating from
cosine [1,4]. Data for RAMSES-D and in-water B were, therefore, re-processed using irradiance Sensor 2.
The in-water B radiance sensor 2 still exhibited large deviations from the reference measurements,
which was due to errors in the data processing. The final corrected in-water B data set was submitted on
3 January 2020. For HyperSAS-A the original data were submitted using a ‘Case 1 water-type’ processor
which were later re-processed using a ‘case 2 type’ processor. RAMSES-B, RAMSES-C, RAMSES-D
and HyperSAS-A submitted N = 35 casts. Due to problems with sensor logging at the beginning of
the campaign, RAMSES-A submitted N = 34 and HyperSAS-B submitted N = 27 casts. In-water-B
submitted N = 28 casts due to power outage on 13 July and on 14 July the cable for the upwelling
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radiance sensor broke, which led to omission of 5 casts. Due to time constraints on deployment and
retrieval of the in-water-A, this institute submitted N = 28 casts.

3.2. Inherent Optical Properties (IOPs) and Biogeochemical Concentrations

Median (±median absolute deviation) and range of IOPs and HPLC TChl a during the campaign
are given in Table 3. aP(440), cp(440), aCDOM(412), TChl a were slightly lower than values reported
during the ARC MERIS intercomparison during July 2010 at the AAOT [17]. Notably aP(440) and
aCDOM(440) were similar indicating riverine influence from neighbouring Northern Adriatic Rivers.
The TChl a concentrations were typical for this site and time of year (Table 3). The standard deviation for
the HPLC TChl a triplicates ranged from 1% to 9% (median and mean 5%, stdev <3%). Diel variability
in TChl a was evident on 13 July and on 14 July (Figure 4M–O) and varied by 23% and 9%, respectively.

Table 3. Median and median absolute deviation of IOPs (absorption coefficients of particulate material
(aP), coloured dissolved organic material (aCDOM) and water (aw); scattering coefficient of water (bw);
attenuation coefficient of particulate material (CP)) and HPLC TChl a during the AAOT intercomparison.

Quantity [Units] Median ± abs Dev Min–Max Range

aP(440) [m−1] 0.079 ± 0.014 0.063–0.092
aCDOM(412) [m−1] 0.112 ± 0.010 0.107–0.131
aCDOM(440) [m−1] 0.080 ± 0.009 0.070–0.091

cP(440) [m−1] 0.929 ± 0.166 0.856–1.229
aw(440) [m−1] 0.0063 ± 0.001 N/A
bw(440) [m−1] 0.004 ± 0.001 N/A

TChl a [mg m−3] 0.77 ± 0.12 0.61–0.94

3.3. Intercomparison of Ed(λ), Lsky(λ), Lt(λ), Rrs(λ) and Lwn(λ)

The variability in Ed(443), Lsky(443) and Lt(443) for the days and casts used in the intercomparison
are shown in Figure 4. The criteria for selection of data used in the intercomparison was a smooth
Ed(443) signal, indicating the absence of clouds (see also Appendix A for variability of these parameters
on cloudy days and Figures A2 and A3 for fish eye images on 13 and 14 July to show the cloud-free sky
conditions). Although the conditions were clear, there were some fairly large variations in Lsky(443).
On 13 July the variation in Lsky(443) was 40% and on 14 July it was 57%, with the largest changes at
09:20 and 10:40, respectively (Figure 4D–F). The variations in Lsky(443) were partly due to temporal
changes in sky conditions and partly due to using either 90◦ or 135◦ viewing angles (shaded areas
in Figure 4D–J indicate 135◦ viewing angles). Lsky(443) was always higher for both RAMSES and
HyperSAS sensors (see Figure A4) with viewing angles of 90◦. For example, on 14 July the viewing
angle at 10:20 was 135◦ and was changed to 90◦ at 10:40. Changes in Lt(443) were more uniform,
indicating lower variability of in-water conditions except at 10:20 on 13 July and 10:40 on 14 July,
when the changes were 20% and 35% of early morning values, respectively. Again Lt(443) were
consistently higher using viewing angles of 90◦ compared to 135◦ (Figure A4). The variation in Lt(443)
at 10:40 on 14 July co-varied with Lsky(443), but at 10:20 on 13 July Lt(443) and Lsky(443) diverged
even though the sky conditions were similar (Figure A2), possibly due to a sea surface microlayer
slick. On 13 July from 12:20 to 12:40 there was a decrease in Lt(443), due to a change in the viewing
angle from 90◦ to the right to 90◦ to the left. Prior to 17 July there was a storm and rain on 15 and 16
July, which may change the atmospheric aerosol type and in-water conditions on 17 July, compared to
those on 13 and 14 July. To further assess whether the variation in Lsky(443) on 13 and 14 July reduced
the quality of the radiometric data used in the intercomparison, across-group coefficient of variation
in Rrs(443) from the above-water systems on 13, 14 and 17 July are also presented in Figure 4J–L.
The change in viewing angle from 90◦ to 135◦ and co-varying temporal changes in Ed, Lt and Lsky cancel
out when computing Rrs (e.g., Figures A5 and A6). The Rrs(443) coefficient of variation, therefore,
represents temporal changes in both in-water constituents and the bi-directionality of the light field.
This varied from 0.029 to 0.055, with the highest value recorded on 13 July at 10:40 when there was a
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decrease in Lsky and increase in Lt. Despite the relatively large variations in Lsky(443), the coefficient of
variation in Rrs(443) was <5.5% across above-water systems, indicating that the observed variability in
Lsky(443) was not introducing large variations in Rrs. Comparison of variations in Ed(443), Lt(443) and
Lsky(443) during cloudy conditions on 15 and 16 July 2018 are given in Figure A1. These data were not
used for the intercomparison, but illustrate that under non-ideal conditions there are larger variations
in both Ed(443), Lt(443) and Lsky(443).

The intercomparison results of Ed and the corresponding residuals are shown in Figure 5 and the
statistics are given in Table 4. There was good agreement between the TriOS-RAMSES above-water
systems, with an RMS <0.03 mWm−2nm−1 across the visible spectrum and with most sensors having
an RPD <5% (with some exceptions; e.g., RAMSES-A >5% at 665 nm; RAMSES-B > 6.5% at 443 nm;
Table 4). There was a tendency for RAMSES irradiance sensors to over-estimate at 400 nm relative to
the weighted mean, which was highest for RAMSES-B (Figure 5). RAMSES-A tended to under-estimate
in red and green channels. There was a systematic bias in the RAMSES-D and in-water-B Sensor 1 Ed
data, compared to the weighted mean, whereby all channels were underestimated by >5% varying
from ±7.9% at 443 nm to ±10.6% at 665 nm. This bias was due to poor cosine response of the sensor.
To correct for this, Ed from the RAMSES-D sensor 2 were processed for both RAMSES-D and in-water B
data, which significantly reduced the differences against the weighted mean (Figure 6, Table 4). Due to
the problems discovered with RAMSES-D and in-water B Sensor 1 data, only the corrected data using
Sensor 2 are therefore plotted in Figure 5. The two Seabird-HyperSAS irradiance sensors exhibited an
RMS of <0.01 mWm−2nm−1 across the visible spectrum which was higher in the blue. Both in-water
systems measured Ed above-water, but tended to underestimate Ed. The in-water A system was within
<3% at 443, 560 and 665 nm (Table 4), although it exhibited high scatter at 400 nm (Figure 5).

Table 4. Relative percentage difference (RPD) and root mean square (RMS) in mWm−2nm−1 for spectral
values of Ed at OLCI bands 443, 560 and 665 nm. N is the number of measurements. For RAMSES-D
and in-water B, S1 is Sensor 1 and S2 is Sensor 2.

Sensor Type N RMS 443 RPD 443 RMS 560 RPD 560 RMS 665 RPD 665

RAMSES-A 34 0.007 −1.55 0.023 −4.88 0.027 −5.74
RAMSES-B 35 0.029 6.64 0.014 3.01 0.017 3.76
RAMSES-C 35 0.006 1.13 0.005 −0.92 0.004 −0.28

RAMSES-D S1 35 0.034 −7.92 0.046 −9.66 0.048 −10.58
RAMSES-D S2 35 0.004 0.35 0.009 −1.64 0.007 −1.03

RAMSES-E 35 0.004 0.73 0.005 −1.03 0.003 −0.24
PANTHYR 30 0.007 0.85 0.011 2.18 0.018 4.07

HyperSAS-A 35 0.011 −2.30 0.008 1.61 0.004 0.78
HyperSAS-B 27 0.009 −1.79 0.005 −0.19 0.006 0.65
In-water A 28 0.005 0.03 0.014 −2.90 0.005 0.03

In-water B S1 28 0.032 −6.64 0.044 −9.04 0.046 −9.55
In-water B S2 28 0.010 1.21 0.011 −0.82 0.010 −0.22

There was also a temporal difference between casts for the above- and in-water systems. Some
outliers are observed for the PANTHYR system in Figure 5, with respect to other systems. This is
thought to be due to variation of sky conditions, including sun zenith angle, between the time of the
automated PANTHYR measurements and the other measurements, which were synchronized at a
different time. It could also be due to the PANTHYR irradiance sensor being located on the railings
rather than the mast so it may be affected by the surrounding AAOT infrastructure. The outliers in the
box plots are from the first measurement taken on 14 July (Cast 14), when Ed(443) was varying most
quickly in time (Figure 4A).

The comparison between Lsky measurements from the above-water systems (except PANTHYR
which was viewing at different azimuth) and the corresponding residuals are presented in Figure 7
and the statistics relative to the weighted mean of the above-water systems in Table 5. There was very
good agreement between the TriOS-RAMSES with an RMS <0.011 mWm−2nm−1sr−1 and RPD <2.5%
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across all channels. The Seabird-HyperSAS sensors exhibited similar results with <2.5% difference
at 443, 560 and 665 nm, though HyperSAS-A at 400 nm was −5.3%. For HyperSAS-B, there was an
underestimate in the green and red channels of −2.5 and −1.9%, respectively, and a slight overestimate
in the 400 nm channel.

Lt measurements and the corresponding residuals are shown in Figure 8, and the statistics relative
to the weighted mean of the above-water systems are given in Table 6.

 

 

Figure 5. Top Panel: Scatter plots of Ed for each cast from the different above- and in-water systems
versus weighted mean Ed (Ewt mean

d ) from above-water systems (RAMSES-A, -B, -C, HyperSAS-A, -B).
The different coloured points correspond to the different Ocean and Land Colour Instrument (OLCI)
bands given in the RAMSES-A sub-plot. Bottom Panel: residuals of Ed from each cast expressed as
percent residuals for the different above- and in-water systems. The residuals at each wavelength are
calculated for each system as [(Ed − Ewt mean

d )/Ewt mean
d ]∗100. The weighted mean from above-water

systems (RAMSES-A, -B, -C, HyperSAS-A, -B), is given as the dotted line. The boundary of the box
closest to zero indicates the 25th percentile, the solid line within the box is the median, the dashed line
is the mean and the boundary of the box farthest from zero indicates the 75th percentile. The error bars
above and below the box indicate the 90th and 10th percentiles and the points beyond the error bars
are outliers. For RAMSES-D and in-water B data from Sensor 2 are shown.
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Figure 6. Scatter plots and residuals of Ed for RAMSES-D and in-water B for Sensor 1 and Sensor 2.

Table 5. RPD and RMS in mWm−2nm−1sr−1 for spectral values of Lsky at OLCI bands 443, 560 and 665
nm, used to quantify differences between systems and methods. N is the number of measurements.

Sensor Type N RMS 443 RPD 443 RMS 560 RPD 560 RMS 665 RPD 665

RAMSES-A 34 0.011 2.42 0.003 0.19 0.003 0.38
RAMSES-B 35 0.003 0.65 0.003 −0.26 0.004 −0.38
RAMSES-C 35 0.011 2.37 0.004 0.41 0.005 0.93
RAMSES-D 35 0.004 0.46 0.004 −0.49 0.005 −0.41
RAMSES-E 35 0.008 1.78 0.007 1.23 0.008 1.27

HyperSAS-A 35 0.011 −2.47 0.007 1.43 0.0041 −1.31
HyperSAS-B 27 0.005 −0.82 0.012 −2.49 0.010 −1.88

Table 6. RPD and RMS in mWm−2nm−1sr−1 for spectral values of Lt at OLCI bands 443, 560 and
665 nm, used to quantify differences between systems and methods. N is the number of measurements.

Sensor Type N RMS 443 RPD 443 RMS 560 RPD 560 RMS 665 RPD 665

RAMSES-A 34 0.007 1.57 0.004 −0.83 0.003 0.31
RAMSES-B 35 0.009 3.00 0.002 0.97 0.008 2.97
RAMSES-C 35 0.005 0.86 0.006 −1.21 0.003 −0.12
RAMSES-D 35 0.006 −0.57 0.005 −0.33 0.015 −2.66
RAMSES-E 35 0.005 0.39 0.007 −0.56 0.006 −0.37

HyperSAS-A 35 0.015 −2.35 0.006 1.23 0.005 −0.8
HyperSAS-B 27 0.006 1.26 0.003 −0.24 0.004 0.06
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Again, there was good agreement between TriOS-RAMSES and Seabird-HyperSAS sensors,
with RMS values generally <0.015 mWm−2nm−1sr−1 and RPD values were <3.0% at 443, 560 and
665 nm.

Similar to Lsky, at 400 nm, HyperSAS-A Lt exhibited a consistent underestimate and RAMSES-A,
-B, -C and –E overestimated at 400 nm (Figure 8). RAMSES-D had a low but consistent off-set from
the weighted mean. For Lsky and Lt the pattern between TriOS-RAMSES and Seabird-HyperSAS was
similar, but reduced compared to Ed, with a slight over-estimate in blue channels for RAMSES and
under-estimate for HyperSAS. RAMSES-E showed a higher variability in Lt compared to the other
RAMSES systems, which was due to outliers on the first measurement of July 13 (Cast 1) and second
measurement of July 14 (Cast 15), which correspond to low values Lsky(443) and Lt(443) or large
variations in Lsky(443) (Figure 3D–H).

Scatter plots for Rrs and the accompanying residuals relative to the weighted mean are given in
Figure 9 and the accompanying statistics are given in Table 7. Spectral comparison of Rrs at OLCI
bands for selected Casts on 13, 14 and 17 July are also given in Figures A5–A7. The TriOS-RAMSES
and one Seabird-HyperSAS system tended to slightly overestimate Rrs by <5% in the blue, <3% in the
green, but >5% in the red (Figure 9). TriOS-RAMSES systems generally had a similar RMS in blue,
green and red bands (<0.02 sr−1, <0.01 sr−1, <0.027 sr−1, respectively) to Seabird-HyperSAS systems
(<0.04 sr−1, <0.01 sr−1, <0.042 sr−1, respectively; Table 7). For RAMSES-D, the underestimate in Ed
using Sensor 1 caused an overestimate in Rrs of between 9% in the blue to 10% in the red. This was
reduced to 2% and 4% respectively when Sensor 2 was used to compute Rrs. HyperSAS-A tended to
underestimate Rrs, where the RPD at 443 nm was −1.5% and at 665 nm was −4%. The PANTHYR
system showed consistent precision with an RMS <0.032 sr−1 at the blue and <0.026 sr−1 at green
bands, with differences from the weighted mean of Rrs of <5.6% at 443 nm, <5% at 560 nm, and 13%
at 665 nm (Table 7). The in-water systems underestimated Rrs, and they exhibited a high scatter and
bias compared to the weighted mean of the five above-water systems (see also magnitude and shape
of In-water spectra in Figures A5–A7). For in-water A, the difference was <10% across visible bands.
For in-water B Sensor 2, the RPD and RMS were −17% and 0.1 sr−1 at 443 nm and 12.3% and 0.065 sr−1

at 560 nm, respectively. These differences may in part be due to comparisons against a weighted mean
from some of the above-water systems. For in-water B, the effect of using an Ed sensor with poor cosine
response on Rrs (Sensor 1), gave higher values which fortuitously agreed better with the weighted
mean of the above-water systems in blue and green bands (RPD of 10% at 443 nm and 4% at 560 nm).
For Rrs red bands, both in-water B Sensor 1 and 2 the difference was much higher (~30%).

For Lwn, SeaPRiSM was used as an independent reference for both above-water and in-water
systems rather than the weighted mean from three of the TriOS-RAMSES and two of the Seabird
HyperSAS systems. There were, however, only nine near-coincident casts with SeaPRiSM during 13, 14
and 17 July 2018 and this was reduced to six casts for HyperSAS-B and in water-B. PANTHYR was not
compared with SeaPRiSM, due to the differences in relative azimuth angles and the BRDF correction
used for RAMSES and HyperSAS systems. TriOS-RAMSES systems tended to underestimate Lwn,
which was generally <8.0% at 441 nm with an RMS <0.052 mWm−2nm−1sr−1, <6.0% at 551 nm and an
RMS <0.031 mWm−2nm−1sr−1 and <9.5% at 667 nm and RMS <0.057 mWm−2nm−1sr−1 (Figure 10,
Table 8). The HyperSAS systems also underestimated Lwn compared to SeaPRISM which were between
−1.4% and −5.5% at 441 nm, −4.0% and −7.5% at 551 nm and <5.0% at 667 nm.
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Figure 7. Top Panel: Scatter plots of Lsky at 90◦ and 135◦ relative azimuth from the different
above-water systems versus weighted mean Lsky (Lwt mean

sky ) from above-water systems (RAMSES-A,
-B, -C, HyperSAS-A, -B). The different coloured points correspond to the different OLCI bands given
in the RAMSES-A subplot. Bottom Panel: Residuals of Lsky expressed as a percent for the different
above–water systems. The residuals at each wavelength are calculated from each system [(Lsky −
Lwt mean

sky )/Lwt mean
sky ] ∗ 100.
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Figure 8. Top Panel: Scatter plots of Lt at 90◦ and 135◦ relative azimuth from the different above-water
systems versus weighted mean Lt (Lwt mean

t ) from above-water systems (RAMSES-A, -B, -C, HyperSAS-A,
-B). The different coloured points correspond to the different OLCI bands given in the RAMSES-A subplot.
Bottom Panel: Percent residuals of Lt for the different above- and in-water systems. The residuals at
each wavelength are calculated from each system as [(Lt − Lwt mean

t )/Lwt mean
t ] × 100.
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Figure 9. Top Panel: Scatter plots of Rrs from the different above- and in-water systems versus weighted
mean Rrs (Rwt mean

rs ) from above-water systems (RAMSES-A, -B, -C, HyperSAS-A, -B). For RAMSES-D
and in-water B, S1 is Sensor 1 and S2 is Sensor 2. Bottom Panel: Percent residuals of Rrs for the different
above- and in-water systems. The residuals at each wavelength are calculated from each system as
[(Rrs − Rwt mean

rs )/Rwt mean
rs ] ∗ 100.
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Figure 10. Top Panel: Scatter plots of Lwn(λ) from the different above- and in-water systems versus
AERONET-OC SeaPRiSM Lwn(λ). The different coloured points correspond to the different SeaPRiSM
bands given in the panel for RAMSES-A. For RAMSES-D and in-water B, S1 is Sensor 1 and S2 is Sensor
2. Bottom Panel: Percent residuals of Lwn for the different above- and in-water systems. The residuals
at each wavelength are calculated from each system as [(Lwn − SeaPRiSM Lwn)/SeaPRiSM Lwn] ∗ 100.
Note the change of scale for in-water B Sensor 1 and 2.
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Table 7. RPD and RMS in sr−1 for spectral values of Rrs at OLCI bands 443, 560 and 665 nm to quantify
differences in Rrs between systems and methods. Data sets are compared against the weighted mean
Rrs from above-water systems (RAMSES-A, -B, -C, HyperSAS-A, -B). N is the number of measurements.
For RAMSES-D and in-water B, S1 is Ed Sensor 1 and S2 is Ed Sensor 2.

Sensor Type N RMS 443 RPD 443 RMS 560 RPD 560 RMS 665 RPD 665

RAMSES-A 34 0.010 1.89 0.008 0.98 0.026 5.55
RAMSES-B 35 0.016 −3.39 0.011 −2.23 0.011 0.39
RAMSES-C 35 0.006 0.01 0.005 0.19 0.004 0.75

RAMSES-D S1 35 0.038 8.79 0.049 11.61 0.045 10.30
RAMSES-D S2 35 0.010 −1.63 0.008 1.34 0.027 −4.01

RAMSES-E 35 0.010 −1.46 0.004 −1.42 0.023 −7.42
HyperSAS-A 35 0.032 −1.15 0.008 −0.01 0.042 −4.02
HyperSAS-B 27 0.023 5.04 0.009 1.49 0.015 2.14
PANTHYR 29 0.032 −5.58 0.026 −5.00 0.077 −13.22
In-water A 27 0.065 −12.07 0.051 −8.20 0.097 −8.85

In-water B S1 28 0.066 −10.09 0.034 −4.39 0.19 −29.98
In-water B S2 28 0.096 −17.05 0.065 −12.30 0.229 −36.59

Table 8. RPD and RMS for spectral values of Lwn(λ) at SeaPRiSM bands 441, 551 and 667 nm, used to
quantify differences between systems and methods compared to AERONET-OC Lwn(λ). For RAMSES-D
and in-water B, S1 is Sensor 1, S2 is Sensor 2.

Sensor Type N RMS 441 RPD 441 RMS 551 RPD 551 RMS 667 RPD 667

RAMSES-A 9 0.046 −6.32 0.009 −0.83 0.057 9.45
RAMSES-B 9 0.051 −7.89 0.031 −5.82 0.046 2.55
RAMSES-C 9 0.011 −3.49 0.004 −3.69 0.005 4.73

RAMSES-D S1 9 0.037 1.22 0.027 5.10 0.064 9.00
RAMSES-D S2 9 0.048 −6.00 0.020 −2.59 0.052 −0.10

RAMSES-E 9 0.052 −5.65 0.030 −5.62 0.055 −5.90
HyperSAS-A 9 0.048 −5.52 0.021 −3.94 0.064 −4.81
HyperSAS-B 6 0.025 −1.39 0.041 −7.37 0.058 3.99
In-water A 8 0.063 −11.51 0.051 −10.25 0.071 −9.06

In-water B S1 6 0.039 −3.38 0.036 −3.18 0.164 −17.44
In-water B S2 6 0.069 −10.49 0.043 −4.71 0.200 −24.67

In-water A exhibited a −10.2% difference across 441, 555 and 667 nm bands. In-water B Sensor
2 exhibited smaller differences at blue and green bands with an RMS 0.11 to 0.23 mWm−2nm−1sr−1

and RPD of −10% and −5% at 441 nm, respectively. At 667 nm, the RPD for in-water B was more
than double that of in-water A (Table 8). For in-water B using Ed Sensor 1, Lwn was higher and more
accurate than Sensor 2. This was probably caused by the extrapolation of Lu from in-water profiles to
above surface which compensated the error in Ed due to non-normal cosine response for Sensor 1.

4. Discussion

Using a stable measurement platform, under near-ideal illumination and environmental conditions
to compare a range of above-water optical measurement systems, there was generally <6% difference
in Ed among sensors with an RMS <0.03 mW m−2 nm−1. This was also the case for the sole
instrument deployed on a ship (in-water A), for which the unavoidable tilt can introduce additional
uncertainty. In a previous intercomparison at the AAOT, [17] reported similar differences between two
TriOS-RAMSES sensors and the WiSPER system, which were <5.5% at blue, green and red wavebands.
In this study, compared to the weighted mean, TriOS-RAMSES tended to slightly overestimate,
and Seabird-HyperSAS slightly underestimated Ed (Table 4), also reported by [4]. These differences
were always greater at 400 nm for both types of Ed sensors (Figure 5). The weighted mean does not
represent the true value of Ed, so we can only conclude that the RAMSES and HyperSAS sensor types
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are different, particularly at 400 nm. This wavelength is also where the highest uncertainty is expected
for calibration coefficients, since at 400 nm the calibration lamp signal is at its lowest. The greatest
difference was for RAMSES-D, in which Sensor 1 exhibited a systematic bias (Figure 6), due to a poor
cosine response of the Ed sensor (see also sensor 81EA data in Figures 13 and 15 of [4]). By contrast,
RAMSES-D Sensor 2 had an appropriate cosine response (sensor 81E7 in [4]), and performed similarly
to the other Ed sensors. In the absence of this field inter-comparison the poor cosine response may
have been used unchecked for satellite validation. The <6% difference observed for the other sensors
may arise from smaller differences in cosine response among or between sensor types [4], as well as
from the temperature effects of individual and specific sensors. Even within a single sensor type,
cosine response may be quite different from unit to unit, as shown by [66]. For the in-water systems,
the differences were also low and generally <2.5%. Similar to the study of [17], the sensors were
pre-calibrated at the same laboratory [1] and potential biases due to differences in the calibration
coefficients from different sources were, therefore, removed. This contributed to the small differences
in Ed between sensor types and methods, both above- and in-water.

For radiance measurements, the differences in above-water Lsky over visible bands compared to
the weighted mean, except at 400 nm, were <2.5% with an RMS <0.01 mWm−2nm−1sr−1 (Table 5).
The differences between RAMSES and HyperSAS sensors were similar at blue bands and higher for
HyperSAS in green and red bands. The differences within RAMSES sensors were generally small,
with one group showing a slightly higher deviation. This may in part arise from the processing
methods used and specifically the number of replicates processed per cast (Table 2), especially in view
of the high variability in Lsky (Figure 4). This is further discussed in Section 4.1.5. For Lt, the differences
for both above-water sensor types were <3.5% with an RMS <0.009 mWm−2nm−1sr−1. The differences
in Lt in the blue and green for RAMSES and HyperSAS were similar, but were lower for HyperSAS in
the red where the signal is lower (Table 6, Figure 8).

Of the radiometric quantities measured, Ed showed the largest variation between sensor types
and methods, and the differences in Lsky and Lt between above-water sensor types were smaller. In this
study, the differences between sensors were smaller than [4] who made the measurements under
heterogenous (partially cloudy) conditions. The factors below contribute to the differences found.

4.1. Sources of Uncertainty

4.1.1. Effects of Sensor Absolute Calibration

All sensors were calibrated at UT in June 2018 under the same laboratory conditions, using the
same calibration standards and by the same operator prior to the field intercomparison. Standard
uncertainty of the calibration coefficients were of the order of 1% for irradiance and radiance over
the whole spectrum. Potential biases due to differences in the calibration coefficients from different
sources were therefore removed. According to [1], the long term stability of the calibrations was
good with 80% of the sensors experiencing a change of <1% over one year. The largest differences in
Ed were at 400 nm especially for two of the RAMSES sensors (RAMSES-B, RAMSES-E) and the two
HyperSAS sensors. RAMSES-B and -C, HyperSAS-A and -B Ed sensors were the oldest used for the
intercomparison (Table 2). Both RAMSES and HyperSAS have redesigned the geometry of the sensor
head over time possibly suggesting that the deviation at blue bands may in part be due to the age and
geometry design of the cosine collector. These effects were not visible over one year of calibration [1].
For Lsky and Lt there was a similar trend at 400 nm, but the magnitude of the difference was much
lower for both RAMSES and HyperSAS sensors. These effects need to be carefully tracked through full
and regular sensor characterisation, especially for the Ed sensors.

4.1.2. Differences in Cosine Response

The largest difference in measured Ed was found in the RAMSES-D Ed Sensor 1, in which a poor
cosine response caused a high bias in the measurements. As highlighted in [4], the RAMSES-D Sensor
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1 had large cosine error of 10–12% in the visible channels, which resulted a negative bias of ~12%
at 400 nm and 7–10% in bands >490 nm (Figure 6). The angular dependence of responsivity of the
irradiance instrument should correspond to the cosine of incidence angle, but for the RAMSES-D
Sensor 1 this was not the case (see also Figures 13 and 15 in [4]). This caused the overestimate and
offset in Rrs over all spectral bands for RAMSES-D (Figure 9). In addition, [4] highlighted that the
manufacturer’s specification of the Seabird-HyperSAS [67] is that the cosine RMS error is <3% at 0–60◦,
and within 10% at 60–85◦ incidence angles and that for TriOS-RAMSES [68], the accuracy is between
6–10% depending on spectral range. It is noted, however, that the manufacturer specifications are
vague and laboratory measurements on individual radiometers can show quite different behaviour [66].
For the Biospherical Ed sensor the cosine response was measured in February 2014 by the manufacturer
and the average cosine error was <2% at 0–60◦ and within 9% at 60–85◦. Deviations from these may be
one of the main sources of error contributing to the differences in the field measurements. The cosine
response is likely to be the principal cause of the differences between and among sensor types.

4.1.3. Differences in Field of View (FOV) of Radiance Sensors

For all TriOS-RAMSES radiance sensors, the manufacturers state that the FOV is 7◦ (Table 2).
For the Seabird HyperSAS sensors used in this study, FOV is 6◦. Theoretically there should be small
differences due to the FOV between TriOS-RAMSES and Seabird HyperSAS-A radiance sensors.
Instrument-specific differences between the sensors may however, contribute to the differences in Lsky
observed. This is illustrated in Figure 7 of [4], especially when sky conditions are heterogeneous,
with partial clouds, in the viewing direction. In this study, instrument specific differences may
be more difficult to distinguish, since the sky conditions were cloud-free and stable (Figures A2
and A3). In addition, the above-water systems were mounted on the same frame so in theory they
were viewing the same area of sky, although differences may arise from instrument-specific FOV or
alignment differences of the sensors [4]. To assess the difference due to FOV, firstly Lsky spectra for
each cast from one of the TriOS-RAMSES systems (RAMSES-C; FOV 7◦) are compared with those from
Seabird-HyperSAS-A (FOV 6◦; Figure 11).

In general, and especially for casts with Lsky(443) >100 mWm−2nm−1sr−1, Seabird-HyperSAS-A
(Figure 11A) was slightly lower than RAMSES-C (Figure 11B), suggesting possible differences in
FOV. To verify this trend, the ratio between Lsky(443) HyperSAS-A/Lsky(443) RAMSES for each cast is
plotted for each RAMSES sensor (Figure 11C) and then for HyperSAS-A and –B against the mean of
the RAMSES sensors (Figure 11D). In theory, the ratio between Lsky(443) HyperSAS-A or -B/Lsky(443)
RAMSES should be close to 1, since HyperSAS have a similar FOV (6◦) compared to RAMSES (7◦).
Compared to individual RAMSES sensors and the mean of the RAMSES sensors, HyperSAS-A and
-B Lsky(443) are consistently lower. Compared to the RAMSES mean, HyperSAS-A is consistently
lower than HyperSAS-B, further suggesting that the small differences in FOV between HyperSAS and
RAMSES have an impact on the observed differences. The influence of the number of replicates used
to compute median Lsky values (Table 2) and the integration time used during these measurements
will also contribute to these differences. In theory, this effect should also be seen in the Lt radiance
measurements. In Figure 11E–H the same Lt data as for Lsky are presented. The difference between
HyperSAS-A and –B and RAMSES is less apparent for Lt than it is for Lsky (Figure 11A–D). The ratio
between Lt(443) HyperSAS/Lt(443) mean RAMSES is clearly lower for HyperSAS-A compared to
HyperSAS-B, further suggesting that differences may be due to these small variations in FOV. This is
specific to the conditions during this intercomparison, under clear skies and on a stable platform.
Figure 7/C23 of [4] shows variation of sky reflection for different FOV sensors. In addition, Figure 6
of [7] shows that the reflectivity of the sea surface varies strongly and non-linearly over an angular
range of 23◦ around the 40◦ incidence angle, suggesting that a smaller FOV is preferable for these
measurements. Under non-homogeneous sky and sea conditions and on moving vessels, the different
FOV could generate greater differences in both Lsky and Lt. This warrants further investigation.
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Figure 11. Lsky spectra of all casts for (A) HyperSAS-A, (B) RAMSES-C, and for each cast over time as
the ratio of (C) Lsky(443) for HyperSAS-A/each RAMSES system and (D) HyperSAS-A and -B/mean of
RAMSES systems (RAMSES-A, -B, -C, -D, -E). Lt spectra of all casts for (E) HyperSAS-A, (F) RAMSES-C,
and for each cast over time as the ratio of (G) Lt(443) for HyperSAS-A/each RAMSES system and
(H) HyperSAS-A and -B/mean of RAMSES systems (RAMSES-A, -B, -C, -D, -E).

4.1.4. Temperature Effects

Variations in temperature can affect the performance of the radiometer photo-diode array which
can have a significant effect on the uncertainty of the instrument [69]. For TriOS-RAMSES sensors,
temperature coefficients vary from −0.04 × 10−2 ◦C−1 at 400 nm to +0.33 × 10−2 ◦C−1 at 800 nm [69].
For biospherical microradiometers, typical temperature coefficients of −3.65 × 10−4 ◦C−1 have been
reported [48]. Temperature can affect the dark and light counts of an instrument, across spectral regions
differently. In this intercomparison, the calibration temperature (at the University of Tartu) was 20 ◦C,
whereas the air temperature at the AAOT from 13–17 July 2018 varied from 23 ◦C to 26 ◦C. Due to
heating of the metal super-structure of the AAOT and the sensor body, the internal temperature of
the photo-diode array may have been considerably higher than 26 ◦C. The internal temperature of
HyperSAS-B was far higher (~40 ◦C). Vabson et al. [4] identified that differences in calibration and
ambient temperature during field intercomparisons may contribute to the bias in the results. Due to
the small difference between the calibration and ambient temperature at the AAOT, theoretically the
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bias should be smaller, however the internal temperature of each sensor type may respond differently
under the same air temperature. The Seabird-HyperSAS sensors are manufactured from plastic with
a black finish and have a larger volume, whereas the TriOS-RAMSES are fabricated from stainless
steel with a metallic finish and have a smaller volume. The biospherical surface reference sensor is
manufactured from plastic with a white painted finish. Although temperature biases should be similar
to all sensors with the same internal spectrometer, the design characteristics of TriOS-RAMSES versus
the Seabird-HyperSAS may alter the internal temperature of each instrument type with respect to the
ambient temperature, which could result in biases between instrument types. Due to the black finish,
the HyperSAS sensors used in this study may have a higher internal temperature, which may account
for some of the differences seen. In addition the RAMSES power consumption is smaller compared to
the HyperSAS sensors, which may contribute to varying the internal temperature of the instrument.
Theoretically, the differences should increase throughout the day from the morning casts into the
afternoon as the sensors heat up over the course of the day. This needs to be carefully characterized
and verified in future intercomparisons.

4.1.5. Differences Due to Data Processing

The differences among sensor systems may arise from the diverse methods of processing and
quality control in data implemented between institutes. The procedure for data processing includes
quality control of measured data, time binning, spectral interpolation and applying appropriate Fresnel
reflectance factors, ρ′. The main differences in data processors between systems are summarised in
Table 2. Of the TriOS-RAMSES processors, RAMSES-A and -B used the same number of replicates for
Ed, Lsky and Lt and ρ′ to process Rrs (Table 2). RAMSES-E used a different number of replicates for Ed,
Lsky and Lt, a different ρ′ to process Rrs, and added NIR correction to the processing. For RAMSES-C
and RAMSES-D Sensor 2 there were large differences in the number of replicate Ed, Lsky and Lt used,
though RAMSES-D used RAMSES-C Lsky measurements. To assess the effect of differences between
processing chains, we assessed two steps in the processing for one Cast (Cast 7). Firstly, a subset of
TriOS-RAMSES data (RAMSES-B, -C, -E) were run through one processing chain (that of RAMSES-C) to
assess the differences in Rrs due to processing methods (Figure 12). The differences are only significant
at red bands and increase from 620 to 685 nm. Across blue to green bands, the differences are minimal.
Using the individual processors, the difference over visible bands for RAMSES-B, and -E compared to
RAMSES-C were 3.45%. By comparison using the RAMSES-C processor for all three datasets reduced
the difference to 1.31%. For TriOS-RAMSES systems, differences in processors therefore only accounted
for ~2% in the blue and green, but up to 8% in the red. Secondly, for Cast 7 we evaluated the differences
in processing due to the ρ′ value used by each institute against using a single ρ′ factor (Figure 12).
Using the same ρ′ value, the difference was reduced to ~1% at red bands. The difference between using
a single ρ′ value was, therefore, as important as using a common processor, but the effect was only
significant for red bands. Although a common processor has been advocated for use in the future,
this study suggests that the use of common ρ′ values for RAMSES systems is the important aspect for
reducing differences between institutes. The use of the same ρ′ for the in-water A system would also
be beneficial in reducing differences in Rrs of about 1.7%. Further work should focus on deriving ρ′
values from in-water and above-water measurements.
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Figure 12. Coefficient of variation in Rrs spectra from for Cast 7 for RAMSES-B, -C, -E processed
using individual processors (solid circle), the same ρ′ factor (open circle) and the same (RAMSES-C’s)
processor (open triangles).

4.1.6. Differences between Case 1 and Case 2 Water-Type Processors

NIR reflectance is expected to be close to zero in waters with low particle scattering [10]. There has
been much discussion in the literature around this topic, and the assumption for Case 1 waters where
particle scattering is considered low and application to Case 2 waters where it can be significant.
An offset from zero in the NIR has been attributed mainly to residual surface water effects (spray,
sun glint, whitecaps, and sky radiance including scattered cloud reflected on waves). Any offset
observed in the NIR that is not due to particle scattering is expected to be spectrally neutral and can be
compensated for by subtracting this signal from the Rrs(λ). For high particle scattering, the shape of
Rrs(λ) should reflect the spectral dependence of the reciprocal of water absorption [42]. If this is not the
case, high particle scattering cannot account for the NIR offset and may thus be subtracted. In Figure 13,
the effect of not including and including NIR correction on HyperSAS-A data are compared for three
casts (1, 4, 20). When NIR correction is included, the shape of the HyperSAS-A spectra at OLCI bands
are closer to the in-water A spectra (Figure 13A–C). When the NIR correction is not implemented
the shape of the HyperSAS-A spectra are closer to the mean of the RAMSES spectra (Figure 13D–F).
We have to consider which of the Rrs(λ) spectral shapes are correct; the above-water or in-water? As an
independent measurement, we have referenced each system to SeaPRiSM, although this is also an
above-water system. Zibordi et al. [17] showed however, that SeaPRISM Lwn are within −0.1% of
in-water WiSPER measurements. Although we have no measurements from WiSPER in this study,
in-water A compare well with SeaPRISM with a slight under-estimate of up to 10% at 441, 551 and
667 nm (Figure 10; Table 8). This possibly suggests that NIR correction for these waters may be
necessary. The difference between applying or not the NIR correction on HyperSAS-A data compared
to SeaPRiSM is given in Figure 13G,H. HyperSAS-A with NIR correction resulted in a consistent
under-estimate in Lwn over visible bands, although the scatter was small. For HyperSAS-A with no
NIR correction, the data were closer to the 1:1, although the scatter increased. This suggests that no
NIR correction, at least for HyperSAS-A, is recommended.
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Figure 13. Variation in Lwn spectra at OLCI bands using near-infrared (NIR) correction in HyperSAS-A
processing on (A) Cast 1, (B) Cast 4, (C) Cast 20, and no NIR correction in HyperSAS-A processing on
(D) Cast 1, (E) Cast 4 (F) Cast 20. Scatter plots of Lwn for HyperSAS-A versus AERONET-OC SeaPRiSM
Lwn using (G) NIR correction and (H) not applying NIR correction.

4.1.7. Other Effects

A number of other effects that may have caused significant differences between the sensors have
already been considered in detail by [4]. Of these, the impact of the stray light in field measurements is
expected to have the greatest effect, which was higher in the blue (<3.5%), and smaller in green and red
(<1%). Data interpolation effects during processing can sometimes cause discrepancies. For example
the interpolation of the radiometric measurements to OLCI bands is reported to contribute <0.5% of the
variance between sensors except at 400 nm where the variance is expected to be larger. This depends
however on whether the interpolation is done on the irradiance and radiance parameters that are used
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to compute reflectance or on the reflectance data directly. If on the latter, the error can be 5% [70].
No large difference between multi- and hyperspectral Ed data were observed (Figure 4), however
the uncertainty related to the band shift needs to be assessed further. Polarization, the effect of light
exhibiting different properties in different directions, is considered to be smaller still (<0.25%) [4].

4.2. Differences in Rrs(λ) and Lwn(λ)

For Rrs the mean absolute differences among TriOS-RAMSES systems were 2.5% at 443 nm, 2.0%
at 560 nm and 8% at 665 nm. In a previous study, [17] compared Rrs from two TriOS-RAMSES sensors
against a WiSPER at the AAOT in 2010 and found that the RPD was <8% at 443 nm, <4% at 555 nm
and <11% at 665 nm. The WiSPER was not available to us as an independent reference. However,
the above-water sensors that we deployed were located side by side on the same measurement frame
with the ability to turn them away from the sun and shade, as opposed to being fixed on the railings
of the AAOT in the [17] intercomparison. For Seabird-HyperSAS the differences in Rrs were 3.1%,
0.75% and −3.1%, respectively. Only two HyperSAS systems were compared as opposed to five for
TriOS-RAMSES, so the lower variability for HyperSAS is expected. The PANTHYR system showed
consistent precision, with differences from the weighted mean of Rrs of <2.5% in the blue, <3.0% in
the green, and <5.5% in the red. Since the PANTHYR was pointed at a different water area than the
other sensors during the intercomparison, this result is promising. The differences in Rrs were higher
between above- and in-water methods, though interpretation of this is compounded by the fact that
the reference measurement was from above-water systems only. For the in-water systems the RPD
were within 11% at 443 nm, 7.5% at 560 nm and up to 17% at 665 nm, respectively. A large part of
the difference comes from the application of BRDF correction to account for the angular response of
variation of upwelling light measured by the above-water systems. In addition, the in-water A and B
casts did not match exactly with the above-water casts in either location or time, and fewer casts were
made in-water.

For the comparison against SeaPRISM data, we eliminated these potential biases by performing
BRDF correction to all above-water systems, to compute Lwn (Figure 13). The SeaPRISM has a long
established legacy as a FRM and for satellite validation and therefore provides high quality data to
compare to each system. All above water systems showed a similar pattern with a slightly lower Lwn

in the blue and green compared to SeaPRISM. The TriOS-RAMSES systems showed a slightly lower
difference in Lwn, which was generally <8%, <6% and <9.5% at 441, 551 and 667 nm, respectively.
The differences were probably caused by a combination of imperfect correction of sky glint, propagation
of differences in Ed and radiometer calibration and characterization. For HyperSAS, the difference
compared to SeaPRiSM were <6%, <8% and <5% at 441, 551 and 667 nm, respectively. For in-water
A and in-water-B, there were differences of 10 and 13% respectively, compared to SeaPRiSM across
the 441, 551 and 667 nm bands. Processing of the in-water data requires instrument self-shading
correction [71,72]. An in-water correction for instrument self-shading of Lu and shading by the
deployment cage was not performed for in water-B, which is likely to account for a significant
proportion of the error, especially in the red bands. In addition for in water-B, the influence of scattered
light from the deployment frame, significant influence of the deployment cable on the light field, or
the influence of the AAOT super-structure on the in-water light field and extrapolation of Lu(z, λ) to
Lwn, were not accounted for. If these effects were corrected for, undoubtedly the comparison with
SeaPRiSM would have improved. Moreover, the use of a Case 1 water model for deriving Lu from
irradiance measurements in complex waters is likely to introduce further uncertainty [60]. Further
uncertainties for in-water Lwn data may result from extrapolating the measured spectra at deeper
depths to the surface in order to obtain the subsurface radiance (in-water B) or from the approximation
of converting the subsurface upwelling radiance (Lu) to Lwn. A proportion of the difference between
the above-water and in-water system and SeaPRiSM will be due to differences in the exact time of casts
and interpolation over them.
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No uncertainty budget was calculated for each individual sensor or system during this
intercomparison. Vabson et al. [4] computed the relative uncertainty of the same above-water
sensors under field conditions at an Estonian Lake. The relative uncertainty for irradiance sensors
varied from 9.7% to 4.7% from blue to red bands. For Lsky and Lt, the uncertainty was ~2% and 4%,
respectively across visible spectral bands. This study and that of [4] are similar. Both use the same sets
of radiometers, and the same procedures to calibrate them. Differences arise from the environmental
conditions especially temperature and the repeatability of the measured signal. Both studies do
not however, characterise stray light and non-linearity which may be different under the different
environmental conditions experienced. The uncertainty budget of differences between radiometers
during this study is, therefore, likely to be similar to the budget given in [4]. Zibordi et al. [17] included
an uncertainty budget for each measurement system and compared relative uncertainties for each
against the reference system. They found that the differences between methods and systems could be
explained by the combined uncertainties determined for the systems compared [17].

4.3. Propagation of Errors in Ed(λ), Lsky(λ) and Lt(λ) to Rrs(λ)

We evaluated which of the individual inputs terms in Equation (3) contributed the greatest fraction
of the variance in Rrs (Figure 14). From 400 nm to 610 nm, Ed accounted for the largest fraction variance
in Rrs. At 443 nm, both Ed and Lt accounted for a similar fraction of the variance in Rrs.

Figure 14. Fraction of variance in Rrs due to the different input terms of Ed(λ), Lsky(λ), Lt(λ), ρ′(λ)
and the correlation among them.

Wavelengths higher than 610 nm, the contribution of ρ′ (given as Rho in Figure 14) became
dominant. Lsky consistently exhibited the lowest contribution to the variance in Rrs which was <3%
over the visible spectrum.

The adjustment for the correlations among the input terms also contributed a relatively large
fraction of the variance in Rrs. The sign of the adjustment was negative indicating that the correlation
terms decrease the variance in Rrs. Overall this analysis showed that minimizing the errors arising
from the measurement of Ed is the most important variable for reducing the inter-group differences in
Rrs.

Recommendations: This field intercomparison illustrated that the differences in Ed, Lsky and Lt

were low and generally less than the target 5%, although there were some anomalies above this for
individual sensors and bands. The exercise was also pivotal in highlighting some errors in protocols
and anomalies arising from some sensors. The difference in Ed between systems was the highest,
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which was greater for RAMSES (<7%) compared to HyperSAS (<2.5%) irradiance sensors. For Lsky
the differences were low and similar at blue bands for RAMSES and HyperSAS but higher in green
and red bands for HyperSAS. For Lt, differences in the blue and green for RAMSES and HyperSAS
were similar, but lower for HyperSAS in the red. The differences in Ed are likely due to differences in
cosine response of individual sensors. Differences in Lsky and Lt are possibly due to a combination
of differences in viewing geometry, angular response and temperature effects between the sensors
plus processing methods used. In this study, we could not isolate all of these factors to evaluate the
magnitude of their effect individually. Recommendations for future intercomparisons are as follows:

• For both above- and in-water systems, the cosine collector of the Ed sensor needs to be carefully
characterised to ensure the most accurate measurements are made.

• We found that above-water Fresnel reflectance factor ρ′ caused a high variability between
processing chains which was greater than other differences between processors, as demonstrated
by using a single community processor. Future studies should assess further differences between
above and in-water systems and the resulting ρ′ under a range of environmental conditions and
on moving vessels.

• The experimental design should be carefully considered in order to balance between representative
sensor types of different above-water, in-water, and new technological systems whilst capturing a
broad international range of participants that are active in satellite ocean colour validation.

• This intercomparison focused mainly on differences within and between TriOS-RAMSES systems.
Differences within RAMSES systems were low. Future intercomparisons should include a wider
range of sensors and systems to capture a further cross-section of the community, rather than just
RAMSES systems.

• A more detailed characterisation of stray light, cosine response, linearity, temperature response
and polarization sensitivity of individual instruments should be made to assess the contribution
of each of these factors to the overall measurement uncertainty. Once these have been assessed,
it is recommended to compute a full uncertainty budget as demonstrated in [4,17,73], to evaluate
relative differences in uncertainty between instruments.

• Differences between sensors with varying FOV should be further investigated under
non-homogeneous sky and sea conditions. In particular the use of a large FOV may be suboptimal
when viewing the sea surface which has strong angular variability at the viewing nadir angle of
40◦.

• Further intercomparisons of this nature are required from other types of platforms, such as on
moving ships as in [74], and under non-ideal environmental conditions such as high sea states
and partially cloudy skies when the errors between sensors are expected to increase.

5. Conclusions

A field intercomparison was conducted at the Acqua Alta Oceanographic Tower (AAOT) in
the northern Adriatic Sea, from 9 to 19 July 2018, to assess combined differences in the accuracy
of measurements collected using a range of in- and above-water optical systems. Prior to the
intercomparison, the absolute radiometric calibration of all sensors was carried out using the same
standards and methods at the same reference laboratory (University of Tartu) and the same operator.
Measurements were performed at the AAOT under near-ideal conditions, on the same deployment
platform and frame, under clear sky conditions, relatively low sun zenith angles and moderately low
sea state (<5 m s−1). For Ed, there was generally good agreement with differences of <7% between
institutes with an RMS of <0.03 mWm−2nm−1, except for one Ed sensor which exhibited a systematic
bias in the data due to poor cosine response. The difference in Ed was greater for RAMSES than for
HyperSAS sensors. For Lsky and Lt the differences between systems and institutes were consistently
lower. For Lsky, the differences were <2.5% with an RMS <0.01 mWm−2 nm−1sr−1, and RAMSES and
HyperSAS sensors were similar at blue bands, but HyperSAS was higher in green and red bands. For Lt,
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the differences for both above-water sensor types were <3.5% with an RMS <0.009 mWm−2nm−1sr−1.
RAMSES and HyperSAS were similar at blue and green bands and HyperSAS was lower in the
red. For Rrs, the differences among TriOS-RAMSES systems varied from 0.01% to −7.5% at visible
bands, whereas for HyperSAS the differences were −0.01% to 5.0%. For in-water A the difference
in Rrs was <10%. For the in-water B system the differences were greater and varied from −12.3% to
36.6%, although this may be largely constrained by using a weighted mean based on above-water
measurements. Lwn was therefore computed to compare all sensors to SeaPRISM AERONET-OC as an
independent reference measurement. The above-water TriOS-RAMSES had an average difference of
<4.7% at 441, 551 and 667 nm compared to SeaPRISM. For Seabird-HyperSAS the mean difference over
these bands was 4.9%, for in-water A 10.3% and for in-water B 13.3%. Differences between the in-water
and above-water systems arise from differences in spatial and temporal sampling and extrapolating
the in-water data from depth to the subsurface. The differences between above-water systems mainly
arose from differences in Ed cosine response and FOV between Lsky and to a lesser extent Lt sensors,
and the Fresnel reflectance value used and whether or not an NIR correction was applied at the data
processing stage.
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Appendix A

 

Figure A1. Variation in measurements that were NOT USED in the intercomparison for Ed(442) on
(A) 15 July 2018, (B) 16 July 2018; Lsky(442) on (C) 15 July 2018, (D) 16 July 2018; Lt(442) on (E) 15 July
2018, (F) 16 July 2018; Rrs(442) on (G) 15 July 2018, (H) 16 July 2018. This illustrates the variation in
these parameters under the influence of cloud.
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Appendix B

Figure A2. Fish eye images of sky conditions at the start of each Cast on 13 July.
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Figure A3. Fish eye images of sky conditions at the start of each Cast on 14 July.
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Appendix C

 
Figure A4. Scatter plots of Lsky and Lt at 90 and 135◦ relative azimuth from the different above- water
systems versus weighted mean Lsky from above-water systems (RAMSES-A, -B, -C, HyperSAS-A, -B)
for (A) mean Lsky for RAMSES at 90◦, (B) mean Lsky for HyperSAS at 90◦, (C) mean Lsky for RAMSES at
135◦, (D) mean Lsky for HyperSAS at 135◦, (E) mean Lt for RAMSES at 90◦, (F) mean Lt for HyperSAS at
90◦, (G) mean Lt for RAMSES at 135◦, (H) mean Lt for HyperSAS at 135◦. The different coloured points
correspond to the different OLCI bands given in (D).
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Appendix D

Figure A5. Variation in Rrs spectra of all instrument systems at OLCI bands for Casts with adjacent
viewing angles at 135◦ and 90◦ on 13 July 2018.
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Figure A6. Variation in Rrs spectra of all instrument systems at OLCI bands for Casts with adjacent
viewing angles at 135◦ and 90◦ on 14 July 2018.
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Figure A7. Variation in Rrs spectra of all instrument systems at OLCI bands on 14 July 2018. All Casts
had a viewing angle of 135◦.
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Abstract: We describe a method to evaluate an uncertainly budget for the in situ Ocean Colour
Radiometric measurements. A Monte Carlo approach is chosen to propagate the measurement
uncertainty inputs through the measurements model. The measurement model is designed to
address instrument characteristics and uncertainty associated with them. We present the results for
a particular example when the radiometers were fully characterised and then use the same data to
show a case when such characterisation is missing. This, depending on the measurement and the
wavelength, can increase the uncertainty value significantly; for example, the downwelling irradiance
at 442.5 nm with fully characterised instruments can reach uncertainty values of 1%, but for the
instruments without such characterisation, that value could increase to almost 7%. The uncertainty
values presented in this paper are not final, as some of the environmental contributors were not
fully evaluated. The main conclusion of this work are the significance of thoughtful instrument
characterisation and correction for the most significant uncertainty contributions in order to achieve
a lower measurements uncertainty value.

Keywords: ocean colour; downwelling irradiance; water-leaving radiance; satellite validation;
Fiducial Reference Measurements

1. Introduction

One of the main successes of the Coastal Zone Color Scanner (CZCS) [1] were the first meaningful
ocean colour satellite measurements, particularly considering it was a proof of concept instrument.
At the same time, ocean colour measurements have proven to be among the most challenging of
all Earth observation measurements. This is due to the small fraction of the ocean related signal
that is present in the top of atmosphere satellite readings. An enormous amount of research
and measurements went into supporting missions like the Sea-viewing Wide Field-of-view Sensor
(SeaWIFS) [2] via the Seventh SeaWiFS Intercalibration Round-Robin Experiment (SIRREX) [3] and
the Second Intercomparison and Merger for Interdisciplinary Ocean Studies (SIMBIOS) [4] programs.
The second produced further support for many more sensors including for example the Moderate
Resolution Imaging Spectrometer (MODIS) [5] and the Medium Resolution Imaging Spectrometer
(MERIS) [6]. All that work was summarised in the Ocean Optics Protocols for Satellite Ocean Color
Sensor Validation; of particular interest for this study are volumes I to III and VI [7–10] and a
number of publications [11–14]. All these work stress a particular need for in situ validation and
vicarious calibration in ocean colour radiometry (OCR). With the advances in technology and the use
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of hyperspectral sensors in situ, some aspects of this work need to be repeated. Particularly since
significant differences (up to 25%) are found when compared to theoretical modelling and conventional
multispectral instruments [15]. It seems that the well known and well characterised multispectral
instruments that are described in the NASA protocols are not utilised as much nowadays, as the world
focuses on hyperspectal instruments, which provide greater spectral information. However, generally,
they are less well characterised but require a wider array of characterisation tests (e.g., spectral stray
light). Similarly with the new generation of Ocean Colour sensors like the Sentinel 3 series [16] and
planned PACE [17] mission there is a need for even better quality measurements. The old Ocean Colour
accuracy requirements, set at 5%, are now being pushed to achieve a level of 3%. In order to achieve
this very ambitious target we need to better understand the individual uncertainty components that
effect ocean colour measurements as well as their contribution to the final products.

The Fiducial Reference Measurements for Satellite Ocean Colour (FRM4SOC) project, with funding
from ESA, aimed to provide support for evaluating and improving the state of the art in satellite
ocean colour validation through a series of comparisons under the auspices of the Committee on Earth
Observation Satellites (CEOS). The project makes a fundamental contribution to the European system
for monitoring the Earth (Copernicus) by ensuring high quality ground-based Fiducial Reference
Measurements (FRM) for ocean colour radiometry for use in validation of ocean colour products
from missions like Sentinel-3 Ocean Colour and Land Imager (OLCI) [16] and Sentinel-2 Multi
Spectral Imager (MSI) [18]. The main aim of FRM4SOC is to establish and maintain SI traceability of
ground-based FRM for OCR. Specifically the project develops, documents, implements and reports
OCR measurement procedures and protocols. FRM4SOC project activities addressed the SI traceability,
comparability and uncertainty evaluation of measurements at several stages of the processing chain.
These included comparison of radiance and irradiance sources, that are used for radiometric calibration
of the in situ measurement radiometers. Additionally, an indoor comparison of the radiometers took
place in controlled laboratory conditions with stable radiance and irradiance sources [19]. The same
instruments were taken out of the laboratory to outdoor conditions where they were compared
again at two different locations. The first comparison was in Estonia, for measurements of a lake,
where the environmental conditions were unfortunately not optimal for above-water radiometry
measurements [20]. Nevertheless, this did show the importance of instrument characterisation and
the effects due to changeable measurement conditions. The uncertainty budget for the indoor and
outdoor exercises were evaluated [20] as relative uncertainty and there was also an attempt to address
the variability of the sensors used during the comparisons. The second field comparison was at sea, at
the Acqua Alta Oceanographic Tower (AAOT) and used the same instruments. The comparison took
place in 2018 and, in this case, the environmental conditions were good.

This paper presents uncertainty budgets for FRM4SOC FRM OCR systems used to validate
satellite OCR products. The aim here is to provide an uncertainty budget for in situ ocean colour
products. The data used in this evaluation was taken from the second of the above field intercomparison
exercises. The instruments selected for this analysis are RAMSES Hyperspectral Radiometers that
belong to the University of Tartu. These instruments, in addition to radiometric calibration, had
the most optical characterisation tests performed [20]. The characterisation test results were made
available for further analysis and allowed correction coefficients to be applied to the data to allow
for differences between ideal and non-ideal instrument performance, such as cosine response of a
diffuser or detector spectral stray light. In particular, these data enabled the development of a few case
studies for uncertainty evaluation with and without corrections applied. The radiometers were used
for above-water measurements. Since the FRM4SOC project is intended to be useful for validation of
ocean colour satellite products, the hyperspectral results were convoluted with an OLCI spectral band
response and thus the results are reported for the Sentinel-3 spectral bands.

The first comparison of OCR measurement at AAOT was performed in 2010 [21] and showed
a higher than expected variability of results, often higher than quoted measurements uncertainties.
This exercise clearly indicated the need for more frequent comparisons and a more robust measurement
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uncertainty evaluation. The evaluation of in situ uncertainty is rarely reported, except for the
measurement network such as AERONET-OC [22,23]. However, the AERONET instruments are
multispectral rather than hyperspectral, which are the most commonly used during validation cruises.
Hyperspectral instruments tend to have more instrument characteristics that might affect instrument
performance including stray light [24,25] and detector linearity [26], in addition to temperature
response [27,28] and cosine diffuser response [29] that are common for both radiometer types.
These features of hyperspectral instruments are incorporated into the in situ uncertainty budget
presented here. The final products of that evaluation are downwelling irradiance and water-leaving
radiance at given viewing configurations, which are all in situ derived quantities. The next step of the
in situ data processing leads to remote sensing reflectance or fully normalised water-leaving radiance.
This step is not included here, as this is mostly related to the modelling rather than pure measurement
errors. We hope to address the next step in future activities, after a number of various models have
been used for in situ data modelling, which will allow these methods to be compared and uncertainty
results evaluated. The uncertainties are evaluated using the Guide to the expression of Uncertainty in
Measurement (GUM) [30] methodology, in particular the Monte Carlo Method (MCM) [31] presented
in Supplement 1 to the GUM.

2. Methods

The main purpose of this study is to demonstrate a method of how to determine the uncertainty
in downwelling irradiance and water-leaving radiance. Specifically, we investigate two scenarios
in which the biases are corrected (the ideal case), and the biases are not corrected but treated as an
uncertainty contributor (the non-ideal case). In addition, we present how the non-ideal case shows
an under-estimation of measurement uncertainty because the biases are not corrected and the errors
due to a lack of that correction are not accounted for. The required data for this activity include
downwelling irradiance, downwelling radiance and upwelling radiance as well as all correction
factors, the Fresnel reflectance of the water surface, and the fraction of diffuse to direct radiation
at the time of measurement. This section provides a description of the lab and field sites and how
each parameter was measured, along with how an estimation of uncertainty in the measurement was
deduced. Towards the end of the section, the band integration step is described in more detail as is the
error correlation. Other effects that have not been taken into account are also described.

2.1. Instruments Used

Three RAMSES instruments (ACC-VIS measuring irradiance and two ARC-VIS measuring
radiance) manufactured by TriOS Mess- und Datentechnik GmbH, Rastede, Germany, and supplied by
the optical radiometry laboratory of the University of Tartu were used in this activity. The technical
parameters are summarised in Table 1.

Table 1. Technical parameters of the instruments used.

Parameter RAMSES Instruments

Field of View 7◦/cos
Manual integration time yes

Adaptive integration time yes
Min. integration time, ms 4
Max. integration time, ms 4096
Min. sampling interval, s 5

Internal shutter no
Number of channels 256

Wavelength range, nm 320–1050
Spectral sampling interval step, nm 3.3

Spectral resolution, nm 10
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2.2. Laboratory Calibration

Radiometric calibration, non-linearity, spectral stray light and the cosine correction measurements
were performed at a room temperature of (21.5 ± 1.5) ◦C in a cleanroom equivalent to ISO 14644 Class
8 located at the optical radiometry laboratory of Tartu Observatory, Estonia between 2 and 7 May 2017.

2.3. Field Site AERONET-OC Station

The characterisation of the instruments was carried out as part of the comparison exercise at
Lake Kääriku, Estonia. However, due to variable illumination conditions caused by cumulus clouds,
few casts were deemed usable and of these, none measured irradiance, upwelling radiance and
downwelling radiance simultaneously, hence the decision to use the same instruments at a later
campaign site at AAOT near Venice (45.314◦N, 12.508◦E).

The Aerosol Robotic Network (AERONET) is a system of ground-based sun photometers which
support atmospheric studies by providing a readily accessible public domain database of atmospheric
properties [32]. The sub network dedicated to Ocean Colour validation is called AERONET-OC [22] and
in addition to atmospheric measurements provides water-leaving radiance measurements. The aerosol
optical depth, water vapour content and total column ozone values used in this study were measured
by the AAOT AERONET-OC station. This is located on the same tower used as the radiance and
irradiance measurements (see Figure 1).

Figure 1. (a) Upwelling and downwelling radiance sensors mounted on a purpose-built mast;
(b) Irradiance sensor mounted on a 6.6 m mast to minimise interference from overhead equipment
on the tower; (c) The Acqua Alta Oceanographic Tower (AAOT). The radiance sensors were located
on the middle platform on the right of the photo; the irradiance sensors were located on the top
level. This tower is the site of the AAOT AERONET station which can be seen in this image on the
highest level.

2.4. Field Measurements

Two sets of observations of irradiance and radiance were taken at the AAOT, one on the 13 July
2018 between 11:00 and 11:04 (‘cast 1’) and another on the 14 July 2018 between 11:40 and 11:44 local
time (‘cast 2’). At these times, downwelling irradiance, downwelling radiance and upwelling radiance
were all measured simultaneously. Measurements were performed at the AAOT under near ideal
conditions, on the same deployment platform and frame (see Figure 1), under clear sky conditions,
sun zenith angles of approximately 24◦ and moderately low sea state with wind speed of 3.1 m s−1

and 0.5 m s−1 for each cast. The average chlorophyll content was Chl = 0.77 mg m−3 and absorption of
the coloured dissolved organic matter was a CDOM (442 nm) = 0.12 m−1.
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2.5. Uncertainty Evaluation Methodology

The uncertainties are calculated for the two in situ measurement products: downwelling
irradiance, Ed, and water-leaving radiance, Lw that are convoluted to S3 OLCI spectral bands as
the final product of interest. The same in situ input data can be used for validation of other satellite
sensors as they come from hyperspectral instruments, thus derived radiance and irradiance values
can be convoluted with any spectral bands of interest. The wavelength dependence is addressed but
omitted in the equations below for better readability. The measurement function for downwelling
irradiance is

Ed(θs) = fdirrEOLCI(θs) fcos + (1 − fdirr)EOLCI(θs) fcosh + 0. (1)

This measurement equation for downwelling irradiance, Ed, at given Sun zenith angle, θs is
split into two components, one for direct solar irradiance and the other for diffuse sky irradiance.
The first term includes the direct-to-total-fraction of irradiance, fdirr, the cosine response for direct
irradiance, fcos, and the total measured irradiance, EOLCI , which has already been convolved to OLCI
bands and has had various correction factors applied to it. These corrections are further explained in
Section 2.5.4. The second term contains, fcosh , rather than fcos. fcosh is the cosine response correction for
the full hemispherical diffuse irradiance. The fraction of direct to total irradiance, fdirr, is also shifted
to provide the diffuse to total fraction instead. The term 0 is used as a placeholder for any currently
undefined model error.

The measurement function for water-leaving radiance is

Lw(θ, Δφ, θs) = LOLCI,u(θ, Δφ, θs)− ρ(θ, Δφ, θs, W)LOLCI,d(θ
′, Δφ, θs) + 0. (2)

For water-leaving radiance, Lw, the measurement setup consists of two radiometers, one pointing
upwards towards the sky with the zenith angle, θ′ = 140◦ and the other downwards towards the
water, θ = 40◦. They are both at the same azimuth angle i.e., the difference between the sun and the
sensor (Δφ = 90◦ or Δφ = 135◦). The upward-facing instrument measures the downwelling radiance
from the sky (marked here with superscript d for downwelling) while the down-facing instrument
measures the upwelling radiance from the water (upwelling, u). In the measurement equation, LOLCI,u
is defined as the upwelling radiance from the water which has had the same corrections factors applied
as the downwelling irradiance with the addition of a polarisation correction. Polarisation effects
can be assumed to be negligible in irradiance sensors due to their cosine diffuser. The measured
values have also been convolved to OLCI bands. LOLCI,d, is the equivalent for downwelling radiance.
The upwelling radiance includes both light from below the surface (water-leaving radiance) and light
which is reflected from the surface of the water. The reflectance of the water is characterised by the
Fresnel reflectance, ρ that is a function of the sensor viewing geometry (θ, Δφ), solar zenith angle, θs

and wind speed, W.
Figures 2 and 3 illustrate the error contributions for the measurement equations for downwelling

irradiance and water-leaving radiance respectively. These diagrams were first designed in the Horizon
2020 FIDUCEO project [33] to show the sources of uncertainty from their origin through to the
measurement equation. The outer labels describe the effects which cause the corresponding uncertainty.

The colour coding of the error contributions presented in Figures 2 and 3 can be treated as the
classification of the errors due to instrument, environment and applied modeling, although that
classification in not always straightforward. All yellow highlighted boxes in both figures represent
a class of instruments related contributors related to instruments signal, S, absolute radiometric
calibration, (ccal), and instruments characteristics such as temperature, (cT), detector linearity, (clin),
spectral stray light, (cstray) etc. In addition in Figure 2 pinkish boxes address the errors related to the
cosine diffuser angular response. The turquoise box represents the spectral band convolution step,
thus this can be classified as modelling class as uses the satellite spectral response function. For the
irradiance case the green box represent the fraction of the direct to total irradiance and this is an
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example where the environmental and modeling errors contributions are tangled together, as some
input to the model uses environmental condition such as actual value of AOD (see Section 2.5.10
for more details). Similar situation applies to the red box in Figure 3, for water-leaving radiance to
estimate Fresnel reflectance values, this is again a combination of environmental errors such as wind
speed and modeling errors that are used to derive this value. Blue box, in both figures, with +0 term
represents a placeholder for any other environmental effects that are not fully accounted for in the
current version of the uncertainty budget, this can be the structure shadings effect.

Figure 2. Uncertainty tree diagram for downwelling irradiance.

Figure 3. Uncertainty tree diagram for water-leaving radiance.
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2.5.1. Practical Implementation of GUM/MCM

GUM [30] provides a framework for how to determine and express the uncertainty of the
measured value of a given quantity which is being measured. The analytical method known as
the Law of Propagation of Uncertainties is given by:

u2(y) =
N

∑
(i=1)

c2
i u2(xi) + 2

N−1

∑
i=1

N

∑
j=i

cicju(xi, xj), (3)

where u2(y) is the combined variance, u(y) is the combined standard uncertainty, which is the positive
square root of the combined variance, ci are the sensitivity coefficients of the measurand to the input

quantities,
∂ f
∂x

, u(xi) are the uncertainties of the input quantities, u(xi, xj) are the covariance between
input quantities. The covariance between input quantities may be written as,

u(xi, xj) = r(xi, xj)u(xi)u(xj), (4)

where r(xi, xj) is the error-correlation coefficient between xi and xj (note: r(xi, xj) = r(xj, xi))
The analytical method can become difficult to apply on complex functions with many correlated

input parameters where the calculation of sensitivity coefficients is not straightforward. Monte Carlo
Methods (MCM) for uncertainty estimation are recognised, accepted and summarised in the GUM
supplement [31]. MCM is a numerical method that requires a distinct probability distribution function
(PDF) for each of the input components; if input components are correlated, then the joint PDF and the
measurement equation are required. The MCM will then run a large number of numerical calculations
of the measurement equation, with each iteration using a random choice of each of the inputs from
the available range defined by the relevant PDF. The large number of output values calculated using
different input values at each iteration provides the uncertainty of the output value with its PDF.

Both methods are allowed in the GUM, with the main document [30] focussing on the
use of analytical methods to evaluate the propagation of uncertainty and the MCM (detailed in
Supplement 1) [31] using a numerical approach. To evaluate the measurement uncertainty, regardless
of the chosen method, several steps need to be taken:

1. A measurement function must be defined.
2. All sources of uncertainty must be identified.
3. Then according to the Law of Propagation of Uncertainty (see Equation (3)) the sensitivity

coefficients must be calculated. Nominally, sensitivity coefficients are a partial derivative of a
measurement function and a given contributor. For complex functions, it might be impossible to
calculate these coefficients analytically. This step is not needed for Monte Carlo approach.

4. Using the analytical method, all inputs with non-Gaussian PDFs must be converted to that shape.
To do this, divisors are specified for typical shapes. For example, to convert a rectangular PDF
to its equivalent in normal distribution, the uncertainty value is divided by

√
3. This step is not

needed when the MCM is used, as the original PDF can be propagated through the model.
5. If any of the input quantities are correlated with each other, an error covariance matrix is necessary

(second part of Equation (3)). To combine uncertainties, Equation (3) is used for the analytical
approach. In the MCM approach, the measurement function is run many times, each time using
randomly selected inputs from previously defined PDFs of the input quantities.

6. The results of the analytical approach by default have a Gaussian distribution and when quoted
as the output of Equation (3) called the standard uncertainty, which means it has a coverage factor
k = 1, or 1σ defined as one standard deviation from the mean assuming a normal distribution
function. This information expresses the confidence level at 68% that the estimated value is within
its quoted uncertainty. The result in the MCM is a PDF of the output quantity and depending on
its shape the uncertainty is defined as the standard deviation of this distribution (Gaussian PDF)
or by the upper and lower limits that define 68% coverage of that distribution.
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7. For some applications higher confidence is necessary, and then the standard uncertainty is expanded
to k = 2 for 95% coverage or k = 3 for 99% coverage. This is called the expanded uncertainty.

Practical implementation of these steps can vary depending on application. To propagate uncertainty
for the measurands of interest for this project (Ed and Lw) we propose the following approach:

1. Measurement functions are defined based on the tree diagrams including all inputs (see Figure 2
and Figure 3). The inputs are defined as quantities that can have an influence on the measurand.

2. All inputs have their standard uncertainty identified in terms of magnitude (value) and PDF shape.
3. The MCM method is chosen so we run Equations (1) and (2) a large number of times (104 in

this case).
4. We handle the correlation between some input quantities (for example, the absolute radiometric

calibration coefficients of the different instruments) by treating them as systematic contributions,
thus the draws from that distribution are not randomised.

5. The final uncertainty value is derived from the resultant PDF.
6. All uncertainties are reported with a k = 1 coverage factor.

2.5.2. Error Correlation

A common assumption made during evaluation of measurement uncertainty is the independence
of the input components which simplifies Equation (3) to the first term only and leads to the well-known
sum of squares expression. However, this might lead to under- or over-estimation of the final
uncertainty values if not true.

It might be difficult to evaluate partial error correlation of various components. A practical
method to address this is splitting the uncertainty contributors into two categories a) uncorrelated
(random) and b) fully correlated (systematic) for which the correlation coefficient is equal to 1.

When applying the MCM using a distribution for a parameter with a particular mean and standard
deviation, each draw will be randomly selected. In the case of uncorrelated inputs, all the draws
together will make up a PDF with the correct mean and standard deviation. However, it is possible
to allow for correlated distributions by selecting identical draws for two or more distributions. It is
important to consider this in the MCM since this leads to the correct propagation of systematic errors
created by the correlated nature of two parameters.

An obvious example of a systematic error (leading to correlations) is uncertainty in absolute
radiometric calibration. For example, in the above-water radiometry situation considered here, the two
radiometers that measure radiance are both calibrated against the same radiance source and although
the calibration uncertainty has a small contribution from the random errors related to the noise during
the measurements, it is dominated by the systematic components related to the radiometric scale
realisation; hence the radiometric calibrations are highly correlated. Here, the PDFs representing the
radiometric calibration of each instrument should be correlated, meaning the same draws which make
up the PDF would be taken for each.

As another example, consider the calculation of the final OCR product for a given OLCI band,
in which the values from several pixels are used and convoluted with the OLCI band spectral response
function (SRF) to provide the final band integrated value. To avoid underestimation of uncertainty in
the integrated value it is necessary to consider if a given uncertainty contributor has a systematic effect
on all pixels used for one band.

Each input quantity of the measurement equations is considered whether it is most suitable having
a distribution which is assigned as uncorrelated with other distributions or whether the distribution
should be correlated with another distribution. For example, for the seven distributions representing
the temperature correction in downwelling irradiance (one for each of the seven OLCI bands of
interest), each one is correlated with all the others.
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2.5.3. Bias Correction

The true value of a measurement can never be exactly known; only an estimate can be made
which is as good as the instrument and method used. Therefore, an error (bias) will always exist
between the measured and best estimate value.

Another assumption, this time made by the creators of the GUM is that when all identified biases
are corrected, only a residual uncertainty in that correction is propagated. In practice, especially for
any field measurements, these corrections are not applied and often are unknown.

2.5.4. Data Processing Steps

The processing follows the structure of the measurement equations in Figures 2 and 3. Firstly, all
parameters are assigned a PDF and a decision is made over whether any correlation should be assigned
for this parameter. Following this, the correction factors (calibration, non-linearity, temperature and
stray light and polarisation for radiance only) are applied to the signal. The next step involves a
band integration which is performed to convolve the hyperspectral instrument wavelengths with
seven OLCI bands. The final step is to calculate the downwelling irradiance and water-leaving
radiance respectively using the defined and calculated parameters in the final measurement equations
(Equations (1) and (2)). Each PDF is assigned 10,000 draws for this MCM process.

2.5.5. Instrument Signal (S)

The instrument signal is defined as the digital numbers when the sensor is exposed to light
conditions (DNlight) subtracted by the digital numbers in dark conditions (DNdark). The RAMSES
radiometers do not have a mechanical internal shutter. Instead, black-painted pixels on the photodiode
array are used to derive the dark signal and electronical drifts [24]. The values obtained by NPL for
further analysis were already converted to radiometric values. Nevertheless, their statistics are used
for assessment of the signal uncertainty.

The main steps in defining the PDF for the signal are firstly interpolating the signal to
align with OLCI wavelengths and secondly deciding how best to approach the low number of
repeated measurements (15 repeats measurements for cast 1 and 12 for cast 2). Here, we consider
both procedures.

The three instruments used in this study have a spectral range from 320 to 1050 nm, however
for this exercise we are interested in seven OLCI bands (400, 442.5, 490, 560, 665, 778.8, 865 nm) since
this procedure is intended to inform comparisons of ground in situ OCR data with satellite sensors.
Therefore, the signal is extracted from only the wavelengths overlapping with the OLCI SRF of the
seven OLCI bands and then linearly interpolated to match the 200 wavelengths of the OLCI SRF [34]
(see Figure 4). There are 200 OLCI SRF values for each band which means the aforementioned signal
interpolation to OLCI wavelengths produces 200 values for each repeated measurement. In the next
step, the mean of the repeated measurements is calculated for each of the 200 wavelengths, producing
200 signal values per band. These mean values are assigned as the mean of 200 Gaussian distributions
which represents the PDF of the signal at each of these wavelengths.

Later in the processing, once all parameters have been defined, the band integration step,
described in Section 2.5.14, convolves these values with the OLCI bands to produce one value per
band for EOLCI .

The readings taken for DNlight and DNdark only covered a 5-min window, meaning only 15 repeat
measurements were taken for cast 1 and 12 repeats for cast 2. This is a very small number of repeated
measurements and is far from enough to get a representative mean and standard deviation of the
measurements. Since there is not a smooth distribution, it is difficult to decide whether to use the
mean, median or mode of the repeated measurements. In this study, the typical standard uncertainty
of the mean formula is used Equation (5). Additionally, the mean of the repeated measurements is
chosen for the PDF.
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u2
light,mean =

( slight√
N

)2
, (5)

where u is the uncertainty, N is the number of repeat measurements and slight is the standard deviation
of light values.

Figure 4. Description aid for the process of interpolating the signal values to the SRF values and finding
the mean of the repeats. Note that this is for one band only; each band will have its own set of tables.
The blue number below each table shows how many rows that table has.

2.5.6. Calibration Coefficients (ccal)

The calibration of each instrument was performed in the optical radiometry laboratory at
University of Tartu. The calibration coefficients and associated uncertainty values are incorporated
into the Monte Carlo analysis by appropriate PDF. The instrument readings are automatically adjusted
for the calibration coefficients, thus in the MCM, the PDF is taken to be a Gaussian distribution with
mean equal to 1. The standard deviation is equal to the standard uncertainty associated with the
calibration. These values are presented in Table A1 in the Appendix A.

2.5.7. Non-Linearity Correction (clin)

The integration time used when capturing the measured spectra can lead to non-linearity effects
in the results. The maximum value of non-linearity effects was determined in the indoor calibration
for the two radiance instruments, but not for the irradiance instrument [20]. As the principal aim
of this study is to outline the method and only secondary provide results, the radiance instrument
corrections are used for the irradiance instrument. The non-linearity correction values are provided
for all instrument wavelengths. Similarly, to the instrument signal, in order to align with the OLCI
bands, the only non-linearity values used are those whose wavelengths overlap with the SRFs of
each of the seven OLCI bands. These are then interpolated to match the 200 OLCI SRF wavelengths.
The interpolation method chosen was linear interpolation due to the smoothness of the non-linearity
correction curve (see Figure 5).

Each of the 200 resultant non-linearity correction values is assigned a PDF, which is a rectangular
distribution with a mean value of 1 and half-width equal to the linearity correction value.
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Figure 5. The non-linearity correction curve derived at the optical radiometry laboratory of
Tartu Observatory.

Note that the detector might and often does exhibit non-linearity due to the radiance flux levels
as well as integration time [26], however tests showing these effects were not used in this study.

2.5.8. Temperature Correction (cT)

The variation of the instrumental calibration coefficients due to temperature is based on a previous
evaluation [27] presented in Figure 6. The variability in % at the seven central wavelengths of the bands
of interest (400, 442.5, 490, 560, 665, 778.8, 865 nm) were selected. The seven PDFs which represent the
temperature correction at each band were defined to be Gaussian distributions with a mean value of 1
and a standard deviation equal to the aforementioned variability. The standard deviation values are
presented in Table A1 in the Appendix A.

Figure 6. Variation in calibration coefficients as a function of wavelength for a range of temperatures
for a RAMSES instrument, based on [27].
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2.5.9. Stray Light Correction (cstray)

Scattering or reflections in the radiometer optics cause light from one part of the spectrum to fall
on pixels associated with light from another part of the spectrum. This effect is known as spectral stray
light and is common in hyperspectral instruments and must be corrected for.

This study was intentionally planned so that all instruments would be well characterised, whereas
typical campaigns have much less information about the instrument performance, including the stray
light characterisation. Hence, we consider two scenarios for the stray light. The first case is for an
ideal situation in which the stray light is corrected for based on the performed characterisation and we
assign an uncertainty to this method as described in point (i) below; the second, non-ideal, case does
not correct for stray light and instead we demonstrate the scale of uncertainty which will result from
this in point (ii).

(i) The stray light characterisation provides correction values for each of the instrument
wavelengths (see Figure 7). The correction values obtained are quite erratic. Due to the correction
values being low in magnitude, it is possible that the erratic behaviour could be due to noise from the
stray light measurement.

The stray light correction values used were calculated by convoluting the stray light values with
the OLCI SRF [34]. The selected values are presented in Figure 7 as the green cross series.

For the ideal case, the PDFs assigned for stray light for each band is a Gaussian distribution with a
mean equal to the stray light correction acquired from the polynomial. The stray light characterisation
does have an uncertainty associated with it, but this is unknown. A value of 5% is chosen which
accommodates for the true uncertainty and is negligible in comparison to the assigned uncertainty of
other variables [20], meaning that the quantity will have little or no effect on the further results.

(ii) For the non-ideal case, no correction is applied. The assigned distribution is a Gaussian
distribution with mean equal to 1 and standard deviation equal to the fitted polynomial stray light
correction (see Figure 7 and Table 2) at the seven OLCI bands of interest.

The total uncertainty from this method will also need to take into account the difference the lack
of correction makes in the value of the downwelling irradiance, Ed and water-leaving radiance, Lw.

Section 3 gives an overview of the impact of both of the above scenarios.

Figure 7. The stray light correction of the irradiance measurements and the percentage difference
between non-corrected and corrected. The selected values are calculated using a weighted
interpolation technique.
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Table 2. Stray light correction values applied to the three radiometers in the ideal case and used as the
standard deviation of a Gaussian distribution in the non-ideal case.

Wavelength (nm) 400 442.5 490 560 665 778.8 865

Downwelling irradiance 3.82 1.17 0.38 −0.17 0.89 1.31 0.03
Stray light correction Upwelling radiance 2.40 0.84 −0.01 0.30 −1.01 −0.21 −15.20

(%) Downwelling radiance 2.77 1.92 −0.48 −0.81 0.27 1.45 −7.02

2.5.10. The Fraction of Direct to Total Irradiance ( fdirr)

The fraction of direct to total irradiance is applicable to downwelling irradiance measurements
only and can be estimated using measurements of the aerosol optical depth, water vapour content and
total column ozone in a radiative transfer model. This takes into account the atmospheric transmission
of radiation for the conditions specified. In this study, an AERONET-OC [22] station at the observation
site provided the atmospheric conditions at the time of data acquisition, and then the radiative transfer
model, 6S [35], was used to estimate the direct to total ratio. The atmospheric parameters for both casts
were AOD at 500 nm 0.112 and 0.297, precipitable water in 2.83 cm and 3.13 cm, and ozone 330.1 DU
and 329.5 DU. The uncertainty components of fdirr consist of i) the accuracy of the 6S radiative transfer
model, ii) the uncertainty of the inputs to 6S and iii) an error related to the designated atmosphere type.

(i) The 6S does not provide an estimate of its own accuracy, however a comparison of 6S with
a highly accurate Monte Carlo radiative transfer yielded a maximum observed relative difference
between the two methods of 0.79 % for a maritime atmosphere [36]. This value is used as an estimate
of 6S uncertainty and is shown as “6S model accuracy” row in Table 3.

(ii) There are several inputs of the AERONET data to 6S, namely aerosol optical depth (AOD)
at 550 nm, precipitable water and total column ozone. The only of the three variables which causes
a change in fdirr is the AOD at 550 nm. Therefore, the only variable which we need to consider the
uncertainty of is AOD at 550 nm which has an uncertainty of 0.01 according to [32]. The sensitivity of
the resultant fdirr in 6S with a change of ±0.01 in AOD has been calculated. The difference observed
makes up the corresponding uncertainty values shown in the rows labelled “AOD 550 nm” in Table 3.

(iii) The AAOT site is eight nautical miles from the coast of Venice and as such the atmosphere
is between continental and maritime and should possibly be considered coastal. However, the 6S
model has several defined atmospheres for the user to select which does not include coastal, hence
for this study the ‘maritime’ option will be used and the error in this assumption will be estimated
by comparing the results of both ‘maritime’ and ‘continental’. The differences between the two
atmospheric types varies across wavelengths, hence the uncertainty due to this will also be wavelength
dependent (see the row labelled “Atmosphere type assumptions” Table 3).

Assuming that each contributor is independent, using the Law of Propagation of Uncertainties,
we can calculate the uncertainty of fdirr (see Table 3). This uncertainty is applied as half the width of a
rectangular distribution centred on a mean value of 1. Note that, here we assume Table 3 shows the
uncertainty in terms of the width of a rectangular PDF, whereas in further processing this uncertainty is
used as the standard deviation of the Gaussian PDF (see Figure 10 where the values used in MCM are
quoted). This means that the values for fdirr are not equal since the standard deviation of a rectangular
distribution is smaller than half the width of a rectangular distribution.
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Table 3. Uncertainty components for the model, input data (AOD 550 nm) and assumptions relating to
the atmosphere specified for each band of interest. All values, except model accuracy, are written in
terms of the uncertainty applied to the output, fdirr.

400 442.5 490 560 665 778.8 865

6S model accuracy 0.79%
AOD 550 nm (cast 1) 0.0077 0.0081 0.0085 0.0083 0.0082 0.0077 0.0077
AOD 550 nm (cast 2) 0.0063 0.0066 0.0070 0.0069 0.0069 0.0068 0.0067

Atmosphere type assumptions 0.008 0.001 0.010 0.023 0.041 0.058 0.067
fdirr (cast 1) 0.66 0.73 0.78 0.83 0.86 0.88 0.89
fdirr (cast 2) 0.54 0.60 0.64 0.68 0.72 0.74 0.75

Uncertainty fdirr 0.012 0.010 0.014 0.025 0.042 0.059 0.068
(cast 1) (1.82%) (1.36%) (1.83%) (3.08%) (4.92%) (6.65%) (7.63%)

Uncertainty fdirr 0.011 0.008 0.013 0.025 0.042 0.058 0.068
(cast 2) (2.01%) (1.36%) (2.03%) (3.63%) (5.86%) (7.92%) (9.05%)

2.5.11. Cosine Response ( fcos and fcosh )

These two components are applicable to downwelling irradiance measurements only. To capture
irradiance over a full hemisphere, instruments are equipped with cosine diffusers which collect
radiances from the hemisphere and transmit them onto the radiometer. The ideal diffuser will transmit
light in proportion with the cosine of the incident angle. However, instruments always differ from the
theoretical ideal, hence the need for this to be characterised and corrected for, meaning the residual
elements of uncertainty depend on the correction method.

Downwelling irradiance is made up of two components: direct sun irradiance and diffuse sky
irradiance. These components are not affected the same way by a non-perfect cosine response and so
are separated in the measurement equation. The cosine response term, fcos, incorporates only the direct
solar component thus relates to SZA during the measurement and the error in cosine response diffuser
for this particular angle. Whereas, fcosh , the cosine response over the full hemisphere, integrates the
diffuse light component across the hemisphere, and integrates the deviation from the perfect diffuser
across the whole hemisphere as well.

In this study, the cosine response has been fully characterised with four repeated measurements
and is propagated as the ideal case below (i). However, often the cosine response is unknown and thus
not corrected for. This section demonstrates the impact of an additional scenario (ii), in which the only
information known about the cosine response is the manufacturer’s quote of the uncertainty due to
the cosine response. Here we choose the value of 3% as this is similar to the cosine response error in
this study for all bands and is also a typical value quoted by manufacturers for angles under 60◦ [37].

The ideal case is having the cosine response errors for a range of solar zenith angles and
wavelengths. In this study, the diffuser was characterised in Tartu Observatory before the field
comparison in May 2017 for 45 angles across the hemisphere and seven wavelengths. Figure 8 shows
the results of the laboratory test for the instruments used in this study. The average of the four repeated
measurements was linearly interpolated to the solar zenith angle and the central wavelength of each
of the seven bands of interest. The cosine response correction is treated as a Gaussian distribution
centred on the interpolated value. The standard deviation of this distribution is assigned from the
standard deviation of the four repeated measurements.

The non-ideal case examines the typical scenario in which a manufacturer has quoted the cosine
response to be equal to 3% with no additional information. Typically, this is assigned as the standard
deviation of a Gaussian PDF of mean 1 (i.e., no correction is applied, just an uncertainty). However,
the cosine response is a systematic error and should shift the mean value of Ed as in the ideal scenario
(i), but this will not happen if parameterised as a PDF of mean 1 hence the mean value is incorrect.
This should be accounted for by applying an additional measure of uncertainty based on the impact
not accounting for the bias has on Ed.
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Figure 8. Diffuses cosine response tests results. Series marked as ratio at particular wavelength are the
ratios of the measured instrument response to the theoretical cosine response for a given angle and
normalised to 0◦

The diffuse component requires all cosine responses to be integrated over the hemisphere.
Assuming an isotropic sky radiance distribution, this is calculated using:

fcosh =
∫ 2π

0
fcos(θ)sin(2θ)dθ, (6)

where fcosh is the integrated cosine response over the full hemisphere, and fcos(θ) is the cosine response
for a given illumination angle. We again look at two similar scenarios, the ideal case (i) demonstrates a
scenario in which all cosine response errors are known, and the non-ideal (ii) demonstrates a situation
where the only information known regarding the response is that it is within 3% for angles < 60◦ and
10% for angles > 60◦. No values were provided by the manufacturer in this study, but these values are
typical for manufacturers (e.g., Sea-Bird Scientific HyperOCR radiometer [37]).

The isotropic sky is a simplification and clear-sky radiance distributions are not isotropic and
normally show larger radiances for large zenith angles (e.g., [38]) and band circumsolar brightening
(aureole) [39]. For measurements presented here with SZA approximatetly 24◦ the aureole effect
is minimised by the small errors in cosine response of the diffuser for small incidence angles
(see Figure 8). For the horizon brightening the sin(2θ) factor in Equation (6) would however minimize
their contribution to fcosh . The diffuse component of the downwelling irradiance for clear skies is about
40-30 % for short wavelengths and decreases at longer wavelengths (see Table 3 for the actual values
observed during the field measurements), further reducing the impact of fcosh on the Ed uncertainty
evaluation. Obviously, the situation is different for hazier skies, or for high values of the solar zenith
angle, which anyway are not recommended conditions for the satellite validation activities.

For the ideal case, the cosine response values are corrected for by taking an average over the four
repeated measurements for fcos at each angle and each wavelength. Then these can be integrated over
all angles and interpolated to the wavelength of interest. The PDF assigned for the diffuse component
is a Gaussian distribution with mean equal to these integrated cosine values and standard deviation
originating from the standard deviation of the four repeated measurements of the cosine response.

The non-ideal case does not correct for the cosine response, therefore the mean of the Gaussian
distribution is equal to 1 and the standard deviation relates to 3% for angles � 60◦ and 10% for angles
> 60◦ (which are typical values for manufacturers (e.g., Sea-Bird Scientific HyperOCR radiometer [37]).
However, the cosine response is a systematic error which should be corrected for, hence an additional
measure of uncertainty must be applied to take into account the lack of completing a correction. This is
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equal to the difference in the mean values of the resultant Ed calculated with and without a correction
applied (i.e., the difference between the resultant Ed from the ideal and non-ideal cases).

2.5.12. Polarisation Correction (cpol)

Polarisation effects can be assumed to be negligible in irradiance sensors due to their use of a cosine
diffuser that acts as a scrambler. However, polarisation is an important correction for radiance sensors.

The sensitivity of the instrument to the polarisation of light was not determined during the
outdoor inter-comparisons and so instead the worst-case data from [40] was used. This data was used
as a measure of uncertainty of the values, rather than used as a correction. Hence, the mean of the
polarisation distribution is equal to 1 and standard deviation derived from [40] (see Table A1 in the
Appendix A for the values of polarisation used).

2.5.13. Fresnel Reflectance (ρ)

The Fresnel reflectance values for each cast were calculated at the AAOT field site based on
approach proposed by Ruddick [41,42] that goes back to Mobley [43] and related Hydrolight
simulation, the correction takes into account the wave height by using the wind speed as input
factor. The values are 0.0258 and 0.0271 for cast 1 and 2 respectively. Just one value was used across all
wavelengths for each cast, which is not ideal. The uncertainty of the reflectivity has previously been
determined by [43] at the AAOT site for wavelengths 412, 443, 488, 551 and 667 nm. These values have
been interpolated to the wavelengths of interest in this study and are presented in Table A1 in the
Appendix A.

2.5.14. Band integration

In order to compare the ground-based in situ ocean colour data with the satellite sensor,
OLCI, the hyperspectral instrument must be convolved with OLCI’s SRF [34]. For this, we use
the following equations.

The weight factors for each wavelength are:

K(n) =
c(n)

∑n c(n)
, (7)

where n is the interpolated wavelength, c(n) is the SRF of a band, and K(n) is the normalized weight
coefficient for the n’th wavelength. The summation of the c(n) term is the summation of the SRF
values over the 200 wavelengths in one band. The irradiance/radiance value for the corresponding
OLCI channel is calculated as:

IOLCI = ∑n Ical(n)K(n), (8)

where Ical(n) denotes the irradiance/radiance which has had the correction factors applied (Ecal or
Lcal) at the n’th wavelength.

The two inputs to this band integration are Ical(n) and c(n). The former is calculated from
applying the correction factors to irradiance/radiance and interpolating the values to match the
200 SRF wavelengths (see Section 2.5.5). The latter is composed of the SRF of OLCI published by
ESA [34]. This has a Gaussian PDF of mean equal to the SRF and standard deviation calculated from
guideline SRF relative accuracy for OLCI [44]. The accuracy has been interpolated to match each of the
200 wavelengths in the OLCI SRF. Each of the wavelengths for each band is assigned a PDF for C(n).

For the first wavelength of the first band, a PDF for c(n) will first be assigned. Then a summation
over all 200 wavelengths in that band will occur ∑n c(n) which can be used to determine K(n). This is
then multiplied by the first of the 200 values of Ical(n). The result is stored waiting for the result of the
next iteration to be added. This procedure occurs for each of the 200 wavelengths in the first band at
which point the value of IOLCI for the first band has been determined.
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This process is then repeated for each of the seven OLCI bands yielding the seven values for
IOLCI which can then be applied to the measurement equations to find the downwelling irradiance or
water-leaving radiance.

2.5.15. Error Correlation Summary

Below we summarise all uncertainty contributors that have correlated errors. Please note that the
correlation can be between different levels. For example: correlation can exist between all pixels in a
given band, or between two different instruments. We do not include correlation between bands in
this study.

The parameters which are considered to have correlated errors are listed below, together with the
approach used to allow for these correlations in the uncertainty evaluation:

ccal There is a different set of PDFs and draws for each OLCI band, but within the band the
200 contributing wavelengths are correlated with each other. For the radiance case, the same PDFs and
draws for each band are used for both instruments (i.e., the instruments are correlated with each other).

ctemp There is one set of draws for all OLCI bands, but each band has an individual PDF
(i.e., the mean and standard deviation for each band differs but the draws are identical).

clin There is a different set of PDFs and draws for each OLCI band; but within the band the
200 contributing wavelengths are correlated with each other. For the radiance case, different PDFs and
draws are used for each instrument.

cstray Different set of PDFs draws for each OLCI band, but within the band the 200 contributing
wavelengths are correlated. For radiance case different PDFs and draws are used for each instrument.

2.5.16. Effects Not Accounted for

So far in this paper, we have not mentioned environmental effects, such as those caused by waves,
shadows and sun glint, which may cause systematic variations in the signal which propagate through
to the resultant radiance. No additional information was available about the field campaign and so we
neglect these terms here. In a number of cases, interpolation has been used to estimate a variable for
the wavelengths of interest. The use of interpolation does need to be accommodated for in the MCM
with an uncertainty. However, here the uncertainty will be negligible as compared to the other factors,
hence it is omitted from our method.

3. Results

This section presents the outputs of the uncertainty analysis for the ideal and non-ideal cases, as
well as a corrected case where an extra correction is applied to show the true resultant uncertainty
when not corrected. The MCM for downwelling irradiance and water-leaving radiance was run over
two casts and results are presented for the seven OLCI bands of interest (400, 442.5, 490, 560, 665, 778.8,
865 nm).

3.1. Downwelling Irradiance

The ideal scenario relates to the case in which the cosine correction and stray light were well
characterised and were corrected for. As previously mentioned, the MCM requires each parameter
in the measurement equations to be assigned a PDF based on collected data, or best knowledge, etc.
These distributions as shown in Figure 9 were then propagated through the measurement equation to
find the downwelling irradiance, Ed.

Figure 10 presents the summary values of the MCM simulation for cast 1. The value of several of
the variables (S, clin, Ecal , K(n)) is chosen for just one wavelength out of 200. Most of these variables
vary over the 200 wavelengths. Here we present the 99 value as an example for reference. In the
calculations, all 200 values are propagated.
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Figure 9. Histograms of several variables in the measurement process for the ideal case of cast 1, band
442.5 nm. The mean, standard deviation and standard deviation as a percentage of the mean (coefficient
of variation CV) are labelled below the histograms.

Figure 10. Irradiance MCM outputs. (a) Ideal case results. The mean (top panel) and standard
uncertainty as a percentage of the mean (second panel) of each variable. This is shown for all OLCI
bands of interest and relates to cast 1. The colour code intensity indicates the magnitude, (b) Non-Ideal
case results. The mean (third panel) and standard uncertainty as a percentage of the mean (lower panel)
of each variable.
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The quoted number of significant figures exceeds the number which are conventionally quoted
because the values are intended to be compared with values in the other figures and tables of the report.
The final values which are quoted in Section 4 are in line with standard significant figure reporting.

The results for the cases in which neither stray light nor the cosine error are corrected for look
different (the two bottom panels in Figure 10) they were each assigned a mean value of 1 and an
uncertainty relating to typical manufacturers’ estimates (cosine) and the correction itself (stray light).
It is possible to see the effects of stray light and the cosine error separately since each parameter exists
in separate parts of the measurement equation. For example, it is clear that the mean of cstray is set to 1
and the standard deviation is much higher in the non-ideal case than ideal. Additionally, the changes
in parameters can be tracked through up to EOLCI . Beyond this, the correction is mixed with the cosine
correction which can be seen to dominate the standard deviation of the majority of bands of Ed.

The uncertainty presented in the lower panel of Figure 10 is an under-representation of the true
uncertainty that is applicable when corrections are not applied. This is because we have taken into
account the uncertainty in the measurement but have not accounted for the lack of correction.

Hence, we add the bias which is the difference between the ideal mean value and the non-ideal
mean value (see Equation (9)) and add this to the standard deviation of the non-ideal case.

bias = mean(Lw,ideal)− mean(Lw,non−ideal), (9)

ucorrectednon−ideal = unon−ideal + |bias|, (10)

The result is illustrated in Figure 11 as the “Corrected non-ideal” case. This exhibits a much
wider standard deviation, which is the true standard deviation which should be used but cannot be
calculated without the ideal characterisation.

Figure 11. Representations of the histograms of Ed for the ideal, non-ideal and corrected case showing
the differences in the standard deviation. This is for cast 1 and the band with central wavelength of
778.8 nm.
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Table 4 provides an overview of the values of interest in this correction. The mean values of the
PDF function obtained in the MCM processing for downwelling irradiance are shown for the ideal and
non ideal case in irradiance units (column 2 and 3 in the Table 4). Column 4 contains the bias values,
thus the difference between the two means calculated according to the Equation (9). The columns 5 to
7 present relative standard uncertainties for the three different scenarios.

Table 4. The mean and standard uncertainty as a percentage of the mean of the downwelling irradiance,
Ed [mWm−2nm−1] presented for the ideal and non-ideal cases.

Mean Ed Standard Uncertainty u(Ed) [%]

Band (nm) Ideal Non-ideal Bias of Ideal Non-ideal Corrected
Ed non-ideal

400 1150.0 1080.0 73.9 1.0 4.44 11.30
442.5 1540.0 1480.0 60.8 0.85 2.62 6.72
490 1650.0 1590.0 53.8 0.87 2.51 5.89
560 1550.0 1510.0 43.5 1.23 2.73 5.61
665 1370.0 1320.0 51.9 1.43 3.04 6.99

778.8 1090.0 1050.0 44.6 1.76 3.41 7.669
865 899.9 876.0 23.6 2.9 3.9 6.6

3.2. Water-Leaving Radiance

The same approach as for the downelling irradiance case is used to present, in Figure 12,
the water-leaving radiance results. The value of several of the variables (Su, Sd, clin,u, clin,d, cstray,u,
cstray,d, Lcal,u, Lcal,d, K(n)) presented in Figure 12 is chosen for just one wavelength out of 200. Most
of these variables vary over the 200 wavelengths. Here we present the 99 value as an example for
reference. In the calculations, all 200 values are propagated.

Figure 12. Water-leaving radiance MCM outputs. (a) Ideal case results. The mean (top panel) and
standard uncertainty as a percentage of the mean (second panel) of each variable. This is shown for
all OLCI bands of interest and relates to cast 1. The colour code intensity indicates the magnitude,
(b) Non-Ideal case results. The mean (third panel) and standard uncertainty as a percentage of the
mean (lower panel) of each variable.
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The ideal scenario relates to the case in which stray light was well characterised and corrected
for as is explained thoroughly in Section 2.5.9. For the non-ideal scenario stray light is not corrected
for and was assigned a mean value of 1 (i.e., no correction applied) and an uncertainty relating to the
previously used correction values. From Figure 12 it is clear that the mean of the stray light correction
factors is 1 and the standard deviation is larger as compared to the ideal case. These changes can be
seen to affect downstream parameters in the measurement equation.

The 778.8 nm and 865 nm bands resulted in a negative water-leaving radiance. A negative value
here is not theoretically possible, so is likely due to an error in the measurement model. However,
we do not expect to observe any water-leaving radiance measurable with the used radiometers at
AAOT for these wavelengths. We quote the water leaving radiance as 0 mWm−2sr−1nm−1 with no
meaningful uncertainty.

The uncertainty for non-ideal case is an under-representation of the true uncertainty that is
applicable when corrections are not applied. This is because we have taken into account the uncertainty
in the measurement but have not accounted for the lack of correction. Hence, we add the difference
between the ideal mean value and the non-ideal mean value and add this to the standard deviation of
the non-ideal case. This exhibits a much wider standard deviation, which is the true standard deviation
which should be used but cannot be calculated without the ideal characterisation. Table 5 provides an
overview of the values of interest in this correction. The mean values of the PDF function obtained in
the MCM processing for water-leaving radiance are shown for the ideal and non ideal case in radiance
units (column 2 and 3 in the Table 5). Column 4 contains the bias values, thus the difference between
the two means calculated according to the Equation (9). The columns 5 to 7 present relative standard
uncertainties for the three different scenarios.

Table 5. The mean and standard uncertainty as a percentage of the mean of water-leaving radiance
Lw [mWm−2sr−1nm−1] presented for the ideal and non-ideal cases.

Mean Lw Standard Uncertainty u(Lw)[%]

Band Ideal Non-Ideal Bias of Ideal Non-Ideal Corrected
(nm) Lw Non-Ideal

400 5.9 5.77 0.134 1.28 3.33 5.65
442.5 7.26 7.22 0.0353 0.94 1.58 2.07
490 9.1 9.09 0.0097 0.886 0.893 1.00
560 7.35 7.31 0.0442 1.40 1.48 2.08
665 0.836 0.858 0.0218 3.89 4.37 6.91

4. Discussion

This paper presents an evaluation of an uncertainty budget for above-water OCR measurements
performed as part of FRM4SOC field inter-comparison exercise which demonstrates the importance
of correcting for instrumental biases. The data from one participant (University of Tartu) were used
here for further investigations. These radiometers were chosen because the radiometers, in addition to
radiometric calibration, had a set of optical characterisations completed. This enabled an investigation
of different scenarios, where we correct the measurand for the known instruments’ characteristic (we
call this the ideal case). Since having this set of optical characterisations is rather rare, we present a
so-called non-ideal case, where the biases caused by instrument characteristics are not corrected for.
The most important case is, however, the corrected non-ideal scenario where we evaluate the real
uncertainty related to the uncorrected bias case.

We presented the measurement equations using uncertainty tree diagrams that in graphical form
show all the relationships between different uncertainty contributors. The uncertainty was evaluated
by assigning PDFs to each contributor and propagating this through the measurement equations using
the MCM method.
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To test the stability of the model, the MCM was run 15 times for both the irradiance and radiance
ideal cases. The standard deviation of the standard uncertainty of Ed and Lw are shown in Table 6.

Table 6. Stability of Ed and Lw found by conducting 15 runs of the Monte Carlo Method with
10,000 draws. The values shown are the standard deviation of the standard uncertainty of Ed and Lw as
a percentage of the mean of the standard deviations for each OLCI band.

Variability in Estimates 400 442.5 490 560 665 778.8 865

u(Ed)[%] 0.34 0.59 0.40 0.61 0.41 0.26 0.17
u(Lv)[%] 0.05 0.06 0.04 0.14 0.16 0.24 0.11

The variability in the uncertainty of Ed and Lw allow an estimate of the number of significant
figures to be quoted. The final standard uncertainty values are quoted to two significant figures as
shown in Table 7. It is important to note that components related to environmental conditions such as
structure shading, sun and sky glint, wave focusing etc are not included in this uncertainty budget,
therefore the true uncertainty value is likely to be higher.

Table 7. Final standard uncertainty values for corrected non-ideal case expressed in percentage.

u(Ed)[%] u(Lw)[%]

Wavelength Cast 1 Cast 2 Cast 1 Cast 2
400 11.3 11.3 5.7 7.3

442.5 6.7 6.6 2.1 2.3
490 5.9 5.8 1.0 1.1
560 5.6 5.6 2.1 2.3
665 7.0 6.9 6.9 8.3

778.8 7.7 7.6 – 22.4
865 6.6 6.6 – 152.0

The fully evaluated uncertainty values as presented in Table 7 are potentially higher than expected,
commonly agreed or used, especially for the downwelling irradiance, are caused by the biases
due to non-perfect cosine diffuser response and stray light added to the uncertainty estimate. We
evaluate the biases as the measurement uncertainty during AAOT field inter-comparisons for one
participant’s radiometers as the results provided for the comparison pilot were not corrected for any
of the instruments’ characteristics. When these biases are treated not as errors but as uncertainty
components, firstly the final product mean value is incorrect since no correction takes place. Secondly,
the uncertainty associated with that value is underestimated (see Figure 11). This is because the
uncertainty in the measurement has been accounted for (typical manufacturers’ estimates are used for
the cosine error and the correction itself for stray light) but not the lack of correction. Hence the need
to find the difference between the ideal mean value and the non-ideal mean value and add this to the
standard uncertainty of the non-ideal case, producing the results of the corrected non-ideal scenario.

We chose to correct only the cosine diffuser and stray light characterisations to present the three
scenarios (ideal, non-ideal and corrected non-ideal). However, in practice, any parameter which
is the dominant source of uncertainty and can be feasibly corrected should be corrected for. Once
that parameter has been corrected for, the next most dominant should also be considered, and so on.
The limiting factor in this step-wise procedure is the absolute calibration which cannot be corrected for.
Hence any parameters with an uncertainty less than that of the absolute calibration does not need to
be corrected for. For example, looking at Figures 10 and 12 that show the magnitude of uncertainty
contributors, one could recommend that any component with uncertainty greater than ccal should
be corrected for. This would include three of the bands of both temperature and linearity for Ed and
similar for Lw.
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In this study, the environmental uncertainty is not considered, but this may be the limiting factor
since it is likely to be larger than the absolute calibration uncertainty. An evaluation of how to correctly
estimate environmental uncertainty for a range of conditions is yet to be completed.

We presented the MCM to evaluate uncertainty as we found it simpler to apply especially for the
hyperspectral data that require band integration to fit the satellite bands. However, the equation for
Lw (see Equation (A1)) leads itself to being a good example to show the traditional Law of Propagation
of Uncertainties defined in GUM [30]. Appendix B presents a comparison of MCM to correctly applied
analytical method and a case where the so-called sum of squares does not work.

5. Conclusions

This study has demonstrated how to conduct an uncertainty analysis for in situ radiometers of
Ocean Colour measurements. The results of the three scenarios (ideal, non-ideal and corrected
non-ideal) in Tables 4 and 5 highlight the importance and benefits of carrying out instrument
characterisations before campaigns and performing instrument corrections in addition to absolute
radiometric calibration. It is recommended that the sources of uncertainty which are likely to dominate
over the absolute calibration uncertainty (or other more dominant uncertainty contributors which
cannot be corrected for) should be characterised before campaigns so that these can be corrected for.
This will produce results with reduced uncertainties as demonstrated in the ideal scenario (Tables 4
and 5). The most likely parameters which will need prior characterisations are stray light, cosine,
temperature and non-linearity corrections. Following these guidelines will support compliance with
the requirements of in situ Ocean Colour measurements for use in satellite product validation.
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Appendix A. Uncertainty Values

Table A1. The mean and uncertainty values used for each parameter for the radiance simulation.

Wavelength (nm) 400 442.5 490 560 665 778.8 865

Calibration Mean 1 1 1 1 1 1 1
Std (%) 1.2 0.78 0.76 0.73 0.71 0.73 1.35

Temperature Mean 1 1 1 1 1 1 1
Std (%) 0.2 0.2 0.2 0.3 0.7 1.3 2.7

Polarisation, Mean 1 1 1 1 1 1 1
upwelling Std (%) 0.1 0.1 0.1 0.1 0.2 0.2 0.2

Polarisation, Mean 1 1 1 1 1 1 1
downwelling Std (%) 0.1 0.1 0.2 0.2 0.4 0.4 0.4

Fresnel reflectance, Mean 0.0258 0.0258 0.0258 0.0258 0.0258 0.0258 0.0258
cast 1 Std (%) 1.8 1.3 0.7 0.6 2.5 2.5 2.5

Fresnel reflectance, Mean 0.02714 0.02714 0.02714 0.02714 0.02714 0.02714 0.02714
cast 2 Std (%) 1.8 1.3 0.7 0.6 2.5 2.5 2.5

Appendix B. Analytical Method Example

Sum of squares of percentage uncertainties is commonly used to evaluate uncertainty budgets
and is derived from the Law of Propagation of Uncertainties but applicable solely in the cases where
the measurement equation contains only multiplication or division and there is no correlation between
terms. Thus, clearly that form of the sum of squares cannot be used in the evaluation of uncertainty
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related to Lw, because there is a subtraction in a measurement equation and correlation exists between
LOLCI,u and LOLCI,d.

Starting from a simplified measurement equation (see full equation in Equation (2))

Lw = LOLCI,u − ρLOLCI,d. (A1)

To use the Law of Propagation of Uncertainties we merge Equations (3) and (4) together and
substitute the terms of Equation (A1) to give the combined variance of Lw.

u2(Lw) =

(
∂Lw

∂LOLCI,u

)2
u2(LOLCI,u) +

(
∂Lw

∂ρ

)2
u2(ρ) +

(
∂Lw

∂LOLCI,d

)2
u2(LOLCI,d)+

+ 2
(

∂Lw

∂LOLCI,u

)(
∂Lw

∂LOLCI,d

)
r(LOLCI,u, LOLCI,d)u(LOLCI,u)u(LOLCI,d),

(A2)

where
(

∂Lw
∂LOLCI,u

)
,
(

∂Lw
∂ρ

)
and

(
∂Lw

∂LOLCI,d

)
are the sensitivity coefficients formed from the partial

derivatives of the measurement function Lw with respect to input quantities (LOLCI,u, ρ and LOLCI,d).
u(LOLCI,u), u(LOLCI,d) and u(ρ) are the standard uncertainties of each input quantity respectively and
r(LOLCI,u, LOLCI,d) is the correlation coefficient. Here, we use the Pearson correlation coefficient that
measures the linear relationship between two datasets. The coefficients vary between −1 and +1 with
0 implying no correlation. Perfectly correlated datasets have coefficients of +1 or −1. The sign of the
result describes whether the relationship is positive (as one increases, the other increases) or negative
(as one increases, the other decreases).

The sensitivity coefficients are:

∂Lw

∂LOLCI,u
= 1

∂Lw

∂ρ
= −LOLCI,d

∂Lw

∂LOLCI,d
= −ρ

(A3)

We use the uncertainty in Lu, Ld and ρ form the results of the non-ideal case (see Figure 12 lower
panel b columns LOLCI,u, LOLCI,d and ρ) and error correlation between Ld and Lu from Table A2 to
calculate the uncertainty in Lw using the analytical GUM method.

Please note that the uncertainty terms referred to in the equation above are absolute, thus
expressed in the units of the input values, not as percentages. Note that the second term of Equation (3)
is only non-zero when two parameters are correlated. Figure A1 presents the error correction between
the three inputs components for two selected wavelengths and for both cases ideal and non-ideal.
There is no correlation between Fresnel reflectance and radiance measurements, thus its omission in
Equation (A2).

The sum of squares is calculated as

u(Lw) =
√

u2(LOLCI,u) + u2(ρ) + u2(LOLCI,d), (A4)

where all standard uncertainty inputs are expressed in percentages.
As the values in Table A3 the uncertainty calculated through each of the correctly applied GUM

methods for upwelling radiance (MCM and analytical), Lw, is the same. Generally, both the analytical
approach and MCM should agree with each other, if all correlation and model non-linearities are
correctly addressed in the analytical model, and such a comparison should be used as a validation
of the other. In this example, we did not completely derive the analytical GUM uncertainty budget
because we used pre-calculated values of three input components to the measurement equation that
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were derived from the MCM. It was intended to present an example where the simple sum of squares
does not work as it is not fit-for-purpose, but the properly applied analytical approach and MCM do
provide the same results.

Figure A1. Error correlation between LOLCI,u, LOLCI,d and ρ in the water-leaving radiance measurement
equation observed in the Monte Carlo analysis for cast 1 only.

Table A2. Pearson correlation coefficients between the LOLCI,u and LOLCI,d errors for all seven bands
for cast 1 only.

Correlation Coefficients

Band (nm) Ideal Non-Ideal

400 0.99 0.18
442.5 0.97 0.27
490 0.89 0.78
560 0.52 0.39
665 0.60 0.48

778.8 0.80 0.59
865 0.93 0.08

Table A3. Uncertainty evaluation methods comparison results. The first four columns are the
uncertainty of the input components, followed by the uncertainty of the water-leaving evaluated
using the MCM. All uncertainties here are presented as percentages. The analytical result calculates Lw

according to Equation (A2) and sum of squares using Equation (A4). The 778.8 and 865 nm bands are
not included due to them having a water-leaving radiance of 0 and hence no meaningful uncertainty.

Band (nm) u(LOLCI,u) u(LOLCI,d) u(ρ) MCM Analytical Sum of Squares
u(Lw) u(Lw) u(Lw)

400 2.72 3.04 1.8 3.33 3.33 4.46
442.5 1.16 2.10 1.3 1.58 1.58 3.73
490 0.84 0.96 0.7 0.89 0.89 1.45
560 1.23 1.25 0.6 1.48 1.47 1.85
665 1.73 1.26 2.5 4.37 4.39 3.3
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Abstract: The European Copernicus programme ensures long-term delivery of high-quality, global
satellite ocean colour radiometry (OCR) observations from its Sentinel-3 (S3) satellite series carrying
the ocean and land colour instrument (OLCI). In particular, the S3/OLCI provides marine water leaving
reflectance and derived products to the Copernicus marine environment monitoring service, CMEMS,
for which data quality is of paramount importance. This is why OCR system vicarious calibration
(OC-SVC), which allows uncertainties of these products to stay within required specifications, is crucial.
The European organisation for the exploitation of meteorological satellites (EUMETSAT) operates the
S3/OLCI marine ground segment, and envisions having an SVC infrastructure deployed and operated
for the long-term. This paper describes a design for such an SVC infrastructure, named radiometry
for ocean colour satellites calibration and community engagement (ROSACE), which has been
submitted to Copernicus by a consortium made of three European research institutions, a National
Metrology Institute, and two small- to medium-sized enterprises (SMEs). ROSACE proposes a 2-site
infrastructure deployed in the Eastern and Western Mediterranean Seas, capable of delivering up to
about 80 high quality matchups per year for OC-SVC of the S3/OLCI missions.
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1. Introduction

As of 2020, a number of low-earth-orbit satellites together provide systematic coverage of ocean
colour radiometry (OCR) observations over the world’s oceans and coastal zones. Two programmes
among this constellation are operational, which means that they are expected to maintain delivery of
their observations and products over the long-term, in order to sustain a variety of uses, from, e.g.,
science of the long-term, climate-driven trends of the marine ecosystem, to services to government
and industry users, e.g., water quality monitoring. These two programmes are the joint polar satellite
system (JPSS) of the US National Oceanographic and Atmospheric Administration (NOAA), and the
European Copernicus programme. The JPSS satellites carry the visible infrared imaging radiometer
suite (VIIRS), delivering OCR observations in eight spectral bands in the visible and near infrared
(VisNIR) spectral region. The Copernicus Sentinel-3 (S3) satellites carry the ocean and land colour
instrument (OLCI), delivering OCR observations in twenty spectral bands in the VisNIR.

For these and any other OCR missions to deliver products of the desired accuracy, a system
vicarious calibration (SVC) programme has to run over their entire lifetime [1], which is also a
requirement for other types of Earth observation missions that intend to address climate change
related questions [2]. Ocean colour SVC (OC-SVC) consists of adjusting the prelaunch mission spectral
calibration coefficients of the onboard radiometers through comparison of the top-of-atmosphere (TOA)
radiance measured by the mission, to the same quantity derived from using high-quality radiometry
data collected in the field and radiative transfer computations to propagate the bottom-of-atmosphere
field measurements to TOA [3]. SVC therefore requires a sustained post-launch field programme to
collect the necessary data, with the aim of maintaining the level of uncertainty of the derived satellite
products within predefined requirements [4–7]. This need for SVC has been demonstrated since the
early times of the satellite OCR era [8]. Modern satellite OCR observations must indeed provide the
water-leaving radiance in the blue part of the electromagnetic spectrum with a < 5% accuracy over
meso- to oligotrophic waters [9,10], which translates as an uncertainty of about 0.002 in reflectance at
443 nm [11] when reflectance is modelled from chlorophyll following [12]. Since the marine signal is
generally < 10% of the TOA radiance measured by the spaceborne sensor, achieving this goal requires
that the instruments be calibrated to better than 1% uncertainty. This cannot be reached using only
onboard calibration devices such as sun diffusers, hence the need for OC-SVC. It is worth remembering
that OC-SVC is not an absolute calibration of the sensor. It is an adjustment of the overall response of
the sensor plus the atmospheric correction algorithm [1,8]. The goal is to absorb residual uncertainties
in order to obtain final products, e.g., the normalized water-leaving reflectance or radiance with the
desired accuracy.

Until now, two field programmes have provided space agencies with OC-SVC-quality field
observations, both using a moored optical buoy. The marine optical buoy (MOBY [13,14]) has
been in operation since 1995 off the island of Lanaï in the Hawaiian archipelago. It continuously
delivers hyperspectral reflectance for SVC of the NASA and NOAA instruments (sea-viewing wide
field-of-view sensor, SeaWiFS, moderate resolution imaging spectroradiometer, MODIS and VIIRS),
and has also been used by international missions, e.g., the European Space Agency (ESA) medium
resolution imaging spectrometer (ENVISAT/MERIS), and the Japan Aerospace Exploration Agency
(JAXA) global change observation mission-climate, second generation global imager (GCOM-C/SGLI).
Another SVC programme was set up to support European OCR missions, at that time the ESA
ENVISAT/MERIS. This programme is named BOUSSOLE (“BOUée pour l’acquiSition d’une Série
Optique à Long termE” [15,16]) and has been operating continuously since 2003 at an open ocean site
in the Northwestern Mediterranean Sea. It is currently used for SVC of the Copernicus Sentinel-3A
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and -3B OLCI instruments and for the GCOM-C/SGLI. Data from both programmes have also been
used for the SVC of satellite sensors not specifically designed for ocean colour applications such as the
thematic mapper (TM) on Landsat 5 and 7, the operational land imager (OLI) on Landsat 8, and the
multispectral instrument (MSI) on Sentinel-2A&B [17–19].

The European Organisation for the Exploitation of Meteorological Satellites (EUMETSAT) is in
charge of the S3/OLCI marine ground segment as part of Copernicus operations. As such, they envision
having a fully independent European in situ OC-SVC infrastructure deployed and operated for the
long-term, as has been recommended for the support of Copernicus ocean colour missions [20]. In order
to properly set up this significant investment, they first commissioned a study in 2017 to summarize
requirements for such an infrastructure [21]. They then called for ideas for what this European OC-SVC
infrastructure could be through an invitation to tender (ITT) in 2018, from which they commissioned
two studies that worked in parallel during 2019 and delivered their proposed preliminary designs by
December of the same year.

This paper summarises the main characteristics of one of the proposed OC-SVC infrastructures,
named ROSACE, which stands for “Radiometry for Ocean colour Satellites Calibration and community
Engagement”. The high-level rationale for the proposed solution is presented first. The characteristics
of the two sites that compose the field segment are then detailed along with the deployment
platform, followed by the overall strategy and equipment for the optical system and its calibration.
The methodology used to assess the preliminary uncertainty budget of the proposed system is
then summarised and results presented. Finally the organisation of the ground segment and the
infrastructure operations are outlined. In addition, an autonomous platform capable of hosting the
optical system is presented as an option to improve the overall capacity of the infrastructure.

2. High-Level Rationale for the Proposed ROSACE OC-SVC Infrastructure

The high-level rationale underlying the ROSACE preliminary design (Figure 1) is to:

1. Take advantage as much as possible of existing European expertise in OC-SVC that has been
developed in the past two decades under European (ESA in particular) and national funding,
including field operations, SI-traceability and evaluation of uncertainties, associated data
quality assurance and quality control and processing and generation of satellite matchups
and OC-SVC gains.

2. Reinforce the above and, in addition, build a new European capability in the domain of OC-SVC
field radiometry, in order to ensure long-term sovereignty and stability of the Copernicus SVC
infrastructure. This includes two sites, collaboration with a national metrology institute (NMI),
and new technology developments. The two field sites are in the Ligurian Sea (BOUSSOLE
heritage) and the Cretan Sea (MSEA). They were selected by the ESA “Fiducial Reference
Measurements For Satellite Ocean Colour” (FRM4SOC [22,23]) study as the two of the best
European locations among those currently under evaluation, in part because significant logistical
capabilities adapted to maintaining an OC-SVC infrastructure already exist at these sites.

3. Rely on strong national support in conjunction with the main Copernicus funding to ensure
that the ROSACE OC-SVC infrastructure is backed by long-term sustainable staff, capability and
logistical resources.

4. Be ready to incorporate additional partnerships in order to improve redundancy inside the
OC-SVC infrastructure, to enlarge the database onto which the uncertainty budget is built, to
improve, if needed, the methodological baseline used to compute the SVC gains, and to increase
the matchup capacity of the OC-SVC infrastructure.

In this logic, collaboration with a possible third site in the Eastern Indian Ocean (EIO, offWestern
Australia) is envisaged, which has also been identified by the FRM4SOC study (see also [24]). This is an
option for future extension of the infrastructure, only possible if the EIO site would have the technical

299



Remote Sens. 2020, 12, 1535

capability. Additionally, included in the preliminary design is the possibility to increase the capacity of
the infrastructure to deliver in situ data by deploying autonomous profiling floats [25].

5. Ensure close communication with international bodies that work on establishing OC-SVC
requirements and fostering international collaboration (e.g., the International Ocean Colour
Coordinating Group, IOCCG and the Committee on Earth Observation Satellites Ocean Colour
Virtual Constellation, CEOS OCR-VC).

6. Maintain development activities that are vital to allow improvement in data acquisition and
processing procedures and ultimately improve the data quality of the OC-SVC infrastructure,
and also to better secure national support for this European infrastructure.

The rationale supporting ROSACE is rather simple. It consists of leveraging the two-decade-long
experience as well as previous European investments in order to be in a position to deliver an
operational system meeting the Copernicus requirements in the time frame anticipated by EUMETSAT,
i.e., likely in line with the launch of the Sentinel-3 C and D units and beyond (from 2023/2024).

 
Figure 1. Overall architecture proposed for radiometry for ocean colour satellites calibration and
community engagement (ROSACE).

That is why ROSACE capitalises on the single existing European OC-SVC infrastructure,
i.e., the BOUSSOLE site and project, as the backbone that supports the development of a more
European-integrated system, including a second European site in the best suited location of the
European Seas for OC-SVC, i.e., the MSEA site. This strategy appears as the most robust approach to
achieve, in a safely managed way, the full compliance with the stringent requirements of an operational
programme like Copernicus/Sentinels, including lowering the uncertainties in OC-SVC.

ROSACE also incorporates innovative solutions, in the development of specifically designed
European instruments and calibration devices that will fully match the OC-SVC requirements and
fulfils the need for modularity, and the possibility to integrate a network of autonomous profiling
floats to complement the fixed sites.

300



Remote Sens. 2020, 12, 1535

The success of such a long-term service for the Copernicus programme also depends on adequate
competence transfers and periodic training. This is one of the roles assigned to universities and public
research institutions involved in ROSACE, i.e., to transfer knowledge, and it constitutes a fundamental
task for building a long-term infrastructure that will operate across generations.

3. The Field Segment

3.1. Metrology Rationale

At the present time, SVC is the only means to achieve the uncertainties needed for remotely sensed
OCR observations. It is well established that the SVC reference system (radiometry measurements)
needs to be robustly tied to the International System of Units (SI) and be collected in meso- to oligotrophic
waters, ideally from a location with stable oceanographic conditions [6,8]. Provided that there are
enough reliable observations of the site from space for any given sensor to allow statistically reliable
calibration, it could be argued that the SVC requirements can be achieved by a single infrastructure,
in a single location. This would also require that the instrumentation, maintenance and recalibration,
is unequivocal and guaranteed to be operational in this manner for the foreseeable future. In the case
of climate monitoring and the Copernicus series of sensors this timescale must span many decades.
This guarantee must stand irrespective of funding and unexpected events, either natural or manmade.
The 2020 global pandemic [26] is an example where large numbers of assets had to be recovered from
sea because their servicing or emergency recovery were no longer feasible during lockdown measures
taken by many governments (e.g., [27]). Equipment or site redundancy and autonomous platforms
can help in such circumstances.

It soon becomes clear that implementation of a single site infrastructure is of high risk
and in engineering terms considered a single critical point of failure. Even if multiple spares
are ready and waiting to be deployed, a single (non-independently checked) calibration route
provides a risk that no metrology institute would safely rely upon for any measurement. Primary
radiometric scales and ancillary measurements are regularly checked across international borders
through formal comparison with peers to ensure consistency and avoidance of any potential errors,
(standards/procedures/typographical). This comparison process is a fundamental requirement to
ensure international consistency of measurements and trade.

It thus becomes apparent that a minimum requirement to ensure long term consistency and
reliability of a reference measurement system for OC-SVC is two independently calibrated systems of
similar performance and in different geographical locations. It is also clear that providing the two
independent measurement systems always agree (within their uncertainties) then this strategy of
two measurement systems can probably be relied upon. However, as anyone making comparative
measurements knows, if the two references disagree then you are left with the question of which one
do you believe?

For this reason it is normal practise, for any reference, e.g., a standard light source (FEL lamp) or
detector, to consist of a group of a minimum of three entities, to provide redundancy and the likelihood
of at least two being consistent and a probabilistic indicator of closeness to the truth. The recent
redefinition of the kilogram for example was only considered reliable and acceptable once there were
three independent measurements made that were consistent within their uncertainties (also below a
prescribed minimum level) and that at least two of the measurements had to be from a completely
different traceability route. A robust long-term reference for OC-SVC should follow the same minimal
metrological rigour, i.e., at least three independent measurement infrastructures and at least two
independent traceability paths. The ROSACE proposal of two linked European sites, when added to
the existing North American MOBY infrastructure, meets both these metrological requirements.

There are many other benefits, such as a redundancy from unforeseen system failures, increased
number of matchup opportunities, randomisation of environmental effects, etc. but fundamentally,
a global system of just two sites would be metrologically and operationally high risk. Following the
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same metrological rationale, ROSACE will allow “built in” systematic round robin intercalibration
exercises to validate (1) the calibration procedures between the two field sites and a third independent
calibration system operated by the Tartu Observatory and (2) the consistency of measurements and
uncertainties between the two sites with an independent transfer profiling radiometer (see also
Section 7.1).

3.2. Practical Considerations, Specific Role of Each Site

Other elements, of a more practical type, have also been considered in selecting two sites to
develop the ROSACE OC-SVC infrastructure. Essentially, what we proposed was not a simple doubling
of identical (twin) sites. It rather takes advantage of specific aspects present at the two locations in
order to leverage their complementarity. These elements are:

• Geophysical properties are similar yet different enough at the two sites, so that they are
complementary, not simply redundant (see the sites descriptions in Sections 3.3 and 3.4).

• Expertise in deploying and maintaining large oceanographic buoys is similar at the two sites,
i.e., the Laboratoire d’Océanographie de Villefranche from the Institut de la Mer de Villefranche
(LOV-IMEV) and the Hellenic Centre for Marine Research (HCMR). However, a longer and more
developed experience with optics, radiometry and OC-SVC exists at LOV-IMEV.

• BOUSSOLE buoys and instrumentation exist at LOV-IMEV, ready to be used (until improved
versions become available) in continuation of the present effort and to host the new optical system
for testing, and ensure continuity of the time series.

Therefore, the logic is to use the BOUSSOLE site not only for operational delivery of OC-SVC
data, which certainly remains a main objective, but also as a development and test site, where:

• Improvements in the buoy structure can be tested before new versions are built and operationally
deployed at MSEA and BOUSSOLE.

• The new optical system can be deployed in parallel to the one currently used (SeaBird HyperOCR
radiometers). This is not to qualify the new radiometer system, which will be of superior
radiometric quality to that of the current one, but rather is an opportunity to ensure continuity of
the time series between MERIS and OLCI observations.

• Testing of new equipment or further improvement of the optical system, can be carried out on one
site before being transitioned to permanent upgrades at both sites.

3.3. The BOUSSOLE Site

3.3.1. Location and General Characteristics

The BOUSSOLE site is located at 32 nmi (59 km) offshore from Nice (France) in the NW
Mediterranean Sea (43◦22′ N, 7◦54′ E; Figure 2). Water depth at the site is about 2440 m. This site has
been already described in detail in [28], which readers are referred to. Here we provide a summary of
the features that are most relevant to OC-SVC. Time series, histograms and climatological values of a
number of parameters can be found in [29].

3.3.2. Weather and General Hydrology

Wind speeds at BOUSSOLE are generally moderate (Figure 3a). Over the past 15 years, only
3% of recorded wind speeds were greater than 15 m s−1, and 16% of records were above 10 m s−1.
These higher wind speeds, and the associated larger waves are concentrated in the 5 months from
November to March. Dominant wind directions are from the west to southwest and from the northeast
sectors (Figure 3b). These are channelled into these two main directions on the one hand by the general
atmospheric circulation of the region, and, on the other hand, by the topography formed by the Alps
and Corsica.

302



Remote Sens. 2020, 12, 1535

Significant wave heights at BOUSSOLE were mostly less than 2 m, although values as high as 5 m
could be occasionally recorded (Figure 3c). The wave period (not shown) was around 4–6 s, which is
typical of the Mediterranean Sea.

This site was selected in particular because currents are extremely low. This peculiarity is due
to the position close to the centre of the cyclonic circulation that characterizes the Ligurian Sea.
The northern branch of this circulation is the Ligurian current, forming a jet flowing close to the shore
in the NE to SW direction and creating a front whose position is seasonally varying, closer to the shore
in winter than in summer. The southern branch is a SW to NE current flowing north of Corsica and
the eastern part of the circulation is simply imposed by the geometry of the basin. The 17 years of
BOUSSOLE deployments have confirmed the low-current character of the site (high currents would
have been identified as strong buoy tilts). Stronger currents have been very occasionally revealed
through observing the buoy plunging unusually deep. This situation occurred only four times during
the 17 years of deployment and, for each instance, the event lasted generally less than a day.

  
(a) (b) 

Figure 2. (a) The BOUSSOLE site location in the NW Mediterranean Sea (white star) including
bathymetry of the area and (b) zoom on the site itself showing more details of the bathymetry.

 
 

  

Figure 3. (a) Wind speed and direction and (b) significant wave height, from data collected by the Côte
d’Azur meteorological buoy (Météo-France) located 2 nmi from BOUSSOLE.
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The temperature and salinity conditions at BOUSSOLE are illustrated in Figure 4a. The minimum
sea surface temperature (SST) was about 12.7 ◦C (associated with a salinity of 38.4 psu), which is a
constant value reached in the coldest winters when the water mass was fully mixed down to the bottom.
This deep mixing contributed to the formation of the bottom waters of the Western Mediterranean Sea.

3.3.3. Phytoplankton Chlorophyll-a, Water Type and Inherent Optical Properties

The seasonality of the physical forcing drove the seasonal changes of nutrients and phytoplankton,
as illustrated here by the surface nitrate and total chlorophyll-a concentrations ([TChl-a], Figure 4b).
Oligotrophic conditions prevailed during the summer with undetectable nitrate levels and [TChl-a]
lower than 0.1 mg m−3 (with a minima around 0.05 mg m−3). The higher concentrations are on average
in the range 0.8-1.7 mg m−3 (with a maxima up to about 5 mg m−3), during the early spring bloom
(February to March or April) when surface waters are nitrate replete. Moderate [TChl-a], between
0.1 and 0.2 mg m−3, characterize most of the other periods of the year. Interannual variability of
physical forcing, specifically the depth of the winter convection, determines the magnitude of the
phytoplankton spring bloom [30].

  

 

Figure 4. (a) Average seasonal cycles of sea-surface temperature (black symbols) and sea-surface
salinity (open symbols) at BOUSSOLE (depth < 10 m), from the buoy data collected from 2003 to
2019. (b) Average seasonal cycles of sea-surface [TChl-a] (black symbols) and nitrate concentrations
(open symbols). Vertical bars are standard deviations of the displayed monthly means (slightly shifted
between the two parameters for clarity).

An important consequence of the above characteristics, in particular water depth, circulation,
and distance from shore, is that waters at the BOUSSOLE site are permanently of the Case-1
category (following [31]). This assertion is quantitatively evaluated by plotting the irradiance
reflectance at 560 nm, determined from the buoy measurements, as a function of [TChl-a] (Figure 5),
and superimposing on top of the data a theoretical upper limit of this reflectance for Case-1 waters [32].
With the exception of a few outliers, all data points are below the curve, demonstrating that waters
permanently belong to the Case-1 type at the BOUSSOLE site.

 

Figure 5. Irradiance reflectance at 560 nm, R(560), as a function of [TChl-a]. The points are from 3 years
of clear-sky quality-checked buoy measurements taken within one hour of solar noon. The curve is the
upper limit for Case-1 waters [32] (adapted from [28]).
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Inherent optical properties (IOPs) measured at the BOUSSOLE site include the particulate
absorption coefficient (ap, from samples collected during monthly cruises), the particulate backscattering
coefficient, bbp, and the particulate beam attenuation coefficient, cp. Average seasonal cycles are
displayed in Figure 6. These parameters also clearly illustrate the seasonal variability at BOUSSOLE,
consistent with the description already provided for [TChl-a]. This is expected for typical Case-1 waters.

  
  

Figure 6. (a) Average seasonal cycles at BOUSSOLE of the particulate beam attenuation coefficient at
650 nm and (b) the particulate backscattering coefficient at 550 nm, from the buoy data collected from
2003 to 2019 (depth < 10 m).

3.3.4. Remote-Sensing Reflectance

Underwater downward and upward irradiances, upwelling nadir radiances and above-water
downward irradiances have been measured continuously at BOUSSOLE since September 2003, initially
with 7-band multispectral radiometers (Satlantic 200-series; wavelengths 412, 443, 490, 510, 560, 670 and
683 nm) and, from 2007, also using hyperspectral radiometers (Satlantic HyperOCR series; 350–850 nm
with a 3 nm resolution). The multispectral instruments have been decommissioned at the end of 2017.

Apparent optical properties (AOPs) are derived from these measurements, such as the diffuse
attenuation coefficient for downward irradiance or the remote sensing reflectance [16,28]. The latter
is shown in Figure 7, for λ = 443 nm, as an example illustrating the seasonal signal as well as the
quasi-systematic observations through the 14 years displayed here.

 

Figure 7. 2004–2017 time series of the remote sensing reflectance at 443 nm at BOUSSOLE.

3.3.5. Atmospheric Parameters

BOUSSOLE benefits from the general conditions prevailing in the Mediterranean Sea, which is
known for being a rather clear-sky area. Seasonal cycles derived from the MODIS cloud fraction
products are displayed in Figure 8a and they clearly illustrate these characteristics.

The aerosol optical depth (AOD) and aerosol Angstrom exponent have been derived both from
measurements at a coastal AERONET site (Cap Ferrat; 43◦41′ N, 7◦20′ E; automatic CIMEL CE318
sun photometer) and from measurements at the BOUSSOLE site offshore, using a hand-held CIMEL
CE317 sun photometer. These measurements reveal that AODs are actually extremely similar at both
sites (Figure 8b), with seasonal values from around 0.05 to 0.1 at 865 nm. The Angstrom exponents,
which are determined by the aerosol types and their size distribution, are however markedly different,
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with values steadily around 1.4 at the Cap Ferrat station and around 0.6 at the BOUSSOLE site. This is
also expected, because coastal aerosols include a larger proportion of small particles of continental
origin than marine aerosols, and therefore have a larger Angstrom exponent.

The total ozone content over BOUSSOLE varied from about 290 to 400 Dobson units (DU, not
shown), with maxima generally in winter and minima at the end of summer. Average values in summer
were around 340 DU. These values were derived from data of the NASA AIRS (Atmospheric Infrared
Sounder), also indicating a decline of concentrations since around 2011.

  
  

Figure 8. (a) Average seasonal cycles of the cloud fraction (moderate resolution imaging
spectroradiometer (MODIS) product [33], average from 2012 to 2015) for the four sites indicated.
The curve for the southern hemisphere Eastern Indian Ocean (EIO) site is artificially shifted by 6 months.
(b) Average seasonal cycles of the aerosol optical thickness at 865 nm (black symbols) and of the aerosol
Angstrom exponent (open symbols), both at the Cap Ferrat coastal AERONET station (triangles) and at
the offshore BOUSSOLE site (circles).

3.3.6. Spatial Homogeneity

In situ measurements have a horizontal sampling scale on the order of tens of metres, whereas
satellite-derived quantities have sampling scales of hundreds of metres to 1 km. Therefore,
when comparing parameters derived from both approaches, an important aspect to consider is
the spatial homogeneity of the measurement site.

Spatial surveys have, therefore, been conducted during BOUSSOLE monthly cruises [34],
by following a grid pattern of about one square nautical mile centred on the buoy site, during
which along-track fluorescence measurements were performed. Changes of this small-scale spatial
variability of the chlorophyll-a fluorescence are illustrated in Figure 9 (see also Figure 4 in [28]).
They show that the variability is, as expected, low during the oligotrophic summer (around ±10%).
The horizontal gradients can reach larger values during the spring bloom and during fall, with values
from −70% to +35% (not shown).

  
  

Figure 9. Example of grid surveys performed (a) in May and (b) in July 2019. The red dotted line
shows the ship track, and the black curves are the contours of the chlorophyll-a fluorescence (values are
indicated on the contour lines).
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A ±10% change of chlorophyll when chlorophyll was initially 0.1 mg m-3 (oligotrophic conditions
at BOUSSOLE) translates into changes in reflectance at 443 nm of the order of 0.0015 (3.5%).

3.3.7. Summary of the BOUSSOLE Site Characteristics Relevant to OC-SVC

The above sections have shown that BOUSSOLE is a fully characterised site in all aspects that are
needed to define relevance for OC-SVC. Extremely few examples such as this exist globally, where
hydrology, IOPs, AOPs, biogeochemical quantities (e.g., [TChl-a]) and atmospheric properties have
been continuously sampled for nearly two decades.

The site’s main geophysical characteristics are:

• Low currents.
• Moderate wind speed/wave height.
• Case-1 waters throughout the year.
• [TChl-a] concentration < 0.1–0.2 mg m−3 in summer and fall.
• Characterised kilometre-scale spatial variability.
• High occurrence of clear skies.
• Low atmospheric aerosol load throughout the year.

As for the logistics:

• Well-established oceanographic institute (>130 years) close to the site (LOV-IMEV,
Villefranche-sur-Mer, France).

• Well-established expertise in marine optics (>60 years).
• Well-trained permanent staff.
• Ships and other necessary equipment all available.
• Proven capacity to manage the BOUSSOLE platform.
• Proven record (>16 years) of uninterrupted acquisition of OC-SVC-quality observations.
• Field site identified on marine charts within an area identified for scientific work.
• Meteorological buoy managed by the French weather forecast agency 2 nmi from BOUSSOLE.

3.4. The MSEA Site

3.4.1. Location and General Characteristics

The MSEA site (Cretan Passage, South Sea of Crete; Figure 10) has been suggested by the
global evaluation work of Zibordi and Melin [24], Zibordi et al. [20] and the FRM4SOC international
OC-SVC workshop report [22] as the best region in the European Seas for OC-SVC. A more detailed
analysis of available in situ oceanographic, optical, atmospheric and satellite data demonstrated very
similar conditions in the Cretan Sea (north of Crete Island) and that a field infrastructure meeting the
requirements for Copernicus OC-SVC can be deployed there.

When combined with logistical considerations, the best site in the Cretan Sea is in the vicinity of
the HCMR operational physical and biogeochemical monitoring buoy (E1-M3A) [35]. This location,
referred to as MSEA similarly to [24], is at 35◦44′ N, 25◦20′ E approximately 26 nmi (48 km) north of
the HCMR headquarters in Crete. Specifically, it is 10 nmi east of the E1-M3A buoy to optimize the
position with respect to Sentinel-3A and B overpasses.

The site has open ocean characteristics representative of a wider area of the Eastern
Mediterranean [36], and a water depth of 1400–1500 m. HCMR has operated the E1-M3A buoy
in this locale for over 20 years within the framework of the Monitoring, Forecasting and Information
System for the Greek Seas (POSEIDON) network [37] and as part of the European contribution to the
global ocean observing system (GOOS) ocean sites operational network [38]. From this buoy, a vast
array of oceanographic and biogeochemical data has been, and continues to be, gathered for the area.
Augmenting the data from the buoy itself are monthly sampling site visits, FerryBox data from the
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Athens-Crete ferry that passes to the west of the buoy, multiple deployment Argo profiler data of the
local area and data from an AUV/glider that is autonomously and continuously operating on transects
past the buoy [35].

The proximity of the 6000 m2 HCMR-Crete research centre to the buoy provides the extensive
support facilities, in terms of laboratories, human resources and research vessel support (62 m R/V
Aegaeo; 24m R/V Philia), that are necessary for OC-SVC buoy operations. Furthermore, the waters
surrounding the island of Crete, in the Eastern Mediterranean, are characterized by very low suspended
particle concentrations, and correspond to a “no bloom” trophic regime according to [39]. The Eastern
Mediterranean, including the Cretan Sea, is generally characterized by oligotrophy throughout the
year making it very similar in this respect to the MOBY site near Hawaii [14]. The following sections
further detail the site’s characteristics that support its prime suitability for Copernicus OC-SVC.

 

Figure 10. The proposed location of the MSEA site offshore from the Island of Crete, including
bathymetry of the area.

3.4.2. Weather and General Hydrology

In general, weather and circulation conditions at the MSEA site were calm and stable with very
few extremes. Wind speeds at MSEA were generally lower and varied less than at the BOUSSOLE
site. Over the 11-year period analysed (2007–2018) very few days were recorded with an established
wind speed above 15 m s−1. The average wind speed at the site was only 5.3 m s−1 and the majority
were within the range 2–8 m s−1. High wind speeds (> 15 m s−1) and the associated large swells were
rare and might occur in the winter season from November to February. Dominant winds were from
the W–NW (Figure 11a), and were channelled into this main direction by the general atmospheric
circulation of the region. The Meltemi/Etesian N or NW winds are a repeating summer event for the
Cretan Sea, occurring mainly in August. They are rarely very intense and average around 6 m s−1.
Air temperature and pressure 11 year averages were 20.09 ◦C (min. 2 ◦C; max. 32 ◦C; standard
deviation (SD) 4.63 ◦C) and 1015.20 hPa (min. 995 hPa; max. 1035 hPa; SD 5.73 hPa).

Surface current data were collected from the MSEA site using an acoustic Doppler current profiler
(ADCP) installed at 1 m over the last 11 years. The currents were extremely low, i.e., in the entire
Cretan Sea the flows away from the coast were on the order of 0.1–0.3 m −1, in contrast to the Levantine
Basin, where the meso-scale circulation structures at the near-surface layers were characterized by
higher velocities reaching 0.4–0.5 m −1 [40]. Thus the majority of the currents at the MSEA site were of
this low order with a measured average over the last 11 years of 0.23 m −1. The dominant currents
were from the NNW towards the SSE (Figure 11b) and this was dependent on the position of the
semi-permanent slow-moving anticyclonic circulation feature in the Cretan Sea [41].

Wave direction generally follows the prevailing wind direction with a slight offset further west
and further north. Significant wave heights also followed the wind strength of the area with nearly
all waves under 3 m since 2007 and on average less than 1 m (Figure 11c). High swell and high
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waves (4–7 m) were extremely rare and occurred sporadically in the winter season from November to
February. The wave period for the majority of the 11 years analysed falls within the range of 2–6 s with
an average of 3.96 s.

   
  

Figure 11. (a) Wind speed (m s−1) and direction, (b) current speed (m s−1) and direction and (c)
significant wave height (m) and direction at the MSEA site (2007–2018). Data from the E1-M3A site.

Average surface water temperature and salinity levels at the MSEA site were 21.35 ◦C and 39.23 psu
respectively. The minimum surface temperature was 15 ◦C (associated with a salinity of 38.6 psu),
which was a constant value reached in winter when the water mass was fully mixed down to the bottom.
This deep mixing contributes to the formation of the bottom waters of the Eastern Mediterranean Sea.
During summer the maximum surface temperature was 29 ◦C (associated with a salinity of 39.65 psu).
Assimilation of these data together with Ferrybox and glider measurements around MSEA into the
POSEIDON models have also allowed a better description of the hydrodynamics of the site and the
wider southern Aegean area [42].

3.4.3. Phytoplankton Chlorophyll-a, Water Type and Inherent Optical Properties

In the Cretan Sea, low concentration [TChl-a] maxima tended to occur during late winter to early
spring, i.e., late February to March, associated with a very limited phytoplankton spring “bloom”.
Monthly in situ sampling of essential biogeochemical variables since 2010 and the deployment of a
sediment trap at the site contribute to the study of ecosystem functioning and carbon export potential
at MSEA [35].

Phytoplankton surface values of [TChl-a] in the offshore Cretan Sea waters varied between <0.05
and 0.2 mg m−3, during the stratified and mixing periods, with values < 0.1 mg m−3 being dominant
throughout the year. Subsurface maxima (around 20 m) may rarely reach 1 mg m−3 during the
spring bloom while deep chlorophyll maxima (below 75 m) are consistently formed for most of the
year [43] and annual primary production values yield < 25 g C m−2 [44]. This very low level of
surface chlorophyll was confirmed through the analysis of bottle samples collected from the location
of the MSEA site since the end of 2012. The HPLC data were considered the most accurate and the
triangles in Figure 12 confirmed that chlorophyll concentrations rarely rose above 0.2 mg m−3 and
values < 0.1 mg m−3 dominate.

Based on productivity and light attenuation data, Ignatiades [44] found that the waters of the
Cretan Sea have a deep blue colour and an average value of the spectral attenuation coefficient (Kd),
at 480 nm, of 0.040 m−1. During the EU-funded CINCS project (Pelagic-Benthic Coupling in the
oligotrophic Cretan Sea), five oceanographic cruises were conducted in the central Cretan Sea, focusing
on the marine sector from the coast offHeraklion and up to 1700 m depth. Transmissometry profiles
(at 660 nm) and bottle data from these revealed the presence of very faint nepheloid layers and very
low suspended particulate matter concentrations (SPM <1.5 mg m−3) [45].

In terms of hyperspectral data of IOPs and AOPs a few unpublished profiles exist for the MSEA
site. These were derived mostly from the EU FP7 project PERSEUS research cruises in the area in 2013.
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The first results from the analysis of the complete data set revealed that the Aegean, including the Cretan
Sea and MSEA site, has similar backscatter properties to the rest of the Eastern Mediterranean [46],
with bbp at low levels across the visible spectrum (0.001–0.003 m−1). The CDOM concentrations were
also found to be insignificant with values of around 3–5 ppb. The data therefore shows that MSEA
has oligotrophic clear oceanic waters that fit into Jerlov’s definition of the most transparent deep blue
waters (Case-1) [47].

 

Figure 12. Total chlorophyll-a at various depths in the surface layer at the MSEA site (red: 2 m; green:
10 m; blue: 20 m). Circles are for fluorometric [TChl-a] determinations and triangles for HPLC.

3.4.4. Remote-Sensing Reflectance

HCMR runs a marine optics suite that has been taking profiles of underwater downward irradiance,
upwelling nadir radiance and above-water downward irradiance, as well as IOPs, in the Eastern
Mediterranean from various research cruises since 2012 [48–51]. Recently, a move towards fiducial
reference measurements for Sentinel-3/OLCI validation from this optical suite has been made by
HCMR, with high quality Rrs satellite matchup analysis carried out using the radiometry profiles
taken in the waters around Crete from the PERLE-2 oceanographic cruise (February-March 2019) [52].
Furthermore, in the immediate area surrounding E1-M3A and MSEA a ProVal float was deployed
between 26/09/2019 and 17/10/2019 and took potential OC-SVC quality radiance and irradiance profiles
(see Section 8.1). Figure 13 shows an example of one of the upwelling radiance profiles down to 150 m
depth and the average derived surface Rrs spectra from all the ProVal profiles. These results compare
very well with the validation spectra and radiometry profiles of [53], all with low diffuse attenuation
coefficients (Kd and Ku) and high penetration of light across the visible spectrum, indicative of the
oligotrophic and clear transparent waters at MSEA.

  
(a) (b) 

Figure 13. (a) A typical vertical profile of the spectral upwelling nadir radiance at MSEA (ProVal data,
27/09/2019), (b) Average remote sensing reflectance spectrum at MSEA derived from 35 spectra derived
from ProVal data collected in 2019 (note the very small standard deviation).
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3.4.5. Atmospheric Parameters

Figure 8a (Section 3.3.4) emphasizes that outside of the winter months of November to February,
where all sites suffer from overcast skies, MSEA had significantly more clear skies than all other sites.
This is a significant advantage for MSEA as an OC-SVC site because atmospheric clarity is one of the
key factors in enabling enough relevant in situ to satellite matchup data.

An AERONET station has been running at HCMR-Crete since 2003 [53]. As already mentioned
this is on the northern coast of Crete approximately 26 nmi directly south from the proposed MSEA
buoy site and therefore considered to be representative of the atmosphere above the site. In general the
AERONET data indicate a typical clear marine atmosphere averaging 0.11 AOD at 870 nm with very
occasional maxima above 0.4–0.5, which probably coincide with infrequent Saharan dust events that
the entire Mediterranean basin experience [54]. Water vapour values are generally low, with maxima
in summer (August) where clear skies and high levels of solar insolation lead to higher evaporation
from the sea surface and the warmer air above the sea being able to hold more moisture. The value of
the Angstrom exponent is also an indicator of aerosol particle size [55]. Values of α ≤ 1 indicate size
distributions dominated by coarse mode aerosols (radii ≥ 0.5 μm) that are typically associated with
marine aerosols, and values of α ≥ 2 indicate size distributions dominated by fine mode aerosols (radii
≤ 0.5 μm) that are usually associated with urban pollution and biomass burning [56–58]. For MSEA
the average Angstrom exponent over the period 2003–2018 was 1.11 ranging between almost 0 (likely
clouds or dust events) and 2 (probably due to the coastal location of the AERONET station and the fact
that coastal aerosols include a larger proportion of small particles of continental origin than marine
aerosols). Nevertheless, these aerosol figures were indicative that MSEA had a clean Mediterranean
maritime environment where there was little to no urban pollution or biomass burning and the
dominant aerosol was water vapour.

In 2017, the HCMR-Crete AERONET station was moved further east along the coast to Finokalia
(35◦20′ N, 25◦40′ E) to be colocated with the rest of the international atmospheric monitoring equipment
of this European supersite [59]. The Environmental Chemical Processes Laboratory (ECPL) of the
University of Crete (UoC) has operated the Finokalia station since 1993, participating in the most
important international research networks of atmospheric research such as ACTRIS [60], ICOS [61],
GAW [62] and EMEP [63]. Ozone monitoring at Finokalia started by the end of 1997 [64–67] and
continuous PM10 observations in 2004 [68], while several intensive campaigns have taken place at the
site during the past 25 years. Thus, Finokalia observatory is now well characterized and documented
as representative of the Eastern Mediterranean background and MSEA site atmosphere. In addition to
AERONET and a fully equipped scientific weather station, its great range of atmospheric measurement
equipment allows a detailed characterization and monitoring of the atmosphere over the MSEA site.
For example, the aerosol scattering coefficient from Finokalia (Figure 14) shows an annual cycle with
maximum values observed during summer, minima during winter, while during spring secondary
maxima were observed, which were attributed to the infrequent dust transport towards the Eastern
Mediterranean. The absorption coefficient presents minimum values during winter, a local maximum
was observed in spring followed by a local minimum in June. Maximum values were observed during
summer. The same trend was observed for elemental carbon (EC) concentrations, suggesting that EC
determines the levels in the area [69].
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Figure 14. Aerosol scattering based on wet nephelometer measurements at Finokalia indicate a
declining trend since 2001. Standard deviation shown as light grey bars. Data from [70].

In situ Finokalia and satellite observations show that dust events over the MSEA (Crete) site are
infrequent and short-lived [69,71]. The frequency of desert dust events from 2000 to 2016 over the
whole Mediterranean can be seen from [72,73]. On average over the MSEA site there were 1–3 dust
events per year based on the data between 2000 and 2016. The results of these analyses for the
Eastern Mediterranean were supported by the AOD data from the HCMR-Crete AERONET station.
Furthermore, dust transport to this part of the Mediterranean region is rather a phenomenon of episodic
nature with each event lasting no more than two days [69]. At the Finokalia station the dust events
are well captured and identified from a variety of instruments and methods and therefore each event
can be identified and characterized with high temporal resolution, which will facilitate their removal
from the OC-SVC process. In addition to the ground-based observations at Finokalia, it is quite easy
to identify the dust events from the satellite OCR observations themselves [74], and then to discard
contaminated observations and not use them in the OC-SVC process.

Similarly, the air quality is very good over the MSEA site. Significant pollution from the oxides of
nitrogen gases and other urban and industrial emissions that could adversely affect the clarity of the
atmosphere for optical measurements were not evident at MSEA from satellite measurements, model
simulations, or in situ measurements at Finokalia. Seasonal means varied between 0.20 ± 0.16 ppbv in
winter and 0.56 ± 0.60 ppbv in summer, which agreed with the low tropospheric columns of NO2 seen
by satellites (e.g., TROPOMI on Sentinel-5P) over the MSEA local area [75–77].

3.4.6. Spatial Homogeneity

Figure 15 indicates stable levels of top of the atmosphere radiance as measured by S3A/OLCI over
the area of the MSEA site, both temporally and spatially. Through the 3-year analysis of the S3A/OLCI
time series and across the area of interest around the MSEA site, a consistent median of 0.13 W m−2 sr−1

was found with an SD of only 0.03–0.045 W m−2 sr−1. Furthermore, the combined spatio-temporal
analysis also confirmed these stable levels with the standard deviation varying between similar levels
of 0.03 and 0.04 W m−2 sr−1.

Evidence for high spatial homogeneity has also been obtained from surface [TChl-a] estimations
for the wider area around Crete Island, with a low spatial and temporal variability during an annual
cycle [44,78].
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Figure 15. Spatial and temporal variability of top-of-atmosphere radiance (Ltoa) from S3A/ ocean and
land colour instrument (OLCI; April 2016–May 019) over the MSEA site: (a) median of Ltoa (W m−2 sr−1)
for entire time series; (b) standard deviation (SD) of Ltoa time series; (c) combined temporal and spatial
(5 pixels × 5 pixels area) SD. (Locational coordinates (same for all panels): top left corner = 24.65◦E,
36.30◦N; top right = 25.85◦E, 36.10◦N; bottom right = 25.60◦E, 35.20◦N; bottom left = 24.40◦E, 35.40◦N).

3.4.7. Summary of the MSEA Site Characteristics Relevant to OCR-SVC

MSEA represents the most appropriate and stable open ocean calibration target in European Seas
in terms of atmospheric clarity and in situ measurement conditions. This translates into the possibility
of achieving a greater number of good matchups with the Copernicus OCR satellite sensors than at any
other site in Europe. Furthermore, oligotrophic conditions like those at MOBY and MSEA facilitate
very precise tracking of the calibration of in situ optical instruments, which is fundamental to accurate
satellite ocean colour system vicarious calibration.

3.5. The Deployment Structure

3.5.1. General Architecture and Design

To the best of our knowledge there are no commercially available off-the-shelf solutions for
deployment structures that fully answer the requirements that an OC-SVC infrastructure must meet.
These requirements, as a minimum, include:

• Minimizing shading on underwater instruments.
• Maximizing stability (low tilt, no vertical movements), under the specific weather conditions

encountered at the deployment site (in terms of currents, tides, wind and wave characteristics).
• Being deployable on a deep-water site.
• Giving easy access to divers for handling and cleaning instruments.
• Keeping above-water radiometers far enough from the sea surface to minimize sea spray.
• Installing in-water radiometers close enough to the sea surface to enable a proper extrapolation of

measured quantities to the “0-” level and far enough from the sea surface to minimize possible
impacts from storms and occasional yachting activity.

The BOUSSOLE mooring plus buoy [79] (Figure 16) was conceived precisely to meet these
requirements. It was also designed to cope with the wave heights, wave periods and currents specific
to BOUSSOLE, which a tethered buoy solution could not cope with. Readers are referred to [80] for a
full description of the existing design and deployment procedures.

This design and construction have proven to be robust and efficient through (as of today) a
17-year uninterrupted deployment time series, providing adapted hosting conditions for high-quality
radiometry measurements. Therefore, the reasons why it is recommended to continue using it in the
frame of ROSACE are:

• The concept has been theoretically evaluated, then tested on a reduced-scale model, and then
deployed successfully in real conditions.
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• The concept has been further validated by external experts [80,81].
• The concept has been demonstrated to be successful. Maintenance procedures effectiveness has

been proven over the long-term.
• Options for further improvement of the structure’s behaviour at sea (reducing tilt) have been

identified (see the next section).

In addition, analyses of the buoy tilt under actual current conditions at BOUSSOLE combined
with records of currents at MSEA also showed that this concept is suitable for deployment on both
sites. The same superstructure design would therefore be used at both sites, with the only difference
being the length of the mooring line cable, allowing HCMR to capitalize on more than fifteen years of
experience in the use and optimization of this European OC-SVC infrastructure. This is an additional
justification of reusing the BOUSSOLE concept.

Furthermore, a strategy to further improve the appropriateness of the current BOUSSOLE structure
design has been created for ROSACE, so as to increase the capacity to deliver OC-SVC matchups.

3.5.2. Upgrade of the BOUSSOLE Buoy

The design of the BOUSSOLE buoy has undergone some preliminary modifications for ROSACE
in order to optimize stability and reduce tilt. Such improvements will increase the percentage of
observations for which the uncertainty meets the requirements for OC-SVC matchups. The structural
variables to be modified to increase the buoy stability are:

1. The overall buoyancy, which is primarily determined by the volume of the main buoyancy sphere
(about 95% of the total buoyancy).

2. The distance between the centre of buoyancy of the entire buoy and the connection point to the
mooring cable.

3. The platform plus payload mass.
4. The distance between the centre of gravity (determined by the distribution of masses) and the

connection point of the buoy to the mooring cable.

Improving stability and decreasing tilt is obtained by increasing either (1) or (2) or both and by
decreasing either (3) or (4) or both.

By design, the BOUSSOLE buoy tilt is highly correlated with oceanic currents [81,82], through:

tilt = tan−1
(
α v2

)
(1)

where v is the current speed (m s−1), and α is a constant specific to the buoy design, its volumes
and masses.

This equation has been used to derive surface currents from the entire record of the tilt at
BOUSSOLE, because currents are not available there from direct measurements. This calculation
showed that current speeds are similar at BOUSSOLE compared to MSEA, where they are directly
measured (Figure 17a). This result supports the deployment of a BOUSSOLE-type buoy at MSEA.

Furthermore, using either the inferred (BOUSSOLE) or measured (MSEA) currents, we have
calculated the tilt distribution that would be obtained on both sites with the improved design, i.e.,
where the distance between the centre of buoyancy and the connection point to the mooring cable is
increased (which essentially ends up with the α constant in Equation (1) being lowered as compared to
the current BOUSSOLE design). Results are displayed in Figure 17b, and show a modal buoy tilt of 2◦
and about 70% of data with a tilt < 5◦ at BOUSSOLE. The numbers for MSEA are even better with a
modal value of 0.5◦ and 83% of data with a tilt < 5◦ (Figure 17c).

This exercise will be refined during a final design phase and confirmed through reduced-scale
model tests in water tanks (as was done for the initial BOUSSOLE design).
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Figure 16. Three-dimensional model of the BOUSSOLE buoy.

   
  

Figure 17. Distribution of (a) the current speed at BOUSSOLE (modelled; black) and MSEA (measured;
red), the modelled buoy tilt at (b) BOUSSOLE, and (c) MSEA with the improved buoy design.
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3.6. Matchup Potential of the Two Sites

Two complementary studies were performed with the aim of evaluating the matchup potential
of both the BOUSSOLE and MSEA sites. By “matchup potential” we mean the potential number of
collocations between a satellite overpass (here S3A) and a field measurement that both respect current
criteria used for the determination of OC-SVC gains.

This potential was evaluated for the MSEA site for the first time here, and is somewhat known for
BOUSSOLE, which is already used for the SVC of S3A&B/OLCI. We nevertheless included BOUSSOLE
in this study because the improvements in the superstructure that we proposed for ROSACE have a great
potential to improve the number of days where the field data are qualified for OC-SVC. The matchup
potential of BOUSSOLE would be consequently increased as compared to its current status.

The first approach is similar to that of Zibordi and Mélin [24], except it used the S3A orbit
characteristics and products, instead of SeaWiFS products. This approach gives a potential number of
SVC-qualified matchups at both sites assuming that field data of the appropriate quality are available
at the time of each of the selected satellite overpasses.

The second approach uses real field observations, i.e., eleven years of data collected at BOUSSOLE
from 2007 to 2017, combined with typical overpass predictions of S3A. It allows analysing the impact
on the number of matchups of various criteria related to the quality of the field data at both sites (such
as the buoy tilt or the sun zenith angle, SZA).

3.6.1. Potential for OC-SVC Matchups: Satellite Approach

For this approach, all S3A overpasses for 2016, 2017 and 2019 were considered as potential
matchups, regardless of the field measurement conditions (e.g., buoy tilt, wind). The year 2018 was
not included due to technical issues delaying the access to S3A data. It should be noted that for the
sake of comparison the MOBY site was also included in the exercise.

Satellite data might be used for OC-SVC when (see [3,4]):

• The SZA is lower than 70◦.
• There is no sun glint or saturation of the image.
• There is no cloud contamination in the image or whitecaps.
• The viewing zenith angle (VZA) is lower than 56◦.

Two additional criteria were also considered:

• Aerosol optical thickness (AOT) < 0.15 at 865 nm (low enough so that atmospheric correction has
a chance to perform well).

• [TChl-a] concentration < 0.2 mg m−3 (meso- to oligo-trophic waters).

To estimate the most sensitive parameter at MSEA and at BOUSSOLE, these criteria were
considered sequentially (e.g., one by one) and then globally when all were applied. The annual number
of matchups satisfying the conditions was compared to the number of overpasses. To do that, the total
number of matchups was divided by the number of months covered by this study (i.e., all months
covered in 2016 + 2017 + 2019) and then multiplied by 12, to get an annual estimation. Results are
summarized in Table 1. Note that the VZA criterion was not included because it did not eliminate
any data.

Considering all OC-SVC requirements, adding MSEA to BOUSSOLE allows increasing the number
of matchups by a factor of 3 as compared to a BOUSSOLE-only scenario. Therefore, 44 potential
matchups per year might be expected when both sites are combined.

Both sites appeared to be strongly affected by the criterion on the AOT, which eliminated 60%
of matchups on average for MSEA and BOUSSOLE. This was actually inconsistent with the field
measurements of AOT at BOUSSOLE and MSEA, which showed average values at 865 nm generally
<0.1, with very few situations where it was >0.15. This clearly indicates an overestimation of AOT by
OLCI. Therefore, the AOT criterion has to be considered with caution.
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Table 1. Impact of each selection criterion when taken individually, and when combined together
(last column) with the threshold values indicated in the text. The percentage reductions (rounded to
integers) are calculated from the number of matchups after excluding the glint risk (so N = 123 for
BOUSSOLE, 103 for MSEA and 81 for MOBY). GLO corresponds to the OC4ME algorithm and Med to
the MedOC4ME algorithm.

N Overpass SZA Glint Cloud AOT
[TChl-a] All Criteria

GLO Med GLO Med

BOUSSOLE
N matchup 149 134 123 80 59 45 74 12 20
% reduction 10 17 46 60 70 50 92 87

MSEA
N matchup 144 144 103 95 57 88 95 32 32
% reduction 0 28 34 60 39 34 78 78

MOBY
N matchup 111 111 81 66 58 74 31
% reduction 0 27 40 48 33 72

The second most influencing criterion was the total chlorophyll-a concentration. It was
somewhat less critical for MSEA, with 39% of matchups eliminated compared to BOUSSOLE with
70%. This estimation was obtained with the global chlorophyll algorithm (OC4Me, [82]), however,
which was known to significantly overestimate the chlorophyll concentration in the Mediterranean Sea,
in particular for low-chlorophyll waters (e.g., [83]). Performing the same exercise using the MedOC4ME
regional algorithm [84] greatly decreased the impact of the [TChl-a] criterion, ending up with only
50% of discarded matchups at BOUSSOLE and 34% at MSEA (i.e., comparable to MOBY where the
percentage was 31%), for a total of 52 potential matchups for the whole infrastructure. These numbers
were confirmed by the study using the BOUSSOLE field measurement (see the subsequent section).
The MSEA site was also clearly shown as the one where clear skies most often occurred.

3.6.2. Potential for OC-SVC Matchups: Field Data Approach

For this study, we used the actual 2017 S3A overpasses over BOUSSOLE and MSEA, and we
matched these times with the field observations at BOUSSOLE for each and every one of the eleven
years from 2007 to 2017. This means that for the MSEA site we assumed that a buoy would have been
deployed there and would have provided the same in situ time series as BOUSSOLE, except for the
[TChl-a] and buoy tilt. The total chlorophyll-a was replaced by the MODIS chlorophyll-a at MSEA for
the period 2007–2017. The tilt was computed from the measured current speeds at MSEA using the tilt
vs. current equation. The same method was applied for both the current and improved buoy designs.
Performing the analysis in this way, we did not take into account the slight shift that occurs year after
year in the overpass times, yet this was not critical inasmuch as we used 11 years of field observations,
which allowed the calculation of a relevant average of how many field observations would qualify for
a matchup.

The parameters that were considered to determine whether a matchup pair (overpass and field
observation) is suitable for OC-SVC were the sun zenith angle at the time of the overpass, the satellite
view angle, whether there is a glint risk, the buoy tilt, a clear sky index (corresponding to the cloud
elimination with the satellite approach), the wind speed and the total chlorophyll-a concentration.
The last four parameters were taken from the field measurement closest to the satellite overpass
(maximum allowed time difference is 3 h). Note that, by virtue of the buoy design, the wind speed and
tilt criteria were somewhat redundant because the wind speed largely determines the surface currents
at BOUSSOLE and MSEA. For BOUSSOLE, the clear-sky index was calculated as the absolute value of
one minus the ratio of the measured above-water downward irradiance to its value modelled for a
clear sky [85]. Therefore, values lower than, e.g., 0.1, mean that downward irradiance is within 10%
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of its theoretical clear sky value. For MSEA, this index was calculated using AERONET data and a
radiative transfer model.

The following thresholds were used [3,4]:

• No glint risk.
• SZA at the time of the satellite overpass < 70◦.
• VZA < 56◦.
• Clear-sky index < 0.1 at BOUSSOLE and MSEA, as in [3].
• [TChl-a] < 0.2 mg m−3.
• Buoy tilt < 5◦.
• Wind speed < 7.5 m s−1.

These thresholds are the ones currently used for OC-SVC or recommended here for selecting
data with the lowest uncertainties. For both sites, we evaluated the matchup numbers using both the
observed buoy tilt and the modelled buoy tilt that the proposed design adaptations would provide (see
Section 3.5.2). Results are displayed in Figure 18 and in the following we only refer to results obtained
with the modelled tilt for brevity.

With such a selection, the average number of matchups was 29 at BOUSSOLE and 42 at MSEA
(Table 2). These numbers were obtained with the actual BOUSSOLE time series, during which the
buoy collected data on average during 83% of the time (was 90%–100% in many years, and down to a
minimum of 58% in 2008 when a ship collision occurred). If we assume a fully operational system
working 100% of the time, the number of matchups increases to 36 at BOUSSOLE and 52 at MSEA.

Therefore, a conservative estimate of the matchup potential for the ROSACE infrastructure was of
about 70 matchups every year and about 90 matchups for a fully operational infrastructure.

Figure 18. Potential number of valid system vicarious calibration (SVC) matchups at BOUSSOLE and
MSEA. The open symbols are for the current buoy design and tilt values. The dark symbols are for tilt
values that would be observed with the improved buoy design. The larger symbols on the left side of
each panel show the average values for each time series.

Table 2. Statistics of matchups reduction following quality criteria.

Elimination Criteria

Collocation

Satellite
Measurements

Field Measurements All

Glint SZA Clear-sky [TChl-a]
Buoy
Tilt

Wind
Speed

83%
rate

100%
rate

BOUSSOLE
N matchups 175 133 120 55 88 89 96 29 36

% reduction 24 10 58 34 34 28 78 73
MSEA

N matchups 168 115 115 52 109 98 84 42 52

% reduction 30 0 54 6 14 28 63 55
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Table 2 shows the impact of each criterion when taken individually. Accounting for the "glint
risk" eliminated about 24% of all satellite overpasses at BOUSSOLE, and 32% at MSEA. This difference
is a direct effect of MSEA being at a lower latitude, making it slightly more prone to sun glint than
BOUSSOLE. This criterion determines a fixed starting point in terms of the number of potentially
usable matchups, before other criteria are taken into account.

Table 2 also shows that the observation and sun geometries were not critical. All matchups at
MSEA were below the thresholds for the SZA and VZA at the time of the satellite overpass. Only 10%
of matchups were eliminated at BOUSSOLE for the SZA being larger than 70◦ and none at MSEA.

The parameter with the strongest impact on the number of matchups was the clear-sky index.
Note, however, that it was set to a rather low value here so the estimate is conservative. The [TChl-a],
wind speed and tilt criteria had roughly the same impact at BOUSSOLE. For MSEA, [TChl-a] was not a
significant criterion at that site as it was low throughout the year. The analysis was not repeated for
Sentinel-3B because similar, actually probably identical, numbers can be anticipated inasmuch as the
orbit characteristics are globally the same as those for S3A.

It should be remembered that this exercise uses thresholds on various parameters for the
selection of in situ data. This is not what is eventually recommended for the future Copernicus
OC-SVC infrastructure, where the selection should be driven by the uncertainty associated with each
measurement. It is foreseeable that data not included here, on the sole basis of how they compare to
thresholds on selected parameters, could actually be selected if their uncertainty was accounted for (i.e.,
because it was revealed to be low). The rather stringent criteria (thresholds) we have used here make
the opposite situation very unlikely (i.e., where data selected here would eventually be revealed as not
appropriate). In the end, the number of matchups is likely to be equivalent to what we found here, i.e.,
between 70 and 90 each year for the combined ROSACE infrastructure (MSEA + BOUSSOLE).

4. The Optical System and Calibration Strategy and Equipment

4.1. Technical Requirements for the Field Radiometers

The technical requirements for a field radiometer dedicated to providing measurements in support
of OC-SVC were defined in [21]. These can be summarised as:

• The radiometers have to measure the underwater nadir radiance, Lu, the above-water downward
irradiance, Es, and the underwater downward irradiance, Ed. The latter is not strictly speaking
used for OC-SVC, yet is needed to allow the determination of the diffuse attenuation coefficient
for downward irradiance, Kd, as a proxy for absorption, itself useful for self-shading assessment.

• Spectral coverage should be sufficient to cover both the in-band and full-band spectral
characteristics of the satellite sensor, specifically 380–900 nm for S3/OLCI, S2/MSI and ideally from
340 nm for the future NASA Plankton, Aerosol, Cloud and ocean Ecosystem (PACE) mission.
The measurements should be hyperspectral, i.e., sampling the full spectral range at a resolution
better than 3 nm, with a sampling interval of about 1 nm. The spectral calibration and its stability
must allow maintaining the radiometric accuracy of the retrieved products (typically 0.2 nm for
each channel of the field spectrometer).

• Stray light shall be characterised for each radiometer, so that appropriate correction can be applied
to measurements.

• Radiometric calibration of the radiometers (in air) must be held to 1%–2% uncertainty in the VIS
domain (above 400 nm) and traceable to SI units.

• For underwater radiance radiometers, the half-angle field of view (FOV) should be < 10◦, although
this requirement can be relaxed in open ocean waters as far as the instrument does not see the
deployment platform.

• The immersion factors should be experimentally determined for each radiometer.
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• The temperature response of the detectors shall be determined, and the internal temperature of
the instrument measured continuously so that temperature effects are known, quantified and can
be corrected.

• The polarisation sensitivity of the radiometers must be less than 1% and fully characterised.
• Dark signals shall be measured and corrected.
• The linearity of the detectors must be characterised and corrected to have an uncertainty of less

than 0.1%.
• The cosine response of the surface irradiance radiometers shall be characterised, so that appropriate

correction can be applied to measurements.

These requirements cannot be met with commercial, off-the-shelf instrumentation [86], which is
why ROSACE includes development of new European radiometers specifically dedicated to OC-SVC.
Besides the need to match stringent technical requirements, this development also conforms to the
long-term vision of ROSACE, which implies that we assume and maintain control of the instrumentation
we use. European expertise in developing high-quality optical and radiometric instrumentation for EO
and in related domains is at the highest level and its use is strongly recommended.

4.2. Predesign of the Optical System

A spectrometer-based solution is proposed to meet the requirements previously summarised.
In order to properly cover the spectral range and to avoid low signal-to-noise ratio (SNR) in a given
part of the spectrum when the other part is optimised, two spectrometers are included, one for the blue
part of the spectrum and the other one for the longer wavelengths, similarly to what was developed
for MOBY [14]. After an evaluation of various manufacturer designs, preliminary specifications for
radiance and irradiance sensors that meet the OC-SVC needs have been defined and are provided in
Table 3.

The radiance instrument predesign is shown in Figure 19a. It uses a Gershun tube design coupled
to a multimode fibre located between the collector and the spectrometer. Three components follow on
the optical path: a motorized beam shutter allowing precise measurement of the dark signal, a short
pass filter with cut-on wavelength at 900 nm to block NIR illumination (especially for calibration with a
high power FEL lamp), and a dichroic beam splitter that separates the red and blue parts of the spectrum.
Each of the two beams is coupled into a multimode fibre that is connected to each spectrometer.

 
 

 
 

Figure 19. Preliminary design of (a) radiance radiometer and (b) irradiance radiometer.
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The irradiance instrument (Figure 19b) shares most of the predesign of the radiance instrument,
apart from being equipped with a flat cosine diffuser. The above-surface radiometer will also be
equipped with a heat sink (dissipater) to avoid excessive heating of the instrument body when exposed
to direct sun.

More detailed characteristics of the radiance instrument predesign are as follows:

• The optics is made of fused silica (HPFS 7980 or 8655) with minimum 92% internal transmission in
the whole spectral range (340–900 nm). The standard MgF2 coating as a broadband antireflection
coating will be used.

• The Gershun tube includes four levels of black anodized aluminium baffles, for FOV definition
and geometric stray light reduction. The half FOV is set at 7◦ in water.

• The shutter is mounted in a translation/rotation stage. It is made of black anodized aluminium on
both sides.

• To avoid light scattering into pixels from the high intensity of the incandescent calibration source
in the NIR domain, a short-pass filter is inserted in the optical path with a cut-off wavelength
centred at 900 nm.

• The dichroic beam splitter is a broadband dichroic mirror with wavelength cutting at 500 nm.
All beam splitters have little dependence on polarization at 45◦ with a cone half angle of 7◦.

Table 3. Preliminary specification of the radiometers based on commercially available
spectrometer modules.

Characteristics Preliminary Specifications

Field of view Radiance half angle: 7◦ (9◦ in air)
Irradiance: cosine response in fused silica diffuser

Detectors 2048 × 1 CMOS/2048 × 20 Back-thinned CCD

Entrance slit 10 × 750 μm

Pixel size 14 × 200 μm/14 × 14(×64) μm

Bandwidth range 340–1100 nm

Spectral sampling 0.3 nm/pixel

Spectral accuracy 0.2 nm

Spectral resolution 1 nm

Stray light <0.03% @ ± 40 nm from peak

Temperature shift <0.02 nm/◦C
Acquisition module 16 bit ADC

Integration time >10 ms

Frame rate Typical 6 Hz- Programmable (remote, depends on
spectrometer driver and processing)

Power requirements <5 W without cooling (to be confirmed with real
measurement)

Housing Black anodized aluminium

Size 300 mm long (not including connector) 100 mm
diameter

Weight <2 kg

Operating temperature −10 to +50 ◦C

The fibre optics are kept as short as possible, and include a loop to ensure good depolarization.
They have a multilayer, armed black protection to ensure no stray light from outside of the fibre. They
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are linked via a coaxial connector (SMA905 type), have a broadband anti reflection hard coating and
are solarisation resistant. The SNR is dependent on the signal (S), on the dark signal (D) and on the
reading noise (read Np). The uncertainty is given by the same parameters and the number of pixels
used for the dark (Nd). Np and tint are the number of pixels used for the signal and the integration
time respectively. The equation for the SNR is therefore:

S
N

=
S tint Np√

(S + D) tint Np + read Np

(2)

and the relative uncertainty is given by:

ΔS
S

=
1

S tint Np

(
N +

√
D tint Nd + read Nd

Nd

)
(3)

With this approach, we neglected the noise introduced by analog-to-digital conversion (ADC).
The ADC is chosen carefully enough not to degrade the signal to noise ratio. Typical SNR values
are provided in Table 4, for an integration time of 2 s (accumulation of 20 measurements each at
0.1 s of integration time), and a pixel binning leading to a 1 nm spectral resolution. The slit size was
10 × 750 μm.

Table 4. Signal to noise ratio at 2 s acquisition duration for average (Ltyp) and maximum (Lmax) levels
of radiance recorded at BOUSSOLE and associated uncertainties.

SNR Uncertainty (%)

2 s Ltyp Lmax Ltyp Lmax

683 511 1797 0.211 0.057
665 503 1772 0.214 0.058
560 2327 7564 0.044 0.013
510 2216 7214 0.046 0.014
490 2170 7069 0.047 0.014
443 2059 6717 0.050 0.015
412 1982 6474 0.052 0.016

4.3. Predesign of the Radiometers and Data Acquisition and Transmission System

Each radiometer (Figure 20) was equipped with the following components:

• The light collecting optics.
• Two spectrometers and their drivers.
• A depth sensor.
• Three temperature/relative humidity sensors.
• One-stage Peltier systems to thermally stabilize the spectrometers.
• Radiators in contact with the structure for heat dissipation (above-water instrument only).
• A 2-axis tilt sensor.
• A driver for the motorized shutter.
• An acquisition and communication card.
• A power supply card.
• Standard marine connectors.

The diameter of the instrument housing was minimized to reduce self-shading. Protection against
biofouling will be provided by the use of UV diodes. Power requirements were less than 5 W peak
without the thermoelectric cooling.

The central acquisition system will use an embedded Linux system, which will have the capability
to drive the acquisition scenario (automatic and manual modes), to process any kind of data from all the
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instruments (data compression without loss, data reduction by analysis). The communication between
most of the components will use serial protocols. The system will be able to check the state of every
component, to start and shut it down if necessary, and to reboot the complete buoy system. There was
no risk of loss of data due to the use of redundant flash memory (4 TB × 2) with and/or without
connectors. The embedded software will be configurable and upgradable through remote control.

The transmission system will be separated from the central acquisition system to avoid any
electromagnetic perturbations. It will provide a secured remote access of all components through
a Wi-Fi connection (useful for maintenance from a ship). It will have a GPS system and be able to
communicate via satellite bidirectional communication (typically iridium). Priority will be given to
near real-time (NRT) transmission of diagnostic data about the platform behaviour, and essential
subsets of radiometry measurement. The entire full resolution data set will be downloadable during
buoy servicing.

Power will be supplied by three 75 W solar panels (similar to what BOUSSOLE currently
uses). One of the defining parameters is how much energy will be needed for the spectrometer
cooling. The produced energy will go through a charge regulation system to protect the batteries.
High-performance LiFePO4 batteries will be used, allowing a high number of charge cycles.

  

  

Figure 20. Computer assisted predesign of (a) the radiance instrument with the front optics, copper
plate, ultraviolet (UV) light-emitting diode (LED) and the depth sensor and (b) the above-surface
irradiance sensor with the cosine collector and the thermal cooling interface (radiator).

Adapted versions of the radiometers will be developed for use on a free-fall profiling system
to be deployed from ships during servicing cruises to the mooring sites. This profiling system will
be conceived as a transfer radiometer, also allowing inter-comparisons to be performed between the
infrastructure sites and other similar OC-SVC sites, e.g., MOBY.

4.4. Absolute and Relative Calibration and Characterization: Strategy and Equipment

4.4.1. General Architecture

The characterization and calibration strategy must allow the OC-SVC uncertainty requirements
to be met for the field instrumentation. For this to be accomplished, many steps of absolute and
relative calibration and characterisation of the field radiometers are required. This is why the
ROSACE infrastructure involves an NMI, i.e., the United Kingdom National Physical Laboratory
(NPL), which will be responsible for SI traceability—providing absolute calibration standards and
overall supervision and realisation of the full characterisation and calibration process.

For absolute radiometric calibration of irradiance sensors at the field site facilities (LOV-IMEV and
HCMR), we proposed to use FEL lamps as irradiance standards. FEL is the American National Standards
Institute (ANSI) designation for a standard 1000 W quartz tungsten halogen lamp. These lamps are
commonly used as calibration sources and will be routinely calibrated at NPL using the spectral
radiance and irradiance primary spectroradiometer (SRIPS) facility [87].
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For the radiance sensors we proposed a new absolute radiometric calibration system based on the
spectroscopically tuneable absolute radiometric calibration and characterisation optical ground support
equipment (STAR-CC-OGSE; Figures 21 and 22) facility that is currently under development at NPL.
STAR-CC-OGSE will be used for the initial characterization and calibration of the new radiometers
by NPL. The use of the STAR-CC-OGSE system allows very low uncertainty absolute radiometric
calibrations for the optical system of ROSACE, including detector nonlinearity, polarisation sensitivity
and stray light.

Then for the routine radiance sensor calibrations we proposed to build a smaller integrating
sphere-based system (SMART-CC; Figure 23) that will be based at the field site facilities (LOV-IMEV
and HCMR) and used more regularly.

This laboratory-based equipment will be complemented by a hand-held, field deployable,
radiometric stability monitoring device (IN-SITU-SC), to be deployed during monthly servicing of the
buoy and “in air” intercalibration facilities for comparisons between radiometers against common
natural or standard targets for pre- and post-deployment verifications in realistic conditions.

The main characteristics of these innovative elements are provided in the three subsequent sections.

4.4.2. NMI Primary Absolute Radiometric Calibration and Characterisation: The STAR-CC-OGSE System

The STAR-CC-OGSE is a versatile facility for the radiometric calibration and characterisation
of various sensors. This system is comprised of an integrating sphere fed by a tuneable Ti-Sapphire
based laser (including harmonic generation) to produce a monochromatic radiance source. It allows
monochromatic continuous tunability from 260 to 2700 nm (although more commonly available in
more limited spectral ranges to suit customer applications). In addition, the same sphere includes a set
of calibrated and uncalibrated lamps to produce a broadband (white light) radiation source extending
over the same spectral extent. The sphere output is monitored by a set of monitoring photodiodes.
The radiance of this system at chosen wavelengths can be calibrated with an uncertainty of better
than 0.5% via a silicon trap detector that is itself calibrated against the NPL cryogenic radiometer [88].
The laser radiation is despeckled, depolarised and intensity stabilised.

 

Figure 21. The main elements of the National Physical Laboratory (NPL) spectroscopically
tuneable absolute radiometric calibration and characterisation optical ground support equipment
(STAR-CC-OGSE) system.
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Figure 22. Computer assisted design of the STAR-OGSE-CC (excluding the laser).

The STAR-CC-OGSE comprises of two illumination systems each able to deliver broadband and
monochromatic radiation:

• A large aperture SI-traceable calibrated integrating sphere source primarily for radiometric
calibration and characterisation.

• A collimated beam source, equipped with an interchangeable, position fine-tuneable feature mask
for optical performance characterisation. The features of the mask can be readily customised to
suit various applications.

The main radiometric specifications of the STAR-CC-OGSE are listed in Table 5.

Table 5. Main radiometric specifications of the STAR-OGSE-CC.

Radiometric source aperture size Max. 200 mm diameter

Monochromatic spectral range 260–2700 nm

Broadband spectral range 250–2700 nm (equivalent to 3000 K blackbody).

Monochromatic typical radiance (radiometric sphere)
Over full spectral range 0.05 W m−2 sr−1 (laser

bandwidth)−1 to 5 W m−2 sr−1 (laser bandwidth)−1

Corresponds to input laser power of 10 mW to 1 W

Broadband typical radiance Variable in steps (ten times 10%) spectrally invariant.
Max. > 3000 W m−2 sr−1 μm−1

Radiometric accuracy <0.5% (in air/vacuum)

Radiance spatial uniformity Typically <0.15% PV (application dependent)

Radiance temporal stability <0.1% duration of a measurement

Monochromatic source line width <0.2 pm

Monochromatic source tuning step size <1–5 pm

Monochromatic source wavelength calibration <0.2 pm (PV)

Calibrated TVAC-compatible radiance monitor <0.5% (k = 1) [TBC]

Collimator focal length and F/# 1000 mm and F/5 (max collimated beam size 200 mm
diameter)

4.4.3. Site-Based Routine Absolute Radiometric Calibration: The SMART-CC System

This system will be developed by NPL and be permanently placed at LOV-IMEV and HCMR’s
ROSACE calibration laboratories to allow for routine calibration and stability checks without the need
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for the instruments to be shipped. Using an integrating sphere-based system will reduce time and
repeatability issues related to the traditional FEL and panel calibrations by minimising alignment
efforts. The SMART-CC (Figure 23) will be an integrating sphere-based system allowing for absolute
radiometric calibration, instrument stability checks and stray light and spectral calibration checks
using a few key wavelengths. It can be seen as a mini version of the STAR-CC-OGSE without the
tuneable laser option. This system will be calibrated at NPL on the SRIPS facility and will provide a
broadband calibration source. It will have an accompanying calibrated radiometer to check for stability
variance. In addition, diode lasers will be fed into the sphere providing a monochromatic source for
selected wavelengths. Thus, this system will allow detection of any changes in spectral accuracy or
stray light for the selected wavelengths. Any inconsistency detected using the SMART-CC system will
have to be fully investigated by the STAR-CC-OGSE.

Some practical aspects of using the SMART-CC system are:

• Radiometer mounting: custom designed self-centring mounts to ensure the same position to
within a few microns between calibrations.

• Light sources: the broadband source will be a quartz-tungsten-halogen (QTH) lamp. This may
simply be a QTH bulb positioned at one of the sphere ports and powered with a suitable, stable
power supply. For the greatest stability it is best to use a lamp in a housing with a feedback loop
provided by an internal, thermoelectrically cooled photodiode. In addition, to minimize the use
of the sphere surface for coupling, quasi-monochromatic sources such as temperature controlled
single mode lasers, will feed into the sphere via optical fibre.

• Room stray light: to ensure external stray light does not affect the calibration of the radiometers,
the SMART-CC system will be enclosed to block the ambient light during measurements.

• Sphere monitoring: silica detectors are well known to be linear over several decades’ incident
optical power and stable over long periods of time. Use of a trap detector in the accompanying
radiometer will allow identifying any drift in the SMART-CC system in excess of 0.2%.

 

Figure 23. The main elements of the NPL SMART-CC system and interaction with the IN-SITU-SC.
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4.4.4. Routine Relative Calibration in the Field: IN-SITU-SC

In order to follow possible changes in calibration and also biofouling contamination, a portable,
field-deployable, relative calibration source will be developed for ROSACE. It will be used during
buoy servicing to characterize the responsivity of complete instruments (including entrance optics)
before and after cleaning. While the relative calibration source does not have to be SI-traceable, it must
be well characterized and have good short-term stability (i.e., the duration of the cleaning and source
measurements). Long-term stability of the source, i.e., stability across successive 6-month deployments
of the radiometers, is not strictly required, but desirable and will be monitored with the SMART-CC.

A broadband emission in the VisNIR spectral range is needed and should not change with
time or temperature. The radiant flux level and/or spectral shape will be easily switchable between
pre-sets for validation of different instrument modes (e.g., upwelling radiance, downward irradiance).
The instrument will be operable down to 20 m, be easily mounted onto underwater radiometers,
and have an operating ambient temperature range of 10–30◦. It will be battery powered and have
slightly positive buoyancy so it is not lost in case of accidental release.

The solution proposed is based on LEDs, whose optical power and thermal control are needed to
ensure constant intensity and spectral shape of the emitted light. The optical design concept suggested
is presented in Figure 24a. The radiant flux from a white LED source is directed towards a diffusing
window. The radiometer being tested measures the flux that is transmitted through the diffuser and
is scattered forward towards the fore optics of the radiometer. An optical feedback photodiode (PD)
measures the radiant flux that is backscattered from the diffuser. The photocurrent generated by the
PD is used for adjusting the LED current.

  
 

Figure 24. (a) General optical design concept of the IN-SITU-SC. DUT—optical entrance of the device
under test, PD—feedback photodiode. Solid arrows denote the radiant flux from LED to the diffuser,
dashed arrows mark the flux scattered from the diffuser. (b) Subsystem module diagram for the portable
stability-monitoring device, with electrical connections shown with dashed lines, data connections
with solid lines.

The optical power and thermal control of the light source, the user interface for switching modes,
and battery management will be handled by a main control unit (MCU). The MCU will also take care
of monitoring and logging of internal environmental parameters (temperature and humidity) as well
as light source operating parameters (current, voltage and LED temperature). All the logs will be time
stamped using an internal real time clock and stored in a non-volatile memory for retrieval via the
external interface after the field deployment. The subsystem module diagram of the IN-SITU-SC is
shown in Figure 24b.
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The mechanical design must be robust enough to tolerate field operations and moderate
overpressure, yet light enough to be able to float on water and not sink if accidentally released
by the diver. In addition, the mechanical design must be corrosion-resistant in a marine environment
and provide sufficiently good heat transfer between the thermoelectric cooler of the LED and the
surrounding water. The mechanical design should ensure a precise and repeatable mechanical fit to the
spectrometer fore optics while blocking all possible ambient radiation. The surroundings of the optical
output window must allow air bubbles to escape easily and prevent them getting trapped between the
IN-SITU-SC and the entrance of the radiometer being validated.

4.4.5. Summary of the Calibration Strategy

In summary, the main elements of the calibration strategy for ROSACE are:

• STAR-CC-OGSE, allowing very low uncertainty absolute radiometric calibration and full
radiometric characterisation using the new NPL tuneable laser system, to be used on brand new
radiometers and then as needed (for example if a radiometer had to be repaired).

• SMART-CC: low uncertainty (1%–1.5%) regular calibration stability checks and absolute
radiometric recalibrations of radiance sensors via instrument swap-out using the NPL designed
non-tuneable laser-integrating sphere-FEL based system. If the results of these regular calibration
and stability tests are unsatisfactory, for example showing significant change in radiometer
responsivity, then the instruments are sent to NPL for recalibration/recharacterisation using
the STAR-CC-OGSE.

• FEL lamps: regular calibration stability checks and absolute radiometric calibration of irradiance
sensor using standard 1000 W quartz tungsten halogen lamps. These standards are regularly
recalibrated at NPL after maximum 50 h of use.

• IN-SITU-SC: a field deployable relative calibration source to check stability of the optical
instrumentation in situ during monthly maintenance cruises.

• In-air reality checks: a custom intercalibration bench will be developed to allow relative comparison
between radiometers before and after deployment in realistic conditions. This will be realized by
acquiring data with radiometers pointing toward the sun or a common target (calibrated blue
fabric) in a natural environment (in air) not perturbed by reflections and shadowing and with a
spectrum closer to what the instruments experience when deployed. These verifications extend
the strict laboratory conditions in which the calibration is realized in order to detect possible
anomalies in the radiometer response.

4.5. Biofouling Mitigation

At least three types of biological perturbations have to be taken into account when making
radiometry measurements from an ocean buoy: biofouling on instrument collectors and housings,
large biological organism shading/reflections, and biological waste.

Biofouling is unavoidable at sea and can have a strong impact on optical measurements. Several
mitigation devices have been used in the past and have proven to be instrumental in increasing the
number of bio-optical observations not affected by growing bacteria and larger marine organisms,
for example the use of copper sheets, plates or robotic shutters and pulses of ultraviolet radiation.
A combination of the copper and UV approach will be used for ROSACE [89,90].

Birds occasionally rest on buoys, which can generate shadow or deposit biological waste.
The possibility to adapt existing auditory or mechanical devices to the marine environment for keeping
birds away from the mooring will be considered [91]. Comparing the relative temporal changes in the
above-water Es and in-water Ed is also an efficient way to detect such anomalies, when both diverge in
their changes (implemented for the BOUSSOLE data processing).

Moorings also unavoidably attract marine life. While very large marine organisms like cetaceans
only occasionally swim close to moorings, smaller size fishes habitually find shelter and food close to
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moorings and can potentially perturb radiometric measurement. They can generate “peak” shadows
or reflections, which are easily removed by filtering the raw data (because data are recorded at a high
frequency during the acquisition sequences that last at least one minute). The presence of those fishes
does not modify the bulk optical properties of the water mass, however.

5. Uncertainty Budget

5.1. Methodology

The guide to the expression of uncertainty in measurement (GUM) [92] provides a framework
for how to determine and express the uncertainty of the measured value of a given measurand (the
quantity that is being measured). Within the GUM framework, uncertainty analysis begins with
understanding the measurement function and is then performed by considering in turn each of the
different input quantities to the measurement function. Each input quantity may be influenced by one
or more error effects, which are described by an uncertainty distribution. These separate distributions
may then be combined to determine the uncertainty of the measurand, using the analytical method
called the law of propagation of uncertainties or the numerical method using a Monte Carlo method
(MCM) simulation that is summarized in the GUM supplement [93]. An example of BOUSSOLE’s in
situ radiometric measurement uncertainty budget using MCM is described in [93].

In addition, we proposed to use a recently developed framework within the fidelity and uncertainty
in climate data records from Earth observations (FIDUCEO) [94] project. This framework applies
rigorous GUM-based metrological methods to satellite sensor fundamental climate data records
(FCDRs) [95], where a schematic representation of the measurement function, called the uncertainty
tree diagram, formed the basis of the analysis (Figure 25).

Figure 25. Water leaving radiance in situ measurement uncertainty tree diagram.

At the centre of this diagram is the measurement function—here with the measurand as
water-leaving radiance, Lw, and input quantities such as underwater upwelling radiance at depth z1,
Lu,z1 , and the attenuation coefficient for the nadir upward radiance, Ku. From this function, branches
spread out from each input quantity, which may themselves be determined by their own measurement
functions (for example here Ku is determined from the upwelling radiance measurements acquired at
two different depths), to their uncertainty. This uncertainty can be traced back through to its impact
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on the measurand by the sensitivity coefficients on each branch. Finally, the effects that cause each
respective uncertainty are connected to the end of each branch.

Note that we should also consider the extent to which the measurement function describes the
true physical state of the instrument, which is accounted for by including the term +0 at the end of the
measurement function. This explicitly represents effects that are expected to have a zero mean and are
not captured by the measurement function (i.e., there is an uncertainty associated with this quantity
being zero).

Each of the effects identified at the end of each of the branches should then be understood,
quantified and reported in an “Effects Table” that documents:

• The uncertainty associated with the given effect.
• The sensitivity coefficient required to propagate the uncertainties associated with that effect to

uncertainty associated with the measurand.
• The correlation structure over spatial, temporal and spectral dimensions for errors from this effect.

Table 6 shows an adapted form of the FIDUCEO “Effects Table” for use in describing error effects
in the OC-SVC process, with description of how it should be populated.

Table 6. Table for codifying the uncertainty due to an error effect and its correlation structure.

Table Descriptor How This is Codified

Name of effect
A unique name for each source of
uncertainty in a term of the measurement
function

Affected term in measurement function Name and standard symbol of affected term

Instruments in the series affected
Identifier of the specific
instrument/deployment where this effect
matters

Correlation type and
form

Temporal within deployment
Forms of correlation described in detail in
[96]Temporal between deployments

Spectral (hyperspectral in-situ)

Correlation scale

Temporal within deployment In units of spectral pixels, measurements or
deployments in time—what is the scale of
the correlation shape?

Temporal between deployments
Spectral (hyperspectral in-situ)

Channel/band
List of channels affected OLCI channel names in standard form
Error correlation coefficient matrix OLCI cross-channel correlation matrix

Uncertainty
PDF shape Functional form of estimated error

distribution for the term
units Units in which PDF shape is expressed

magnitude Value(s) or parameterisation estimating the
PDF width

Sensitivity coefficient
Value, equation or parameterisation of
sensitivity of measurand to term

A full description of all components presented in Figure 25 and examples of their effects tables are
provided in Appendix A.

To propagate uncertainty for the measurands of interest (water-leaving radiance, downward
irradiance, water-leaving reflectance and normalised water-leaving reflectance) we proposed the
following approach.

Measurement functions are defined based on the tree diagrams, including all raw inputs (see
Figure 25), and which are defined as quantities that can have an influence on the measurand values.
These were used for all processing steps rather than intermediate quantities (for example Ku in the
calculation of Lw). All raw inputs have their standard uncertainty identified in terms of magnitude
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(value) and probability distribution function (PDF). Due to the complexity of the measurement function
it is challenging to derive all sensitivity coefficients analytically (for example ∂Lw

∂Chl or ∂Lw
∂zsensor

would be
extremely difficult), thus we proposed using MCM to propagate the raw inputs uncertainties using a
measurement function. We handled the partial correlation between some input quantities (for example,
the absolute radiometric calibration coefficients of the different instruments) by decomposing these
to a set of variables that are independent of each other (though these independent variables may
themselves be correlated through time).

The final uncertainty value will be derived from the PDF of the output values generated through
the MCM. All uncertainties will be reported with the k = 1 coverage factor. The uncertainties will be
evaluated for water-leaving radiance, downward irradiance and water-leaving reflectance as an output
of the field segment, and normalised water-leaving reflectance as the input to the gains calculation. They
will be reported as one value for each of these outputs, and then split into three categories of random,
fully correlated within one deployment and fully correlated within a satellite mission’s lifetime.

The evaluation of the uncertainties of individual matchup and mission average OC-SVC gains will
not be under the responsibility of the OC-SVC infrastructure. However, we recommended estimating
the uncertainties of the mission averaged OC-SVC gains including different temporal correlation terms:
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where g is the mission average gain, gi is individual matchup gains, N is the total number of matchups
and M is a number of deployments that have correlated inputs. Nj is the number of matchups in a
given deployment, j, where gk are the subset of individual matchups in that deployment.

5.2. Preliminary Uncertainty Budget

A demonstration data set was created from BOUSSOLE in situ hyperspectral data, by selecting
data that are considered a priori suitable for the OC-SVC process based on environmental parameters
such as the buoy tilt or the SZA. This data set covers the period from May 2016 to March 2017, during
which 20 valid matchups were found for the S3A/OLCI overpasses.

The uncertainties were evaluated using the measurement equation presented in Figure 25 and
the method described in [94]. The existing absolute calibration capabilities were used to estimate
radiometric calibration uncertainties. In addition, instrument characteristics such as stray light and
detector linearity were incorporated into the model and corrected for using the methods presented
in [96]. Relative uncertainty for water-leaving radiance is shown in Figure 26 for twenty in situ
measurements and the first ten S3A/OLCI spectral bands. The results indicate uncertainties generally
below 3.5% for the spectral bands 1-7 covering the spectral range from 400 to 620 nm, then increasing
to about 5% for longer wavelengths.

Table 7 presents the results of the same simulation run for the hypothetical new optical system
with a new calibration facility for measurement number 15. The environmental conditions for this
measurement seem to be close to perfect as the measured buoy tilt was −1.3◦ and 1.2◦ for x and y axes,
respectively, and [TChl-a] was 0.11 mg m−3.

A significant reduction in uncertainty values could be anticipated for the shorter wavelengths
where the instrument-related effects, which were small, had a larger relative impact on the overall
uncertainty values. The reduction was smaller for the longer wavelengths for which the environmental
conditions and modelling applied in the processing chain were the main relative contributors to the
uncertainty values.

The proposed methodology addresses in detail the uncertainty propagation process, considering
the temporal scale correlations present in mission averaged gain calculation. The practical realization
of this method can be incorporated in the data processing chain and would enable evaluation of an
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uncertainty per measurement, always including appropriate ancillary data. This method therefore
provides a concept of dynamic uncertainty per in situ measurement and matchup that we considered
the most appropriate for both MSEA and BOUSSOLE as Copernicus OC-SVC.

 

Figure 26. Relative uncertainties (k = 1) of the water-leaving radiance for 20 measurements (see text).
The colour coding for the 10 spectral bands from 400 to 681 nm is indicated at the bottom of the figure.
Symbols have been slightly shifted along the horizontal axis for the sake of clarity.

Table 7. Relative uncertainties (%, k = 1) in water-leaving radiance for the matchup number 15.

OLCI Band (nm)
and band (no.)

400
(1)

412.5
(2)

442.5
(3)

490
(4)

510
(5)

560
(6)

620
(7)

665
(8)

673.75
(9)

681.25
(10)

Current
BOUSSOLE
radiometers

3.5 3.2 3.1 3.1 3.3 3.2 3.8 4.3 4.9 4.9

Anticipated new
ROSACE

radiometers
2.8 2.4 2.3 2.3 2.6 2.5 3.1 3.8 4.6 4.6

6. The Ground Segment

6.1. Role and General Architecture

The ROSACE ground segment sits at the interface between the OC-SVC field component (field
sites) and the ground segment of the satellite mission. It takes raw data from the field sites and performs
all processing and quality control (QC) operations needed to generate the fully qualified data that
the OC-SVC process requires. This section described the preliminary design of this ground segment,
which will be located in, and operated from, ACRI-ST premises in Sophia Antipolis, France (Figure 27).
The ground segment included near-real time, adjusted and delayed modes of data processing (NRT,
AM and DM, respectively).

• The NRT processing was performed as soon as the data were received from the buoys, with
products generated on the fly along with their quality flag and uncertainty estimates, following
automatic and documented procedures (including QC. See Sections 6.4 and 6.5). An additional
functionality will allow the site operator to change the QC flags through a semisupervised quality
control interface. This information, i.e., the change of flag and its old and new value, will be
incorporated into the NRT product.

• The adjusted mode (AM) products were generated by using data collected during monthly
servicing cruises, when the instrumentation onboard the ROSACE buoys were cleaned, checked
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and maintained. During these operations, in situ sampling and radiometric profiles will be carried
out. These data will be used for adjusting the instrument calibration for data collected during
the previous month, and therefore to readjust the processing. Existing data products were thus
reprocessed with these updated inputs.

• The delayed mode (DM) products will be generated through reanalysis of a longer time series of
data, typically every 6 months at each rotation of instrumentation. This processing step allows
better assessment of the overall consistency of the data (e.g., by examining seasonality, trends
and comparison with climatology). The results of this reanalysis might lead to changes in the
products’ annotations.

Each of the data product types will by default contain the value of the parameter and its time of
acquisition, its uncertainty and QC flags.

Figure 27. ROSACE data processing flow diagram.

6.2. Data Products and Levels

Raw data (RD) from the radiometric, optical and physical payloads were received in near-real
time (NRT) from the buoys. They were converted into geophysical units with instrument-specific
calibration coefficients, which are part of the auxiliary data (AD). These RD could be processed to
derive statistically representative values at a lower frequency than the initial data, referred to as basic
products (BP). For instance, a single representative value of Lu(z) at a given depth was derived from
the (60 × v) individual measurements available from a 1-min acquisition sequence of an instrument
collecting data at frequency v (Hz).

As for the radiometry measurements, these BP will include the upwelling nadir radiance and the
downward irradiance at the measurement depths, Lu(z) and Ed(z), and the above-water downward
irradiance (Es) at the native spectral resolution of the ROSACE radiometers. BP will also include
diagnostic and ancillary data useful to monitor the status of the deployment platform and instruments
in NRT.

Primary and secondary products (PP and SP, respectively) were then derived from the BP in
conjunction with the data from instrument characterisation, modelling or other external sources (also
included in the definition of AD). The SP was the same radiometric quantities corrected for instrument
and environmental errors, data used for QC or by-products used to generate the PP. These included
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for example the diffuse attenuation coefficients for radiance and downward irradiance (KL and Kd

respectively, (m−1)).
The PP were the highest-level products, to be directly ingested into the SVC process generated both

at full spectral resolution and for the spectral bands of any satellite instrument under consideration,
through convolution with the spectral bands response functions of that sensor (here the OLCI
instruments aboard the S3 satellite series):

• The spectral fully-normalised water-leaving radiance, [Lw]N (W m−2 nm−1 sr−1).
• The remote-sensing reflectance, Rrs (sr−1).

The equations involved in the derivation of PP and SP are available in [16,28] and were not
detailed here.

These radiometric data products were stored along with other data in a single database that
eventually included:

1. Optical data products, including the normalized water leaving radiance used for OC-SVC.
2. Platform data products, e.g., buoy tilt.
3. Metocean data products, e.g., wave conditions and wind speed.
4. Calibration and correction data, e.g., calibration gains.
5. Configuration management parameters, e.g., processor version.
6. Logbooks including operators’ comments on specific situations and the local

environmental background.

Data will be safeguarded using an archival system that includes a daily automatic backup of the
in situ datasets. A 50 TB shared disk space is available at ACRI-ST, which is secured due to a Quantum
iScalar 80 library of LTO5 drives. This system will be used to backup the entire ROSACE data and
software, avoiding data losses.

6.3. Data Processing and Storage

The data processing in the ROSACE ground segment is illustrated in Figure 27 (note that for
readability, archiving and storage are not shown). It will be a centralised entity, linked to local
transmission centres that are dedicated to each of the OC-SVC field segments. In addition, it is intended
to be almost fully automatic and triggered by data availability, with no human interaction other than
the following exceptions:

• The configuration (e.g., of calibration or correction, depending on [TChl-a], etc.) may evolve from
one rotation of the optical system or buoy to the other and then the corresponding parts of the
database will need to be updated (manually) by maintaining the versioning in the database.

• The QC macro flags can be updated by an operator through a semisupervised quality control
(SSQC— see Section 6.4.

• The data need to be reprocessed (back in time) each time there is an update in the configuration files.

6.4. Semisupervised Quality Control

As soon as the raw data are processed and available to the database, the operator can visualize
them through a dashboard. The main capabilities of this tool are, in short:

• To check the product at each stage of its elaboration (from raw data to the final product).
• To check its consistency with respect to previous acquisitions and/or ancillary information from

on-site campaigns or Metocean or satellite data.
• To visualize all related contextual information (e.g., sea state, platform behaviour) and auxiliary

products that have been used to derive the consolidated product, its uncertainty and its
quality annotation.
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The dashboard will also allow the operator to:

• Annotate the product with a specific text comment that will be stored in the equivalent of a logbook.
• Raise a new quality flag on the product. This new flag will be added in parallel to the flag that

was given automatically by the processing system (i.e., the initial flag is not replaced). This allows
traceability of flagging.

Note that by ‘operator’ we mean a user who is an expert on the particular site and has been given
relevant access rights to the system and database. Access to this dashboard will be allowed to any user
after registration but will be limited to data consultation (no annotation) and, after a period of time,
dedicated to product consolidation.

A similar SSQC system is operated for the biogeochemical (BGC-) Argo floats through a system
available on-line (www.seasiderendezvous.eu [97]). In summary the ROSACE SSQC will have a similar
functionality that will include:

• A hierarchical visualization web tool allowing any operator to navigate from a higher level product
down to initial raw data while at the same time having access to all associated uncertainties and
contextual information.

• The capability to annotate the data by adding a new QC flag value, and/or providing a comment
in a textual form that will be stored in a log book.

• The capability to edit and consult the logbook.
• The capability to communicate with other operators, at other sites, through a simple chat system.

This capability is also extended to communication between operators and the ROSACE ground
segment manager.

• The capability to extract information in a simple file format (e.g., csv) to allow extra analysis.

6.5. Final QC

This final stage (stage 8—see Figure 27) represents a key component in the data product elaboration
and evaluation. It consists of assigning confidence metrics and uncertainty to the final product that is
delivered to the OC-SVC processing system.

Qualitative assessment:

All elementary flags that were evaluated at each stage of the process (stages 1 to 7—see Figure 27)
will be combined to derive a global QC flag for each of the final products. These flags will follow the
standard that has been adopted in the in situ thematic assembly centre (INSTAC) of the Copernicus
marine service (i.e., (0) no QC applied, (1) good data, (2) probably good data, (3) bad data potentially
correctable, (4) bad data and (5) value changed). The algorithm and rules that will be used to combine
the elementary flags will be defined during the specification and design phase. Qualitative assessment
is seen as a confidence rating attached to ROSACE products ensuring that all elements entering into
the product derivation have been in line with acceptable ranges and expectations.

Quantitative assessment:

A model has been developed to provide estimates of the uncertainty (as an absolute value or
percentage) of the final product used in the OC-SVC process [94]. This uncertainty model will be
refined to be in line with the final data processing (Section 5.1). The final purpose is to quantitatively
assess the data products and deliver three levels of data quality (Q1, Q2 and Q3) depending on their
relative uncertainty, and to do this for each processing mode (NRT, AM and DM). In addition, a flag
will identify products suitable for matchup analyses based on a combination of criteria (e.g., cloud
filtering etc.). Table 8 shows an example of how the different phases and quality levels might combine
according to relative uncertainty levels (u%). Different u% could be attributed to different wavelengths.
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Both quantitative and qualitative evaluations will be attached to the final products delivered to
the OC-SVC centre, allowing an informed selection of which set of measurements are eventually used
for the gain computations.

Table 8. Examples of data quality levels as a function of the data uncertainty.

PHASE Q1 Q2 Q3

NRT u% < 3 3 ≤ u% ≤ 5 u% > 5
DM u% < 3 3 ≤ u% ≤ 5 u% > 5
AM u% < 3 3 ≤ u% ≤ 5 u% > 5

7. Infrastructure Operations

7.1. Field Segment

The two field sites, BOUSSOLE and MSEA, will be coordinated by LOV-IMEV and HCMR,
respectively. As such, they will be responsible for the calibration, deployment, monitoring, maintenance
and recovery of the optical system radiometers (OSR) at the two sites. Each site will have three OSR sets
available to rotate in the field. This will be with the support of NPL for the characterization of the OSR
and recalibration of standards, of CIMEL for OSR and acquisition/transmission unit refurbishment and
UT-TO and NPL for yearly round robin intercalibrations. LOV-IMEV and HCMR, with the support
of ACRI-IN, will also be responsible for the deployment, monitoring, maintenance, recovery and
refurbishment of the full mooring line, buoy upper superstructure and buoy lower superstructure, as
well as the installation of the OSR on the platform.

LOV-IMEV and HCMR will conduct monthly cruises at the buoy site for maintenance, deployment
of the IN-SITU-SC and of ship-deployed optical systems (free-fall profiling radiometers). They will
ensure transfer of information to the ground segment for all aspects that might have an impact on data
quality. They will transmit auxiliary and cruise data to the ground segment. LOV-IMEV and HCMR
will also organize on demand cruises for extraordinary maintenance of the buoys’ optical system and
platform. LOV-IMEV and HCMR will also ensure transfer of information to the ground segment for all
aspects that might have an impact on data quality and will transmit auxiliary and cruise data to the
ground segment.

These activities at both sites will be supported by human and material resources committed by the
national institutes as a significant in-kind support. For instance, these contributions have represented
half of the total budget needed to run BOUSSOLE on average over 2003–2019. Funding of the other half
was equally shared between ESA and the French space agency (CNES). A similar model is proposed
for ROSACE.

Absolute calibration of the three OSR at each site will be performed before and after their
deployment at sea with a 6-month rotation that is independent from the platform deployment (i.e.,
divers can swap out instruments in the field). Pre- and post-calibrations will be complemented
by reality checks of the instrumentation, which consist of “in air” relative intercalibrations of OSR
against the sky or a diffuser target. These verification and calibration processes will be the basis to
decide whether or not the instrument needs on demand module replacements/repairs at CIMEL and
recharacterisation at NPL.

Visual inspection of the OSR in the field will also be performed on a monthly basis by divers
and technical staff. Refurbishment of the OSR will be performed at CIMEL after every three rotations
in the field. The profiling system radiometers (PSR) will be calibrated at the same time as the
OSR. A systematic refurbishment of the PSR every 2 years will also be performed at CIMEL. In-air
intercalibration of the PSR will be integrated with the OSR in-air intercalibration.

An intercalibration round robin will be performed every year with a profiling transfer radiometer.
This will consist of absolute calibration at LOV-IMEV, HCMR and UT-TO, and field deployment at
BOUSSOLE and MSEA along with the PSR in the vicinity of the buoys. CIMEL and UT-TO will also
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act as a technology work group to maintain the state of the art of the optical system, whereas NPL will
have the same role for absolute calibration standards and protocols. LOV-IMEV and HCMR will act as
the technology work group for field segment operational activities in connection with the supervisor
of platform maintenance.

7.2. Ground Segment

The operational ROSACE ground segment (GS) will be run by ACRI-ST. This GS will operate in
both a NRT and an off-line mode. The NRT mode will process the field segment data as soon as they
are available, and the off-line mode will reprocess the data back in time from the starting date when a
new configuration has been applied.

Preventive maintenance, i.e., adaptation to information technology and operating system
evolutions, will take place at a frequency of 6 months to one year during operations. Adaptive
maintenance will also occur during the operations, and includes implementation of new or improved
algorithms and QC procedures.

LOV-IMEV and HCMR will contribute to development of the data processing and quality control
procedures in connection with the ground segment team.

7.3. Governance

A consortium of European Institutions and SMEs proposes the ROSACE infrastructure. With such
an involvement of several entities, an appropriate governance structure has to be put in place, so that
coordination of all activities is ensured, the overall schedule of the project is maintained, and possible
evolutions of the infrastructure are adequately phased in.

A project office will oversee the activity, working closely with the five teams dedicated to the
main technical functions of the infrastructure. These five teams will manage the optical system and
calibration, the deployment platform, the field segment, the ground segment, and the SI-traceability,
metrology aspects and uncertainty budget. The project office will be the main interface with EUMETSAT
on scientific, administrative and financial matters. It will evaluate and validate the project deliverables
and reports, coordinate the project on a day-to-day basis, monitor the overall progress and milestones,
organise reviews and meetings, manage all administrative and financial matters.

A steering committee will be responsible for the strategic management and decision making in
the project, which will include recommending possible directions/choices for the ROSACE project,
evaluating the results achieved and making recommendations about strategic directions, performing
risk assessment and suggesting strategies if issues arise, ensuring links with the scientific community
and international groups (e.g., IOCCG) and anticipating evolutions in OC-SVC.

A technical advisory board composed of a team of international independent experts will support
the development of the infrastructure, by providing recommendations, expertise and by reviewing the
activity in an on-going manner.

The project office and steering committee will also promote the scientific exploitation of data
collected by the ROSACE OC-SVC infrastructure via dedicated research projects, with attention to
improvements in optical measurement protocols, uncertainty estimates, correction methodologies, QC
procedures and the OC-SVC process.

Possible innovations will be discussed within the steering committee under EUMETSAT and
Copernicus oversight. They will be tested for a sufficiently long time in parallel to operational standards
in order to ensure continuity and a robust evaluation before integration into the operational activities.

8. The Profiling Float Network Option

8.1. Increasing the Matchup Capacity of the Infrastructure

Collecting radiometry measurements from autonomous profiling floats is gaining increasing
attention in the oceanographic and Earth observation communities. Such floats, whose initial use was
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for measuring temperature and salinity over the global oceans (Argo programme [98]), now come with
various payload configurations including an increasing number of instruments [99]. Some of these floats
include radiometers, and their data have been used for satellite OCR validation purposes [100,101].
An advanced float including a specifically designed radiometer system has recently been proposed as
an option that meets most of the requirements for the OC-SVC of the future NASA PACE mission [102].

Our approach here was not to use profiling floats as a central element of the OC-SVC infrastructure,
but as an option to improve the matchup capacity of the infrastructure and eventually extend its
footprint beyond the fixed sites. This extension allows confirmation of the OC-SVC gains and
uncertainties, and will allow increasing the matchup capability during the commissioning phase of
future elements of the Sentinel-3 constellation (e.g., S3C and S3D). About 50 matchups are needed to
get stable OC-SVC gains [3]. A network of floats working in conjunction with the fixed sites could help
reach this number faster. For this combination to be effective, the radiometry from the floats should,
however, be fully consistent with the radiometry from the fixed sites. This is among the specifications
that have been set for the development of the new ROSACE radiometer.

8.2. The ProVal Float and its ROSACE Upgrade

The development of a float dedicated to satellite OCR validation started in 2011 at LOV-IMEV.
The float is named ProVal [25] and uses a two-arm configuration inspired by the BOUSSOLE mooring.
It allows for two identical radiometers to be hosted on either side of the float. Both sensors measure
the downward irradiance (Ed) and the upwelling nadir radiance (Lu). With this configuration the
irradiance sensors are at 21 cm depth and the radiance sensors at 45 cm depth when the float is at
surface, which is referred to as the “buoy mode”. Platform shading issues are mitigated by always
having one sensor outside of the float’s shadow. This configuration also ensures data redundancy,
which is helpful to monitor the relative behaviour of the instruments over time and for QC.

Vertical Ed and Lu profiles are acquired during the ascending phase with increasing depth
resolution from parking depth to surface (e.g., every 1 m up to 60 m and every 10 cm up to the
surface). When the float reaches the surface, one minute of data acquisition occurs in “buoy mode”.
Four instances of the remote sensing reflectance (Rrs) are generated from the collected data. Two are
obtained by extrapolating to the surface the vertical Ed and Lu profiles of both pairs of radiometers,
and two are generated from the data collected by both pairs of radiometers during the “buoy mode”.
The profiling sequence can be modified remotely, following trade-offs between the amount of data to
be transmitted, the available energy and the data transmission costs. Rescheduling the float mission is
also feasible remotely, including maintaining the float at surface for recovery.

The profiling mode described above would generate about 140 KB per profile, which would take
12 min to be sent back to the ground segment via satellite transmission. A single float will have enough
energy to perform 300 such profiles.

First deployments of ProVal floats exhibited very good navigation behaviour in terms of tilt,
vertical ascent speed and capacity to target a particular surfacing time. They also show a very good
matchup probability with S3/OLCI of about 20% (Table 9), which expresses how many profiles are
needed to generate a matchup. Note that the difference in matchups ratio between BOUSSOLE and
MSEA may be related to the season. A July deployment at MSEA would likely end up with a higher
matchup ratio. The matchup processing is described in [25] and mainly follows validation criteria.

Table 9. Matchups ratio for three deployments in the Mediterranean Sea with S3 OLCI.

Mission ID Deployment Start Date Area Number of Profiles Matchups Ratio

Lovapm006f 09/06/2017 BOUSSOLE 81 29%
Lovapm006h 11/06/2018 Ionian Sea 101 18%
Lovapm006i 26/09/2019 MSEA 35 23%
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Modifications of the current ProVal platform will be necessary to meet the ROSACE requirements.
These include:

• Implementation of the new fit-for-purpose CIMEL radiometer, which will require, in particular,
an increased depth rating as compared to the version to be installed on the buoys.

• Development of on-board data processing in order to make NRT transmission possible despite
the large amount of data generated by hyperspectral radiometers. A new acquisition board is
under development for the next generation of ProVal floats, which will be used for the ROSACE
floats. The full data set can be downloaded at float recovery.

• Inclusion of a rechargeable battery. Opening a float to swap batteries is time consuming and may
compromise waterproofness of the float, so we will implement a rechargeable battery as is done
now on gliders [103].

8.3. Minimum Configuration and Operations

One float will be available at each site to increase the sampling and matchup capability
during operation of the Sentinel constellation, in particular during the satellite’s critical phases,
e.g., commissioning phase or programmed band shifts. These floats may also be used as a backup in
case the main mooring is unavailable.

The human resources required to operate a float depends essentially on how often it is repositioned
on site. At the BOUSSOLE site, a repositioning every two weeks will probably be sufficient but this
frequency may have to be higher for MSEA because of the proximity of small islands. This will be
adjusted according to the season and prevailing circulation patterns. During each recovery, the float
will be cleaned and the sensors compared with the portable, field-deployable, relative calibration
source. Every 150 profiles, the float will be brought back to the laboratory to recharge the batteries
and recalibrate the sensors. Nonetheless the centralized ground segment and the simplicity of
deployment/recovery of such a platform, make it flexible enough to envision different scenarios of
operations to fit the evolving requirements of OC-SVC and Copernicus marine services.

9. Conclusions

A European solution was proposed for an infrastructure serving the OC-SVC needs of the
Copernicus Sentinel-3 operational missions. It is named ROSACE, which stands for radiometry for
ocean colour satellites calibration and community engagement, and has been described in this paper.
Key features that can be highlighted in these concluding remarks are that ROSACE:

• Answers all OC-SVC requirements that were established in [21].
• Includes two sites (BOUSSOLE and MSEA) that are demonstrably suited to providing a large

number of OC-SVC-quality matchups every year.
• Minimises risks because it builds on an existing quasi-operational capability (BOUSSOLE).
• Minimises the development time, because of the above point, plus it exploits existing expertise

and elements that can still be used in the meantime before a new system becomes fully operational.
• Minimises costs for delivering the requirement of multiple sites.
• Maintains, optimises and expands current European expertise in order to provide a coordinated

effort and sovereignty for the Copernicus OCR SVC infrastructure.

High-level rationales and features were presented in this paper, while details of existing elements
forming the base of the proposed infrastructure were not repeated when already available in the
literature, e.g., the full description of the BOUSSOLE buoy design and testing [80–82], the associated
overall project structure and realisations [16,28], the details of published surveys indicating MSEA
as the best location for OC-SVC in European waters [20,22–24], the data processing protocols [28],
the approach to delivering per-measurement uncertainties [94] or the characteristics and preliminary
achievements of the ProVal floats [25]. Further details about the proposed new elements, e.g.,
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the fit-for-purpose hyperspectral radiometers or the MSEA site, will become available and published
in the open literature when mature enough.

The emphasis was put here on the main items that demonstrate compliance of the proposed
infrastructure with OC-SVC requirements described in [29]. This report includes 62 requirements,
the compliance of ROSACE with all relevant ones (numbers 9–62) having been demonstrated in [29].
The corresponding compliance matrix was not replicated here. This full compliance was reached by
combining outstanding expertise and knowledge in OC-SVC gained over the past 20 years at BOUSSOLE
with a number of new developments. The growth from a long-term project run by essentially a single
research group (BOUSSOLE) to an integrated and operational European infrastructure (ROSACE)
is feasible through bringing together European expertise of partners who already have a history of
collaboration, and through including new elements and technology.

As a matter of conclusion, we show the combined OC-SVC matchup capability of BOUSSOLE
and MOBY (Figure 28), which is likely the best way of demonstrating the above claims about what
ROSACE could deliver with BOUSSOLE and MSEA working together. The capability illustrated
in Figure 28 for BOUSSOLE is already significant and indeed is used in support of the Copernicus
Sentinels [104], although it is actually below the minimum capability of the proposed ROSACE
infrastructure, which has the potential of delivering up to about 80 high-quality matchups every year
from the combination of BOUSSOLE and MSEA.

 

Figure 28. Ocean colour SVC (OC-SVC) gains for Sentinel 3A/OLCI obtained from either BOUSSOLE
or MOBY. Dysfunction of both systems plus technical issues delaying the access to S3A data are
responsible for the data gap in 2018.
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Appendix A

This appendix presents the uncertainty components displayed in Figure 25 in Table A1. A few
examples of the effects tables are shown in Tables A2–A4. Note that the anticipated uncertainty values
are presented for 490 nm only. Some of these uncertainties vary with wavelength and therefore might
be higher or lower than what is provided here in Tables A2–A4.

Table A1. List of all symbols used in Figure 25.

Symbol Description, and Units when Relevant

z1, z2 The two measurements depths on the buoy (m)
Lu,z1 , Lu,z2 The upwelling radiance measured in water at a given depth (W m−2 nm−1 sr−1)

Sz1 , Sz2

The dark-corrected signal per instrument, for the two measurement depths
(W m−2 nm−1 sr−1)

Instrument-specific Quantities

DNLight,z1 DNLight,z2

DNDark,z1 DNDark,z2

The median light and dark readings (counts)

ccal,z1 , ccal,z2 Radiometric calibration coefficient
cstab,z1 , cstab,z2 Radiometric stability evaluated post deployment

cλ,z1 , cλ,z2 Spectral calibration actual central wavelength of each pixel and its accuracy
clin,z1 , clin,z2 Detector linearity correction

cT,z1 , cT,z2 Temperature correction
cstray,z1 , cstray,z2 Spectral stray light correction

cpol,z1 , cpol,z2 Polarisation sensitivity correction
cim,z1 , cim,z2 Immersion factor
csh,z1 , csh,z2 Shading correction

Derived Parameters

KLu The diffuse attenuation coefficient for upwelling radiance (m−1)
fh The Hydrolight-based [105] extrapolation correction (see Appendix A in [28]).
ρ The Fresnel reflection coefficient for the water-air interface
n The refractive index of seawater

Input to Various Models

f Generic term for a function
[TChl-a] Total chlorophyll-a concentration (mg m−3)

θSZA Solar Zenith Angle (degrees)
salinity Seawater salinity (psu)

P Atmospheric pressure (hPa)
T Water Temperature (degrees C)

ws Wind speed (m s−1)
θ Viewing angle (degrees)

Actual Instrument Depth Evaluation *

zsensor Depth at the pressure sensor (m)
θB The buoy/instrument tilt derived from 2-axis tilt sensors (degrees)

ΔSR Distance between the lower arm and the pressure sensor (m)
Δ1, Δ2 Lower and upper buoy arm length (m)

Δ12 Distance between the arms (m)
* This is based on the current BOUSSOLE system, where the depth of instruments is derived from the measurement
of a single pressure sensor installed on the buoy structure. The ROSACE instruments will each have a pressure
sensor, reducing uncertainty of the depth evaluation.
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The simple example of random thus uncorrelated uncertainty is the detector noise and dark
current. The effects table for the detector noise is presented in Table A2.

Table A2. Effects table for detector noise.

Name of Effect Noise in Light Counts §

Affected term in measurement function DNLight
Instruments in the series affected All

Correlation type and form
Temporal within deployment Random
Temporal between deployments Random
Spectral (hyperspectral in-situ) Random

Correlation scale

Temporal within deployment 0
Temporal between deployments 0
Spectral (hyperspectral in-situ) 0

Channels/bands
List of channels/bands affected All
Error correlation coefficient matrix Identity – No correlation

Uncertainty
PDF shape Gaussian
Units Counts
Magnitude Less than 0.1%

Sensitivity coefficient
∂ f

∂DNLight1
, ∂ f
∂DNLight2

§ Same thing for the noise in dark counts, DNdark.

A more complicated correlation structure is expected for instrument calibration, as shown in
Table A3. The absolute radiometric uncertainty is combined from systematic and random effects.
We will spit them, so that the systematic part of that uncertainty will stay fully correlated between
deployments within the timescale related to the absolute radiometric standards recalibration (i.e., across
calibrations) and the random part is correlated only within a deployment (i.e., between calibrations).

Table A3. Effects table for detector calibration.

Name of Effect
Detector

Calibration
Systematic Error

Detector
Calibration

Random Error 1, 2

Detector
Calibration

Stability Model
Error 1, 2

Affected term in measurement function
ccal,z1 , ccal,z2 ,

ccal,z1,t, ccal,z2,t

ccal,z1 , ccal,z2 ,
ccal,z1,t, ccal,z2,t

cstab,z1 , cstab,z2

Instruments in the series affected All All All

Correlation type
and form

Temporal within
deployment

Rectangular
Absolute

Rectangular
Absolute

Rectangular
Absolute

Temporal between
deployments

Rectangular
Absolute Random Random

Spectral
(hyperspectral

in-situ)
To be defined To be defined To be defined

Correlation scale

Temporal within
deployment −∞,+∞ −∞,+∞ −∞,+∞

Temporal between
deployments a,b § 0 0

Spectral
(hyperspectral

in-situ)
To be defined To be defined To be defined

Channels/bands

List of
channels/bands

affected
All All All

Error correlation
coefficient matrix

Identity – No
correlation

Identity – No
correlation

Identity – No
correlation

Uncertainty
PDF shape Gaussian Gaussian Gaussian

Units Radiance/Counts Radiance/Counts Radiance/Counts
Magnitude 0.70% 0.25% Less than 1%

Sensitivity coefficient
∂ f
∂ccal_s

∂ f
∂ccal_r1

, ∂ f
∂ccal_r2

∂ f
∂cstab1

, ∂ f
∂cstab2

,

§ When items a and b depend on the recalibration schedule of the SMART-CC system.

Some of the effects need further investigation to fully understand their correlation structure.
For example, modelling errors presented in Table A4.
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Abstract: In the context of the Copernicus Program, EUMETSAT prioritizes the creation of an ocean
color infrastructure for system vicarious calibration (OC-SVC). This work aims to reply to this need
by proposing the European Radiometry Buoy and Infrastructure (EURYBIA). EURYBIA is designed
as an autonomous European infrastructure operating within the Marine Optical Network (MarONet)
established by University of Miami (Miami, FL, USA) based on the Marine Optical Buoy (MOBY)
experience and NASA support. MarONet addresses SVC requirements in different sites, consistently
and in a traceable way. The selected EURYBIA installation is close to the Lampedusa Island in the
central Mediterranean Sea. This area is widely studied and hosts an Atmospheric and Oceanographic
Observatory for long-term climate monitoring. The EURYBIA field segment comprises off-shore and
on-shore infrastructures to manage the observation system and perform routine sensors calibrations.
The ground segment includes the telemetry center for data communication and the processing center
to compute data products and uncertainty budgets. The study shows that the overall uncertainty of
EURYBIA SVC gains computed for the Sentinel-3 OLCI mission under EUMETSAT protocols is of
about 0.05% in the blue-green wavelengths after a decade of measurements, similar to that of the
reference site in Hawaii and in compliance with requirements for climate studies.

Keywords: ocean colour; system vicarious calibration; fiducial reference measurement; Lampedusa;
Copernicus; MOBY; MarONet; radiometry; research infrastructure; uncertainty budget
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1. Introduction

The European Copernicus Program for Earth monitoring (http://www.copernicus.eu/) aims to
deliver remote sensing capabilities, field measurements, and data processing services that provide
users with reliable and up-to-date information related to environmental, climate, and security issues.
As part of the Copernicus space component, the European Commission is developing, operating,
and planning a series of Sentinel missions for the next 15 years, together with ESA and EUMETSAT.
Among these missions, the Sentinel-3 Ocean and Land Colour Instrument (S3 OLCI) is a key component
for monitoring the biogeochemical status of the ocean. OLCI is a primary source of ocean color (OC)
data for the Copernicus Marine Environment Monitoring Service (CMEMS). For instance, OLCI data
are operationally used to advance our understanding of living marine environments and assimilated
in the CMEMS models to forecast the evolution of marine ecosystems, together with the other OC
third party missions. The Sentinel-2 mission, although mainly developed for land applications,
already demonstrates a great potential for coastal applications like sediment and chlorophyll retrieval
(e.g., reference [1]), and it is expected to become an operational complement of the CMEMS next phases.
OC is also an important dataset for Copernicus Climate Change Service (C3S) to monitor the impact of
climate change on marine ecosystems and the ocean carbon cycle [2].

OC science is making an increasing contribution to Ocean Observing systems thanks to continuous
global monitoring of biogeochemical variables, to the point that OC missions have become fundamental
to the success of the Copernicus Marine and Climate services. This has also raised expectations on the
quality of data products. The current threshold requirement for calibration uncertainty of Copernicus
satellite OC sensors is 0.5% in the blue-green spectral region, with a further goal of 0.3% [3–5].
OC System Vicarious Calibration (SVC) [4,6] complements pre-launch and on-board calibrations
through highly accurate in-situ measurements of water-leaving radiances. These measurements are
indeed the principal source for the vicarious calibration of space-born radiometric data. By reducing
residual biases in water-leaving radiances, SVC is currently the only way to attain the target OC product
uncertainties [7], satisfy OC mission requirements [8], and enable marine and climate data services.

Presently, OC-SVC relies on two sites—the Marine Optical BuoY (MOBY; https://www.mlml.
calstate.edu/moby/) [9] and the BOUée pour l’acquiSition d’une Série Optique à Long termE
(BOUSSOLE; http://www.obs-vlfr.fr/Boussole/) [10] —established in the last two decades with different
instrumental designs, respectively, in the Pacific Ocean and in the Mediterranean Sea. None of these
systems is, however, fully compliant with the operational requirements of the Copernicus Programme.
The creation of an OC-SVC infrastructure dedicated to the Copernicus Programme is a key point
to improve the performance of OC missions that meet the long-term and high-quality standards
underpinning marine bio-geochemistry data products delivered by Climate and Marine Services [5].
EUMETSAT has identified a series of steps to achieve this goal. The first step accomplished in 2017
defined the requirements for the Copernicus OC-SVC Infrastructure [3]. These requirements represent
the baseline for the present second step: preliminary design of the Copernicus OC-SVC Infrastructure.
The overall objective of this paper is to contribute to this European effort by designing the OC-SVC
infrastructure able to provide highly accurate, state-of-the-art Fiducial Reference Measurements
(FRM) in the very tight development schedule (36 months from the start development) requested
by Copernicus Programme. Our design is to commit to the highest radiometry standards and
fast operational readiness. This work will then contribute to the third step: technical definition,
specifications, and engineering design that are expected to start in 2020.

The main objective of this paper is to describe the proposed European Radiometry Buoy
and Infrastructure (EURYBIA), named for the goddess of power over and mastery of the sea
(Eὐρυβία: wide-force; who presided over external forces that influence the main such as the rise of the
constellations, seasonal weather, and the power of the winds; Theoi Greek Mythology, www.theoi.com.)
for SVC of current and future Copernicus missions (Sentinel-3 A, B, C, D, Sentinel-2 C, D), as well as of
third party missions (e.g., NOAA/VIIRS, NASA/PACE). The paper will demonstrate that the proposed
OC-SVC Infrastructure (Figure 1) meets these requirements in terms of core optical system and field
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deployment structure hosting it, data processing, and delivery. The deployment site selection will
be justified on the basis of environmental conditions, logistic factors, and a complete estimate of the
uncertainty budget of the products for the proposed OC-SVC infrastructure.

 
Figure 1. The overall concept of the European Radiometry Buoy and Infrastructure (EURYBIA), with the
field segment (left) and ground segment (right).

Based on OC-SVC requirements, this paper is structured as follows. Section 2 describes the
core EURYBIA optical system, the characterization and calibration procedures, as well as acquisition
protocol. The optical buoy and the mooring buoy for the deployment of the optical system and ancillary
equipment are presented in Section 3. Solutions featured by the Ground Segment for data telemetry,
processing, quality control, dissemination, and the scheduling of maintenance operations are discussed
in Section 4. Regarding the location of the site, previous studies [4,11–13] investigated the suitability of
a set of candidate regions using, as reference metrics, the number of valid match-ups resulting from
a set of single threshold criteria applied to a restricted set of variables. With respect to the previous
studies, the OC-SCV requirements [3] encompass a larger number of variables and corresponding
constraints taken into account by this paper. This environment assessment includes oceanographic
and atmospheric properties and adjacency effect of the proposed selected sites and is summarized
in Section 5. Section 6 summarizes the suitability of the site by developing a model to estimate the
uncertainty on the vicarious calibration gains and by applying it to OLCI observations [14] and to the
results of the characterization study. Final conclusions are addressed in Section 7.
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2. The Optical System

This section provides a summary of the proposed optical system (2.1) and its characterization
and calibration procedures (2.2). Additional information can be found in the existing literature and
technical documents [15–18].

2.1. Optical System Description

The core instrumentation of EURYBIA is the optical system of the Marine Optical Network
(MarONet), developed by the MOBY team on the basis of the long-term experience acquired in the
last three decades. In order to fulfil spectral range and resolution requirements, the system actually
consists of a common optical path from the radiation collectors to a device that directs the measured
signals into two similar single spectrographs covering different spectral regions and named, on the
basis of the range the “Blue” (BSG: 350–690 nm) and the “Red” (RSG: 550–900 nm). Figure 2 shows a
scheme of the optical system.

Figure 2. Scheme of the optical system.

The optical signal is collected by the optical heads deployed into the water at the end of each of the
three arms (upwelling radiance and downward irradiance measurements, Lu and Ed, respectively) and
on the top of the mast of the Optical Buoy (above-water irradiance measurement, Es) (see Section 3).
The structure of the optical head depends on the radiometric variable (radiance vs. irradiance) to be
acquired, as detailed by Zibordi et al. [12]. To mitigate bio-fouling effects on the optical windows,
they are surrounded by a copper bezel and equipped with a UV anti-biofouling module consisting of a
fiber optic coupled source of sterilizing UV light (285 nm). The exposure scheme will be programmable
to be optimized for the actual site characteristics.

Optical fibers transfer the radiation from each collector to the bottom of the buoy where the
two spectrometers are mounted. The signal is split with a polka-dot mirror and transmitted to the
two spectrometers. In the following, we describe a single spectrometer. The optical fibers from
each collector are connected to a shutter block consisting of 14 single shutters that can also host
neutral density filters to adjust the signal level. These devices are also connected, by means of optical
fibers, the reference lamps for system monitoring during deployment. Each shutter can be activated
independently, allowing the sensor to be illuminated with all possible combinations of inputs.
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Optical fibers are aligned on the entrance slit of the spectrometer to allow for the projection on
the spectral dispersion system. The alignment order is determined to minimize stray light between
different inputs. Band pass filters and short and long wave cutoff filters are mounted at the entrance of
the spectral dispersion system to reduce the effects of radiation outside the respective spectral range of
the BSG or SRG spectrometer.

The spectral dispersion system is a transmission Volume Phase Holographic spectrograph (VPH)
distributed by Resonon Inc., Bozeman, MT 59715, USA. The VPH reduces the stray light by more than
one order of magnitude with respect to the concave reflective gratings adopted in MOBY Heritage [19].
The VPH allows imaging all the environmental optical inputs at once: downwelling sky irradiance (Es),
downwelling irradiance measurements from the three arms (EdTop, EdMid, and EdBot), and upwelling
irradiance from the three arms (LuTop, LuMid, and LuBot).

The radiation sensor consists of a scientific Andor Ikon M934 camera, Oxford, UK. The camera
is a back illuminated Charged Coupled Device (CCD) with a thicker active photosensitive area
(i.e., deep depletion CCD) and fringe suppression to prevent etalon effects. The camera is retrofitted
with wedged windows to minimize straylight effect (UV ghosting). Different base settings allow
the definition of data acquisition characteristics and the sensor working temperature to optimize the
camera performances. System synchronization capabilities are used to control the integrated C-mount
shutter that is closed during readout to avoid vertical smear. The system is thermo-electrically cooled
to reduce the dark current. For MarONet, the cooling temperature has been set to −60 ◦C as trade-off
between noise reduction, power consumption, long term stability, and lowest drift. Cooling the CCD
array provides stability to the camera system eliminating bright and dark pixels while also reducing
thermal noise and dark current.

An internal reference system is incorporated into the optical system to monitor the stability
of the radiometric detectors, the electronics, and internal optics. These measurements are critical
for establishing confidence in the observations acquired during a deployment cycle. The reference
system consists of one optical feedback-regulated incandescent lamp and two current regulated,
temperature stabilized LEDs. The diodes emit at a wavelength centered at 465 nm (Blue LED) and
705 nm (Red LED), with a bandwidth of approximately 100 nm. The lamps are run with current
controlled circuitry and the temperature of the lamp holder block is monitored. Each source output is
channeled through a one-inch Spectralon sphere to split between the RSG and BSG. The diffuser is
illuminated in sequence by the incandescent lamp, the blue LED, and the red LED. These lamps are
observed at the end of each data acquisition set. The internal reference sources give no information
on changes of optical properties of the single collectors (for example due to bio-fouling) since these
components are not included in the optical path of the reference lamps signals.

The system is designed to allow for fully (also remotely) programmable measurement protocols.
This functionality, which can be done remotely, will be exploited mostly in the implementation
phase to optimize the characteristics of the measurement protocol scenarios needed for SVC. Table 1
summarizes the characteristics of the proposed optical system and compares them against the
corresponding requirements.

A set of additional sensors are associated with the optical system to:

• monitor the status of the system: e.g., temperature of different sub-components, power supply,
coolant flow, etc.;

• provide ancillary/auxiliary variables for data processing and/or data quality assessment:
e.g., sea water temperature and salinity, top arm depth sensor, tilt along two horizontal axes,
system heading.

2.2. System Characterization and Calibration

The main objectives of the system characterization are to
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• allow the identification of interactions and dependencies between optical and
electronic components;

• identify, evaluate, and correct any systematic disturbances;
• allow the design of the Level-0 to Level-1 data processing, estimate input variables, and verify the

radiometric model (see Section 4);
• allow the estimate of the contribution of each component to the uncertainty budget associated

with the radiometric measurement (see Section 6).

Table 1. Compliancy table of the proposed optical system with respect to the ocean color infrastructure
for system vicarious calibration (OC-SVC) requirements [3]. T = Threshold, G = Goal.

Item OC-SVC Requirement MarONet Specs

Spectral Coverage 380–900 nm (T)
340–900 nm (G)

350–900 nm
(B: 350–690 nm + R: 550–900 nm)

Spectral
resolution

3 nm (T)
1 nm (G) 0.8–1 nm (FWHM)

Spectral sampling <1 nm 0.6–0.9 nm
Spectral

calibration 0.2 nm 0.01–0.02 nm

Stray light
Characterization

Monitoring
Correction

Spectral straylight < 5 orders of magnitude over the
central signal. Cross track stray light negligible

Radiometric
Calibration

1–2% (in air and in the VIS
domain) 0.514% @410 nm

Radiometric
Stability 1% (during deployment) 1%/deployment

Radiance detector
Angular
Response

<10◦ half angle FOV 1.73◦ full-angle FOV

Immersion Factor must be measured Estimated associated (k = 1) uncertainty ≈ 0.05%

Temperature
Dependence shall be determined continuously

Temperature dependence is obtained from
characterization in thermal bath. Operationally,

temperature of different system subcomponents is
monitored continuously by means of a set of currently

6 (max 14) sensors.

Dark Signal shall be measured and corrected
Acquisition protocol includes dark signal acquisition
mode before and after each collector/reference lamps

signal acquisition.
Polarization
Sensitivity <1% <0.2%

Linearity Shall be characterized >99% (but not significant in the measurement range)

Noise Level
Instrument noise shall be kept at
levels that do not impact the total

uncertainty of a measurement.

CCD readout noise ~2.9 electrons
→ < 2 ADU→ ~ 0.003% at full scale

This is achieved through a set of activities consisting of

• full system characterization after complete assembling;
• in-field monitoring;
• post-deployment characterization in case of identified anomaly.

A detailed description of the characterization activities carried out in the period 2014–2018 can be
found in Voss et al. (2018) [15]. The complete system characterization should be done for each new
unit when the optical system is built and fully integrated. Leaving the details of the characterization to
dedicated existing or future literature, we list the following relevant issues that are planned for the
system characterization:

• CCD tracks binning factor;
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• full images (saturation checks);
• behavior of dark counts;
• integration time correction factor (shutter delay);
• linearity with optical flux (double aperture; variable radiance source);
• temperature sensitivity (water bath);
• wavelength calibration—atomic line emission sources (pre/post), Fraunhofer lines (field);
• spectral and cross track stray light;
• cosine response (Es);
• polarization sensitivity;
• immersion factors.

In addition to the complete system-level characterization when fully integrated, extensive partial
characterizations are planned to be performed pre- and post-deployment (see Section 3). The aspects
that need to be periodically characterized will depend on the results of the pre-operational phase to be
carried out after the infrastructure deployment. For this purpose, a set of tests that can monitor the
status of the system can be introduced in the measurement protocol and/or data processing.

The objective of the radiometric calibration is to obtain absolute values of radiometric
measurements compliant with the International System of Units (SI) and directly traceable to National
Metrology Institute (NMI) primary standards. This is obtained by absolutely calibrating each system
before and after optical buoy deployment and by monitoring the radiometric calibration during each
deployment [18].

3. EURYBIA Field Segment

Based on the MarONet system design [5], the EURYBIA Infrastructure consists of a twin buoy
system: an optical buoy tethered to a mooring buoy anchored to the sea bottom (Figure 3). The first buoy
carries the optical system to perform the radiometric measurements, whereas the second buoy hosts
additional scientific meteorological and oceanographic instrumentation and collects ancillary data.

Figure 3. (a) Sketch (not to scale) of the main components of the EURYBIA deployment infrastructure;
(b) scheme of the optical buoy.
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Indeed, collecting measurements useful for OC-SVC implies strict constraints on the motion of
the buoy that, on one hand, must follow the wavy surface to keep each optical collector at a constant
depth and, on the other, must maintain tilting oscillations to within a few degrees in order not to bias
the optical measurements.

In order to guarantee the operational measurements, we propose to design and build two identical
infrastructures in order to enable rotation in the field, always having one system operational at sea and
the other ashore for maintenance operations to make it ready for the next deployment. This design
allows the system to be compliant with the critical requirements of the measurement traceability
achievable only with frequent periodic on-site and on-land maintenance and calibration operations
while ensuring the continuity of the long-term observations.

3.1. Optical Buoy

The optical buoy, hosting the radiometric system, consists of a medium-size spar buoy [9] whose
actual dimensions, distribution of masses along the structure, and tether connection to the mooring
buoy are properly designed to optimize the buoy stability due to local environmental conditions
(i.e., reduced tilting with respect to the sea state conditions) and self-shading effects. Figure 3 shows
a preliminary scheme of the optical buoy; the reported dimensions and depths of the three arms
hosting the in-water optical collectors are based on MarONet design. The final design, optimized to
the environmental conditions of the selected site, might require minor adjustments. Indeed, a spar
buoy is characterized by a reduced section at the water surface, a deep draft, a long vertical hull,
a disk on the deepest level, and a ballast. These characteristics, relevant to reduce heave (i.e., the buoy
vertical motion) and tilting also allow the deployment of instruments along the long vertical hull.
For the EURYBIA application, the buoy is also designed to follow the surface in order to keep the
optical instruments at constant depths with respect to the sea surface, which is achieved by ensuring a
substantial capacity of floating reaction.

The structure of the optical buoy can be divided into the following main parts, each one contributing
to the overall structure buoyancy while housing instruments and electronic components essential for
the system operational activity: a top floatation element, a hull, and a lower bay.

The top floatation element hosts a payload consisting of an Es irradiance cosine collector,
antennas for the positioning and communication system, a radar reflector, a lantern, photovoltaic panels
and batteries to power up all electronic systems, an industrial controller collecting data and operating
the whole system through A/D converters and/or serial channels, a modem for the communication
system, and controllers.

Along the hull, at different fixed depths, three arms support the in-water optical collectors—one
for downwelling irradiance and one for upwelling radiance. The arms have different lengths, the longer
being closest to the surface and the shorter at the deepest position in order to avoid any interference on
upwelling radiance measurements. On the shallower arm, a pressure sensor is also installed in order
to monitor the depth of the upper arm measurement.

Two industrial data loggers, connected through an Ethernet connection, are deployed on the
optical spar buoy: one data logger collects the optical measurements, located underwater in the
watertight lower bay, and a second data logger, which is installed in the watertight compartment on
the main floatation element, collects all other data and monitoring parameters (i.e., orientation of the
arms, temperatures inside the watertight compartment, depth of the shallower arm, trim of the buoy,
current produced by the photovoltaic panels, voltage of the batteries, etc.). At the bottom of the buoy,
an orientation module consisting of a pressure sensor and an attitude and heading reference system are
installed in order to monitor the trim of the collector and to provide information for any compensation
of the acquired irradiance. All data acquired on board are packed into a data cluster, timestamped,
and geographically annotated by the upper controller, locally stored on the hard disk while constituting
the stream of bytes to be transferred ashore with a communication (telemetry) system.
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All the above-mentioned electronic systems and sensors are powered by the photovoltaic panels
and batteries installed on the infrastructure itself, which are self-sustained for the entire period of
activity, considering up to four acquisition cycles per day, also including the payload required by the
necessary alert and monitoring services.

3.2. Mooring Buoy

A mooring buoy consisting in a standard disc-shaped surface buoy is anchored to the sea bottom
and is tethered to the spar buoy to keep the optical buoy in place. It also hosts additional equipment to
support the radiometric data collection, processing, quality assessment, and results interpretation.

The following parts of the payload of the mooring buoy are similar to the those installed in the
optical buoy: antennas for the positioning and communication system, a radar reflector, a lantern,
photovoltaic panels and batteries to power all electrical systems, an industrial controller collecting
data and operating the whole system through A/D converters and/or serial channels, a modem for the
communication, and controllers for the photovoltaic panels.

Additionally, the mooring buoy hosts an attitude and heading reference system to measure the
motion of the buoy and instruments for collecting ancillary measurements above the sea surface and
underwater. A meteorological station is required to process and interpret the radiometric observations.
Optionally, above-water instrumentation may include radiometric measurements with the main
objective of estimating the presence of clouds, and in-water standard bio-optical instrumentation could
be installed to support main radiometric data processing and quality assessment.

As for the optical buoy, all above-mentioned electronic systems and sensors get their electrical
power supply from a system of photovoltaic panels, charge regulators, and batteries.

4. Ground Segment

Ground segment (GS) tasks include telemetry operations, processing of the in-situ measurements to
derive radiometric products and related uncertainties for the computation of SVC gains, dissemination
of results, documentation of processing code, and scheduling of maintenance operations. The telemetry
center and the processing center described in the next sub-sections are the two main infrastructural
components that allow for GS activities, as detailed hereafter.

4.1. The Telemetry Center

The telemetry center executes direct and independent data transfers with the mooring and
optical buoy by means of GSM communication. Its specific tasks are (1) uploading configuration files
with instrumentation settings and acquisition protocols, (2) uploading firmware programs for the
EURYBIA equipment, and software modules for the onboard controllers, (3) executing preliminary
data processing and checks, (4) downloading in-situ measurements, and (5) verifying the status
of buoys at sea and alerting in the case of out-of-order conditions. This latter assignment relies
on a continuous (24/7) acquisition of monitoring parameters, even when radiometric and auxiliary
measurements are not collected. Integrity checks are performed to detect transfer errors (checksum),
missing values in data records, or out-of-range conditions (e.g., temperature, position and power
supply). Redundant communication and storage resources, as well as functionalities to remotely
supervise and restart telemetry operations, ensure continuous control of the buoys system at sea.
In case of anomalies, including missing communication signal, alerts are immediately released to start
recovery actions.

4.2. The Processing Centre

In-situ measurements are transferred from the telemetry center to the processing center to compute
data products. The data processing is structured in levels to control the complexity of code, simplify its
maintenance and evolution, facilitate the assessment of intermediate results, and allow for starting
data reprocessing on demand from the specified processing level (Figure 4).
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Figure 4. Schematics of processing levels.

The Level-0 processing accounts for the raw data conversion into a standard format. The Level-1
processing applies corrections for the non-ideal instrument response and computes calibrated values
in physical units. The Level-2A proceeds to the minimization of environmental perturbations,
performs depth propagation of in-water radiometric measurements and computes full-resolution
data products such as the water-leaving radiance. The Level-2B finally derives data products at
center wavelengths of specific space-borne sensors (spectral integration). Intermediate results and
final products are archived as independent output files. Processing settings and metadata for the
identification of input measurements and the version of the processing model are also recorded.

4.2.1. Level-0

The format of raw data produced by the radiometric system might change through time due to
instrument updates or revisions of the EURYBIA data acquisition program. The Level-0 processing is
then scoped to convert raw data into a standard format.

4.2.2. Level-1

Data recorded at the CCD of the Resonon spectrogram are expressed in Analog Digital Units
(ADU). The Level-1 processing corrects these input data accounting for the non-ideal radiometer
response and generates results in physical units. An additional task is a spectral calibration to relate
CCD column-wise pixels to wavelengths.

The formalism adopted in this manuscript is derived from the “Protocols for Satellite Ocean
Colour Data Validation: In-situ Optical Radiometry” report of the International Ocean-Colour
Coordinating Group (IOCCG) [7]. Denoting with the symbol �(λ) either L(λ) or E(λ) in physical units
(W·cm−2·sr−1·nm−1 and W·cm−2·nm−1, respectively), the Level-1 conversion equation is
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�(λ) = FI(λ)·FC(λ)·ℵ(λ)·�̃(λ), (1)

where:

1. �̃(λ) represents net radiometric data obtained by subtracting the dark contribution from signal
data after scaling the raw CCD readouts by the measurement integration time (sec) and the
binning factor (unit of a pixel, pix)—�̃(λ) is thus in units of ADU·sec −1·pix−1, see for instance [20];

2. The term ℵ(λ) = ℵNL(λ, XNL)·ℵT(λ, XT)·ℵSL(λ, XSL)·ℵCR(λ, XCR) accounts for the non-ideal
instrument response due to non-linearity (NL) [21], temperature (T) [22], stray-light (SL) [23–25];
non-cosine response (CR) of the above-water irradiance sensor [26–28] (with X denoting input
parameters for the specific correction; e.g., temperatures for T, sun elevation and tilt for CR, etc.);

3. FC(λ) indicates the in-air absolute calibration coefficient (i.e., the absolute responsivity) in

units of
(
W·cm−2·sr−1·nm−1

)
/
(
ADU·sec −1·pix−1

)
and

(
W·cm−2·nm−1

)
/
(
ADU·sec −1·pix−1

)
for

the radiance and irradiance data, respectively;
4. FI(λ) is the immersion factor accounting for the change in responsivity of the sensor when

immersed in water with respect to air (dimensionless).

Results obtained from measurements performed by the blue and red spectrographs are finally
merged into a unique spectrum (for each sampling acquisition and radiometric sensor). This processing
step requires as input the predefined cut-offwavelength at which the spectra are joined.

4.2.3. Level-2A

The first processing step is the minimization of shading effects due to the deployment structure
and the radiometers housing by means of look-up tables (LUTs) produced with Monte Carlo (MC)
simulations of the radiative transfer process for given boundary conditions [29–31]. The scheme to
determine the shading correction factors executes, for the same environmental case, MC ray tracing
with and without accounting for the presence of the optical buoy. The difference between the two
results defines the shading correction coefficients [32].

The biofouling effect is evaluated by means of specific quality checks performed during the
periodical cleaning of the radiometers. These monitoring results are used to evaluate changes in the
instrument performance and compile information to assess the data products quality.

The sub-surface value of the upwelling radiance is derived from Lu(zi, λ)measurements performed
at three fixed depths zi (i = 1, 2, 3), with z1 > z2 > z3 and assuming positive depth increasing towards
the bottom [28,33]. Precisely, the value of the upwelling radiance just below the sea-surface Lu(0−, λ)
is derived from the Lu(z1, λ) measurement at the shallowest depth z1 as

Lu(0−, λ) = Lu(z1, λ)eKL(0,1, λ)·z1 , (2)

where KL(0, 1, λ) is the attenuation coefficient of the diffuse upwelling radiance for the depths from 0
to z1—i.e., K01

L [33]. The diffuse attenuation coefficient KL(i, j,λ) in the depth interval [zi, zj], is defined
as

KL(i, j,λ) = −
ln
[

Lu(λ,zj)
Lu(λ,zi)

]
zj − zi

. (3)

The value of KL(0, 1, λ) cannot be directly measured and is determined from Lu(z1, λ), Lu(z2, λ)
and Lu(z3, λ) values [33]. To this end, the data processing accounts for the increasing fraction of light
generated by inelastic radiative processes (Raman effect and chlorophyll fluorescence) from the blue
region of the spectrum, where energy is abundant, to the red region, where the incoming light is rapidly
attenuated (this implies a KL tendency to decrease with depth for λ > 575 nm). MC simulations are
employed to compute KL lookup tables accounting for Raman scattering [33]. The effect of chlorophyll
fluorescence is instead estimated from in-situ measurements in the [0, z1] interval performed with
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ancillary instrumentation of the moored buoy. The K01
L estimate is finally modelled as a function of the

K12
L and K13

L [33].

The water-leaving radiance [6,34,35], Lw
(
θ,φ,λ j

)
, is computed as

Lw
(
θ,φ,λ j

)
= Lu

(
0−,θ′,φ,λ j

) 1− ρ(θ′,θ)[
n
(
λ j, T, S

)]2 , (4)

where φ is the azimuth angle, θ is the zenith angle in air, θ′ is the corresponding refracted nadir angle
in water, ρ(θ,θ′) is the internal Fresnel reflectance, and n

(
λ j, T, S

)
is the refractive index of seawater,

with T and S indicating the temperature and salinity, respectively [36].
The fully normalized water-leaving radiance, LwN(λi), is the radiance leaving the sea surface

from the water body (i.e., excluding the contribution of incident light reflected above the sea surface)
as if the sun was at the zenith, the Earth was at its mean distance from the sun and in the absence of
any atmospheric loss [37]. LwN(λi) is determined as

LwN(λi) = C f /Q(θ0,λi, Chla)·F0
(
λ j
)
·Lw(λi)

Es(λi)
, (5)

where (1) Es(λi) is the incident solar irradiance; (2) C f /Q
(
θ0,λ j, Chla

)
is the BRDF correction term

obtained from look-up-tables as a function of the solar zenith angle θ0, the wavelength λ j, and the
Chlorophyll-a concentration Chla [38]; and 3) F0(λi) = F0(λi)·δ0(SDY) is the extraterrestrial solar
irradiance F0 corrected for the Earth-sun distance δ0(SDY) indicating with SDY the Sequential Day of
the Year.

The fully normalized marine reflectance, ρwN(λi), is finally derived from LwN(λi) as

ρwN(λi) =
LwN(λi)

F0(λi)
·π. (6)

4.2.4. Level-2B

Full resolution data are determined in the 350–900 nm interval. Spectral integration is addressed
to compute radiometric values for the channel identified by the central wavelength λi of selected
space-borne sensors as

Lw(λi) =

∫
Lw
(
λ j
)
· SRFi

(
λ j
)
dλ j∫

SRFi
(
λ j
)
dλ j

, (7)

indicating with SRFi the spectral response function of the i − th band of the space-borne sensor.
Note that the numerical integral corresponding to Equation (7) is performed after interpolation of
SRF discrete values to the central wavelengths of the in-situ measurement. The numerical integration
scheme is then designed to minimize the uncertainty budget. Selected ocean color space sensors of
interest include

1. Ocean and Land Color Instrument (OLCI); Sentinel 3 missions; Copernicus Program; EU.
2. Moderate Resolution Imaging Spectroradiometer (MODIS); Terra/Aqua; NASA; USA.
3. Visible Infrared Imaging Radiometer Suite (VIIRS); Suomi NPP, NOAA-20, JPSS-2, JPSS-3;

NASA/NOAA; USA.
4. Ocean Color Instrument (OCI); Plankton, Aerosol, Cloud, ocean Ecosystem (PACE) program,

NASA [39] (https://pace.gsfc.nasa.gov/, planned launch in 2022).

4.3. Quality Assurance and Quality Control

The determination of data products is complemented by the quality assurance and control (QA/QC)
of results. This task is jointly based on objective parameters (e.g., coefficient of variation of CCD data at
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Level-1, stability of pre- and post-deployment calibration coefficients, presence of optical stratifications
limiting the capability to perform depth propagation of the upwelling radiance at Level-2), as well as
the visual inspection of results (e.g., abnormal presence of spikes in Level-1 data) and complementary
information (e.g., cloud-cover conditions). Additional QA/QC is performed checking the consistency
of individual records with historical measurements once the time series permits (in analogy to the
procedure adopted by the MOBY Team). For a final assessment, the stability of calibration lamps
within their life cycle (i.e., determined based on traceability with respect to standards performed by
the National Metrology Institute) is also verified.

QA/QC results are finally summarized through the following labels:

• GOOD indicates the highest quality data for SVC applications (reprocessed data only) or for
validation and monitoring (these include near-real-time products release);

• QUESTIONABLE refers to data products derived upon applying significant corrections
(e.g., excessive sensor tilting or instability of the instrument response); and

• BAD is applied to data that are unreliable and cannot be used even if the current set of correction
schemes are applied (usually caused by unanticipated problems during data acquisition or clouds).

4.4. Data Products Dissemination

The data processing cycle accounts for the following three main release versions:

1. Near Real-Time (NRT) results are delivered once the following operations have been executed:
visual data inspection, data correction and calibration, computation of data products such as the
normalized water-leaving radiance, and preliminary data quality assurance and control (QA/QC.
The timely dissemination of high-quality daily data products derived from in-situ measurements
is scoped to release measurements results for the routine assessment and monitoring of orbiting
OC remote sensing sensors.

2. Post-Deployment Calibration (PDC) results are computed by performing a data re-processing
when the optical system has been recovered to shore and re-calibrated. Namely, pre- and
post-deployment calibration coefficients are used to account for instruments responsivity change.
Any instrument re-characterization for the non-ideal instrument response is also to be taken
into consideration.

3. Finally, Traceable to Calibration Standards (TCS) of NMI supporting OC-SVC activities are
determined by means of an additional data re-processing at the end of the operational cycle of
calibration lamps (which is in the order of 50 working hours). At this stage, in fact, the lamps
are sent to NMI for traceability. Data products are then recomputed when reference calibration
sources are replaced (note that the source stability is continuously monitored at the calibration
facilities to allow for prompt actions in the case of out-of-order variations).

All GS dissemination services are performed within the Copernicus infrastructure and in
compliance with the Copernicus principles of offering free, full, and open access to data and
processing models. An interactive data browser will be designed to allow end-users to look up
field measurements and derived products for specified search conditions and generate a quick
statistical summary of the selected data. Deliverables include details on the pre- and post-deployment
calibration coefficients, as well as the stability of calibration sources. Additional services are (1) a web
service for the documentation of processing modules and (2) a forum for registered users to provide
general information, answer questions, and receive comments and suggestions.

4.5. Maintenance Operations

A web interface is finally dedicated to facilitate the maintenance of the ground segment
(e.g., software revisions, hardware replacement) and the field segment (e.g., infrastructure turn-over,
instrumentation calibration, cleaning, and replacement). Provided on-line services include the
scheduling of maintenance operations and the posting of services logs.
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5. Site Characterization

5.1. Location

5.1.1. Geography and Illumination

As discussed in Section 1, the area around the island of Lampedusa, south of the Strait of Sicily,
is proposed as the EURYBIA candidate site for the OC-SVC infrastructure. Lampedusa, part of the
small Pelagian archipelago, is a small island (about 20 km2 surface area) in the open Mediterranean Sea,
at 35.5◦ latitude North. About 6000 inhabitants live in Lampedusa and Linosa, the two major islands
of the archipelago. The Lampedusa area has been extensively studied with respect to geomorphology,
marine and terrestrial ecology, and many environmental parameters. The archipelago is located
on the African tectonic plate, at the southern shoulder of a Plio-Quaternary rift zone that shows
deep fault-controlled structural depressions oriented along the North-West to South East direction
(e.g., the grabens of Pantelleria, Linosa, and Malta). The associated deep depressions, just North of
Lampedusa, are more than 1500 m deep and separate the African continental shelf from that of Sicily.
The rift zone is characterized by a moderate seismicity, mostly located in the Linosa graben.

Geologically, the island of Lampedusa is formed by Upper Miocene neritic limestones [40].
The island is about 10 km wide, with a tabular morphology and a surface sloping toward the south
and south-east. The maximum altitude is about 130 m.

Calculations of the solar illumination and occurrence of sun glint conditions have been carried
out. The illumination conditions at Lampedusa and MOBY are similar in summer, while in winter,
the available solar energy at Lampedusa is a minimum of 70% of that available at MOBY. Higher solar
zenith angles associated with higher latitude at Lampedusa than at MOBY are favorable for minimizing
the influence of sun glint conditions.

5.1.2. Existing Infrastructures

Relevant logistical and scientific infrastructures, and several natural protection areas are present
in and around Lampedusa (http://www.ampisolepelagie.it/). An airport and a primary and a secondary
port exist on the island. Regular daily flights and ferry boats connect Lampedusa and Sicily throughout
the year.

With respect to scientific infrastructures, Lampedusa hosts a climate observatory (http://www.
lampedusa.enea.it), which has been operational since 1997 and is composed of an atmospheric
observatory (35.52◦N, 12.63◦E) [41] and an oceanographic observatory (35.49◦N, 12.47◦E) [42]. A large
number of atmospheric and oceanographic parameters are routinely measured at Lampedusa; these data,
together with satellite observations and model results, have been used for the characterization of the
Lampedusa area for OC-SVC. In addition, they offer relevant and reliable information for the definition
of the design requirements of the buoys structure in order to meet the necessary stability for a higher
number of quality measurements throughout the year. The Lampedusa Climate Observatory contributes
to global measurement networks and to European environmental research infrastructures, such as the
Integrated Carbon Observation System (ICOS) and the Aerosol, Clouds, and Trace Gases (ACTRIS).
Lampedusa also contributes to the national network of the European Multidisciplinary Seafloor
and water-column Observatory (EMSO), research infrastructure, with a number of oceanographic
measurements. The operational instruments include sun photometers, also part of the Aerosol Robotic
Network (AERONET), a ceilometer, an aerosol and water vapor lidar, radiometers and spectrometers
for downwelling and upwelling radiation and atmospheric remote sensing, oceanographic sensors for
temperature, salinity, chlorophyll, CDOM, backscattering, and underwater radiation.

As part of the Lampedusa Climate Observatory, instruments and capabilities in radiometers and
spectrometers characterization and calibration (see e.g., references [43–45]) are available on site.

Scientific data acquired at the Lampedusa Climate Observatory have been extensively used,
and more than 200 international scientific papers referring to these data have been published so far.
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Many studies make advantage of these data for inter-comparison, validation, and combined analyses
of satellite observations.

5.1.3. Bathymetry

Two regions with bottom depth larger than 300 m at 35.5248◦N–12.7667◦E and
35.7430◦N–12.3579◦E, LMP1 and LMP2 respectively, have been identified as possible sites for OC-SVC
Infrastructure (Figure 5). These two sites are characterized by a negligible impact from fishing
activities and ship traffic and are located at a reasonable distance from Lampedusa (less than 20 km),
thus enabling technical operations and allowing for timely interventions, while avoiding any possible
adjacency effect (see Section 5.4) and possible influence from emissions occurring on the island.

LMP2 

LMP1 

Figure 5. Bathymetry of the Sicily Channel with a zoom on the area around the Island of Lampedusa.
Black crosses represent possible sites for the future installation (LMP1 and LMP2, respectively,
at 35.5248◦N–12.7667◦E and 35.7430◦N–12.3579◦E). Black star and filled point show the position of
Oceanography and Atmospheric Observatories, respectively.

The bottom effect has been analyzed by performing radiative transfer MC simulations [29,30].
The study acknowledges that the selected region of the Mediterranean Sea is characterized by a
relatively high CDOM concentration in comparison with oceanic oligotrophic waters. Light penetration
in the water column at the lower end of the spectral region is then significantly limited by the
exponential increase of CDOM absorption as wavelength reduces. On the other hand, water absorption
lessens the red and near-infrared light transmission. On this basis, 470 nm has been considered as a
test wavelength for the bottom effect analysis (specific simulation parameters in Table 2). The bottom
contribution has been estimated as percent difference of LS

u and LB
u values assuming a sandy (S) and a

black (B) bottom:

δSB(zbtm) = 100·L
S
u(zsns) − LB

u(zsns)

LB
u(zsns)

(8)

where zbtm and zsns indicate the bottom and the sensor depth, respectively. The value of zbtm has been
varied between 50 and 200 m. The value adopted for zsns is 14 m, which corresponds to the depth of
the sensor that is mostly affected by bottom reflectance.
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Table 2. Parameters employed for the radiative transfer simulations at λ = 470 nm.

Sky Radiance IOPs Bottom

Es
[W m−2 sr−1 nm−1] Diff/dir Sun zenith

[deg.]
a

[m−1]
c

[m−1] bb/b
Reflectance

[%]
Depth

[m]

1.57 0.45 15 0.028 0.14 0.0183 0 (B) and 36.2 (S) 50 to 200

The Harrison–Coombes model has been employed for the sky radiance [46,47]. The values of
total irradiance and the diffuse-to-direct irradiance ratio have been determined according to [48].
Inherent Optical Properties (IOPs) to model light transfer in the water column have been selected
considering the lowest values of absorption, attenuation and backscattering fraction collected in the
field [49]. It is highlighted that the minimum measured bb/b value is 0.021. However, MC simulations
have been executed considering a lower bb/b value, namely employing the Volume Scattering Function
of Petzold (i.e., bb/b = 0.0183) [50]. The simulated bottom effect is hence expected to overestimate
reality due to larger forward scattering. A Lambertian surface with the reflectance value of coral sand
is considered for the bottom [51]. Raman scattering [33] has been neglected because it only accounts for
a second-order contribution. Examples of optical profiles for a black and sandy bottom are presented
in Figure 6 for water depths of 50 m and 200 m.

   
(a) (b) (c) 

 
  

(d) (e) (f) 

Figure 6. Examples of simulation results. (a–f) refer to a bottom depth of 50 and 200 m, respectively.
Ed, Eu, and Lu profiles are from left to right column panels (Ed and Eu values presented only for
completeness). Simulation results (Table 3 and Figure 7) indicate a negligible contribution to the
upwelling radiance at 14 m below the sea surface for a water column of 200 m or deeper.

Results presented in Table 3 and Figure 7 suggest that the impact of bottom reflectance is negligible
for a water column of 200 m or deeper, making the selected site with 300 m depth suitable considering
the radiometric accuracy required for SVC (i.e., assuming the representativeness of the parameters
employed for the MC simulations).
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Figure 7. Summary of bottom effects simulations (see also Table 3).

Table 3. Estimated bottom contribution (percent) to the upwelling radiance at 14 m below the sea
surface for different bottom depths.

Bottom Depth [m]

Lu at 14 m Depth [W m−2 sr−1 nm−1]

δ [%]Black Bottom Sand Bottom

Reflectance 0% Reflectance 39.4%

−50 5.289 × 10−3 1.362 × 10−2 61.18
−100 6.911 × 10−3 7.053 × 10−3 2.01
−150 6.005 × 10−3 6.007 × 10−3 0.03
−200 5.895 × 10−3 5.895 × 10−3 0.00

5.2. Oceanographic Properties

5.2.1. Temperature and Salinity

The characterization of the ocean temperature and salinity in the Lampedusa area has been based
on in-situ and satellite observations. Data from a conductivity temperature depth (CTD) at 18 m
depth, and from a temperature and pressure sensor at a 1 m depth at the Lampedusa Oceanographic
Observatory have been used for the reference period 2018–2019. The annual evolution of the temperature
and salinity monthly mean values at 18 m depth is shown in Figure 8. By comparison, the range of
temperature and salinity at the MOBY site, derived from Feinholz et al. [16], are also shown in Figure 8.
The annual temperature cycle is larger at Lampedusa than at MOBY; conversely, the annual salinity
changes are significantly smaller at Lampedusa. These variations constitute essential information for
the determination of the water refractive index.

Temperature measurements at a 1 m depth show a slightly larger annual cycle than at 18 m,
with similar temperatures in winter and somewhat larger temperatures in summer. The temperature
daily cycle is generally within ± 3% of the average daily value.

The Sea Surface Temperature (SST) spatial and temporal variability in
the region around Lampedusa has been studied based on the daily Level-4
(SST_MED_SST_L4_NRT_OBSERVATIONS_010_004) product from the Copernicus Marine
Environment Monitoring Service (CMEMS) for the reference year 2013. The annual average
temperature in the Lampedusa area is about 21 ◦C. Average day-to-day SST anomalies are generally
smaller than 1.5% in the whole area around Lampedusa.
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Figure 8. Time series of monthly average temperature and salinity, from the 18 m conductivity
temperature depth (CTD), at Lampedusa during 2018–2019. The annual range for temperature and
salinity at MOBY (grey rectangle) and at Lampedusa (yellow rectangle) is shown in the graph inlet.

5.2.2. Currents

Data for currents at different depths at the proposed sites have been extracted from the CMEMS
Med Sea Physical Reanalysis dataset [52]. Daily data for the period 1987–2013 have been used.
The information on currents at the Lampedusa area has been compared with current data for the MOBY
site retrieved from the CMEMS GLORYS12V1 global reanalysis (http://resources.marine.copernicus.eu/
documents/PUM/CMEMS-GLO-PUM-001-030.pdf). The reference period that has been considered
is 1993–2013.

Figure 9 shows profiles of the median, 99th percentile, and maximum values of currents at LMP1,
LMP2, and MOBY. For comparison, also values at the Boussole area (Ligurian Sea), also derived from
the CMEMS Med Sea Physical Reanalysis dataset, are displayed.

 
Figure 9. Profiles of the median, 99th percentile, and maximum values of currents at LMP1, LMP2,
and MOBY. For comparison, also values in the Boussole area (Ligurian Sea).

Currents are generally weaker at the Lampedusa area than at MOBY and in the Ligurian sea,
although higher current may occur in specific events. All sites show a marked seasonal variability for
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the currents, with median smaller values at Lampedusa in all seasons. Dominant currents are from the
north-west [53] and are associated with the Atlantic–Tunisian current flowing on the Tunisian shelf.

5.2.3. Waves

Data on wave characteristics have been derived from the ECMWF ERA-5 dataset [54]. Data from
the period 1979–2019 have been used in the analysis of wave characteristics for both the Lampedusa
and MOBY areas. The median of the significant wave height at Lampedusa is about 0.9 m, while it is
about 1.1 m in the MOBY area. The significant wave height shows a very limited spatial variability in
the region around Lampedusa, much smaller than in the MOBY region. For Lampedusa, the significant
wave height is expected to be > 1 m for about 40% of the time. Moreover, relatively high waves
are mainly concentrated in winter. Waves from the North-North-West sector are the most frequent,
with other smaller contributing sectors from East and South-East.

Significant differences in the wave period exist between the Lampedusa and the MOBY areas.
Wave periods are generally shorter at Lampedusa than at MOBY, although a wider range of periods
may be found in Lampedusa. The wave characteristics are expected to impact the stability of the
buoy attitude; hence, the full wave climate characterization provided with this study aims to offer the
backbone of the necessary requirements for the buoys structure design, which is essential for good
quality measurements in the long-term.

5.2.4. Inherent Optical Properties

The Inherent Optical Properties (IOPs) were investigated using different the CMEMS datasets,
for the January 2017–September 2019 period in the Mediterranean, and for the July 2018–November
2019 for the MOBY area; in-situ measurements of chlorophyll, CDOM and backscatter made at the
Lampedusa Oceanographic Observatory at 4.5 m depth in the period June 2018–July 2019 [49].

Overall, a very good agreement between satellite and in-situ determinations of chlorophyll is
found and confirms that the central Mediterranean is an oligotrophic region. The chlorophyll amount
shows a clear annual cycle, with a maximum in winter and a minimum in summer. The annual average
chlorophyll amount is <0.08 mg m−3 in both the Lampedusa and MOBY regions. The day-to-day
variability, as retrieved from satellite observations, is <10% at both sites. The chlorophyll spatial
variability is also small (<10%) in the Lampedusa area. Figure 10 shows the chlorophyll seasonal
cumulative distribution as derived from in-situ observations. The chlorophyll amount exceeds
0.2 mg m−3 only during winter. In-situ continuous observations also show that CDOM and volume
backscattering coefficients display an annual cycle, with maxima in winter. Maxima of CDOM and
volume backscattering coefficient are 1.1 ppb and 6 × 10−4 m−1 sr−1, respectively. Minima are around
0.5 ppb for CDOM and 2.5 × 10−4 m−1 sr−1 for the backscattering coefficient.
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Figure 10. Normalized cumulative (left) and frequency (right) distribution of the log10-transformed
chlorophyll concentration measured at a depth of 4.5 m. Different colors indicate seasons. The black
dashed vertical line marks 0.1 mg m−3, the red vertical dashed line marks 0.2 mg m−3.

5.3. Atmospheric Properties

In this section, the main atmospheric properties that may affect SVC are presented and analyzed
considering ground-based, satellite, and in-situ measurements.

5.3.1. Meteorology and Local Scale Effects

Because of its reduced surface extension and low and smooth topography, the meteorological
conditions at Lampedusa are dominated by synoptic-scale phenomena, while local effects are negligible.
Weather patterns display a significant seasonal cycle, with a larger variability during autumn and winter,
and generally stable and dry conditions during spring and, particularly, in summer. Precipitation is
concentrated in autumn and winter, with a maximum in October. Highest temperatures are registered
in August (about 26 ◦C) and minima in January, February, and March (13.5–14 ◦C).

The annual cycle in weather variability is also evidenced by tropospheric temperature profiles,
showing a temperature inversion from April to August, due to the differential warming of the air
and sea surface. From September to March, the absence of temperature inversions is linked to more
unstable conditions [55].

The comparison of the temporal evolution of meteorological parameters measured at the
atmospheric observatory and at the oceanographic observatory confirms that the island of Lampedusa
produces a very small perturbation to the atmospheric dynamics, and local effects are negligible.

5.3.2. Wind

Wind speed is linked to wave formation and with the sea surface roughening and foam,
thus limiting the availability of optimal conditions for SVC.

Wind speed patterns are driven by the main synoptic structures, showing prevailing directions
from NW, with limited interannual variability. The most frequent wind speed is between 4 m/s and
8 m/s (annual average of about 6 m/s); in about 67% of the cases the wind speed values are <8 m/s
(Figure 11).

The wind speed and direction display a seasonal variability, also connected with seasonal changes
of the mesoscale Mediterranean atmospheric circulation, with a larger variability during autumn
and winter.
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Figure 11. Cumulative distribution (left) and histogram of relative occurrence (right) of the wind speed
at Lampedusa. The different curves/histograms are relative to years 2013, 2015, 2016, 2017, and 2018.

5.3.3. Cloud Cover

The Sicily channel is an area with relatively low cloud cover occurrence, a moderate seasonal
cycle ranging from about 10% in summer to 40% in winter and a relatively low (<5%) interannual
variability [56].

The detection of cloud-free periods at Lampedusa is based on ground-based measurements
collected by all sky imagers and radiometers. A specific algorithm has been developed to identify
cloud-free cases (cloud cover <2 oktas, sun unobstructed) from global and diffuse irradiance
measurements made with a Multi Filter Rotating Shadowband Radiometer (MFRSR) [57]. The algorithm
is based on the scheme proposed by Long and Ackerman [58], which has been modified to identify
periods devoid of clouds also during cases with elevated aerosol amounts, in particular Saharan
dust. The method is capable to identify cloud-free cases and has been tested against all-sky imager
data. In the paper by [59] (Figure 4 of the cited reference) the frequency of occurrence of cloud-free
conditions during the central part of the day (UTC time between 09:00 and 14:00), as derived from
15 years of MFRSR measurements, is shown. Cloud free conditions occur in more than 60% of the cases
at Lampedusa during June, July, and August, with peaks of 80%. The frequency is <20% in February,
November and December. On average, the area has a 37% overall probability of cloud free occurrence;
the interannual variability is relatively low.

Cloud properties retrieved from the MODIS sensor on-board Aqua have been investigated over
a region of 2◦ × 2◦ around Lampedusa analyzing Level-3 monthly mean cloud optical thickness,
cloud fraction (CF), and cloud top pressure (CTP) from July 2002 to December 2016 (see Figure 10 [59]).

The annual evolution of cloud fraction, with summer minima, is consistent with that of the
occurrence of cloud-free conditions. Moreover, covariance of CF and CTP is observed, indicating lowest
clouds and smallest CF in July, when low cloud optical thickness values are also observed; this may be
associated to the formation of thin low-level cloud at the top of the atmospheric inversion characterizing
the marine boundary layer in summer [55]. The spatial distribution of the cloud cover occurrence is
highly homogeneous around Lampedusa throughout the year.

Recently, an algorithm to derive cloud cover from measurements of diffuse irradiance at two
wavelengths was developed. This algorithm is based on the method developed by Min et al. [60],
which uses measurements of diffuse irradiances at 415 nm and 870 nm obtained with an MFRSR
instrument. An improved version of the algorithm was implemented, taking into account the effect
of aerosol and varying solar zenith angle and leading to an improved determination of cloud cover
and to a more general applicability of the method. High time resolution cloud cover was obtained
throughout the year 2016 and compared with ground-based sky imager observations, and cloud cover
derived from MODIS satellite data. The analysis of those data has shown the absence of a daily cycle
in cloud cover.
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5.3.4. Aerosols

Aerosol transport patterns and optical properties over Lampedusa have been extensively studied
using ground-based measurements and satellite data (e.g., references [57,61–63]). Measurements
of the aerosol optical properties were started at Lampedusa in 1999 using an MFRSR instrument;
a CIMEL sunphotometer contributing to AERONET was set up in 2000, although it worked with some
discontinuity during the first years of operation. An extended dataset combining these two datasets
has been implemented, and a correction scheme has been developed to take into account differences in
the field of view of the two instruments [63].

Several studies show that, except for the cases directly influenced by Saharan dust transport
events, Lampedusa is characterized by low aerosol optical depth (AOD). When such events are not
considered in the statistics the annual mean aerosol optical depth at 870 nm is about 0.09 (as derived
from the data by [61]). The distribution of the AOD daily average values at 870 nm for the period
1999–2018 (> 4500 days with measurements) is shown in Figure 12: about 75% of all AOD values at
870 nm are below 0.15, while larger AOD values are measured during sporadic events of Saharan dust
transport that have a seasonal cycle and typically last for one or two days [57]. The distribution of
Ångström exponent values, which is linked to the particles’ dimension, is shown in Figure 12. Cases of
pollution transport from the European continent, characterized by small particles, i.e., larger Ångström
exponent values [61], are infrequent; values of Ångström exponent below 1 represents 78% of all values.

 

Figure 12. Histogram of relative occurrence (upper) and cumulative distribution (lower) of the values
of AOD at 870 nm (left) and of the Ångström exponent calculated between 500 nm and 870 nm (right).
Daily values (> 4500) measured between 1999 and 2018 are used.

Chemical analyses of in-situ aerosol samples [64] show that natural sources (sea salt, mineral dust,
and biogenic emissions) give the largest contribution to PM10 all year round. Sea salt represents the
largest absolute and relative contribution in all seasons, with a maximum (54%) in winter and minima
(33%) in summer, while desert dust contributes by 17%–37% (largest in autumn).

5.3.5. Interfering Gases

Among all the atmospheric gases with absorption in the UV-visible-near infrared spectral intervals,
water vapor, ozone, nitrogen dioxide, and sulphur dioxide have the largest absorption.

Total ozone column (TOC) has been measured at Lampedusa since 1998 by means of the Brewer
spectrophotometer #123. TOC time series in the period 2000–2016 has a clear annual cycle with
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maxima in spring and minima in autumn, which is the result of a balance between transport and
photochemical loss, whereby the former is dominant in winter, while photochemical loss dominates
in summer, leading to a minimum in autumn. The TOC mean annual cycle at Lampedusa obtained
from daily average has an amplitude of about 60 DU. The TOC diurnal variability is mainly caused by
photochemical and transport processes occurring in the troposphere. At Lampedusa, diurnal variability
is limited, below 2.5% under cloud-free conditions.

The total NO2 column is not measured at Lampedusa, so data from the Ozone Monitoring
Instrument satellite (OMI) onboard Aura satellite have been examined. The temporal evolution of NO2

column density provided by OMI measurements have been derived in the period 2010–2018 from the
NASA Giovanni web site (https://giovanni.gsfc.nasa.gov/giovanni/). Maxima are reached in summer
and minima in winter, with an amplitude of the annual cycle of about 2 × 1015 cm−2. The day-to-day
column NO2 variability is <17%.

Finally, in-situ measurements of O3 and NO2 mixing ratio show that their diurnal variability
is negligible.

5.4. Adjacency Effect

The contribution of the diffuse radiance reflected by the presence of land to the radiance measured
by the satellite for an ocean scene, called the adjacency effect (AE), perturbs the spectral satellite data,
thus leading to uncertainties in derived primary products. The AE has to be minimized by considering
a minimum distance from the coast (i.e., [12]).

The adjacency radiance contribution depends on the land surface radiative properties (spectral and
geometric), on the extension and morphology. The adjacency effect field around Lampedusa island has
been studied by [65] simulating OLCI measurements at the central wavelengths of four OLCI channels
(λ = 490 nm, 555 nm, 670 nm, and 865 nm), accounting for typical surface and atmospheric conditions
derived from satellite or remote sensing surface observations.

According to the results of this study, AE is avoided at distances larger than 15 km from the coast
of the island.

Since land surface albedo has a key role in the estimation of the AE, spectrally detailed
measurements of this quantity should be made at the same time and at the same wavelength as OC
measurements [65]. The estimation of the AE will take advantage of surface albedo measurements
carried out at the Atmospheric Observatory. While spectral downward irradiance has been measured
by spectroradiometers since 2013, measurements of reflected spectral irradiance are about to be started.

Measurements of broadband solar albedo at the Atmospheric Observatory started in 2016.
The annual distribution of the surface albedo monthly mean values presents maxima of 0.19–0.21 from
July to January, and a decrease to 0.16–0.17 in April and May, when the occurrence of rain favors the
growth of vegetation, decreasing the reflecting properties of the surface.

6. Uncertainty Budget

6.1. Uncertainty of the Radiometric Measurement

The estimated uncertainty budget (EUB) of the infrastructure is firstly assessed for the radiometric
measurements. For each radiometric correction, the measurement equation is implemented in the
ground segment to provide end-to-end uncertainties of every individual measurement (Figure 13).
Uncertainty propagation is then theoretically achievable with this formalism (Type A uncertainty,
defined in a statistical sense), using either the Guide to the Expression of Uncertainty in Measurement
(GUM) first-order assumption [66] or Monte Carlo simulations [67].

For the quantified EUB of the optical system, we prefer, however, to rely on the actual uncertainties
recently assessed by the MOBY team with the MarONet optical system [17,18]. This refers to
Type B uncertainties, i.e., uncertainties not derived by a statistical analysis, but field experiences,
calibration reports, and background knowledge on the system. It shall be noted that uncertainties of
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MarONet are reduced compared to the previous MOBY system [68]. The EUB of the optical system is
split into three main parts:

1. Uncertainty of water-leaving radiance (Lw(0+)) covering the optical system (Table 4), deployment
structure and ground segment processing (Table 5);

2. Uncertainty of the downwelling irradiance (Ed) covering the optical system and environmental
effects (Table 6);

3. Uncertainty of the resulting remote-sensing reflectance, Rrs (Table 7).

Figure 13. Example of measurement equation for uncertainty propagation: Lu depth propagation.

A basic principle in the uncertainty budget is that corrections are multiplicative. The formalism
adopted in the study follows the protocols of the IOCCG report “Protocols for Satellite Ocean Color
Data Validation: In-situ Optical Radiometry” [28]. Denoting with the symbol �(λ) either L(λ) or E(λ)
in physical units (W·cm−2·sr−1·nm−1 and W·cm−2·nm−1, respectively), the conversion equation for a
given correction, ℵi(λ), from measurement �i−1 to measurement �i, is

�i(λ) = ℵi(λ)·�i−1(λ) (9)

The term ℵi(λ) accounts for the non-ideal instrument response of the instrument and implicitly
depends on various input parameters (possibly other wavelengths, like for straylight correction).
The final radiometry is thus given by the product of all corrections:

�(λ) =
N∏

i=1

ℵi(λ)·�0(λ) (10)

where �0 represents the net radiometric data obtained by subtracting the dark contribution from
signal data after scaling the raw CCD readouts by the measurement integration time and the bin factor.
Applications of the GUM gives

u2(�(λ))
�(λ)2 =

N∑
i=1

u2(ℵi(λ))

ℵi(λ)
2 +

u2(�0(λ))

�0(λ)
2 (11)

This justifies why the quadratic uncertainty budget is additive, in relative unit, in the next tables.
Furthermore, the tables tentatively distribute the uncertainties sources between their random and
systematic parts. This has an important consequence on the SVC gains, further discussed in the
next section.
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Table 4 gives the EUB of the optical system (Lu), and Table 5 gives the EUB of the deployment
structure (Lu in the field) and of the depth extrapolation and post-processing up to Lw(0+). Most of
the terms are from Voss et al. 2017 and Johnson et al. 2017 [17,18]. Uncertainty due to spectral
resolution is covered in the next section. The five sources of uncertainty related to radiometric
calibration refer, respectively, to the sphere calibration, sphere drift, non-uniformity, calibration
measurement uncertainty and spectral interpolation at the radiometer bands. The effect of angular
responses is neglected thanks to very limited FOV (1.73◦ full angle). The uncertainty of the
immersion factor comes from Feinholz et al. 2017 [16]. Thermal stability refers to terms “instantaneous
temperature” in Johnson et al. 2017 [18]. Dark current is implicitly taken into account in the temporal
averaging and random component of noise calibration below. Uncertainty related to polarization
comes from Voss et al. 2017 [17] and is very conservative, considering the use of a depolarizer.
Noise characterization covers MOBY integration time and reproducibility of Johnson et al. 2017 [18].
The effect of environmental conditions on Lu is assessed with a very conservative assumption as the
sum of uncertainties related to MOBY stability during deployment—system response, in-water internal
calibration, and wavelength stability [68].

The quantified uncertainty of the depth propagation at MOBY of 0.4% [17] is kept for EURYBIA.
Indeed, with chlorophyll concentration below 0.15 mg/m3 most of the time relevant for SVC (only up
to 0.2 in January), the attenuation coefficient at Lampedusa is below the maximum considered in
Voss et al. 2017 [33]; real acquisitions at Lampedusa done with a Satlantic profiler (with OCR507
radiometers) in 2017 confirms values of KL below 0.04 m−1 from 412 nm to 510 nm, of about 0.06 m−1

at 555 nm and 0.22 m−1 at 665 nm, fully compatible with the analysis of Voss et al. 2017 [33] at MOBY
(see their Figure 6). A conservative uncertainty of 1% is assigned to the biofouling correction [68].

The total uncertainty of Lw(0+) ranges from 3% to 5.5%, with spectral variation essentially due to
spectral emission of the calibration lamp and noise level.

EUB of solar irradiance (Es) is given in Table 6. The uncertainty induced by the cosine correction
depends on the solar zenith angle and the wavelength. For relevant conditions used in the SVC (most of
the time θ0 < 60◦), the uncertainties range from below 0.1% in the blue and green bands to 0.2% in the
red. Uncertainty of radiometric calibration accounts for these five sources respectively [18]: FEL lamp
calibration, drift, bench effect, calibration measurement uncertainty, and spectral interpolation. The EUB
includes also an estimated 2% environmental uncertainty, yielding a total uncertainty between 2% and
3% at all bands.

Table 7 eventually gives the uncertainty of remote-sensing reflectance (Rrs), through simple
combination between Lw and Es. We emphasize that the requirement to conduct SVC with Lw rather
than Rrs = Lw/Es is not agreed by all agencies; using Rrs may increase the total EUB and is here
considered as a conservative assumption. The total uncertainty remains below 5% from 412 nm to
560 nm and below 6% in the red. These numbers come from various conservative assumptions and
provide more an upper threshold than optimal estimates for the EURYBIA concept. Slightly smaller
uncertainties can likely be expected during the detailed design of the infrastructure.

6.2. Uncertainty of the SVC Gains

The second level of the EUB refers to the SVC process, i.e., uncertainty of the vicarious gains.
Although gain computation is not part of the SVC infrastructure, we consider that it is of highest
importance to quantify the end-to-end uncertainty of the system. This computation is done for the
identified locations around Lampedusa as well as for the MOBY location in Hawaii (MOBY), and using
OLCI data and effective criteria defined by EUMETSAT, detailed below. Because both Lampedusa
candidate locations yield very similar numbers, in the following we only report the analysis for location
LMP1 (East of Lampedusa). The EUB contains two parts, both based on realistic assumption on the
number of match-ups and radiometry at the calibration site.

1. Ground segment post-processing for in-situ and satellite data merging in the gain computation,
i.e., match-ups, spectral integration (Table 8);
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2. Gain computation, up to final mission average gains over a decade (Figure 14).

We cover two years of Sentinel-3 OLCI data (Full Resolution products) from July 2017 to July 2019.
We apply the strict criteria used by EUMETSAT for SVC gain generation, assuming that the criteria
related to the in-situ measurement should be met with an operational infrastructure:

1. 5 × 5 box centered on single pixels;
2. For each pixel, sensor zenith angle should be below 56◦ and the sun zenith angle below 70◦;
3. Excluding pixels contaminated by known disturbances, i.e., masked with at least one

of the following flags: CLOUD, CLOUD_AMBIGUOUS, CLOUD_MARGIN, INVALID,
COSMETIC, SATURATED, SUSPECT, HISOLZEN, HIGHGLINT, SNOW_ICE, WHITECAPS,
ANNOT_ABSO_D, ANNOT_MIXR1, ANNOT_TAU06, RWNEG_O2, RWNEG_O3, RWNEG_O4,
RWNEG_O5, RWNEG_O6, RWNEG_O7, RWNEG_O8;

4. All pixels within the 5 × 5 region of interest (ROI) should be valid;
5. Mean chlorophyll within the ROI should be below 0.2 mg/m3;
6. Mean aerosol optical depth (AOD) for the channel at 865 nm should be below 0.15;
7. Coefficient of Variation CV = σ∗

μ∗ should be below 0.15 for remote sensing reflectances at bands
between 412 and 560 nm, where μ* and σ* are mean and standard deviation, respectively,
computed after the removal of pixel outliers. A pixel is considered as an outlier for variable xi

if |xi - μ| < 1.5 σ where μ is the mean and σ is the standard deviation of that variable over the
5 × 5 box.

In two years, the number of valid data is 36 at Lampedusa and 64 at Hawaii (Table 9). The difference
is essentially explained by the threshold on AOD, and to a lesser extent on chlorophyll concentration,
noticing that the number of match-ups after the flag and geometry screening only is exactly similar
(70 match-up in two years for both sites). However, recent analyses suggest that OLCI may overestimate
AOD [69], possibly reducing the number of cases for valid matchups at Lampedusa.

In the uncertainty of the ground segment post-processing, our analysis includes the spatial
variability of the satellite observation (the first item of Table 8). This uncertainty is quantified for every
match-up in each relative unit by the Coefficient of Variation (CV) and strongly grows toward red
bands for clear waters. This term appears to be crucial in the EUB; neglecting it would drastically
reduce the final uncertainty on the SVC gains in the NIR.
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Table 9. Number of Ocean and Land Color Instrument (OLCI) match-ups between July 2017 and July
2019 when applying System Vicarious Calibration (SVC) criteria of EUMETSAT.

Criteria
Lampedusa
(EURYBIA)

Hawaii
(MOBY)

Total number of acquisitions 159 148
100 % valid pixels (flags and geometry) 70 [44%] 71 [48%]

Chl ≤ 0.2 mg/m3 134 [84%] 147 [100%]
AOD(865) ≤ 0.15 89 [56%] 105 [71%]

CV < 0.15 from 412 to 560 nm 95 [60%] 108 [73%]
Combined criteria 36 [23%] 64 [43%]

For a given band λ in the visible part of the solar spectrum, the SVC of OLCI consists first in
computing individual gains, g(λ), for every match-up and pixels [70]:

g(λ) =
ρpath(λ) + t(λ).ρt

w(λ)

ρgc(λ)
(12)

where ρt
w(λ) is the in-situ marine reflectance (de-normalise for BRDF effect, i.e., in the observation and

solar geometry of the actual pixel), ρpath(λ) and t(λ) are the atmospheric path reflectance and diffuse
total transmittance, respectively, accounting for the Rayleigh and aerosol components reflectance and
ρgc(λ) is the actual TOA reflectance pre-corrected for gaseous absorption and sun glint effect. Note that
computation and application of gains directly on the TOA Level-1 radiometry would not change the
present analysis. When dealing with standard atmospheric correction [37,71], the aerosol amount
and type are identified by the near-infrared (NIR) bands only, assumed to be calibrated beforehand
by other means [70]. Application of the GUM first-order assumption [66] gives the uncertainty of
individual gain:

u(g)2 =

(
tρt

w

ρgc

)2⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎛⎜⎜⎜⎜⎜⎜⎝u
(
ρt

w

)
ρt

w

⎞⎟⎟⎟⎟⎟⎟⎠
2

+

⎛⎜⎜⎜⎜⎜⎜⎝u
(
ρpath

)
ρpath

⎞⎟⎟⎟⎟⎟⎟⎠
2(
ρpath

tρt
w

)2
+

(
u(t)

t

)2
+

u
(
ρpath, t

)
tρpath

ρpath

tρt
w

⎞⎟⎟⎟⎟⎟⎟⎟⎠ (13)

This equation implicitly discards the uncertainty of the satellite radiometry before SVC, i.e., u
(
ρgc
)
,

because it essentially depends on the satellite characteristics (radiometric noise) and not on the OC-SVC
infrastructure nor aerosol or marine conditions. In term of covariances, we do not expect either any
correlation with ρgc, insofar as the standard atmospheric correction does not detect aerosol from the VIS
domain: r

(
ρgc,ρpath

)
=0 and r

(
ρgc, t

)
=0. On the contrary, covariance between scattering functions exists

and is included through u
(
ρpath, t

)
. The multiplicative factor tρt

w/ρgc decreases in absorbing waters
and theoretically minimizes the uncertainty of g. However, complex waters may counterbalance this
decrease by an increased uncertainty of the additive components in the square brackets—less reliable
in-situ marine reflectance (temporal variability, radiometric measurement) and possibly more complex
atmosphere. Also, a lower ratio gives more importance to the atmospheric uncertainty through the
factor ρpath/tρt

w. The balance between all terms is important to get the realistic uncertainty estimate.
Eventually, when the uncertainties of individual gains are computed, the uncertainty on the

mission average gains g is simply given by

u(g)2 =
1

N2

∑
match−ups

u(g) (14)

This formula assumes a simple average of the individual gains. More evolved averaging techniques
are also possible, such as the mean of the semi-interquartile range to remove outliers, or a weighted
average. In the present context we have no access to the distribution of the gains, only to their
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uncertainties, so the arithmetic averaging is kept as a conservative estimate. The value of u(g) is
affected by the number of years considered in the time-series, here Y = 2. A more objective metric is
the Relative Standard Error of the Mean (RSEM), introduced by Zibordi et al. 2015 [4] to study the
stability requirements of SVC gains per decade. With an average SVC gain of the order of unity, RSEM,
can be related to our computed u(g) by simply scaling the number of match-ups obtained in Y years to
a decade.

RSEM = u(g)/

√
10
Y

(15)

The relative uncertainty of in-situ marine reflectance,
u(ρt

w)
ρt

w
, is assumed to be of 5% at all bands and

all calibration sites (Lampedusa, Hawaii). This assumption, previously used in Zibordi et al. 2015 [4],
is consistent with the overall quantification detailed in the previous sections. It has obviously a
direct impact on the final uncertainties and could be refined in a later stage. The purpose of the
present analysis is to simulate the gain uncertainties that would be achieved with OLCI over these
locations assuming high-quality and daily radiometric measurements. All other terms involved in
the computation of u(g) are assessed by satellite data, notably the uncertainties of the atmospheric
scattering functions, u

(
ρpath

)
and u(t). This allows conducting a harmonized uncertainty budget for

all sites under consideration, while only Lampedusa is fully characterized by long-term AERONET
measurements. The choice is made here to fully rely on OLCI aerosol products, as it would be done in
real SVC operation. The actual uncertainties u

(
ρpath

)
and u(t) for a given match-up used in the SVC

process may be due to many sources, such as the aerosol modelling in the atmospheric correction,
the aerosol identification in the NIR, the propagation in the visible, and include both systematic and
random components. Because the purpose of SVC is to remove the systematic effects, the present
analysis determines u

(
ρpath

)
and u(t) by the local variation of ρpath and t around the calibration site.

This approach considers that heterogeneity in the atmospheric functions degrades the confidence in
the gains. The method is implemented as follows:

1. Consider, for each potential match-up, a ROI of 5 × 5 OLCI pixels (full resolution), consistent with
EUMETSAT protocols for SVC as defined previously;

2. Consider all OLCI metadata and ancillary data at pixel level (wind speed, pressure, geometry);
3. Consider OLCI aerosol optical thickness and Angstrom coefficient;
4. Identify, for each pixel, the best matching aerosol model in the OLCI LUTs;
5. Given geometry and ancillary data, compute ρpath and t by the OLCI LUTs (Rayleigh + aerosol),

as done in OLCI atmospheric correction;
6. Compute u

(
ρpath

)
and u(t) by their local standard-deviation over the ROI.

Final values of RSEM are given in Figure 14—the top-left for Lampedusa (LMP1 location) and the
top-right for the Hawaii location. RSEM is of about 0.05% at all bands and both sites, with a peak closer
to 0.08% in the Mediterranean at 490 nm. These numbers are consistent with the stability requirement
over a decade in the blue-green bands but do not reach the requirement of 0.005% in the red. It is worth
noting that this target is hardly reached by any existing SVC infrastructure. Indeed, the RSEM values
computed by Zibordi et al. 2015 [4] based on real SVC gains with real in-situ measurements shows
that only MOBY gains reach the required RSEM of 0.05% in the blue bands, and not in the red (their
Figure 4, reprinted here in Figure 14, bottom-right). Despite the consideration of spatial variability in
our uncertainty estimate (more than 50% at 674 nm, Table 8), this strongly suggests that the actual
uncertainties of marine reflectance are, for many infrastructures, largely above 5%, especially in the
red bands for clear waters.

Another analysis has been conducted in parallel following [4], by simplifying the uncertainty

computation of individual gain by u(g) =
(
tρt

w/ρgc
)
∗ u
(
ρt

w

)
/ρt

w, where the overline stands for a
temporal average. At Lampedusa, this average factor is of 8.4% at 412 nm, 10.7% at 443 nm, 12.4%
at 490%, 5.6% at 560 nm, and 1.2% at 674 nm. While neglecting the atmospheric uncertainties, this
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formulation allows easy computation of the uncertainty of gains, hence of RSEM, for testing various
distributions of in-situ uncertainty sources between their random and systematic parts. Here two cases
have been investigated:

1. A purely random case: the uncertainty sources are all assigned to the random component.
2. A mix between random and systematic sources (Figure 14, bottom-left, triangles): in Tables 4–8,

an attempt is made to assign the uncertainty of various sources to the systematic component,
only (i.e., without any random counterpart). Note that the global uncertainty of a given source is
identical to the previous case (i.e., the quadratic sum of the random and systematic components
equals the square random component of the previous case).

  

 
 

Figure 14. Relative Standard Error of the Mean (RSEM) of vicarious gains over a decade as a function
of wavelength from various methods. Top: computation from GUM uncertainty propagation and
OLCI data at Lampedusa (left) and Hawaii (right) assuming 5% uncertainty on in-situ Rrs with
random source. Bottom left: simplified uncertainty of SVC gains from detailed EUB at Lampedusa
(Tables 4–6) accounting for either purely random effects (circles) or both random and systematic
effects (triangles; see previous tables for distribution). Bottom right: RSEM measured on real SVC
gains computed at various site (MOBY in dark blue) for the SeaWiFS sensor (except BOUSSOLE-M:
for MERIS) under a purely random assumption; reprinted from Zibordi et al. 2015 [4].

The first case is an ideal condition, that reduces the uncertainty of mission-average gains as a
function of the square root of the number of match-ups. Such an assumption is generally retained
in the SVC literature: Antoine et al 1999 [70] and Zibordi et al. 2015 [4] have estimated the final
SVC uncertainty through the standard-error of the mean or the relative standard error of the mean
of SVC gains, what amounts to dividing the standard-deviation of individual gains by the square
root of number of match-ups. Under this purely random assumption, the EURYBIA assessment
retrieves an uncertainty of about 0.05% over the full spectral range (Figure 14, bottom-left with
circles) which is extremely similar to the assessment of Zibordi et al. 2015 [4] for MOBY (reprint in
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Figure 14, bottom-right, blue curve for MOBY). The perfect consistency between these two assessments,
made under completely different datasets and methods, is noteworthy—the EURYBIA computation
relies on the uncertainty budget of the optical system (MarONet quantification) over Lampedusa
conditions observed by OLCI, while the Zibordi et al. 2015 [4] estimate relies on the statistical analysis
of real SVC gains computed at MOBY for the SeaWiFS sensor. These results demonstrate the relevance
of EURYBIA, based on both the state-of-the-art optical system and favorable conditions, while other
systems cannot meet such performance (Figure 14, bottom-right, other systems than MOBY).

This purely random assumption may, however, not be strictly true for various sources of uncertainty.
For instance, it is likely that the radiometric calibration, stray light correction, depth extrapolation,
have systematic uncertainties. The resulting uncertainty of average gains is then not driven by
the number of match-ups, but by these systematic contributions which do not cancel out in the
averaging process. Uncertainties can now reach nearly 0.25% in the blue and 0.1% in the red (Figure 14,
bottom-left with triangles). Importantly, although these numbers show some similarity with the curves
of Zibordi et al. 2015 [4] for non-MOBY systems, they are not comparable in the sense that the relatively
poor performance of these latter systems still benefits from the ideal random assumption. We also
emphasize that the “rand.+syst.” case refers to the worst case scenario, since all sources should in
reality have a random part. The distinction between both components is currently not addressed [18,33]
and should be investigated in the next phase. The reality probably lies between the ideal random
assumption and the worst-case scenario. Quantifying the detailed structure of the uncertainties is a key
scientific challenge that should be addressed by coordinated effort among SVC teams and metrology
institutes part of the future OC-SVC network.

In summary, the present analysis based on two years of OLCI data demonstrates that the
Lampedusa location (either east or north-west, the latter not shown here) is theoretically suitable for an
SVC site, in comparison with the existing site in Hawaii. Clearly, the screening criteria currently defined
for an ideal location such as Hawaii removes a lot of data in the Mediterranean Sea (about 48% removal
at Lampedusa versus less than 9% at Hawaii, starting from the number of valid data after flag and
geometrical screening). However, the amplitude of the marine signal at Lampedusa is below that of the
oligotrophic waters of Hawaii (while not being as low as for mesotrophic waters), what advantageously
drives the uncertainty propagation from sea level to the SVC gains (term tρt

w/ρgc).

7. Discussion and Conclusions

In this paper, we presented the overall design of the EURYBIA OC-SVC infrastructure, taking into
account the Copernicus long-term and multi-mission perspective to deliver OC products and services.

Our strategy, to reach the goal to deliver state-of-the-art Fiducial Reference Measurements
(FRM) in a very tight development schedule (expected operational target after 36 months from
the beginning of the development), is to operate independently but in compliance with MarONet
specification [72]. This solution brings to a network concept (e.g., AERONET-OC, [73]) and takes full
advantage of more than 30 years of MOBY experience in operation and technological developments.
EURYBIA will be compatible with the MarONet network in terms of radiometric data collection,
traceability, and protocols, but autonomous regarding detailed architecture, development, funding,
and operations.

Our proposed solution for the European OC-SVC Infrastructure (Figure 1) offers the possibility to
develop and deploy a technologically proven system within a realistic timeframe for the Copernicus
needs. Moreover, it allows to avoid the compatibility issues experienced in the past two decades due
to the adoption of different instrumentation and processing approaches.

The MarONet optical system, constituting the core instrumentation of the infrastructure, has
been verified to be fully compliant with the radiometric and spectral requirements ([3], see Table 1).
The EURYBIA Field Segment accounts for the instrumentation, infrastructure and operations required
to acquire radiometric FRM in the field. The field segment includes also an on-shore laboratory for pre-
and post-deployment instrument calibration, characterization, and verification of the calibration sources’
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stability. Complete SI traceability will be insured by a Metrology Institute. The EURYBIA Ground
Segment communicates with the buoys to transmit/receive data and to monitor the infrastructure status
ensuring operations on 24/7/365. The processing unit computes data products with their associated
uncertainties and performs the quality assurance of results. Data products are distributed within
the official Copernicus mechanism through the dissemination unit, which also gives access to the
open-source processing code and documentation.

The EURYBIA infrastructure is proposed to be settled in the Strait of Sicily offshore of Lampedusa
Island, one of the potential European OC-SVC sites [11–13]. Lampedusa is a small flat island in the
central Mediterranean Sea far away from the mainland and main traffic routes, but very well connected
to Europe. The island is surrounded by oligotrophic waters and hosts a Marine Protected Area.

Our analysis, based on satellite and in-situ observations, revealed the occurrence of consistent and
homogeneous cloud free conditions (> 60% during summer). The median value of the AOD at 870 nm
is <0.1, hence below the currently adopted threshold value (0.15) for acceptance of measurements for
vicarious calibration. Sporadic larger values of AOT are observed only during desert dust transport
events characterized by relatively short time duration (1–2 days) over the whole Mediterranean
region [74].

Being Lampedusa a very small island characterized by low and smooth topography,
its meteorological conditions are dominated by synoptic scale phenomena, and local effects are
negligible, as demonstrated by the absence of a diurnal cycle in cloudiness and aerosol load. Wind
patterns are driven by the main synoptic structures, showing prevailing directions from NW, with a
limited interannual variability and most frequent wind speed between 4 m/s and 8 m/s. Wave and
current conditions are suitable to ensure the required stability of the optical buoy.

The analysis of the optical characteristics of the waters surrounding the Island were compared
with those observed at the MOBY site. This reveals that in Lampedusa the annual average chlorophyll
is <0.08 mg m−3, with a day-to-day and local spatial variability below 10%. An end-to-end uncertainty
budget based on OLCI data adopting EUMETSAT screening protocols for SVC and site characterization
demonstrates the relevance of this site. The overall uncertainty of EURYBIA SVC gains is estimated
to be about 0.05% per decade in the blue-green wavelengths. This value is comparable with those
estimated for the reference site in Hawaii and in compliance with stability requirements for climate
studies in this spectral domain.

We propose to settle the location site at more than 15 km off the island of Lampedusa at suitable
sea depth conditions (> 300m) to avoid adjacency and bathymetry effects. Two candidate locations
(Figure 5), satisfying these geophysical criteria and relatively distant from the main marine traffic routes,
have been identified—LMP1 (35.5248◦N–12.7667◦E) and LMP2 (35.7430◦N–12.3579◦E). Both candidate
sites have been evaluated to be fully compliant with the environmental (e.g., cloudiness, aerosols,
surface wind, currents, and waves) and logistical requirements for vicarious calibration identified by
Mazeran et al. [3]. Recently, Bulgarelli and Zibordi [13] carried out a complete study on the adjacency
effect of the Lampedusa Island to address implications on a hypothetical nearby system vicarious
calibration infrastructure for satellite ocean color sensors. Their results, as expected, confirmed that
the site should be located at distances larger than approximately 14 km from the coast (requirement
satisfied by both LMP1 and LMP2). They also suggested that the region in the direction of the reflected
sunbeam should be avoided. Based on this latter recommendation LMP1 location should be preferred.
The final selection of the exact location where to deploy the optical buoy will require further studies on
logistics and environmental characterization, including analyses of ad-hoc in-situ observation to be
carried out around the Island. This will be part of future studies to be carried out in phase 3 of the
EUMETSAT Programme.

It is important to underline that the EURYBIA design is modular—any update of individual
subsystems will be possible without the need to reconsider the whole system architecture. The proposed
infrastructure will be able to host, on the moored buoy, additional instrumentation that can be used
also for CAL/VAL of other satellite missions. The scheduled cruises for infrastructure maintenance
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will give an additional opportunity to collect in-situ measurements needed to improve the current OC
product algorithms as well as to develop new ones.

Our EURYBIA design is independent from the proposed installation site, so other potential
locations for its deployment could be considered. A preliminary analysis of other potential sites was
carried out during the EUMETSAT project (not shown) revealing that Lampedusa is a very good
candidate for the installation of the European OC-SVC Infrastructure, also in comparison to other
locations. A detailed evaluation of other potential European sites will require a deep inter-comparison
of environmental characteristics, including a complete evaluation of end-to-end uncertainty budget as
we carried out for Lampedusa and MOBY. This will be part of our future studies.

In conclusion, the logistics, the capability and required expertise to operate the infrastructure will be
ensured by the fact that Lampedusa has been hosting a long-term well-established Climate Observatory
for more than twenty years. In addition, the presence of the Climate Observatory has the advantage
to make available relevant observations on atmospherics variables, including aerosols profiles that
could be used to improve the accuracy of system vicarious calibration. Lampedusa, as proposed
site, represents a trade-off between ideal conditions reached in Hawaii, for the reference MOBY
infrastructure, and the priority to host the EURYBIA system in European waters.
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SRF Spectral Response Function
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TOA Top Of Atmosphere
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VIIRS Visible Infrared Imaging Radiometer Suite
VPH Volume Phase Holographic

References

1. Ansper, A.; Alikas, K. Retrieval of Chlorophyll a from Sentinel-2 MSI data for the European Union water
framework directive reporting purposes. Remote Sens. 2018, 11, 64. [CrossRef]

2. Groom, S.; Sathyendranath, S.; Ban, Y.; Bernard, S.; Brewin, R.; Brotas, V.; Brockmann, C.; Chauhan, P.;
Choi, J.; Chuprin, A.; et al. Satellite ocean colour: Current status and future perspective. Front. Mar. Sci.
2019, 6, 485. [CrossRef]

387



Remote Sens. 2020, 12, 1178

3. Mazeran, C.; Brockmann, C.; Ruddick, K.; Voss, K.J.; Zagolsky, F.; Antoine, D.; Bialek, A.;
Brando, V.; Donlon, C.; Franz, B.A.; et al. Requirements for Copernicus Ocean Colour
Vicarious Calibration Infrastructure; EUMETSAT Study. 2017. Available online: https:
//www.eumetsat.int/website/wcm/idc/idcplg?IdcService=GET_FILE&dDocName=PDF_COP_OCEAN_
COL_CAL&RevisionSelectionMethod=LatestReleased&Rendition=Web (accessed on 28 February 2020).

4. Zibordi, G.; Mélin, F.; Voss, K.J.; Johnson, B.C.; Franz, B.A.; Kwiatkowska, E.; Huot, J.-P.; Wang, M.; Antoine, D.
System vicarious calibration for ocean color climate change applications: Requirements for in-situ data.
Remote Sens. Environ. 2015, 361–369. [CrossRef]

5. Lerebourg, C.; Vendt, R.; Donlon, C. Fiducial reference measurements for satellite ocean colour
(FRM4SOC). In Proceedings of the D-240 Proceedings of WKP-1 (PROC-1) Report of the International Workshop;
European Space Agency: ESRIN: Frascati, Italy, 2016.

6. Gordon, H.R. In-orbit calibration strategy for ocean color sensors. Remote Sens. Environ. 1998, 63, 265–278.
[CrossRef]

7. IOCCG. International Network for Sensor Inter-Comparison and Uncertainty Assessment for Ocean Color Radiometry
(IN-SITU-OCR); International Ocean Color Coordinating Group: Dartmouth, NS, Canada, 2012.

8. Donlon, C. Sentinel-3 Mission Requirements Traceability Document (MRTD); European Space Agency:
Noordwijk, The Netherlands, 2011.

9. Clark, D.K.; Yarbrough, M.; Feinholz, M.; Flora, S.; Broenkow, W.; Johnson, C.B.; Brown, S.W.; Yuen, M.;
Mueller, J. MOBY, a radiometric buoy for performance monitoring and vicarious calibration of satellite ocean
color sensors: Measurement and data analysis protocols. In Ocean Optics Protocols for Satellite Ocean Color
Sensor Validation, Revision 3, Volume 2; Mueller, J.L., Fargion, G.S., Eds.; NASA Goddard Space Flight Center:
Greenbelt, MD, USA, 2002; Volume NASA/TM–2002-21004, pp. 138–170.

10. Antoine, D.; Guevel, P.; Desté, J.-F.; Bécu, G.; Louis, F.; Scott, A.J.; Bardey, P. The “boussole” buoy—A new
transparent-to-swell taut mooring dedicated to marine optics: Design, tests, and performance at sea. J. Atmos.
Ocean. Technol. 2008, 25, 968–989. [CrossRef]

11. Zibordi, G.; Mélin, F. An evaluation of marine regions relevant for ocean color system vicarious calibration.
Remote Sens. Environ. 2017, 190, 122–136. [CrossRef]

12. Zibordi, G.; Mélin, F.; Talone, M.; European Commission; Joint Research Centre. System Vicarious
Calibration for Copernicus Ocean Colour Missions: Updated Requirements and Recommendations for a European Site;
Publications Office of the European Union: Brussels, Belgium, 2017; ISBN 978-92-79-75340-4.

13. Bulgarelli, B.; Zibordi, G. Adjacency radiance around a small island: Implications for system vicarious
calibrations. Appl. Opt. 2020, 59, C63–C69. [CrossRef]

14. EUMETSAT. Sentinel-3 OLCI Marine User Handbook, Version 1H, Ref. EUM/OPS-SEN3/MAN/17/907205;
Technical Report; EUMETSAT: Darmstadt, Germany, 2018.

15. Voss, K.J.; Yarbrough, M.A.; Johnson, B.C.; Feinholz, M.E.; Gleason, A.; Flora, S.J. Present Status of the Marine
Optical Buoy (MOBY) Refresh and MOBY-Net; MOBY: Dubrovnik, Croatia, 2018.

16. Feinholz, M.; Johnson, C.B.; Voss, K.; Yarbrough, M.; Flora, S. Immersion coefficient for the Marine Optical
Buoy (MOBY) radiance collectors. J. Res. Natl. Inst. Stand. Technol. 2017, 122, 1–9. [CrossRef]

17. Voss, K.J.; Johnson, C.B.; Yarbrough, M.A.; Gleason, A.; Flora, S.J.; Feinholz, M.E.; Peters, D.; Houlihan, T.;
Mundell, S.; Yarbrough, S. An overview of the Marine Optical Buoy (MOBY): Past, present and future.
In Proceedings of the D-240 FRM4SOC-PROC1 Proceedings of WKP-1 (PROC-1) Fiducial Reference
Measurements for Satellite Ocean Colour (FRM4SOC), Tartu, Estonia, 8–13 May 2017.

18. Johnson, B.C.; Voss, K.J.; Yarbrough, M.A.; Flora, S.J.; Feinholz, M.E.; Peters, D.; Houlihan, T.; Mundell, S.
MOBY radiometric calibration and associated uncertainties. In Proceedings of the D-240 FRM4SOC-PROC1
Proceedings of WKP-1 (PROC-1) Fiducial Reference Measurements for Satellite Ocean Colour (FRM4SOC),
Tartu, Estonia, 8–13 May 2017.

19. Barden, S.C.; Arns, J.A.; Colburn, W.S. Volume-Phase Holographic Gratings and Their Potential for Astronomical
Applications; D’Odorico, S., Ed.; SPIE: Kona, HI, USA, 1998; pp. 866–876. [CrossRef]

20. Flora, S.J.; Broenkow, W.W. Data Reduction Algorithms for the Marine Optical Buoy and Marine Optical
System; Moss Landing Marine Laboratories Technical Publication 08-X Moss Landing, CA 95039. 2008,
p. 16. Available online: http://data.moby.mlml.calstate.edu/timeseries/other_reports/data%20reduction%
20algorithms%20for%20the%20marine%20optical%20buoy.pdf (accessed on 28 February 2020).

388



Remote Sens. 2020, 12, 1178

21. Vabson, V.; Kuusk, J.; Ansko, I.; Vendt, R.; Alikas, K.; Ruddick, K.; Ansper, A.; Bresciani, M.; Burmester, H.;
Costa, M.; et al. Laboratory intercomparison of radiometers used for satellite validation in the 400–900 nm
range. Remote Sens. 2019, 11, 1101. [CrossRef]

22. Zibordi, G.; Talone, M.; Jankowski, L. Response to temperature of a class of in-situ hyperspectral radiometers.
J. Atmos. Ocean. Technol. 2017, 34, 1795–1805. [CrossRef]

23. Torrecilla, E.; Pons, S.; Vilaseca, M.; Piera, J.; Pujol, J. Stray-light correction of in-water array spectroradiometers.
Effects on underwater optical measurements. In Proceedings of the OCEANS 2008, Quebec City, QC, Canada,
15–18 September 2008; pp. 1–5. [CrossRef]

24. Feinholz, M.E.; Flora, S.J.; Yarbrough, M.A.; Lykke, K.R.; Brown, S.W.; Johnson, B.C.; Clark, D.K. Stray light
correction of the marine optical system. J. Atmos. Ocean. Technol. 2009, 26, 57–73. [CrossRef]

25. Talone, M.; Zibordi, G.; Ansko, I.; Banks, A.C.; Kuusk, J. Stray light effects in above-water remote-sensing
reflectance from hyperspectral radiometers. Appl. Opt. 2016, 55, 3966. [CrossRef] [PubMed]

26. Seckmeyer, G.; Bernhard, G. Cosine Error Correction of Spectral UV-Irradiances; Stamnes, K.H., Ed.;
SPIE: Tromso, Norway, 1993; pp. 140–151. [CrossRef]

27. Zibordi, G.; Bulgarelli, B. Effects of cosine error in irradiance measurements from field ocean color radiometers.
Appl Opt. 2007, 46, 5529–5538. [CrossRef] [PubMed]

28. Zibordi, G.; Voss, K.J.; Johnson, C.B.; Mueller, J.L. Protocols for satellite ocean colour data validation.
In-Situ Opt. Radiom. 2019, 3. [CrossRef]

29. D’Alimonte, D.; Zibordi, G.; Kajiyama, T. Effects of integration time on in-water radiometric profiles.
Opt. Express 2018, 26, 5908. [CrossRef] [PubMed]

30. Kajiyama, T.; D’Alimonte, D.; Cunha, J.C. A high-performance computing framework for Monte Carlo ocean
color simulations. Concurr. Comput. Pract. Exp. 2017, 29, e3860. [CrossRef]

31. D’Alimonte, D.; Kajiyama, T. Effects of light polarization and waves slope statistics on the reflectance factor
of the sea surface. Opt. Express 2016, 24, 7922. [CrossRef]

32. Mueller, J.L. Reduced Uncertainties in Measurements of Water-Leaving Radiance, and Other Optical Properties, Using
Radiative Transfer Models and Empirical Data Analysis; CHORS, San Diego State University Research Foundation:
San Diego, CA, USA, 2007.

33. Voss, K.J.; Gordon, H.R.; Flora, S.; Johnson, B.C.; Yarbrough, M.; Feinholz, M.; Houlihan, T. A method to
extrapolate the diffuse upwelling radiance attenuation coefficient to the surface as applied to the Marine
Optical Buoy (MOBY). J. Atmos. Ocean. Technol. 2017, 34, 1423–1432. [CrossRef]

34. Austin, R.W. The remote sensing of spectral radiance from below the ocean surface. In Optical Aspects of
Oceanography; Jerlov, N.G., Steemann-Nielsen, E., Eds.; Academic Press Inc.: London, UK, 1974; pp. 317–344.

35. Gordon, H.R.; Morel, A.Y. Remote Assessment of Ocean Color for Interpretation of Satellite Visible Imagery:
A Review; Springer: New York, NY, USA, 2010; ISBN 978-1-118-66370-7.

36. Voss, K.J.; Flora, S. Spectral dependence of the seawater–air radiance transmission coefficient. J. Atmos.
Ocean. Technol. 2017. [CrossRef]

37. Gordon, H.R.; Wang, M. Influence of oceanic whitecaps on atmospheric correction of ocean-color sensors.
Appl. Opt. 1994, 33, 7754. [CrossRef]

38. Morel, A.; Antoine, D.; Gentili, B. Bidirectional reflectance of oceanic waters: Accounting for raman emission
and varying particle scattering phase function. Appl. Opt. 2002, 41, 6289. [CrossRef] [PubMed]

39. Werdell, P.J.; Behrenfeld, M.J.; Bontempi, P.S.; Boss, E.; Cairns, B.; Davis, G.T.; Franz, B.A.; Gliese, U.B.;
Gorman, E.T.; Hasekamp, O.; et al. The plankton, aerosol, cloud, ocean ecosystem mission: Status, science,
advances. Bull. Am. Meteorol. Soc. 2019, 100, 1775–1794. [CrossRef]

40. Grasso, M.; Pedley, H.M. The pelagian islands: A new geological interpretation from sedimentological
and tectonic studies and its bearing on the evolution of the central Mediterranean Sea (Pelagian Block).
Geol. Romana 1985, 24, 13–34.

41. Ciardini, V.; Contessa, G.M.; Falsaperla, R.; Gómez-Amo, J.L.; Meloni, D.; Monteleone, F.; Pace, G.;
Piacentino, S.; Sferlazzo, D.; Sarra, A. di Global and Mediterranean climate change: A short summary.
Annali Dell’Istituto Superiore Di Sanità 2016. [CrossRef]

42. di Sarra, A.; Bommarito, C.; Anello, F.; Di Iorio, T.; Meloni, D.; Monteleone, F.; Pace, G.; Piacentino, S.;
Sferlazzo, D. Assessing the quality of shortwave and longwave irradiance observations over the ocean:
One year of high-time-resolution measurements at the lampedusa oceanographic observatory. J. Atmos.
Ocean. Technol. 2019, 36, 2383–2400. [CrossRef]

389



Remote Sens. 2020, 12, 1178

43. Casasanta, G.; di Sarra, A.; Meloni, D.; Monteleone, F.; Pace, G.; Piacentino, S.; Sferlazzo, D. Large aerosol
effects on ozone photolysis in the Mediterranean. Atmos. Environ. 2011, 45, 3937–3943. [CrossRef]

44. di Sarra, A.; Fua, D.; Cacciani, M.; Di Iorio, T.; Disterhoft, P.; Meloni, D.; Monteleone, F.; Piacentino, S.;
Sferlazzo, D. Determination of ultraviolet cosine-corrected irradiances and aerosol optical thickness by
combined measurements with a Brewer spectrophotometer and a multifilter rotating shadowband radiometer.
Appl. Opt. 2008, 47, 6142. [CrossRef]

45. Meloni, D.; Di Biagio, C.; di Sarra, A.; Monteleone, F.; Pace, G.; Sferlazzo, D.M. Accounting for the
solar radiation influence on downward longwave irradiance measurements by pyrgeometers. J. Atmos.
Ocean. Technol. 2012, 29, 1629–1643. [CrossRef]

46. Harrison, A.W.; Coombes, C.A. Performance validation of the Gueymard sky radiance model. Atmos Ocean
1989, 27, 565–576. [CrossRef]

47. Coombes, C.A.; Harrison, A.W. Calibration of a three-component angular distribution model of sky radiance.
Atmos Ocean 1988, 26, 183–192. [CrossRef]

48. Gregg, W.W.; Carder, K.L. A simple spectral solar irradiance model for cloudless maritime atmospheres.
Linmol. Ocean. 1990, 35, 1657–1675. [CrossRef]

49. Volpe, G.; Dionisi, D.; Brando, V.; Colella, S.; Bracaglia, M.; Pitarch, J.; Falcini, F.; Sammartino, M.;
Benincasa, M.; Santoleri, R. IOPs Continuous Measurements for Ocean Monitoring and Calibration and Validation
of Satellite Data; EGU: Vienna, Austria, 2018; Volume 20, p. 16329.

50. Petzold, T.J. Volume Scattering Functions for Selected Ocean Waters; Scripps Institution of Oceanography:
San Diego, CA, USA, 1972.

51. Maritorena, S.; Morel, A.; Gentili, B. Diffuse reflectance of oceanic shallow waters: Influence of water depth
and bottom albedo. Limnol. Ocean. 1994, 39, 689–703. [CrossRef]

52. Simoncelli, S.; Fratianni, C.; Pinardi, N.; Grandi, A.; Drudi, M.; Oddo, P.; Dobricic, S.; Mediterranean
Sea Physical Reanalysis (CMEMS MED-Physics) [Data Set]. Copernicus Monitoring Environment Marine
Service (CMEMS). 2019. Available online: https://doi.org/10.25423/MEDSEA_REANALYSIS_PHYS_006_004
(accessed on 28 February 2020).

53. Jouini, M.; Béranger, K.; Arsouze, T.; Beuvier, J.; Thiria, S.; Crépon, M.; Taupier-Letage, I. The sicily channel
surface circulation revisited using a neural clustering analysis of a high-resolution simulation: The sicily
channel surface circulation. J. Geophys. Res. Ocean. 2016, 121, 4545–4567. [CrossRef]

54. Copernicus Climate Change Service (C3S). ERA5: Fifth Generation of ECMWF Atmospheric Reanalyses
of the Global Climate. Copernicus Climate Change Service Climate Data Store (CDS), June 2019. 2017.
Available online: https://cds.climate.copernicus.eu/cdsapp#!/home (accessed on 28 February 2020).

55. Pace, G.; Cremona, G.; di Sarra, A.; Meloni, D.; Monteleone, F.; Sferlazzo, D.; Zaninin, G. Continuous vertical
profiles of temperature and humidity at Lampedusa island. In Proceedings of the 9th International
Symposium on Tropospheric Profiling, L’Aquila, Italy, 3–7 September 2012.

56. Kotsias, G.; Lolis, C.J. A study on the total cloud cover variability over the Mediterranean region during
the period 1979–2014 with the use of the ERA-Interim database. Theor. Appl. Climatol. 2018, 134, 325–336.
[CrossRef]

57. Meloni, D.; di Sarra, A.; Biavati, G.; DeLuisi, J.J.; Monteleone, F.; Pace, G.; Piacentino, S.; Sferlazzo, D.M.
Seasonal behavior of Saharan dust events at the Mediterranean island of Lampedusa in the period 1999–2005.
Atmos. Environ. 2007, 41, 3041–3056. [CrossRef]

58. Long, C.N.; Ackerman, T.P. Identification of clear skies from broadband pyranometer measurements and
calculation of downwelling shortwave cloud effects. J. Geophys. Res. Atmos. 2000, 105, 15609–15626.
[CrossRef]

59. Trisolino, P.; di Sarra, A.; Anello, F.; Bommarito, C.; Di Iorio, T.; Meloni, D.; Monteleone, F.; Pace, G.;
Piacentino, S.; Sferlazzo, D. A long-term time series of global and diffuse photosynthetically active radiation
in the Mediterranean: Interannual variability and cloud effects. Atmos. Chem. Phys. 2018, 18, 7985–8000.
[CrossRef]

60. Min, Q.; Wang, T.; Long, C.N.; Duan, M. Estimating fractional sky cover from spectral measurements.
J. Geophys. Res. 2008, 113, D20208. [CrossRef]

61. Pace, G.; di Sarra, A.; Meloni, D.; Piacentino, S.; Chamard, P. Aerosol optical properties at Lampedusa (Central
Mediterranean). 1. Influence of transport and identification of different aerosol types. Atmos. Chem. Phys.
2006, 6, 697–713. [CrossRef]

390



Remote Sens. 2020, 12, 1178

62. Meloni, D.; di Sarra, A.; Pace, G.; Monteleone, F. Aerosol optical properties at Lampedusa (Central
Mediterranean). 2. Determination of single scattering albedo at two wavelengths for different aerosol types.
Atmos. Chem. Phys. 2006, 6, 715–727. [CrossRef]

63. di Sarra, A.; Sferlazzo, D.; Meloni, D.; Anello, F.; Bommarito, C.; Corradini, S.; De Silvestri, L.; Di Iorio, T.;
Monteleone, F.; Pace, G.; et al. Empirical correction of multifilter rotating shadowband radiometer (MFRSR)
aerosol optical depths for the aerosol forward scattering and development of a long-term integrated
MFRSR-Cimel dataset at Lampedusa. Appl. Opt. 2015, 54, 2725. [CrossRef] [PubMed]

64. Calzolai, G.; Nava, S.; Lucarelli, F.; Chiari, M.; Giannoni, M.; Becagli, S.; Traversi, R.; Marconi, M.; Frosini, D.;
Severi, M.; et al. Characterization of PM 10 sources in the central Mediterranean. Atmos. Chem. Phys. 2015, 15,
13939–13955. [CrossRef]

65. Bulgarelli, B.; Zibordi, G. Analysis of Adjacency Effects for Copernicus Ocean Colour Missions. 2018.
Available online: https://www.semanticscholar.org/paper/Analysis-of-adjacency-effects-for-Copernicus-
Ocean-Barbara-Giuseppe/018cffaf395d3cf29f2254073bbc7b5f7b8c4c8e (accessed on 2 April 2020).

66. BIPM; IEC; IFCC; ILAC; ISO; IUPAC; IUPAP; OMIL. Evaluation of Measurement Data—Guide to the Expression
of Uncertainty in Measurement; GUM 1995 with minor corrections; JCGM: Saint-Cloud, France, 2008.

67. BIPM; IEC; IFCC; ILAC; ISO; IUPAC; IUPAP; OMIL. Evaluation of Measurement Data—Supplement 2 to the
“Guide to the Expression of Uncertainty in Measurement”—Extension to Any Number of Output Quantities; JCGM:
Saint-Cloud, France, 2011.

68. Brown, S.W.; Flora, S.J.; Feinholz, M.E.; Yarbrough, M.A.; Houlihan, T.; Peters, D.; Kim, Y.S.; Mueller, J.L.;
Johnson, C.B.; Clark, D.K. The marine optical buoy (MOBY) radiometric calibration and uncertainty budget
for ocean colour satellite sensor vicarious calibration. In Proceedings of the SPIE on Optics & Photonics,
Sensors, Systems, and Next-Generation Satellites XI, Florence, Italy, 17 October 2007.

69. Zibordi, G.; Melin, F.; Berthon, J.-F. A regional assessment of OLCI data products. IEEE Geosci. Remote
Sens. Lett. 2018, 15, 1490–1494. [CrossRef]

70. Franz, B.A.; Bailey, S.W.; Werdell, P.J.; McClain, C.R. Sensor-independent approach to the vicarious calibration
of satellite ocean color radiometry. Appl. Opt. 2007, 46, 5068. [CrossRef]

71. Antoine, D.; Morel, A. A multiple scattering algorithm for atmospheric correction of remotely sensed
ocean colour (MERIS instrument): Principle and implementation for atmospheres carrying various aerosols
including absorbing ones. Int. J. Remote Sens. 1999, 20, 1875–1916. [CrossRef]

72. Voss, K.J.; Johnson, B.C.; Yarbrough, M.A.; Gleason, A. Moby-Net: An Ocean Colour Vicarious Calibration System;
Earth Science Technology Forum: Pasadena, CA, USA, 2015.

73. Zibordi, G.; Holden, B.; Melín, F.; D’Alimonte, D.; Berthon, J.F.; Slutsker, I.; Giles, D. AERONET-OC:
An overview. Can. J. Remote Sens. 2010, 488–497. [CrossRef]

74. Israelevich, P.; Ganor, E.; Alpert, P.; Kishcha, P.; Stupp, A. Predominant transport paths of Saharan dust
over the Mediterranean Sea to Europe: Saharan dust transport to europe. J. Geophys. Res. Atmos. 2012, 117.
[CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

391





remote sensing 

Article

MODIS Aqua Reflective Solar Band Calibration for
NASA’s R2018 Ocean Color Products

Shihyan Lee 1,2,*, Gerhard Meister 2 and Bryan Franz 2

1 Science Applications International Corp., Reston, VA 20190, USA
2 NASA Goddard Space Flight Center, Ocean Ecology Laboratory, Greenbelt, MD 20771, USA;

gerhard.meister-1@nasa.gov (G.M.); bryan.a.franz@nasa.gov (B.F.)
* Correspondence: shihyan.lee@nasa.gov; Tel.: 1-301-869-9681

Received: 9 August 2019; Accepted: 12 September 2019; Published: 20 September 2019
��������	
�������

Abstract: Remote-sensing ocean color products have stringent requirements on radiometric calibration
stability. To address a calibration deficiency in Moderate Resolution Imaging Spectroradiometer
(MODIS) Aqua in recent years, the NASA Ocean Biology Processing Group (OBPG) developed
a new calibration for reflective solar bands. Prior to the reprocessing of NASA’s ocean color
products for 2018 (R2018), the OBPG MODIS products had been based on calibration provided
by the MODIS Calibration Support Team (MCST). Several modifications were made to the MCST
calibration approach to improve the calibration accuracy for ocean color products. These include (1)
applying 936-nm detector normalization to solar diffuser stability monitor (SDSM) data to reduce
coherent noise; (2) modeling solar diffuser (SD) degradation wavelength dependency to determine
SD degradation in near-infrared and shortwave infrared wavelengths; (3) computing detector gains
using SD screen-closed data to better match ocean radiance levels in all bands; (4) performing a
simple atmospheric correction to reduce bidirectional reflectance distribution function (BRDF) effects
in desert trends; (5) estimating and using modulated relative spectral response (RSR) impact on
ocean data to adjust the calibration coefficients; (6) using smoothing to characterize the temporal
change in calibration; and characterizing response versus scan angle (RVS) changes using 2nd-order
polynomials to improve spatial/temporal calibration stability. Relative to the previous R2014 ocean
color products, the R2018 calibration removed the suspect late-mission global trends in blue-band
water-leaving reflectance and some anomalously large short-term variability (spikes) in the temporal
trend of chlorophyll concentration. This paper will describe the OBPG calibration with a focus on the
differences between the MCST and OBPG approaches.

Keywords: satellite; calibration; solar diffusor; SDSM; desert trend; lunar calibration; RVS; MODIS;
Aqua; ocean color

1. Introduction

The Moderate Resolution Imaging Spectroradiometer (MODIS) on the Earth Observing System
(EOS) platform has 36 spectral bands to provide near-global observations every 2 days [1]. Of the
36 spectral bands, 20 are reflective solar bands (RSB) with a spectral range of 0.41 to 2.1 μm. Within the
RSB, bands 8–16 are optimized to observe ocean biological processes (Table 1) and the rest of the RSB
are designed for land and atmosphere applications but can also be used in ocean science application
with reduced accuracy.

The MODIS is a key instrument aboard the Terra and Aqua Satellites. The two EOS spacecrafts,
Terra and Aqua, were launched on 18 December 1999 and 4 May 2002, respectively, into sun-synchronous
polar orbits at an altitude of 705 km. Terra is on a descending node with an equator crossing time
of 10:30 AM (local time) and Aqua is on an ascending node with a 1:30 PM equator crossing time.
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Since they began operations, both instruments have continuously provided global earth observation
data to study land, ocean, and atmospheric processes. However, due to the changing polarization
sensitivities in MODIS Terra (MODIST) [2], the Terra ocean products have been relying on Ocean
Biology Processing Group (OBPG) crosscalibration to correct the temporal calibration biases [3]. The
crosscalibration uses MODIS Aqua (MODISA) global 7-day composites of water-leaving radiance as a
truth field, combined with modeled atmospheric path radiance and surface contributions, to estimate
the temporal change in gain and polarization as a function of time and scan angle.

Table 1. Moderate Resolution Imaging Spectroradiometer (MODIS) solar diffuser stability monitor
(SDSM) detectors and reflective solar bands (RSB) center wavelengths.

SDSM Wavelength
Land/

Atmosphere
Center

Wavalength (nm)
Band Width

(nm)
Ocean

Center
Wanalength

Band Width
(nm)

Detector 1 412 Band 1 645 50 Band 8 412 15
Detector 2 466 Band 2 859 35 Band 9 443 10
Detector 3 530 Band 3 469 20 Band 10 488 10
Detector 4 554 Band 4 555 20 Band 11 531 10
Detector 5 646 Band 5 1240 20 Band 12 551 10
Detector 6 747 Band 6 1640 24 Band 13 667 10
Detector 7 857 Band 7 2130 50 Band 14 678 10
Detector 8 904 Band 17 905 30 Band 15 748 10
Detector 9 936 Band 18 936 10 Band 16 869 10

Band 19 940 50
Band 26 1375 30

Because of the MODIST-MODISA crosscalibration, the Terra ocean products are not considered
an independent science data product and the accuracy of Terra products is dependent on the quality of
Aqua products. Therefore, the calibration accuracy of MODISA is crucial, as the entire suite of MODIS
ocean color products rely on the quality of Aqua products. Historically, the Aqua ocean color products
are produced using the MODIS Calibration Support Team (MCST) radiometric calibration and are
fine-tuned by OBPG crosscalibration [4] and vicarious calibration [5]. The Aqua ocean color products
have been maintained at science quality until recent years [6]. As it is getting increasingly challenging
to calibrate the aging MODISA sensor, a decision was made by OBPG to develop an independent
radiometric calibration specifically for the ocean color products.

The main challenge of calibrating remote-sensing ocean color products is its sensitivity to
calibration uncertainties. In general, calibration errors are magnified by anywhere from 5 to 100 times
in ocean color products [7]. To produce meaningful climate data records, a long-term radiometric
calibration stability of about 0.1% is often needed [8]. To achieve this stringent requirement, there
are several advantages for an independent, end-to-end calibration solution. First, because it is all
“in house”, the radiometric calibration process can be efficiently integrated into the data production
life cycle (Figure 1). For each version of calibration look-up-table (LUT), corresponding vicarious
coefficients and crosscalibration LUT [4,5] are regenerated and a global, life-of-mission test processing is
performed to assess the impacts. The uncertainties in radiometric calibration are significantly amplified
during ocean color product retrieval [7]. This is further complicated by the subsequent changes in
vicarious and crosscalibration in response to given changes made in radiometric calibration. Therefore,
it is essential to integrate the testing of a radiometric calibration LUT into the data production life cycle
in order to accurately evaluate a radiometric calibration LUT on ocean color products.

Figure 1. Ocean Biological Processing Group (OBPG) ocean color production process: L1A is the
formatted raw instrument data. L1B is the calibrated radiance. L2/L3 are the level 2 and 3 ocean color
products [8].
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For each version of a calibration LUT, a global mission test reprocessing is performed that includes
the first 4-day period of each month over the life of the mission. Each 4-day period is binned into a
9.2-km sinusoidal projection to form a 4-day mean global distribution of ocean color products for each
month, which is then separated regionally (e.g., geographically and by water type) and trended with
time. Temporal anomaly trends are also computed by subtracting the mean seasonal cycle from the
global or regional time series. The ocean color products are reviewed by OBPG staff based on the
known ocean biological processes to identify any product deficiency that could have originated from
calibration issues. This process is vitally important to achieve the stringent radiometric calibration
stability required to maintain ocean color products at science quality [9]. Maintaining radiometric
calibration stability is especially difficult for Aqua MODIS as its radiometric response has changed
significantly during more than 17 years of operation [10].

An ocean color specific calibration LUT can be optimized to the spectral properties of ocean scenes.
For example, the solar calibration for RSB are performed at 2 different solar diffuser (SD) radiance
levels (with and without SD screen attenuation). Normally, the land bands are calibrated at high
SD radiance and ocean bands are calibrated using low SD radiances to maximize the signal-to-noise
ratio (SNR). Since the spectral radiance of the ocean is closer to the low SD radiances, the OBPG solar
calibration computes all detectors gains at the low SD radiance levels. Because the MODIS calibration
algorithm uses a linear gain, calibrating detector gains at radiance closer to ocean radiance will reduce
the impact of nonlinearity in detector responses on ocean color products. This approach, however,
will increase nonlinearity impacts on high radiance scenes.

In addition, some radiometric characteristics can be better refined in subsequent OBPG
crosscalibration and vicarious calibration and the radiometric calibration strategy can be simplified to
improve calibration stability. For example, a previous study showed that the response versus scan angle
(RVS) of band 8 (412nm) can be better characterized by a 4th-order fit [11]. However, our preliminary
analysis showed that the fit residual reduction by the higher-order fit is insignificant. Compared to
using the 2nd-order fit (same as in instrument prelaunch calibration), the 4th-order RVS fit is less
stable temporally. Since the OBPG crosscalibration already used 4th-order polynomials to fine-tune the
residual RVS uncertainties on ocean color products, using 2nd-order fit for RVS can improve temporal
calibration stability while achieving similar RVS calibration accuracies on ocean color products.

The flow chart in Figure 2 summarizes the steps used to generate the OBPG RSB LUT. First, we used
the yaw maneuver data to characterize the solar diffuser stability monitor (SDSM)/SD sunscreen
transmission functions (tau) and Bidirectional Reflectance Function (BRF) functions and to store them
in an internal LUT. In each subsequent SD calibration event, the SDSM calibration computes the relative
SD reflectivity (H factor) using SD door open data. After the H factor is determined, the SD calibration
computes the detector gain (m1) from the detector response and the SD radiance estimate from H
factor and solar incident radiance. The computed m1 is then adjusted by modulated relative spectral
response (mRSR) impact on ocean color products based on the typical ocean spectral radiance [12].
The mRSR impact is computed by optical degradation estimated by each detector’s radiometric gain
(m1) and electronic gain determined by electronic self-calibration (Ecal).

To estimate temporal change in RVS, desert and lunar observations are used to track instrument
response changes at various scan angles. At the desert site, the time series of calibrated instrument
reflectance, after correcting the atmospheric contributions, are computed as desert trends, which are
used to track the RVS change at the 16 repeated observation angles. The calibrated lunar irradiance
is computed from the monthly lunar observation. The calibrated lunar irradiances are compared to
RObotic Lunar Observatory (ROLO) model predictions to produce lunar trend, which is used to track
the RVS at the lunar observation angle.

The raw m1 and RVS values are estimated at the temporal interval of the data collection frequency,
i.e., solar, lunar, and desert calibration. A temporal smoothing is applied to generate the time series of
m1 and RVS. The smoothed m1 and RVS time series are used to populate the RSB LUT at the predefined
time intervals.
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Figure 2. Aqua RSB calibration procedures: The calibration process produces an RSB look-up-table
(LUT), which contains temporal gain (m1) and response versus scan angle (RVS) parameters at time
steps of m1t and RVSt respectively. The grey boxes are the source data; the yellow boxes are the
calibration processes; the intermediate calibration parameters are outlined by red lines; and the red
box is the final product of RSB calibration LUT. Ecal: electronic self-calibration; Yaw: spacecraft
yaw maneuver.

In this paper, we will describe the calibration methodology and procedures applied by the OBPG
in producing the RSB calibration LUT for the R2018 ocean color reprocessing and forward stream
processing. The paper will focus on describing the differences between OBPG MODISA calibration
and the approach used in the MCST calibration. The principle mechanisms of MODIS RSB calibrations
will not be described in detail, as they have been discussed extensively in past literatures during the
19+ years of MODIS operation.

2. MODIS L1B Calibration Algorithm

The MODIS L1B calibration algorithm uses a nominal gain (m1) and response versus scan (RVS)
angle function to convert the detector response of each earth view pixel to top-of-atmosphere (TOA)
reflectance (Equation (1)) [13].

Ref = dn*(b,ms,d,p) * m1(b,ms,d,t) / rvs(b,ms,p,t) (1)

where Ref is reflectance, b is band, ms is mirror side, d is detector, t is time, and p is pixel number.
Notice the scan angle in RVS is determined by pixel number and is independent of the detector.
Both m1 and RVS are time dependent as both parameters are changing over time. Operationally,
the instantaneous m1 and RVS values are interpolated from the calibration LUT that stores m1 and
RVS parameters at predefined time intervals.

3. Detector Gain

The MODIS RSB radiometric gain is primarily determined by SD and SDSM calibration assembly
(Figure 3). Table 1 lists the center wavelengths of the SDSM detectors and Aqua RSB. During solar
calibration events, the SDSM calibration estimates the relative SD reflectivity by the ratio of the
measured SDSM detector’s sun and SD view responses. The SD radiance during solar calibration
can be computed by the solar incident angle on the SD and SDSM-estimated SD reflectivity. Finally,
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the SD calibration determines the detector gain as the ratio of instrument response and estimated SD
radiance [11,13].

Figure 3. Schematic of solar diffuser (SD)/SDSM calibration assembly. The SD sunscreen has ~7.5%
transmission and SDSM sunscreen has ~1.4% transmission.

4. Method

4.1. SDSM Calibration

The MODIS SDSM is designed to track the change of SD reflectivity during on-orbit operation.
The knowledge of SD reflectivity is the key to accurately computing detector gain, as the reflectivity of
the SD is known to degrade on-orbit due to UV exposure. The MODIS SD degradation is described
by the H factor, which is the ratio of instantaneous SD reflectivity to the reflectivity of the pristine
diffuser. The OBPG method of estimating SD degradation was described previously in Reference [14].
The notable differences between our method and the one used in the MCST calibration are (1) use of
detector 9 normalization to remove the wavelength-dependent coherent noise; (2) use of a wavelength
model to estimate SDSM detector 9 degradation; and (3) use of the wavelength model to interpolate and
extrapolate SD degradation measured at SDSM detector wavelengths to RSB wavelengths. Figure 4
shows the SDSM H factors and model-estimated SD degradation for bands 5–7.

Figure 4. (a) SD reflectivity (H) for SDSM detectors 1 to 9 and (b) SD wavelength model-estimated SD
degradation at MODIS Aqua (MODISA) bands 5 (1240 nm), 6 (1640 nm), and 7 (2130 nm).
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4.1.1. Detector Gain: m1

The primary MODIS L1B product for RSB is the calibrated TOA reflectance factor [13].
Operationally, a LUT storing a time series of calibration coefficients is used to convert the instrument
responses to TOA reflectance factors (see Equation (1)). The calibration coefficients m1 for band (b),
detector (d), and mirror side (ms) are computed as follows:

m1(b, d, ms) =
BRFSD(b, ,) ∗H(b) ∗ cosθ

dn∗SD(b, d, ms) ∗ d2
ES

(2)

where b is band; ms is mirror side; d is detector; dn∗SD is the background-subtracted,
temperature-corrected digital count from the SD measurement; dES is the earth–sun distance; θ,γ are
the solar zenith and azimuth angles on SD; H is the SD degradation; and BRFSD is the BRF of the SD
characterized by yaw maneuver data. For data collected with an SD screen, BRFSD is the combined
effects of SD screen transmission function (tau) and SD BRF [14].

The m1 coefficient is computed at each solar calibration event. During each solar calibration event,
the earth–sun distance, instrument temperatures, and solar zenith and azimuth angles are computed
from spacecraft telemetry. The SD BRF is computed using the solar zenith and azimuth angles, and the
SD BRF LUT is derived from yaw maneuver data [14]. The RSB H factor is interpolated from the H
factors at SDSM detector wavelengths based on the SD wavelength model [14]. dn*SD is the detector
response at SD view subtracted by the space view detector response and then adjusted by temperature
effects based on the measured instrument temperatures.

The SD calibration is performed both with and without SD attenuation screen to provide 2
calibration radiance levels. The SD attenuation screen has a transmissivity of ~7.5%, resulting in screen
open and closed SD radiance ratios of ~13. The high and low SD radiances are designed to calibrate
land and ocean bands, respectively, to maximize the SNR within the band’s dynamic range. Figure 5
shows that the typical ocean radiance is between the high and low SD radiances for bands below
600 nm. Above 600 nm, the typical ocean radiance is lower than the screen-closed SD radiance. Since
the MODIS L1B calibration assumes a linear function, it is desirable to have the calibrated radiance be
similar to the scene radiance to reduce biases due to detector response nonlinearity.

Figure 5. Comparison of typical ocean radiance (blue curve) and average Aqua SD radiance with
(SAA_close) and without (SAA_open) SD attenuation screen assembly.

The ocean band detectors saturate at SD radiances without SD screen attenuation. Figure 6 shows
MODISA band 9 (443 nm) dn*SD during solar calibration events. Band 9 detectors are saturated when
the SD screen is open (Figure 6a). The screen-closed dn*SD shows a decreasing trend and an annual
cycle due to seasonal variation in earth–sun distances. Using the screen-closed dn*SD, we compute
m1, as shown in Figure 6b.
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Figure 6. MODISA band 9 SD calibration: (a) detector 1 background-subtracted, temperature-corrected
dn at SD view for screen open (black) and screen closed (red) and (b) computed m1 for detector 1
(black) and detector 10 (red).

For MODIS land bands, the m1 can be computed by either SD screen open or closed data, as both
high and low SD radiances are within the detectors’ dynamic range. Figure 7 shows that the band 2
detector gains computed using high (screen open) and low (screen closed) SD radiances have up to
1.5% differences. The ratios of m1 computed from high/low SD radiances also changed over time and
are detector dependent. Since m1 is computed as the linear fit, the differences in high/low radiance
m1 indicate the detector gain is not linear over the dynamic range. The temporal trend in high/low
radiance m1 ratios indicates the detector response nonlinearity is changing over time. Figure 7b shows
that the temporal change in detector response nonlinearity is detector dependent. Similar detector
response nonlinearity behaviors are observed for most land band detectors, and the temporal change
of detector response nonlinearities are most prominent for bands 1 and 2. The detector nonlinearity
behavior is likely caused by the readout electronics as the detector gain of MODIS high-resolution bands
(bands 1–4) have been shown to be subframe and radiance dependent [15]. To optimize calibration for
ocean color products, we used low SD radiance data to compute m1 to better match the typical ocean
surface radiance.

Figure 7. MODISA band 2 SD calibration: (a) detector 1 m1 computed from screen open (black) and
closed (red) data and (b) ratios of m1 computed using SD screen open and closed data for detectors 1
(black) and 10 (red).
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4.1.1.1. m1 Time Series

MODISA performs solar calibrations every 3 weeks after the first few years of operation [16].
The computed m1 (Figures 6 and 7) has noise of up to 0.5 %. As the change in detector gain is
expected to be gradual, a boxcar smoothing function is used to compute the running average of m1.
The smoothing interval is set at 3 months for green and blue bands and 1 year for red and Near-InfraRed
(NIR) bands. The smoothing intervals are selected to maximize the temporal m1 smoothness while
retaining its temporal trend. In Figure 8, MODISA band 8 shows sharp changes in detector gains
between 2011 and 2012. The same features are shown in the other blue and green bands with reduced
magnitudes. The shorter smoothing time interval for blue/green bands is used to retain the temporal
features. For red/NIR bands, the m1 changes are gradual and do not have distinct features (Figure 8b),
and the longer interval is used to generate smoother m1 time series.

Figure 8. MODISA-normalized m1 computed from SD calibrations (symbols) and the smoothed m1
used for calibration (red curve) for mirror side 1 and detector 1 of (a) band 8 and (b) band 16.

4.2. RVS

The RVS is the ratio of the detector response at a particular scan angle to the reference scan angle.
In MODIS, the RVS is normalized to the SD angle, where the nominal detector gain (m1) is determined.
Because the MODIS scan mirror is not protected, the MODISA RVS has changed significantly over
time due to nonuniform mirror degradation [17]. We track the temporal RVS change by trending the
instrument responses over pseudo-invariant calibration targets, i.e., SD, moon, and desert, observed at
different scan angles [17,18]. For MODISA, the SD and moon are always observed at fixed scan angles.
The desert can be observed at 16 angles from the repeatable orbital tracks. The SD is observed about
every 3 weeks during solar calibration events. The moon is observed monthly except for the summer
months when the moon is too close to the horizon. The desert site can be observed daily at one of the
16-day repeat scan angles, if the scene is free of clouds.

By comparing the relative trend difference at different scan angles, we can estimate the temporal
change in RVS. The temporal trends at each angle and calibration target are normalized to the first
measurement, and the RVS at each scan angle is compared relatively. Therefore, this method determines
the change in RVS relative to the first measurement, where the Aqua RVS can be approximated as
prelaunch measured values.

One of the limiting factors of this method is that the target brightness needs to be within the
dynamic range of the detectors. Among the calibration targets, desert sites are too bright for bands 10
to 16 and certain parts of the moon are also too bright for bands 13 to 16, but the saturated moon
pixel radiance can be estimated by the band ratioing method [19]. Therefore, for bands 1–9, 17–19,
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and 26, desert, moon, and SD are used to track RVS and only moon and SD are used to track RVS for
bands 10–16 (Table 2).

Table 2. Calibration targets used to track MODISA temporal RVS change and fitting function used for
RVS characterization. The desert site is not used for bands 10–16 due to saturation.

Bands Calibration Targets RVS Characterization

Bands 1–9
Bands 17–19

Bans 26
Moon, SD, desert 2nd order polynomial

Bands 10–16 Moon, SD 2nd order polynomial

Ideally, all calibration targets should have the same brightness to reduce the detector response
nonlinearity impact. However, the brightness of SD, moon, and desert are significantly different,
which adds additional uncertainty to RVS estimates using a combination of calibration targets.

The time-dependent RVS is computed by fitting 2nd-order polynomials over the temporal relative
response vs. scan angles from all available calibration targets (Table 2). As described earlier, 2nd-order
polynomials are more stable as they are less affected by noise in lunar and desert trends. The residual
higher-order RVS behaviors are removed by the OBPG crosscalibration. This process optimizes the
overall RVS correction for ocean color products when used in conjunction with OBPG crosscalibration.
However, the temporal RVS by itself might not be the best possible RVS characterization for other
disciplines without additional product specific corrections.

Since the RVS is normalized at the SD angle, the lunar and desert trends are computed using the
time-dependent m1 (see Section 4.1), so the moon and desert trends are essentially the RVS trends at
their respective observation angles. Using the time-dependent detector m1 for lunar and desert trends
remove the potential uncertainties from temporal change in mirror side and detector-to-detector gain
ratios. Using time-dependent detector m1 is especially important for lunar trends, as the moon is
not a uniform target and cannot be evenly sampled among detectors. Because the moon image is an
ellipsoid, more lunar pixels are sampled by middle detectors than the edge detectors. If the temporal
gain ratios between middle and edge detectors changes, this will cause biases in the lunar trend.

4.2.1. Desert Trend

We used the Libya 4 site to track temporal RVS change. Libya 4 is one of the widely used
pseudo-invariant sites due to its long-term surface reflectance stability [20]. Despite being a stable
target, the satellite observations showed significant bidirectional reflectance distribution function
(BRDF) effects with respect to solar incident and instrument view angles. A previous study characterized
such effects by simultaneously fitting the solar incident, instrument view angles, and RVS changes [17].
Although this method can reduce the BRDF effects in the observed data, the method is empirical and
requires a good assumption of the basic shape of RVS trends.

Since satellite observations are made with different geometrics between the sun and the instrument,
the changing atmospheric path radiance from different solar incident and instrument view angles
can cause the BRDF effect to be seen in the desert observation. To remove atmospheric contributions,
an atmospheric model, 6SV [21], is used to estimate Rayleigh scattering and gaseous absorption.
Figure 9 shows the band 8 mirror side 1 RVS characterization process at a −42-degree scan angle. The
instrument TOA reflectance (Figure 9a) shows a large annual cycle. Figure 9b shows that the 6SV
model estimated atmospheric contribution based on the solar and instrument view geometry. Figure 9b
shows that the annual cycle of atmospheric contribution matches well with the annual variations of the
TOA reflectance (Figure 9a). Removing the atmospheric contribution from TOA reflectance (Figure 9c)
significantly reduces the annual cycles in the desert trending. In Figure 9c, the solar incident power
and atmospherically corrected desert trend has a residual noise of a few percent, a significant reduction
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from the observed data. The residual noise in the desert trend could come from variations in aerosol,
polarization effects, and possibly small short-term BRDF changes in the Libya 4 site itself.

Figure 9. Desert trend for Aqua band 8, mirror side 1 at a scan angle of−42 degrees: (a) top-of-atmosphere
(TOA) reflectance; (b) atmospheric contribution in reflectance; and (c) TOA reflectance—atmospheric
reflectance. The TOA reflectance is computed using Equation (1) with RVS set to 1.

To further demonstrate the importance of atmospheric correction, we compared the desert site RVS
before and after atmospheric correction in January 2003 when the RVS should have minimal deviation
from the prelaunch measured values. In Figure 10a, the sensor-observed TOA reflectance showed a
60% variation in response at different scan angles. After correcting for the atmospheric contribution,
the RVS variation (Figure 10b) is significantly reduced. Since, the prelaunch measured RVS for band 8
is only about 2%, a 60% variation in RVS is unlikely after only 6 months of on-orbit operation. The
results indicate the atmospheric correction removed the bulk of the instrument observation BRDF
artifacts to improve RVS characterization accuracy.

Figure 10. Libya 4 desert observations for MODISA band 8, mirror side 1 during 2003 January: The
plots show the normalized reflectance (ref) versus scan angle (RVS) before (a) and after (b) atmospheric
correction. Notice in some angles, 2 clear sky observations were made from the 16-day repeat orbits in
January 2003.

To reduce the residual noise in the atmospherically corrected desert trends, a 1-year running
average was computed and used to produce smoothed temporal trends at each observation angle.
Figure 11 shows examples of the computed desert trends and the smoothed RVS trends at −42 degrees
for bands 8 and 9. The smoothed RVS desert trends will later be combined with lunar trends to
characterize temporal RVS change.
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Figure 11. RVS computed from desert trends of MODISA mirror side 1 for (a) band 8 and (b) band 9 at
a −42-degree scan angle: The black symbols are the computed RVS at each desert observation, and the
red curve is the temporal smoothed RVS.

4.2.2. Lunar Trend

The moon is an ideal calibration target, as its surface is photometrically stable [22] and it can be
observed by MODIS without atmospheric contamination. The geometrically corrected lunar irradiance
can be obtained from the US Geological Survey’s RObotic Lunar Observatory (ROLO) photometric
model [23], using the observation time and the satellite position to determine the lunar phase and
libration angles and sun–moon/satellite–moon distances. The lunar trend is computed as the ratio of
the sensor-observed and model-predicted lunar irradiances. The temporal changes in the lunar trends
provide the temporal RVS change at lunar observation angle [24].

The lunar trends (Figure 12) are normalized to the first observation to remove the residual biases
between SD-calibrated and ROLO-predicted lunar irradiance. The normalized lunar trends are the
temporal RVS changes at an Space View (SV) angle, which can be up to 20% in band 8 (412 nm). The
temporal RVS changes are more prominent in the blue bands (8, 9, 3, and 10) and decrease at longer
wavelengths. The temporal RVS trends resemble the m1 trends (Figure 8), where the trends in the blue
bands reversed around 2011. For green to NIR bands, the temporal RVS changes are small with no
clear reversing trends like the blue bands.

Figure 12. MODISA lunar trends for selected RSBs for (a) mirror side 1 and (b) mirror side 2:
The symbols indicate each lunar calibration data point, and the curves are the fitted lunar trends.
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The lunar trends show a quasi-annual cycle, which is likely due to the residual uncertainty in the
ROLO model’s libration correction [25]. To compute the RVS change at an SV angle, a 1-yr running
average was computed to produce smoothed lunar trends, except for bands 8 and 9. A 2-piece fit was
used for bands 8 and 9 before and after 2011 to better characterize the reversal in trends.

4.2.3. RVS Characterization

To characterize the temporal RVS, the available desert trends are combined with lunar trends.
Since the lunar and desert trends are computed with time-dependent SD m1, the lunar/desert trends
are the RVS normalized to SD angles. For bands 1–9, 17–19, and 26, the temporal RVS is estimated
as a 2nd-order polynomial fit between the scan angle and the smoothed RVS from lunar and desert
trends (Table 2). For bands 10–16, the RVS change is small (<4%) and only lunar trends were used
to characterize the temporal RVS change. Since the moon is always observed at the same scan angle,
we used the prelaunch estimated RVS curve as the basic shape to characterize the 2nd-order RVS
fit from the lunar observation angle alone. This method assumes that small changes in RVS do not
significantly change the shape of the RVS.

Figure 13 shows the characterized RVS for selected ocean bands and years. As mentioned earlier,
band 8 has the largest temporal RVS change. In 2011, the RVS variation was the largest with the mirror
response at the beginning of the scan (−55 degrees) ~30% higher than at the end of the scan (55 degrees).
For the green to NIR bands, the RVS and their changes are considerably smaller.

Figure 13. MODISA RVS fitting at selected years for (a) band 8 (412 nm), (b) band 12 (547 nm),
and (c) band 16 (869 nm), mirror side 1.

4.3. Relative Spectral Response (RSR) Modulation

The temporal radiometric calibration for Aqua MODIS can be computed from the time-dependent
m1 and RVS estimated in Sections 4.1 and 4.2. The calibration coefficients convert the instrument
response to TOA reflectance or radiance. However, the Aqua detector RSR has been shown to change
over time due to the spectrally dependent optical degradation [12]. The temporal RSR change will
cause bias in observed ocean radiances. Applying time-dependent RSR in ocean color product retrieval
is not feasible due to complexity and computational time limitations. The current solution is to apply
an adjustment in calibration coefficients to correct the estimate of the calibration bias in ocean color
products due to RSR modulation.

The derivation and correction of the time-dependent modulated RSR impact on Aqua ocean
color products is detailed in our previous study [12]. The calibration bias due to RSR modulation
is caused by the spectral differences between calibration targets and ocean scenes (Figure 14a). The
RSR modulation impact on ocean color products is the combined effects of biases in observed SD,
desert, and ocean scene radiances due to RSR modulation. Figure 14b shows the biases in ocean color
product radiances due to modulated RSR computed using the typical spectral radiances in Figure 14a.
Figure 14b shows that band 8 is the only band significantly impacted by RSR modulation with up to
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1% biases in 2011. The large band 8 RSR modulation is the result of its large out-of-band response
convolved with the large spectral radiance difference between calibration targets and the typical ocean
scene. For the remaining ocean bands, the impacts from modulated RSR are less than 0.1%.

Figure 14. (a) Typical radiance for ocean (red), SD (green), and the desert (black) and (b) mean
calibration bias (L_mRSR/L_RSR0) due to modulated RSR for bands 8 to 16: L_mRSR is the typical
ocean radiance computed using modulated RSR (mRSR), and L_RSR0 is the typical ocean radiance
computed using prelaunch measured RSR (RSR0).

The biases of modulated RSR are estimated per band for all ocean bands (bands 8 to 16),
where RSRs are measured for both in-band and out-of-band regions. Although the modulated RSR
impact is dependent on scan angle due to the angular-dependent optical degradation [12], we apply the
scan-angle mean impact for simplicity. The correction is meant to correct the bias in global radiometric
trends. The angular dependency of modulated RSR impact is small and will be added to residual RVS
characterization uncertainty and corrected by OBPG crosscalibration.

5. Results

5.1. OBPG RSB Calibration LUT

The main differences between OBPG and MCST calibration are summarized in Table 3. Additional
differences could come from computation methodology and data selection. Figure 15 compares the
temporal trends of band 8 m1 and RVS between OBPG and MCST LUT at selected scan angles. Figure 15
shows that the OBPG and MCST gain (m1/RVS) at an SD angle is within 1.5% different but can be up to
4% different at large scan angles. The RVS differences at an SD angle are the modulated RSR effects as
described in Section 4.3. The scan-angle-dependent gain differences between OBPG and MCST LUT
will change the global trends in ocean color products.

The OBPG RSB calibration LUTs are based on the MCST LUT with the time-dependent m1 and
RVS coefficients replaced by the values derived in Sections 4.1 and 4.2. The correction of modulated
RSR impact is applied to RVS to keep the m1 coefficients as a pure product of solar calibration for
better calibration traceability. Applying the modulated RSR correction to either m1 or RVS produces
the same results.

Since the OBPG LUT retains the MCST LUT format, it can be used in MODIS L1B processing
outside of OBPG. The OBPG produces a monthly updated LUT, based on the monthly updated MCST
LUT to extend m1, RVS, and modulated RSR correction. The crosscalibration LUT (see following
section) is also updated monthly after each new RSB LUT is generated to keep the correction up-to-date.
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Table 3. Calibration methodology differences between R2014 and R2018.

R2014 * R2018

SDSM calibration Detector 9 normalization
Sd/SDSM screen for detector 9 degradation

Detector 9 normalization refined by
SD/SDSM screen

SDSM wavelength model for interpolation
and detector 9 degradation

SD calibration Use highest SD unsaturated signal to
maximize SNR

Use low SD signal for all bands to better
match ocean radiance

Temporal RVS
characterization

2nd to 4th order fit
Remove BRDF effect by fitting observed

data vs. view and illumination geometric

2nd order fit for all bands
Use atmospheric correction to remove

BRDF effect
Apply modulated RSR impact

* Based on MCST publications [11,17].

Figure 15. Time series of OBPG and MCST mirror side 1, detector-averaged normalized band 8
for (a) m1 and (b) RVS and (c,d) their differences at SD, space view (SV), Nadir, beginning of scan
(BOS; −55 degrees), and end of scan (EOS; 55 degrees). Solid line: OBPG, dashed line: MCST. Colors
indicate scan angles. The scan angle-specific detector gain is computed as m1/RVS, and m1_t0 is the SD
m1 at the beginning of the mission. Note: the legend in Figure 15a is applied to Figure 15b–d.

5.2. Artifact Mitigation

Based on the OBPG radiometric calibration LUT, vicarious and crosscalibrations were performed
to correct absolute instrument calibration biases and to flat-field the residual RVS, mirror side,
and detector-to-detector uncertainties [4,5]. The vicarious and crosscalibration were performed using
Rrs products; therefore, any residual atmospheric correction errors will also be included. Without
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vicarious and crosscalibration, a perfectly calibrated sensor could still produce biased and/or stripped
Rrs images due to residual error from atmospheric correction.

The vicarious calibration produces a constant factor for each band, which has no impact on
temporal trends [5]. However, the residual RVS correction can potentially impact global temporal
trends if the correction is large [4]. Figure 16 compares the crosscalibration-computed residual RVS
correction (M11) between R2014 and R2018 products. The magnitude of R2018 M11 correction is
smaller than the R2014 correction after 2011 and similar to before 2011. The R2014 M11 correction
varies significantly after 2011, indicating RVS calibration issues. The large M11 correction will change
the global temporal trends, as the mean earth scene correction is not 1. This is the case in R2014
products as the scene-averaged M11 correction changes significantly after 2011 (Figure 17).

Figure 16. Band 8 (412 nm), mirror side 1, detector 1, crosscalibration correction factors (M11) for select
years: (a) R2018 calibration and (b) R2014 calibration. M11 is the RVS correction (unitless).

Figure 17. Time series of band 8, mirror side 1, scan-averaged M11 correction for (a) R2018 and
(b) R2014 products: The scan-angle-averaged M11_avg indicates the correction on the global mean.
Colors indicate detectors 1–10.

In R2018 products, the M11 is normalized to ensure no temporal trends are introduced by the
crosscalibration. Compared to R2014, the R2018 M11 has larger detector spread. This is because
the MCST calibration incorporates detector-to-detector gain correction using ocean sites [11] for
the calculation of their m1, whereas in R2018, the striping correction is applied only during the
crosscalibration. There is no impact of the M11 detector spread on image quality in R2014 vs. R2018
after applying the OBPG crosscalibration.
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6. Discussion

To demonstrate the impact of the calibration approach described in this paper, the ocean color
products from the R2018 reprocessing are compared with the previous R2014 reprocessing. The only
changes between these two reprocessing events were the updated instrument calibration approach and
the updated vicarious calibration [26]. Figure 18 shows a comparison of the two reprocessing versions
for the time series of spectral water-leaving reflectances (Rrs) and derived chlorophyll concentration,
as derived from monthly averages for the globally distributed deepest ocean waters (>1000-m depth).
We restrict our analysis to this deep-water subset as it allows for an assessment over the vast majority
of the ocean surface while avoiding complex coastal regions with highly variable terrestrial influences.
In Figure 18a, the R2014 water-leaving reflectances (solid lines) for the shortest wavelengths (412 nm
and 443 nm) show a strong downward trend after 2012, which is not associated with any known
geophysical events. This late-mission drift in the blue was significantly reduced in the R2018 products.
Similarly, the large seasonal variability in the R2014 chlorophyll product, especially after 2012, is much
reduced in the R2018 products (Figure 18b). Such variability will arise if the calibration in the blue
is erroneously low, as the observed radiance has a strong seasonal cycle due to variations in solar
geometry and associated atmospheric path radiance, and the correction for that variable atmospheric
contribution to the TOA radiance will result in an underestimation of water-leaving reflectance in
the blue. The chlorophyll concentration is derived from the ratio of blue to green water-leaving
reflectances, such that a lower blue–green ratio implies a higher chlorophyll concentration, thus giving
rise to seasonal peaks in the R2014 chlorophyll products. There is also an overall bias (increase) in the
blue wavelengths between the R2014 and R2018 results, which is caused by an update to the vicarious
calibration [26] and which also contributes to reduced seasonal variability in the R2018 chlorophyll
product over the full mission lifetime.

Figure 18. MODIS global deep-water temporal trends for (a) water-leaving reflectance (Rrs) and (b)
chlorophyll. Solid line: R2018, dashed line: R2014 products.

Another very useful subset of the oceans for assessment of product temporal stability is the mean
over the clearest ocean gyres, far from terrestrial influences, where chlorophyll concentrations are very
low (typically <0.1 mg m-3) and homogenous, and weak variations in phytoplankton abundance or
physiology, which modulate the absorption of blue light much more than green light, are the only
significant influences on the ocean water optical properties. Temporal anomalies of water-leaving
reflectance for the green ocean channel (547 nm) and green land channel (555 nm) were computed by
subtracting the mean seasonal cycle from the water-leaving reflectance time series as derived over
oligotrophic waters. In the absence of any major geophysical events, we can expect this time series to
be relatively stable over time. The temporal anomalies for R2014 (Figure 19a,c) show a long-term trend
and shorter-term variabilities that are larger than in the R2018 results (Figure 19b,d). Also notable is
that the R2014 results for the two green bands with very similar center wavelengths (Figure 19a,c) are
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less consistent than the R2018 products (Figure 19 b,d). These results indicate that the R2018 products
are more stable and consistent relative to the R2014 products.

Figure 19. MODIS water-leaving reflectance (Rrs) temporal anomaly in global oligotrophic water:
(a,c) R2014 products for 547 nm and 555 nm and (b,d) R2018 products for 547 nm and 555 nm.

7. Conclusions

In this paper, we described the independently developed MODIS Aqua radiometric calibration
used in OBPG R2018 ocean color products. The OBPG calibration is developed based on the general
MODIS calibration principles with a focus on ocean color products. The in-house developed calibration
process is integrated in the ocean-color-product production cycle which enables fast evaluation. Timely
product evaluation facilitates accurate assessment of the combined changes in radiometric calibration
and the subsequent OBPG vicarious and crosscalibration. The integrated calibration development
process is key to achieving the high radiometric calibration accuracy required for ocean color science.

Because the calibration is developed specifically for OBPG ocean color products, it is optimized
for OBPG ocean color processing. For example, the nominal detector gains are calibrated with
low SD radiance to better approximate ocean surface radiance. Applying the OBPG calibration
for high-radiance targets could result in biases due to detector response nonlinearity. Furthermore,
the RVS is characterized by simple 2nd-order fits to improve temporal stability. Applying the OBPG
crosscalibration is needed to obtain the optimal RVS characterization.

Using the OBPG-developed radiometric calibration, the R2018 ocean color products show
improved quality over the previous products (R2014). The global trends of the R2018 products
are more stable and do not have late-mission anomalous behaviors shown in the R2014 products.
The R2018 products are more consistent across wavelengths than R2014 products. Compared to the
R2014 coefficients, the OBPG crosscalibration in R2018 is more consistent over time, indicating a more
stable RVS characterization in R2018. The improvement in R2018 ocean-color-product quality and
crosscalibration stability are the results of improvements in R2018 radiometric calibration.
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Glossary

Acronyms Definition

6SV Atmospheric correction model. https://6s.ltdri.org/
BOS Beginning of the Scan
BRDF Bidirectional Reflectance Distribution Function
BRF Bidirectional Reflectance Function
Ecal Electronic self Calibration
EOS End of the Scan
H factor Relative SD reflectivity
L1A Formatted raw instrument data
L1B Calibrated radiance computed from L1A
L2 Derived per-pixel ocean color products L1B
L3 Global binned ocean color products from L2
LUT Look-Up-Table
M1 Detector radiometric gain coefficient
M1t Time stamp of m1
M11 OBPG cross-calibration RVS correction coefficient
MCST MODIS Calibration Support Team
MODIS Moderate Resolution Imaging Spectroradiometer
MODISA MODIS Aqua
MODIST MODIS Terra
mRSR Moduated RSR
NIR Near-InfraRed
OBPG Ocean Biological Processing Group
R2014 https://oceancolor.qsfc.nasa.gov/reprocessing/r2014/aqua/
R2018 https://oceancolor.qsfc.nasa.gov/reprocessing/r2018/aqua/
ROLO RObotic Lunar Observatory
RSB Reflective Solar Bands
RSR Reflective Spectral Response
Rrs Remote sensing reflectance
RVS Response Versus Scan angle
RVSt Time stamp of RVS
SAA Solar Attanuation screen Assembly
SD Solar Diffuser
SDSM Solar Diffuser Stability Monitor
SIS Spectral Integrating Sphere
SNR Signal to Noise Ratio
SV Space View
Tau Screen transmission functions
TOA Top of Atmosphere
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Abstract: The Visible Infrared Imaging Radiometer Suite (VIIRS) on the Suomi National Polar-orbiting
Partnership (SNPP) and National Oceanic and Atmospheric Administration (NOAA)-20 has been
providing a large amount of global ocean color data, which are critical for monitoring and
understanding of ocean optical, biological, and ecological processes and phenomena. However,
VIIRS-derived daily ocean color images on either SNPP or NOAA-20 have some limitations in
ocean coverage due to its swath width, high sensor-zenith angle, high sun glint, and cloud, etc.
Merging VIIRS ocean color products derived from the SNPP and NOAA-20 significantly increases
the spatial coverage of daily images. The two VIIRS sensors on the SNPP and NOAA-20 have similar
sensor characteristics, and global ocean color products are generated using the same Multi-Sensor
Level-1 to Level-2 (MSL12) ocean color data processing system. Therefore, the merged VIIRS ocean
color data from the two sensors have high data quality with consistent statistical property and
accuracy globally. Merging VIIRS SNPP and NOAA-20 ocean color data almost removes the gaps
of missing pixels due to high sensor-zenith angles and high sun glint contamination, and also
significantly reduces the gaps due to cloud cover. However, there are still gaps of missing pixels in
the merged ocean color data. In this study, the Data Interpolating Empirical Orthogonal Functions
(DINEOF) are applied on the merged VIIRS SNPP/NOAA-20 global Level-3 ocean color data to
completely reconstruct the missing pixels. Specifically, DINEOF is applied to 30 days of daily merged
global Level-3 chlorophyll-a (Chl-a) data of 9-km spatial resolution from 19 June to 18 July 2018.
To quantitatively evaluate the accuracy of the DINEOF reconstructed data, a set of valid pixels are
intentionally treated as “missing pixels”, so that reconstructed data can be compared with the original
data. Results show that mean ratios of the reconstructed/original are 1.012, 1.012, 1.015, and 0.997
for global ocean, oligotrophic waters, deep waters, and coastal and inland waters, respectively.
The corresponding standard deviation (SD) of the ratios are 0.200, 0.164, 0.182, and 0.287, respectively.
Gap-filled daily Chl-a images reveal many large-scale and meso-scale ocean features that are invisible
in the original SNPP or NOAA-20 Chl-a images. It is also demonstrated that the gap-filled data based
on the merged products show more details in the dynamic ocean features than those based on SNPP
or NOAA-20 alone.

Keywords: VIIRS; SNPP; NOAA-20; DINEOF; ocean color data; data merging; gap-filling
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1. Introduction

Ocean color data are critical for monitoring and understanding of water optical, biological,
and ecological processes and phenomena, and it is also an important source of input data for
physical and biogeochemical ocean models [1]. Since the launch of the Visible Infrared Imaging
Radiometer Suite (VIIRS) on the Suomi National Polar-Orbiting Partnership (SNPP) [2,3] in October
2011, ocean color products derived from VIIRS-SNPP have been routinely produced globally [3,4].
On 18 November 2017, the follow-up VIIRS sensor housed in the National Oceanic and Atmospheric
Administration (NOAA)-20 satellite was launched as the first of four sensors in the Joint Polar
Satellite System (JPSS) satellite series, and global ocean color data from NOAA-20 are also being
routinely produced. For both SNPP and NOAA-20, chlorophyll-a (Chl-a) concentration [5–7],
normalized water-leaving radiance spectra nLw(λ) [8,9], including new nLw(λ) data using VIIRS
imaging bands [10], and water diffuse attenuation coefficient at the wavelength of 490 nm Kd(490) and
at the domain of photosynthetically available radiation (PAR) Kd(PAR) [11,12], are all generated as
standard VIIRS ocean color products. Some experimental products such as inherent optical properties
(IOPs) [13,14], and a newly added quality assurance (QA) score product for measuring data quality [15]
are also included for evaluation. In addition, to improve ocean color data quality over turbid coastal
and inland waters [16–18], the shortwave infrared (SWIR)-based and near-infrared (NIR)-SWIR
combined atmospheric correction algorithms have been used to routinely produce global VIIRS ocean
color products for both SNPP and NOAA-20 [19,20]. Furthermore, VIIRS ocean color data processing
algorithms have been significantly improved, including improved sensor on-orbit calibration using
both solar and lunar approaches [21,22]. However, for either VIIRS-SNPP or VIIRS-NOAA-20, there are
always missing pixels in the VIIRS-measured ocean color data imageries due to cloud cover and various
other reasons, e.g., strong sun glint contamination, dust storms, very large solar- and sensor-zenith
angles, etc. It is certainly useful to fill the gap of missing pixels before being used as input for ocean
models and for various other applications.

As a follow-up VIIRS instrument, VIIRS-NOAA-20 is essentially built the same as VIIRS-SNPP.
Therefore, the sensor characteristics of the two instruments are very similar. Both SNPP and NOAA-20
operate at the 824-km sun-synchronous polar orbit, which crosses the equator at about 13:30 local
time. There is about a 50-minute delay between the paths of NOAA-20 and SNPP, which makes the
NOAA-20’s path running through the middle of two adjacent SNPP paths, and vice versa. The overlap
of the spatial coverages of the two sensors automatically fills each other’s gaps caused by high
sensor-zenith angles and high sun glint contamination, and it significantly reduces the missing pixels in
the merged images. In addition, ocean color products from SNPP and NOAA-20 have the same spatial
and temporal resolution, and are processed with the same software package, i.e., the Multi-Sensor
Level-1 to Level-2 (MSL12) ocean color data processing system [3]. Therefore, the statistics of their
ocean color products are very close to each other, and in fact the data can be directly merged without
adjustment for matching up each other’s statistical properties. However, there are still lots of missing
data in the merged VIIRS SNPP/NOAA-20 products.

To completely fill the gaps of missing pixels in the merged VIIRS SNPP/NOAA-20 ocean color
data, the Data Interpolating Empirical Orthogonal Functions (DINEOF) [23,24] method is used
in this study to reconstruct the missing data in the ocean color images. The DINEOF exploits
the spatio-temporal coherency of the data to infer a value at the missing location and has been
successfully adopted in various applications using ocean remote sensing data [25–30]. With more
and more availability and usage of ocean color data in recent years, the DINEOF method has also
been applied to ocean color data from various sensors including the Moderate Resolution Imaging
Spectroradiometer (MODIS) [31–33], the Spinning Enhanced Visible and Infrared Imager (SEVIRI)
onboard Meteosat Second Generation 2 [34], and the Korean Geostationary Ocean Color Imager
(GOCI) [35]. Most recently, Liu and Wang [36] used the DINEOF to fill the gaps of missing pixels
in VIIRS-SNPP global ocean color data. In that study, the DINEOF is applied to VIIRS-SNPP global
Level-3 binned ocean color data of 9-km spatial resolution and the DINEOF reconstructed ocean color
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data are used to fill the gap of missing data. In particular, daily, 8-day, and monthly VIIRS global
Level-3 binned ocean color data, including Chl-a concentration, Kd(490), as well as nLw(λ) at the five
VIIRS visible bands are tested and evaluated. Results show that the DINEOF method can successfully
reconstruct and gap-fill meso-scale and large-scale spatial ocean features in the global VIIRS Level-3
images, as well as capture the temporal variations of these features.

In this study, the DINEOF method is used to reconstruct and gap-fill a merged VIIRS
SNPP/NOAA-20 global daily ocean color product, specifically the Chl-a data. With the reconstructed
(gap-filled) VIIRS global daily Chl-a images, ocean features can now be well identified and observed
both spatially and temporally. Some examples that demonstrate the advantages and usefulness of the
gap-filled VIIRS SNPP/NOAA-20 merged global ocean color products are provided. The DINEOF
is also applied to ocean color data from a single sensor, VIIRS-SNPP or VIIRS-NOAA-20, and the
gap-filled data based on SNPP or NOAA-20 are compared with those based on the two-sensor merged
Chl-a product.

2. Data and Methods

2.1. VIIRS SNPP and NOAA-20 Ocean Color Level-2 and Global Level-3 Data

The MSL12 is the official NOAA VIIRS ocean color data processing system for both SNPP and
NOAA-20 (and all other follow-on VIIRS sensors), and it has been used for processing VIIRS data
from Sensor Data Records (SDR or Level-1B data) to the Environmental Data Records (EDR or Level-2
data) [3,4]. MSL12 was developed for producing consistent ocean color products using the same
ocean color data processing system for multiple satellite ocean color sensors [37–39]. In addition to
the standard NIR-based atmospheric correction algorithm [8], the current version of MSL12 has been
improved to include the SWIR- and NIR-SWIR-based atmospheric correction algorithms [16,19,20],
including a recent algorithm improvement using the information from the short blue band, i.e., M1 in
Table 1 [40], for improved satellite ocean color data over coastal and inland waters. Indeed, advantages
of the SWIR-based ocean color data processing over global highly turbid coastal and inland waters for
various applications have been demonstrated in several previous studies [41–43].

Table 1. The VIIRS reflective solar band (RSB) spectral band nominal center wavelength (in nm) for
SNPP and NOAA-20.

Sensor M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 I1 I2 I3

VIIRS-SNPP 410 443 486 551 671 745 862 1238 1378 1610 2250 638 862 1610
VIIRS-NOAA-20 411 445 489 555 667 746 868 1238 1376 1604 2258 642 867 1603

The VIIRS SNPP and NOAA-20 global Level-3 ocean color product data are generated using the
spatial and temporal binning from the corresponding Level-2 data [44]. In this study, VIIRS SNPP
and NOAA-20 global daily Level-3 binned data of 9-km spatial resolution from 19 June to 18 July
2018 are produced. In the Level-3 data processing, the grid elements (9 × 9 km2 bins) are arranged
in rows beginning at the South Pole. Each row begins at 180◦ longitude and circumscribes the Earth
at a given latitude. For 9-km spatial resolution Level-3 data, there are only three bins in the first row
near the South Pole, and the number of bins in each row gradually increases with latitude in the
southern hemisphere. The maximum number of bins in a row is reached at the equator, and then the
number of bins decreases with latitude in the northern hemisphere. Pixels containing valid Level-2
data are mapped to bins of 9 × 9 km2. Within each bin, statistics of mean or median are accumulated
for periods of one day for daily ocean color products. Before the binning process, several Level-2
masks and data quality flags from MSL12 (e.g., land, cloud [45], stray-light [46], high sun glint [47],
high sensor-zenith angle, high solar-zenith angle, etc.) are applied to VIIRS ocean color Level-2 data.
As examples, Figure 1a,b shows the global Level-3 daily Chl-a images of 21 June 2018 for SNPP and
NOAA-20, respectively. Obviously, there are many missing pixels in the original Level-3 VIIRS Chl-a
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images. In fact, there are ~70% missing pixels in these global daily images due to cloud cover, high sun
glint contamination, high solar- or sensor-zenith angles, and various other reasons.

Figure 1. The Visible Infrared Imaging Radiometer Suite (VIIRS)-measured global Level-3 Chl-a image
on 21 June 2018 from (a) Suomi National Polar-Orbiting Partnership (SNPP), (b) National Oceanic and
Atmospheric Administration (NOAA)-20, (c) merged VIIRS SNPP/NOAA-20 Chl-a image on the same
day, and (d) gap-filled VIIRS SNPP/NOAA-20 merged Chl-a image on the same day.

2.2. Merging VIIRS SNPP and NOAA-20 Global Level-3 Ocean Color Data

As noted previously, SNPP and NOAA-20 operate at the same sun-synchronous polar orbit of
824-km. However, the positions of the two satellites in the orbit are intentionally arranged so that
NOAA-20 leads SNPP by a half orbit, or ~50 minutes. The 50-minute difference between their paths
makes the NOAA-20’s nadir points always running through SNPP’s gaps due to high sensor-zenith
angle, and vice versa. This special arrangement of satellite positions in the orbit significantly benefits
the observation of the ocean color from the space: the overlap of the spatial coverages of the two
sensors fills most of each other’s gaps in images due to high sensor-zenith angles and high sun
glint contamination, and significantly reduces the missing pixels in the merged images. In addition,
ocean biological features are assumed to have little change in ~50 minutes, so that the ocean color data
from the two sensors can be directly merged.

The VIIRS SNPP and NOAA-20 instruments both have 14 reflective solar bands (RSBs) with
three image bands (I1–I3) and 11 moderate bands (M1–M11) operating in the spectral region of
0.41–2.25 μm. There are slight differences between VIIRS-SNPP and VIIRS-NOAA-20 in the nominal
center wavelengths of each band. Table 1 lists the VIIRS RSB spectral band nominal center wavelength
for VIIRS-SNPP and VIIRS-NOAA-20. In the ocean color data processing, the VIIRS-NOAA-20 nLw(λ)
of five bands (M1–M5) are adjusted to match up with those of VIIRS-SNPP, so that Chl-a, Kd(490),
and Kd(PAR) products are equivalent from the two sensors, and can be merged. In this study, only Chl-a
products are merged as a preliminary test.

The VIIRS SNPP and NOAA-20 have the same swath width of 3040 km, and horizontal resolution
of 750 m for M bands, and 375 m for I bands at nadir. With the same spatial and temporal resolutions,
and their ocean color products processed using the same MSL12 software package, Chl-a data from
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the two instruments are statistically equivalent. Figure 2 shows the scatter plots of VIIRS NOAA-20
versus SNPP Chl-a data on 21 June 2018. The mean ratios of VIIRS NOAA-20/SNPP are 1.069, 1.024,
1.057, and 1.127 in global ocean, global oligotrophic waters (Chl-a < 0.1 mg/m3), global deep waters
(water depth > 1 km), and global coastal and inland waters (water depth ≤ 1 km), respectively; and the
corresponding standard deviation (SD) values are 0.212, 0.162, 0.175, and 0.336, respectively. Therefore,
the statistics of the ocean color products from the two sensors are very close to each other, and they
can be directly merged. In this study, the merged VIIRS SNPP/NOAA-20 ocean color products are
calculated as weighted averages, where the weight is the number of valid pixels in each bin. The input
datasets of the merging process are 30 days of daily SNPP and NOAA-20 global 9-km resolution Level-3
binned Chl-a data from June 19 to July 18, 2018, and the output data are merged SNPP/NOAA-20
global 9-km resolution data in Level-3 binned format.

Figure 2. Scatter plots of VIIRS NOAA-20 versus SNPP Chl-a in (a) global all regions, (b) global
oligotrophic waters, (c) global deep waters, and (d) global coastal and inland waters on 21 June 2018.

2.3. Gap-Filling of the Merged VIIRS SNPP/NOAA-20 Data

The DINEOF method [23,24] is an Empirical Orthogonal Function (EOF)-based technique,
which allows the extraction of the dominant spatial patterns observed in a data time series through
an iterative approach, while simultaneously filling in the missing data. During the DINEOF process,
the original dataset is first stored in a spatio-temporal matrix with m × n dimensions, where m
is the number of grids in the spatial domain and n is the number of time steps in the time series.
Initially, the temporal and spatial mean is removed from the data, and all missing values are set
to zeroes. The first EOF mode is then calculated by using the singular value decomposition (SVD)
technique, and the missing values are replaced with the initial guess by the data reconstruction
using the spatial and temporal functions of only the first EOF mode. The first EOF mode is then
recalculated iteratively using the previous best guess as the initial value of the missing data for the
subsequent iteration until the process converges. Subsequently, the number of EOFs increases one
by one and for each EOF mode, the whole reconstruction is operated again until convergence. Then,
by using a cross-validation technique, the optimal number of EOF modes can be determined. Finally,
the reconstruction procedure is performed again, based on the optimal EOF modes, until convergence
is reached. The process to determine the optimum number of EOF modes in the final reconstruction is
fully automatic. For example, if the error (reconstructed−original) of the validation pixels decreases
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gradually from mode 1 to mode 10, but the error starts to increase gradually from mode 11 to mode 13,
then the first 10 modes are considered as optimum.

In this study, the DINEOF is utilized to reconstruct (gap-filled) the missing pixels in the merged
VIIRS SNPP/NOAA-20 Chl-a data. Specifically, DINEOF is applied to 30 days of daily merged global
Level-3 Chl-a data of 9-km spatial resolution from 19 June to 18 July 2018. It is noted that DINEOF
is applied directly to the VIIRS Level-3 bin data files, rather than the mapped data files. However,
it is a very large dataset for 30 days of global Chl-a data with 9-km spatial resolution, which makes
the performance of DINEOF analysis very inefficient. To speed up the DINEOF process, the same
procedure used for gap-filling of SNPP ocean color data by Liu and Wang [36] is used. Basically,
the global dataset is evenly divided into 16 10◦-zonal sections between 80◦S and 80◦N, and DINEOF is
applied to each of the zonal sections separately. In fact, DINEOF analyses on the 16 zonal sections are
performed in parallel to further improve data processing efficiency.

3. Results

3.1. Merged VIIRS SNPP/NOAA-20 Products

The VIIRS SNPP and NOAA-20 global daily Level-3 Chl-a data of 9-km spatial resolution,
from 19 June to 18 July 2018, were merged. As an example, Figure 1c shows the merged
SNPP/NOAA-20 Chl-a concentration on 21 June 2018. The spatial coverage of the merged ocean color
data was significantly improved compared with either SNPP (Figure 1a) or NOAA-20 (Figure 1b).
Particularly, in Figure 1a,b, the gaps of high sensor-zenith angle occurred in both the northern and
southern hemisphere. The gaps of sun glint, however, occurred only to the north of the equator because
it was summer (June–July) in the northern hemisphere. In Figure 1c, gaps of missing pixels due to
the high sensor-zenith angle and high sun glint contamination from both VIIRS sensors were almost
filled, thanks to the overlap of the swath of the two sensors. The remaining missing pixels were due to
a very small part of high sensor-zenith angles from the one sensor and a small part of high sun glint
contamination from the other. They were significantly reduced. It can be clearly seen in Figure 1c that
the gaps of the missing pixels due to the high sensor-zenith angles and high sun glint contamination
were much narrower than those in Figure 1a,b. In the southern hemisphere, however, it was completely
free of gaps from sun glint contamination and high sensor-zenith angle. In addition, the missing pixels
due to cloud cover were also reduced in the merged Chl-a image, because of the shifts of the cloud
pixels during the 50-minute period. Overall, the merged VIIRS SNPP/NOAA-20 global Level-3 daily
data had ~38% more valid pixels than those from the SNPP or NOAA-20 data alone.

The major gaps of missing pixels in the merged VIIRS SNPP/NOAA-20 data were due to cloud
covers. Since there was only a 50-minute delay between the paths of the two satellites, cloud usually
had little change in its shape, but could travel a short distance. The merging only reduced some
limited pixels on the edges of the cloud cover, but the general pattern of gaps due to cloud cover was
still the same in the merged data as in the SNPP or NOAA-20 data. Indeed, the merging could not
improve spatial coverage in regions with large areas of thick clouds, such as in the Arabian Sea and
Bay of Bengal, equatorial Atlantic Ocean, and high-latitude Pacific and Atlantic Oceans. The summer
monsoon usually brings large amounts of moisture and rainfall to the Arabian Sea from June to July.

3.2. Gap-Filled VIIRS SNPP/NOAA-20 Products

The DINEOF method was applied to the merged VIIRS SNPP/NOAA-20 global daily Level-3
Chl-a data from 19 June to 18 July 2018. The DINEOF has two options to reconstruct missing data:
fully reconstructed images and filled images. A fully reconstructed image was calculated from the
retained EOF modes using the DINEOF method. In the fully reconstructed image, all ocean color
data were reconstructed on every ocean pixel (including non-missing pixels). The reconstructed
image had no-gaps spatially. However, there were some small differences between reconstructed
and original data even for non-missing pixels due to truncated EOF modes in computing all data
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values. The filled image was a combination of the original image and the reconstructed image,
i.e., missing pixels were filled with reconstructed data and original data were kept for non-missing
pixels. As an example, the fully reconstructed global Chl-a image of 21 June 2018 is shown in Figure 1d.
All gaps of missing pixels due to the high sun glint and large sensor-zenith angles were filled with valid
pixels. The gaps of cloud-covered pixels were also reconstructed, especially in the northern Atlantic
and Pacific, Arabian Sea and Bay of Bengal, and the equatorial Atlantic Ocean as well. The gaps of
missing pixels were all filled very smoothly in Figure 1d. However, the large area of missing pixels
in the Southern Ocean close to Antarctica were not reconstructed, since there were no valid pixels
in the entire area from 19 June to 18 July 2018 due to high solar-zenith angles during the northern
hemisphere summer time.

To evaluate the accuracy of the value from reconstructed pixels, 5% of valid (non-missing) pixels
in the original Level-3 data were randomly selected, and intentionally treated as “missing pixels.”
These pixels were reconstructed and compared with the original data for validation. Figure 3 shows
the density scatter plots of the reconstructed data versus original data in the global ocean, oligotrophic
waters, deep waters, and coastal and inland waters. In general, most points are close to the 1:1 line in
the global ocean, but the oligotrophic waters show the best results (Figure 3b), whilst the highest level
of scatter is found in the coastal and inland waters (Figure 3d). Quantitatively, the mean and SD of the
reconstructed/original ratios in oligotrophic water are 1.012 and 0.164, respectively. The mean and SD
in deep waters are 1.015 and 0.182, respectively, which are slightly higher than those in oligotrophic
waters. In the coastal and inland waters, the mean and SD are 0.997 and 0.287, respectively. Overall,
for all pixels in the global ocean, the mean and SD of the reconstructed/original ratios are 1.012
and 0.200, respectively. It is noted that the locations of the validation pixels are selected randomly
using the random number generator in the Interactive Data Language (IDL). In addition, the DINEOF
package includes a built-in function to specify the “size of cloud surface” for cross-validation as a
parameter of input. We tested the cross-validation with different cloud patch sizes and found that the
cross-validation result does not change significantly with the size of the cloud surface. The main reason
is that DINEOF considers not only spatial coherence, but also temporal coherence. Since the location
of the cloud patches are selected randomly, even with the large size of cloud patch, the temporal
variations in the time-series can still be used to infer the missing values. The advantage of the DINEOF
over traditional interpolation is that it utilizes major EOF modes to reconstructs the missing pixels,
which capture the major signals of variations in both spatial and temporal domains simultaneously.

3.3. Ocean Features Revealed in the Gap-Filled VIIRS SNPP/NOAA-20 Chl-a Data

Gap-filled daily Chl-a images reveal many large-scale and meso-scale ocean features that are
invisible in the merged Chl-a images, or the original VIIRS SNPP, NOAA-20 Chl-a images. As shown in
Figure 1d, the most obvious large-scale ocean features are the oligotrophic waters (Chl-a < 0.1 mg/m3)
in the center of the five subtropical ocean gyres, i.e., North Atlantic, South Atlantic, North Pacific,
South Pacific, and South Indian Ocean, which cover major parts of the global oceans. Because of
the easterly winds near the equator and the equatorial upwelling, there is more enhanced Chl-a
concentration (~0.1–0.5 mg/m3) in the equatorial Pacific Ocean and equatorial Atlantic Ocean regions
than in the subtropical gyres. However, no significant Chl-a enhancement is found in the equatorial
Indian Ocean. In addition, the Gulf Stream in the North Atlantic Ocean and Kuroshio in the North
Pacific Ocean mark a clear boundary in the high latitude ocean regions: high Chl-a concentrations are
found to the north of the boundary, while low Chl-a to the south.
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(a) 

Figure 3. Density scatter plots of gap-filled versus merged Chl-a values for (a) all selected validation
pixels, (b) oligotrophic waters, (c) deep waters, and (d) coastal and inland waters on 21 June 21 2018.

In addition to these large-scale features, the gap-filled images also reveal many meso-scale ocean
features, such as eddies and filaments associated with western boundary currents or coastal currents.
Figure 4 shows the transformation of meso-scale eddies in the Gulf of Mexico (GOM) from 19 June to
18 July 2018. Ocean circulation in the GOM is dominated by the loop current (LC), an extension of
the western boundary current system of the North Atlantic Ocean that loops into the GOM. The LC
enters the Gulf through the Yucatan Channel and exits through the Florida Straits. The LC occasionally
extends further northward into the GOM, approaching the northern shelf break. This long extension
of the loop will eventually separate to form an anticyclonic loop current eddy (LCE). Formation of an
LCE by separation from the LC happens irregularly every several months, and there can be a number
of LCEs in the GOM at one time. Figure 4 shows three LCEs in the GOM: two of them (A and B)
were aged LCEs that already moved to the west side of GOM, and one (C) was a new LCE that just
separated from the LC. Loop current eddy A and B are about 100 km in diameter, and C is about
200 km in diameter. During the one-month period from 19 June to 18 July 2018, A and B were still
moving continuously to the west, and A was showing some changes in its shape while interacting
with the LC. The LC was very flat till 7 July, when the LC started to bulge northward, getting ready
to shed a new LCE. The details of the transformation of these meso-scale ocean features were not
available in either SNPP, NOAA-20, or in the merged images, but only revealed in the gap-filled
images. The transitions of these meso-scale ocean features were very smooth both temporally and
spatially. To compare with the original VIIRS images without gap-fillings, Chl-a global daily images
from SNPP, NOAA-20, or merged SNPP/NOAA-20 can be found in the NOAA Ocean Color Team
website (https://www.star.nesdis.noaa.gov/sod/mecb/color/), in particular, using the powerful
image display tool, i.e., the Ocean Color Viewer (OCView) [48]. With OCView, the user can zoom in to
the GOM region (or any other region) with high spatial resolution (2 km) images, and select SNPP,
NOAA-20 or the merged SNPP/NOAA-20 images.
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Figure 4. Daily Chl-a images of the Gulf of Mexico (GOM) from 19 June to 13 July 2018 with three loop
current eddies (A, B, and C) marked on the 19 June 2018 Chl-a image.

3.4. Comparison with Gap-Filled Data Based on VIIRS SNPP or NOAA-20

The DINEOF was also applied to Chl-a data from a single sensor, VIIRS-SNPP or VIIRS-NOAA-20,
and the gap-filled data based on a single sensor were compared with gap-filled data based on
the merged products. Figure 5 shows the gap-filled data based on VIIRS-SNPP, VIIRS-NOAA-20,
and merged VIIRS SNPP/NOAA-20 products in the GOM on 21 June, 30 June, and 18 July 2018,
as examples. It can be seen that, in general, the gap-filled data based on the merged products show
the same pattern as those based on SNPP or NOAA-20 alone. However, there are more details in
the dynamic features in the gap-filled data based on the merged product than those based on SNPP
or NOAA-20 alone, and the interactions of the loop current with surrounding eddies are different
in the merged products. On 21 June, the gap-filled data based on merged VIIRS SNPP/NOAA-20
products (Figure 5c) show more details in the coastal eddy feature “A” than VIIRS-SNPP (Figure 5a)
or VIIRS-NOAA-20 (Figure 5b) alone. On 30 June 2018, the feature of the big eddy “B” are different
in the gap-filled data based on merged products (Figure 5f). From 30 June to 18 July, the eddy “B”
was pushed northward by the loop current, and transformed from a north–south oriented shape to
a west–east oriented shape. In the animation of the daily images (not shown here), the interactions
of the eddy “B” with the loop current were more clearly shown in the merged products. On 18 July
2018, the eddy “C” was seen more clearly in Figure 5i than that in Figure 5g or Figure 5h. Generally,
the merged data have more spatial coverage than that from either SNPP or NOAA-20 alone. Indeed,
some ocean dynamic features could be partially blocked by pixels with high sensor-zenith angle,
sun glint, or cloud in VIIRS SNPP or NOAA-20 images. But, merging data from the two sensors can
significantly increase valid pixels in the coverage. Consequently, the gap-filled ocean color products
based on the merged data set can capture more details of the ocean dynamic features.
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Figure 5. Comparison of the VIIRS-derived ocean features in the GOM in the gap-filled images based
on SNPP (left column), NOAA-20 (middle column), and SNPP/NOAA-20 merged (right column) data
in 2018 on 21 June (top row) (a–c), 30 June (middle row) (d–f), and 18 July (bottom row) (g–i).

4. Discussion and Conclusions

In a recent study [36], we used the DINEOF to fill the gaps of missing pixels in daily VIIRS-SNPP
ocean color data, and it was demonstrated that the DINEOF method can successfully reconstruct and
reveal meso-scale and large-scale spatial ocean features in the global VIIRS Level-3 images, as well
as capture the temporal variations of these features. Based on the same methodology, in this study,
the DINEOF was applied on the daily merged VIIRS SNPP/NOAA-20 global Level-3 ocean Chl-a data.
The VIIRS-SNPP and VIIRS-NOAA-20 have very similar sensor characteristics, and the statistics of the
ocean color data derived from the two sensors are very close to each other. In addition, global VIIRS
SNPP and NOAA-20 ocean color data are derived using the same MSL12 ocean color data processing
system. As shown in examples, merging VIIRS-SNPP and VIIRS-NOAA-20 data almost removes the
gaps of missing pixels due to high sensor-zenith angles and high sun glint contamination, and also
significantly reduces the gaps due to cloud cover. The remaining regular gaps in the merged images
are due to small gaps from high sensor-zenith angles in one sensor and sun glint contamination in
another. Overall, there are ~38% more valid ocean color pixels in the merged VIIRS SNPP/NOAA 20
global Level-3 daily data than those in the SNPP or NOAA-20 data alone.

In the gap-filled Chl-a data, all missing pixels due to the high sensor-zenith angle and high sun
glint were mostly reconstructed. The gaps of cloud-covered pixels were also reconstructed, especially in
regions with large areas of thick clouds, such as in the northern Atlantic and Pacific, Arabian Sea
and Bay of Bengal, and the equatorial Atlantic Ocean as well. Quantitatively, the mean ratios of the
reconstructed/original data are 1.012, 1.012, 1.015, and 0.997 for the global ocean, global oligotrophic
waters, global deep waters, and global coastal and inland waters, respectively; and the corresponding
SD values are 0.200, 0.164, 0.182, and 0.287, respectively. Gap-filled daily Chl-a images reveal many
large-scale and meso-scale ocean features and their variations, which are invisible in the original
VIIRS-SNPP or VIIRS-NOAA-20 Chl-a images.

The gap-filled Chl-a data based on two-sensor merged products were compared with gap-filled
data based on single sensor VIIRS-SNPP or VIIRS-NOAA-20 alone. It is demonstrated that the
gap-filled data based on the merged products show more details in the ocean features than those
based on a single sensor alone, and there are differences in the dynamics of ocean features. This is an
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important message that adding more sensors into the merged products will significantly improve the
quality of gap-filled ocean color data. Previous missions such as the Sea-viewing Wide Field-of-view
Sensor (SeaWiFS) (1997–2010), MODIS on the Terra (1999–present) and Aqua (2002–present) satellites,
and the Medium-Resolution Imaging Spectrometer (MERIS) on the ENVISAT (2002–2012) had provided
long-term high-quality global ocean color data to the community. Currently, in addition to the
VIIRS on SNPP and NOAA-20, the Ocean and Land Color Instrument (OLCI) on the Sentinel-3A
(2016–present) and Sentinel-3B (2018–present) satellites, and the Second-Generation Global Imager
(SGLI) on the Global Change Observation Mission-Climate (GCOM-C) (2017–present) are all providing
an unprecedented view of ocean optical, biological, and biogeochemical properties on a global scale
simultaneously. Adding these sensors in the data merging process will significantly improve the
spatial coverage in the merged global ocean color data, and the quality of gap-filled ocean color data
as well.
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Abstract: The Sentinel-3 mission launched its first satellite Sentinel-3A in 2016 to be followed by
Sentinel-3B and Sentinel-3C to provide long-term operational measurements over Earth. Sentinel-3A
and 3B are in full operational status, allowing global coverage in less than two days, usable to
monitor optical water quality and provide data for environmental studies. However, due to limited
ground truth data, the product quality has not yet been analyzed in detail with the fiducial reference
measurement (FRM) dataset. Here, we use the fully characterized ground truth FRM dataset for
validating Sentinel-3A Ocean and Land Colour Instrument (OLCI) radiometric products over optically
complex Estonian inland waters and Baltic Sea coastal areas. As consistency between satellite and
local data depends on uncertainty in field measurements, filtering of the in situ data has been made
based on the uncertainty for the final comparison. We have compared various atmospheric correction
methods and found POLYMER (POLYnomial-based algorithm applied to MERIS) to be most suitable
for optically complex waters under study in terms of product accuracy, amount of usable data and
also being least influenced by the adjacency effect.

Keywords: atmospheric correction; Sentinel-3 OLCI; Copernicus; measurement
uncertainty; validation

1. Introduction

There is a growing constellation of satellite sensors providing Earth observation data for monitoring
aquatic ecosystems. These ecosystems provide complex conditions for optical remote sensing in terms
of optical water types. The adjacency to land also causes bias due to multiple scattering of the light
detected by the sensor [1] which needs to be removed when the aim is to detect optical properties of
the water.

Sentinel-3 (S3) is an ocean and land mission that consists of three satellites S3A, S3B and S3C,
providing environmental monitoring data under the Copernicus program until 2030 [2,3]. There are
four different instruments onboard S3 satellites, from which Ocean and Land Colour Instrument (OLCI)
is a medium-resolution imaging spectrometer aimed for monitoring optical water quality. OLCI fulfills
many of the mission objectives, e.g., measuring ocean and land surface color, monitoring seawater
quality and pollution and monitoring land use change. OLCI is also the main contributor to monitoring
inland waters [4]. One of the S3 mission requirements is that the measurements and products shall
include uncertainty estimates [4]. The uncertainties shall be within 5% for the radiometric data.
Currently in OLCI-A open water products, the water-leaving reflectance

⌊
ρw
⌋

N partly meets the S3
mission requirements at averaged global and temporal scales [5] where bands at 490, 510 and 560 nm
are within the 5% mission requirement uncertainty for all water types; bands 400, 412 and 442 are
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within 5–10% depending on water type and bands at longer wavelengths having uncertainties higher
or depending on a water type. OLCI-A Level-2 Ocean Colour (OC) operational products provide
additional per-pixel uncertainty estimates but they have not been verified yet as they do not include
uncertainty estimate from the Level-1 products [2]. In parallel, active research is ongoing to better
quantify in situ measurement uncertainties in controlled (laboratory) [6] and in natural measurement
(outdoors) [7] conditions. This enables collecting fiducial reference measurements (FRM) that are
traceable to SI standards and can be further used with confidence for the validation of satellite products.
This FRM data improves the comparability of radiometric in situ measurements with ocean color data,
e.g., S3 OLCI data to analyze the performance of the algorithms, estimate the errors and characterize
the main sources of uncertainties.

From the S3 OLCI constellation, both S3 A and B are on-orbit and provide daily measurements.
The products of S3 A and B OLCI sensor are slightly different due to (1) instrument radiometric
response; (2) system vicarious calibration; (3) modeling of the temporal evolution at Level-1 products;
(4) spectral response functions; (5) radiometric and geometric behaviors of both instruments [2]. In
this study, we focused solely on S3A OLCI products to exclude conclusions based on the differences
between the sensors and their data processing.

The objectives of this work are: (1) to analyze the in situ measured radiometric data in order to
find the sources and variability of uncertainties; (2) to provide uncertainty budgets for in situ datasets
which can be used to reveal and explain differences with the S3A OLCI data over optically complex
waters; and (3) to identify the most suitable atmospheric correction (AC) algorithm.

2. Materials and Methods

2.1. Study Sites

Field measurements were carried out in large Estonian lakes Peipsi and Võrtsjärv and in Baltic Sea
coastal waters (Table 1). Lake Peipsi and Võrtsjärv are large, shallow and well-mixed Estonian lakes.
Lake Peipsi is a transboundary waterbody between Russia and Estonia. It is divided into three parts:
in the north mesotrophic Lake Peipsi sensu stricto (s.s.), in the south hypertrophic Lake Pihkva and
their connection and river-like eutrophic Lämmijärv. Different water types can be observed in this lake:
clearest and deepest water in Peipsi s.s., turbid and brownish water near the river Suur Emajõgi delta
and phytoplankton rich Lämmijärv and L. Pihkva. In the summertime, cyanobacterial blooms may be
present in the entire lake. Lake Võrtsjärv is a very turbid, well-mixed, eutrophic and non-stratified lake
with a high absorption coefficient of colored dissolved organic matter at wavelength 442 nm (aCDOM),
phytoplankton and concentration of total suspended matter (TSM). Water level variations control
nutrient and phytoplankton availability. The Baltic Sea is a semi-enclosed sea with relatively high
freshwater input by rivers. The ranges of the optical parameters over the Baltic Sea areas are wide [8],
and aCDOM is the dominant optical component [9] with a strong relationship with salinity [10].

Table 1. Morpho-dynamical data and bio-optical parameters of the study sites (minimum, maximum
and median value).

Parameter Lake Peipsi Lake Võrtsjärv Baltic Sea Coastal

Mean depth, m 7 2.8 7.5
Max depth, m 15.3 6 12
Chla, mg·m−3 2.7–122 (25.1) 3.4–72.2 (40.4) 0.7–10.7 (4.1)
CTSM, g·m−3 1.3–61.3 (8.8) 1.6–52.7 (16) 5.0–24.3 (10)

aCDOM (442), m−1 1.2–7 (2.9) 1.9–8.9 (2.9) 0.6–3.7 (0.9)
Secchi depth, m 0.4–3.6 (1.5) 0.2–2.6 (0.75) 0.5–4.3 (1.3)

Note: TSM: total suspended matter; aCDOM: absorption coefficient of colored dissolved organic matter at 442 nm;
Chla: chlorophyll-a.

428



Remote Sens. 2020, 12, 616

2.2. In Situ Measurements

The above-water radiometric measurements were performed from the research vessel
(approximately 6 m long) from about 2 m height from the water surface. In each station, the vessel
was anchored and radiometric measurements were recorded at least for 15 min. The water-leaving
reflectance spectra were calculated from the well-synchronized time series measured with the three
above water TriOS-RAMSES hyperspectral radiometers following the protocol of REVAMP [11].
Calculations included the following steps: firstly, all measured radiance and irradiance spectra were
corrected for the stray light [6,12]; secondly, spectral response functions of OLCI bands were used to
convolve spectra into OLCI band values; thirdly, the time series of water-leaving reflectance

⌊
ρw
⌋

N was
calculated as

�ρw�N = πRrs(λ) = π
Lu(λ) − ρ(W)Ld(λ)

Ed(λ)
(1)

where Rrs(λ) is the remote sensing reflectance, Lu(λ) is the upwelling radiance from the sea, Ld(λ)

is the downwelling radiance from the sky, Ed(λ) is the downwelling irradiance and ρ(W) is the sea
surface reflectance as function of wind speed (W, m·s−1), calculated as

ρ(W) = 0.0256 + 0.00039W + 0.000034W2 (2)

[11]. Next, the Near-Infrared (NIR) similarity correction with λ1 = 720 nm, λ2 = 780 nm and α = 2.35
was applied to the water-leaving reflectance according to Ruddick et al. [13]. The constant parameter α
of the NIR similarity correction [14] is determined in [13] and depends on the choice of wavelengths λ1

and λ2; α = 2.35 for the λ1 = 720 nm and λ2 = 780 nm.
After that, for each measurement station, the median of Rrs(560) (OLCI band value with center

at 560 nm) was calculated. Any spectrum deviating from the mode more than ±10% was excluded
from further analysis in order to eliminate outliers due to changing measurement and illumination
conditions. Finally, the mean water-leaving reflectance with uncertainty [15] was calculated to each
measurement station.

Additionally, environmental parameters such as wind speed, cloudiness, sun condition, solar
elevation angle, wave height, Secchi depth and concentrations of optically significant constituents
(OSC, e.g., concentration of chlorophyll-a, concentration of total suspended matter and absorption
coefficient of colored dissolved organic matter at wavelength 442 nm) were measured. The wind speed
was measured with a handheld mechanical anemometer. The overall sky cloudiness, the presence of
clouds in front of the sun and the wave height were estimated by visual inspection. For cloudiness, a
100-point scale was used with 0 for clear sky to 100 for fully covered. Sun condition was classified into
four groups: clear, partially covered, through optically thin clouds and fully covered. For Secchi depth,
the white disk with 30 cm diameter was used and measurements were performed on the shaded side of
the vessel. The solar elevation angle was calculated based on the measurements time and geographic
coordinates. For concentrations of OSC, the water samples were collected from the water surface
(up to 0.5 m depth) and analyzed using the methods of Lindell et al. [16]. Chlorophyll-a (Chl a) was
measured spectrophotometrically with a Hitachi U-3010 spectrophotometer and calculated according
to the method of Jeffrey and Humphrey [17]. TSM was measured gravimetrically. Lastly, aCDOM(442)
was derived by water sample filtering through a filter with a pore size of 0.2 μm and measured in a 5
cm optical cuvette against distilled water with a Hitachi U-3010 spectrophotometer.

2.3. Uncertainty Budget

The methodology used for the uncertainty evaluation is consistent with the ISO Guide to the
Expression of Uncertainty in Measurement (GUM) [18]. The evaluation is based on the measurement
model, which describes the output quantity Y as a function f of input quantities Xi: Y = f (X1, X2,
X3, . . . ). For example, for remote sensing reflectance Rrs(λ), Equations (1) and (2) are used. For
every input quantity Xi, respectively, estimate xi and standard uncertainty u(xi) are evaluated which
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are considered as parameters of probability distribution describing the Xi. The combined standard
uncertainty uc(y) for output estimate is calculated from the standard uncertainties associated with
each input estimate xi, using a first-order Taylor series of y = f (x1, x2, x3, . . . ). There are two types
of standard uncertainties: Type A is of statistical origin; Type B is determined by other means. Both
types of uncertainties are indicated as standard deviation, denoted correspondingly by s and u. In
calibration of array spectrometers, the uncertainty contributions arising from averaging of a large
number of repeatedly measured spectra is considered as of Type A. Contributions from calibration
certificates (standard lamp, diffuse reflectance panel, multimeter, current shunt, etc.), but also from
instability and spatial non-uniformity of the lamp are considered for Type B.

Radiometric calibration of the irradiance and radiance sensors and their uncertainty budgets
are described in [19]. The uncertainty of radiometric calibration stated in [19] has been successfully
verified in international comparison between four participants (Tartu observatory of University of Tartu,
National Physical Laboratory, The Joint Research Centre, TriOS) in 2016, and since 2018, respective
calibration services are accredited by Estonian Accreditation Centre (EAK). Information about the use
of calibrated sensors for laboratory and field measurements, about the evaluation of corrections due
to different effects and/or respective uncertainty contributions without corrections applied are given
in [6,7]. Additional information about the long-time instability of sensors can also be found in [6].

In the three-radiometer system used for the determination of Rrs(λ) in this paper, the same
standard lamp was used for the calibration of all three sensors measuring, respectively, Ed, Lu and
Ld. Therefore, the system calibration accounts for mechanical alignment of the lamp, plaque and
sensors, for inadequate baffling, only for the short time instability of the irradiance standard, and for
the uncertainty of the diffuse reflectance plaque. The contribution of the lamp calibration uncertainty
cancels almost fully out.

The following components were included to the uncertainty budget of the in situ Rrs(λ): radiometric
calibration of the three-radiometer system, responsivity drift of sensors after calibration, temperature
effects, interpolation to the common wavelength scale, angular response of the irradiance sensor, wind
speed uncertainty, uncertainty in the stray light correction and contribution due to polarization effects
(all Type B estimates), repeatability of recorded time series, corrected for lag-1 autocorrelation and
uncertainty in the NIR similarity correction (both Type A estimates).

Due to the unstable nature of natural illumination in individual time series recorded during field
measurements, often a rather strong autocorrelation was visible. Consequently, besides white noise, a
relatively high contribution of 1/f type noise can be expected, and the effective number of repetitions
will be substantially reduced. Thus, in this case, the effective number of independent measurements
has to be considered instead of actual number of data points in the recorded series [20]:

ne ≈ nt
1− r1

1 + r1
(3)

where r1 is the lag-1 autocorrelation coefficient of the analyzed time series.
If the averaged values of different radiometers are used in calculations, then due to these random

drifts in time series, zero correlation between the signals of different radiometers cannot be expected,
and respective correlations shall always be estimated and accounted for. The calculation scheme of
Rrs(λ) used in this article is based on example H2.4 of (ISO GUM) [18], where the output time series
is determined from three sets of simultaneously obtained observations. By using this approach, the
combined uncertainty of Rrs(λ) is estimated from the time series of Rrs(λ) output spectra, and the
evaluation of correlations between input quantities is not needed. As the values of the time series are
statistically dependent, for uncertainty of the averaged value, the effective sample size is calculated
by using Equation (3). NIR similarity correction is calculated for every spectrum of water-leaving
reflectance

⌊
ρw
⌋

N, and then as the average of these values. For uncertainty of the averaged NIR
similarity correction value, the effective sample size estimated from Equation (3) has also been used.
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Finally, the spectra of the relative uncertainty components were convolved to the OLCI band
values used for comparison.

2.4. Atmospheric Correction Processors for OLCI Data

S3A OLCI L1 and L2 Full Resolution Non Time Critical data were downloaded from databases
CODAREP (period 2016–2017, baseline 2.23) and CODA (2018, baseline 2.42). Same-day match-ups
were used and the distance from the shoreline and the time difference between the satellite overpass
and in situ measurements were derived. A 1 × 1 pixel area was used as a satellite match-up point.

L1 data were processed with AC processors POLYMER (v4.10), Case 2 Regional CoastColor
(C2RCC) Processor (v1) and Alternative Neural Net (v1) using SNAP (v6) software developed by
Brockmann Consult, Array Systems Computing and Communication and Systémes (C-S).

S3 OLCI L1 are geo-located top-of-atmosphere radiance products, which have passed quality
checks and radiometric calibration with pixel classification, correction for atmospheric gasses and smile
effect correction. S3 OLCI L2 are atmospherically corrected products produced by using two different AC
methods (Baseline Atmospheric Correction (BAC) and Alternative Atmospheric Correction) in parallel
for ensuring similarity and consistency to MERIS products. BAC is based on previously developed
AC for MERIS [21], which includes also a Bright Pixel Correction [22]. BAC is based on a coupled
atmosphere–hydrological model using spectral optimization inversion for outputting water-leaving
reflectances. It includes sun glint and white gaps correction, which is determined by certain thresholds
for glint detection on a pixel. For detecting the correct band for further AC procedure, Case 2 NIR
reflectance estimation process is performed based on radiometry, which includes aerosol and Rayleigh
correction. Uncertainties of L1 and L2 products do not contain the full uncertainty budget at the moment,
therefore these are suggested by the developers only for qualitative analyses [23]. Quality control
was done by excluding pixels flagged as: WQSF_lsb_CLOUD, WQSF_lsb_CLOUD_AMBIGUOUS,
WQSF_lsb_CLOUD_MARGIN, WQSF_lsb_COSMETIC, WQSF_lsb_SUSPECT, WQSF_lsb_HISOLZEN,
WQSF_lsb_SATURATED, WQSF_lsb_HIGHGLINT, WQSF_lsb_OCNN_FAIL, WQSF_lsb_AC_FAIL
and including flagged as WQSF_lsb_BPAC_ON.

POLYMER (POLYnomial-based algorithm applied previously to MERIS) is an AC processor
originally developed for MERIS products to remove the sun glint effects of ocean waters, however
further development made it applicable to optically complex waters. The AC procedure uses a spectral
matching method based on polynomial the atmospheric model and bio-optical water reflectance model,
which use all the spectral bands in the visible spectrum. The models are adjusted to obtain the best
spectral fit for optimizing the parameters into both models. Unlike other AC processors, POLYMER is
based only on NIR bands, which makes the processor able to derive the water-leaving reflectance in the
presence of sun glint. For processing the data for the analysis, default parameters were used [24,25].
Quality control was done by including pixels where layer “Bitmask” had values 0 and 1024.

Case 2 Regional CoastColor (C2RCC), originally developed by Doerffer and Schiller [26], is an
atmospheric correction processor for optically complex Case 2 waters, which is trained and able
to work in extreme conditions of scattering and absorption. It is based on inversion by the neural
network technology, which uses a large database of radiative transfer simulations of water-leaving
reflectance and top-of-the-atmosphere TOA radiances, taking into account certain water parameters
(temperature, salinity) and atmospheric conditions (ozone, air pressure) [27]. For processing the data
for the analysis, default parameters (except salinity for inland waters 0.0001) were used. Alternative
Neural Net (ALTNN) is a combined AC processor of C2RCC and Case-2 Extreme. Alternative Neural
Net is based on the same neural network system as C2RCC, but it has been improved and revised for
more accurate results. It is a test version for OLCI and MERIS data with an extended training range
and a larger number of training samples, which reduces noise in results and the gives opportunity
to derive more reliable results [27]. For both C2RCC and ALTNN, the pixels were excluded from
the analyses, which were flagged as: Rhow_OOS, Cloud_risk, Rhow_OOR, Rtosa_OOR, Rtosa_OOS,
quality_flags_sun_glint_risk.
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2.5. Data Analysis

First, the in situ dataset was analyzed with Principal Component Analysis (PCA) to visualize the
variation present in the in situ radiometric dataset in relation to the uncertainty budget. PCA analyses
were performed with R software using the ggbiplot package and prcomp function. Inputs for the PCA
were the concentrations of (1) Chl a (mg·m−3), (2) TSM (g·m−3), (3) aCDOM(442) (m−1), (4) wind speed
(m·s−1), (5) cloudiness (from 0 to 100), (6) Secchi depth (m), (7) solar elevation angle (degree), (8) Rrs at
560 (sr−1), (9) wave height (m), (10) presence of clouds in front of the sun in the scale of 1–4 (1, clear; 2,
fully covered; 3, through a thin cloud; 4, partially covered).

Second, the accuracy of the satellite-derived Remote Sensing Reflectance Rrs(λ)olci,i was
then compared against the in situ measured Rrs(λ)insitu,i values. Mean Absolute Percentage
Difference (MAPD) was applied to investigate dispersion and Mean Percentage Difference (MPD) to
investigate bias:

MAPDλ =

∑n
i=1 100

∣∣∣∣∣Rrs(λ)olci,i − Rrs(λ)insitu,i
Rrs(λ)insitu,i

∣∣∣∣∣
n

(4)

MPDλ =

∑n
i=1 100

(
Rrs(λ)olci,i − Rrs(λ)insitu,i

Rrs(λ)insitu,i

)
n

(5)

Here, Rrs(λ)insitu,i and Rrs(λ)olci,i are, respectively, in situ and OLCI-derived values for the band λ
and match-up i.

3. Results

3.1. In Situ Dataset in Terms of Associated Uncertainties

Figure 1 shows the in situ measured water-leaving reflectance processed to OLCIs wavelengths
(a), corresponding uncertainty estimates (b) and the relationship between the Rrs and uncertainty (c)
on selected wavelengths.
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Figure 1. In situ measured water-leaving reflectance after processed with (a) S3A Ocean and Land
Colour Instrument (OLCI) SRF, (b) calculated full uncertainty budget for each band and relationship
between (c) Rrs and uncertainty in selected bands.

The uncertainties are highest in short visible bands from 400 nm and decreasing toward green
wavelengths (560 nm). For bands starting from 753.75 nm, the uncertainties are increasing toward
longer wavelengths. Table A1 shows that the median uncertainty is less than 10% for bands 490–708.75
with the lowest median uncertainty of 3.9% for the 560 nm band. For bands 510–708.75, 50% of the
measurements were obtained with <5% uncertainty, whereas for bands 400–442.5 and 753.75–885, less
than 15% of the measurements were obtained with <5% uncertainty (Table A1).

Figure 1c shows elevated uncertainty for some measurements in case of a weaker signal from the
water; however, there is still a cluster of measurements with lower uncertainties independent from the
signal strength.
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To show the contribution of various components to the full uncertainty budget, data from two
stations with similar optical water quality but having different environmental conditions (wind speed,
cloudiness) were analyzed.

The left panel in Figure 2 shows spectra measured at one station in challenging conditions (upper
panel): wind speed 2 m·s−1, overall cloudiness 90%, sun partially covered during the measurements
(ID 839 in Table A2) and in good conditions (lower panel): wind speed 1 m·s−1, overall cloudiness 5%,
no clouds in front of the sun (ID 786 in Table A2). For both stations, the median hyperspectral spectra
and the ones calculated on OLCIs wavelengths (blue) have similar shape and magnitude, although
they greatly differ based on the uncertainty estimates (gray line). The uncertainty budget (on the right
panel in Figure 2) shows the main contribution comes from environmental conditions for the upper
panel due to the high standard deviation in the station spectra caused by changing and challenging
environmental conditions during the measurements. The good measurement conditions resulted in a
lower standard deviation and there is no domination of one certain component to the full uncertainty
budget (Figure 2, lower panel).

27.07.2016. 400 442.5 490 560 665 778.8

System calibration 0.7 0.7 0.7 0.7 0.7 0.7
Responsivity change 0.7 0.7 0.7 0.7 0.7 0.7
Environmental effects

(radiometer) 1 1 1 1 1.2 2
Non-cosine response 1 1 1 1 1 1
Stray light correction 1 0.5 0.5 0.5 0.5 1
Polarization correction 1 1 1 1 1 1
NIR similarity correction 14 9.9 6 2.6 3.7 12.3
Environmental effects

(measurand) 17 6.9 1.9 1.6 1.9 2.3
Combined standard

uncertainty 22 12.2 6.6 3.7 4.7 12.8

Expanded uncertainty. k=2
44 24.4 13.2 7.4 9.4 25.6

14.06.2016. 400 442.5 490 560 665 778.8

System calibration 0.7 0.7 0.7 0.7 0.7 0.7

Responsivity change 0.7 0.7 0.7 0.7 0.7 0.7

Environmental effects

(radiometer) 1 1 1 1 1.2 2

Non-cosine response 1 1 1 1 1 1

Stray light correction 1 0.5 0.5 0.5 0.5 1

Polarization correction 1 1 1 1 1 1

NIR similarity correction 4.7 3.2 1.8 0.9 1.4 6.7
Environmental effects

(measurand) 2.5 1.3 0.5 0.2 0.2 0.2

Combined standard

uncertainty 6 4 2.8 2.3 2.6 7.3

Expanded uncertainty. k=2
12 8 5.6 4.6 5.2 14.6

(a)

(b)

(c)

(d)

Figure 2. Example of radiometric data measured in two stations with different environmental conditions.
Spectra measured during one station and derived uncertainty (a,b) and calculated uncertainty budget
on selected bands (c,d). The upper row represents challenging conditions (ID 839 in Table A2) and
panel (b) good conditions (ID 786 in Table A2).

3.2. PCA

To study the factors associated with different levels of uncertainty in the Rrs data (Figure 2a,b),
a PCA was applied on the full in situ dataset. Ten input parameters were used for the PCA: TSM,
Chl a, aCDOM(442), Secchi depth, Rrs(560), solar elevation angle, overall sky cloudiness, wind speed,
wave height, sun conditions. This resulted in 10 principal components and the contribution from each
parameter is shown in Table 2.
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Based on the calculated uncertainty budget on the 442 nm band, four categories based on the level
of uncertainty were derived: (1) u(442) < 5%, (2) 5% ≤ u(442) < 40%, (3) 40% ≤ u(442) < 70%, (4) u(442) >
70%. This was used as an additional layer of information for each point in interpreting the PCA results.

Table 2. Principal Component Analysis (PCA) components (PC1–PC10) and contribution by measured
parameters. Parameters with highest contribution to first four principal components are marked in
bold. The lowest row shows the cumulative proportion (%) of each component to the total variation.

Parameters PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9 PC10

TSM (g·m−3) 0.53 −0.09 0.15 0.01 0.07 0.01 0.19 0.12 −0.55 0.57
Chl a (mg·m−3) 0.41 −0.29 0.11 0.31 0.27 −0.22 0.33 0.32 0.13 −0.54

aCDOM(442) (m−1) 0.09 −0.31 −0.45 0.38 −0.59 −0.03 −0.25 −0.02 −0.33 −0.18
Secchi (m) −0.49 0.12 −0.20 0.06 0.40 0.11 0.14 0.23 −0.64 −0.22

Rrs(560) (sr−1) 0.31 0.31 0.34 −0.36 −0.22 0.32 −0.32 0.16 −0.25 −0.47
Solar elevation angle (◦) 0.04 0.51 −0.17 -0.19 −0.39 −0.46 0.55 −0.04 −0.08 −0.10

Overall sky cloudiness (%) 0.09 0.46 0.11 0.41 0.22 −0.52 −0.52 −0.01 −0.06 0.06
Wind speed (m·s−1) −0.38 −0.04 0.46 0.21 −0.39 −0.05 0.05 0.63 0.07 0.19

Wave height (m) −0.22 −0.31 0.57 −0.01 −0.08 −0.29 0.07 −0.56 −0.30 −0.17
Sun conditions * 0.04 0.37 0.16 0.61 −0.08 0.52 0.29 −0.31 0.04 −0.02

Cumulative Proportion 31 57 73 85 91 94 97 98 99 100

* Clear—1; fully covered—2; partially covered—3; through thin cloud—4.

The first principal component (PC1) described 30.8% of variance in the dataset and had the
highest contribution from TSM, Chl a and Secchi depth (Table 2, Figure 3). Therefore, PC1, the group
explaining the highest variation in the in situ data, can be associated with the optical properties of the
water. Figure 3 shows how each in situ measurement is positioned in terms of principal components
and associated level of uncertainty estimated at the 442 nm band. There is no association between the
level of the uncertainty and the variables contributing most to PC1 (Figure 3). PC2, describing 26.4%
of the variance, can be associated mainly with changes in the solar elevation angle and overall sky
cloudiness (Table 2). Based on the PCA results, neither PC2 can be used to differentiate points with
different levels of measurement uncertainty.
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Figure 3. Each data point from the in situ dataset is positioned in terms of the first four principal
components (PC) and associated level of uncertainty estimated at the 442 nm band. The clusters based
on the uncertainty are shown on (a) for PC1 and PC2 and on (b) for PC3 and PC4.

Based on PC3 and PC4, different clusters were formed in terms of low (<5% uncertainty at the 442
nm band) and high (>70% uncertainty at the 442 nm band) measurement uncertainty (Figure 3). Both
PC3 and PC4 are determined by environmental conditions. The main contribution to PC3 comes from
wave height and wind speed, to PC4 from sun conditions (if there are clouds in front of the sun or not)
and overall sky cloudiness (Table 2). Based on the PC3 and PC4, measurements with a lower level of
uncertainty are associated with lower wave height and wind speed (PC3) and also good illumination
conditions (clear sky and no clouds in front of the sun) (PC4).

3.3. Spatial and Temporal Effects on Combining Satellite and In Situ Data

The S3A OLCI image (Figure 4) coupled with in situ sampling dataset from 14 June 2016 was
analyzed for the performance of various AC processors in comparison with in situ data in terms of
changing temporal and spatial conditions.
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Figure 4. S3A/OLCI L1 image as RGB (a) and with modified RGB histogram (b) from 14 June 2016 with
overpass 8:25 UTC. The in situ sampling stations with measurement time (UTC) on the same day are
marked with pins.

The reference measurements, derived Rrs from AC processors and environmental conditions for
each station, are shown in Figure 5. Each measurement was performed in conditions where no clouds
were in front of the sun (Figure A1). The overall sky cloudiness was higher in the first two stations
(from 30% to 10%, respectively) but stayed constant at 5% for the following stations (Figure A1). The
clouds were Cirrus and Cirrostratus for the three first stations, and later Cumulus and Cirrostratus.
Wind speed changed from 0 to 5.5 m/s and wave height from 0 to 0.3 m, both increasing toward the
evening (except at station #5, at 11:14 UTC, Figure A1). The in situ measured Rrs(λ) with associated
uncertainties compared to quality-controlled AC retrievals (Figure 5) show that, although the image
was cloud-free (Figure 4), the number of retrievals varies station-by-station. The lower two panels
(Figure 5) shows the ratio of the AC processor-derived Rrs(λ) to the in situ measured Rrs(λ) with
respective uncertainty. The uncertainties are higher in the first and last three stations, while stations #2
to #5 have very low uncertainties as the measurements have been performed in conditions with low
wave height and wind speed in combination with a solar elevation angle above 40 degrees. The optical
properties of water are similar in the first two stations (Figure A1), where the main changes are in the
overall sky cloudiness (decrease from 30% to 10%), solar elevation angle (from 36 to 43 degrees) and a
slight increase in wind speed (from 0 to 2.5 m/s) and wave height (from 0 to 0.05 m).
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Figure 5. The comparison of in situ and atmospheric correction (AC) processor-derived Rrs (a,b) and
the ratio of the AC-derived Rrs to the in situ measured Rrs (c,d) in 8 match-up stations on 14 June 2016.
Red error bars show the uncertainty derived from in situ measurements. For each point (ID 782 – ID 789
in Table A2), the changes in the sky conditions, the temporal and spatial changes in the measurement
conditions and the optical properties of water can be found in Figure A1.

In the first two stations, the Chl a, TSM and aCDOM absorption are the highest and decrease in the
following stations, where they stay fairly the same (Figure A1).

The best performance from each AC processor is in the case of station #5 measured at 11:14 UTC
where all processor-derived Rrs pass the quality control by flags. This station is about 13 km away
from the coast. The most complex conditions were for station #2 of the day (at 7:14 UTC), where
measurements were performed in a very narrow part of the lake (Figure 4), just 0.8 km from the
nearest coast.

Figure 5a shows the changes in the Rrs uncertainty during one measurement campaign. Uncertainty
was higher during early morning and evening measurements which can be linked with the sun elevation
angle (Figure A1) and also with the wind speed in the evening measurements (3.5–5 m·s−1). During
the midday station, in good measurement conditions (Figure A1), the uncertainties stayed low in the
whole spectrum, e.g., station #4, where uncertainty was 1.1–1.5% for bands 490–708.75, and between
2% and 6.5% for shorter and longer wavelengths. In contrast, in the second to last station, #7, the
uncertainty was 3–5.9% for bands 490–708.75, and between 12.1% and 33% for shorter and longer
wavelengths, which can be explained by changes in the environmental conditions, e.g., lower sun
elevation angle (36.7 degrees) and higher wind speed (5.5 m·s−1).

Although the uncertainties for the first three OCLI bands (up to 442.5 nm) are higher, the AC
processor-derived Rrs is only derived in the limits of uncertainty by POLYMER AC in few cases; all
other AC results tend to under- or overestimate. While the standard AC strongly underestimates bands
up to 560 nm, its accuracy is comparable with other processors for longer wavelengths. For bands 665,
673.75 and 681.25, AC-derived Rrs is slightly (about 20–30%) underestimated. While POLYMER tends
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to show the most accurate spectra, it has the highest inaccuracies at the 865 nm band, where all other
AC processors perform better.

3.4. Validation of AC Processors on All Match-Ups

Visual observation of spectra from all match-up stations showed that in productive waters (Chl a
> 20 mg·m−3), the products of C2RCC and ALTNN (Figure 6a) tend to give peak reflectance at 620
nm instead of 560 nm as measured in situ. C2RCC and ALTNN products are often flagged out over
absorbing waters (aCDOM > 1.5 m−1) with Chl a level < 20 mg·m−3 (Figure 6d, ID 2228-2288 in Table A2)
regardless of the distance from the shore. It was also noted that the agreement between the processors
increases further away from the shore (Figure 6b), except the bands up to 510 nm in case of standard
product. In the vicinity of land (Figure 6c), the discrepancies between the various AC processors
become higher, although the POLYMER tends to be least affected by the adjacency effect.

(a) (b)

(c) (d)

Figure 6. Comparison of all AC processors at four selected match-up station: (a) ID833, (b) ID786, (c)
ID835 and (d) ID 2288 (in Table A2). Red denotes in situ measurements and corresponding uncertainty
at every wavelength.

Table A2 shows the overview of bio-optical properties, environmental variables and adjacency
to land for each match-up point with a reference to Rrs at 560 nm, measured in situ or derived by
AC processors. Combining the results from regression analyses (Figures A2–A5) and Table A2, good
conditions for satellite retrievals can be associated with high distance from the land (>7 km„ e.g., ID
786, 787, 842, 1985 and 1986 from Table A2) in combination with good illumination conditions (clear in
front of sun, wind speed 0.5 to 5.5 m·s−1, wave height < 0.15 m). The uncertainties at 560 nm stayed
under 14%. In these cases, the difference between the processors was usually < 10% and deviation
from the in situ < 15% (Table A2). The highest errors between in situ and satellite-derived Rrs (ID
903, 901 in Table A2) can be associated with low solar elevation angle (<30 degrees) in combination
with high Chl a (>34 mg·m−3) which results in high uncertainty for the in situ measurements (78.3%
and 20.9% at 560 nm, respectively). Additionally, measurements performed with high wind speed
(5 m·s−1) in combination with high wave height (0.4 m) are associated with higher uncertainties and
the errors are high between the AC processor retrievals and situ data (20% to 50%) but low between
the processors (2–13%, ID 894, 898 in Table A2).
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3.5. Filtering the In Situ Data Based on the Uncertainty

The difference between the in situ measured Rrs and AC derived is the highest for the 400 and 412.5
nm bands in the case of each processor (Figures 7 and A2–A4 and Figure A5a). Based on the statistics,
the POLYMER-derived Rrs is the most accurate for all bands, except at 865 nm. POLYMER-AC-derived
Rrs values are well aligned around at in 1:1 line (Figure A2) with a relatively smaller bias compared to
other processors.

 

Figure 7. Change in the accuracy of AC processors retrievals on all match-up data (blue dots) and
after filtering the in situ data based on the 5% uncertainty threshold at least in one band. The number
of match-up points for all data and after filtering: POLYMER (41→ 24), Case 2 Regional CoastColor
(C2RCC) (27→ 15), Alternative Neural Net (ALTNN) (29→ 17), Standard L2 (49→ 26). The limits for
the x-axis have been set to ±100%.

Bands up to 510 nm are overestimated by ALTNN and C2RCC (MPD 114% and 107%, respectively,
at 400 nm), slightly overestimated by POLYMER (MPD 57%) and strongly underestimated by standard
products (MPD −463%). Improved accuracy is obtained for longer wavelengths by all processors. For
POLYMER, ALTNN and C2RCC, the band at 560 nm is derived with the highest accuracy, e.g., MAPD
21% (POLYMER), 32% (ALTNN), 28% (C2RCC). In general, for all AC processors, the derived Rrs for
bands from 753 nm onwards show higher scatter compared to green bands, although the majority of
the estimates are in the limits of the associated in situ measurement uncertainty (Figure 7, and more in
detail for each processor in Figures A2–A5).
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As the median uncertainty for the in situ Rrs varies greatly on different wavelengths (Appendix A,
Table A1), the filtering of data was made based on the up to 5% uncertainty criteria at least in one band.
This eliminated the in situ data measured in not optimal environmental or measurement conditions
and improved the accuracy of the AC processor retrievals (Figures 7 and 8 and for each processor
separately; Figures A2–A5). This decrease in match-ups was about 55% for each processor: POLYMER
(41→ 24), C2RCC (27→ 15), ALTNN (29→ 17), Standard L2 (49→ 26).

Figure 8. Correlation between in situ measured (x-axis) vs. satellite-derived rho (y-axis) on OLCI bands
at 442.5 and 560 nm from C2RCC, ALTNN, POLYMER and standard AC. For both bands, upper row
shows validation results on all data and lower after filtering the in situ data based on the 5% criteria at
least in one band. For each match-up point, the color shows the distance from the shore.

To estimate the reason for outliers in the correlation plots (Figures A2–A4 and Figure A5b), the
distance from the 1:1 line was measured for every point and analyzed against different variables. The
outliers were most evident in the adjacency to land in the first five kilometers, and the errors between
the AC-derived and in situ measured Rrs decrease with increasing distance from the shore (Figure 9).
It is especially pronounced in the standard OLCIs Rrs products, then C2RCC and ALTNN. In the case
of POLYMER, the adjacency has the lowest impact on the quality of the retrievals compared to other
processors. As the match-up dataset contains data pairs with variable time difference between the in
situ measurements and satellite overpass, Figure 9 shows that over these inland and coastal waters,
the time difference between −3 h up to +6 h (in situ minus satellite overpass) can be associated with
outliers only in few cases.
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Figure 9. The distance from the 1:1 line in the correlation plots (y-axis) and the distance from the shore
(x-axis) for each match-up point. For each match-up point, the color shows the time difference in
minutes between the in situ measurement and the satellite overpass, where the negative values indicate
in situ measurement was done prior to satellite overpass.

3.6. Comparability between AC Processors

To exclude the conclusions on AC performances due to the different number of match-up points
and processor-based flagging, the statistics were calculated only for these stations when all four
processors derived quality control retrievals (Table 3). These eliminated all the match-up stations
representing aCDOM-rich waters because none of the C2RCC and ALTNN processor results passed the
quality control by flags for these conditions.

Table 3 shows POLYMER retrievals have the smallest dispersion over all OLCIs’ bands except
for 865 nm, and compared to other processors it has substantially smaller errors in the blue bands
(400–490). For bands from 560 nm onwards, the retrievals of all processors are relatively close, while
the C2RCC derived Rrs have the highest errors. However, the products of C2RCC and ALTNN tend
to give a peak in reflectance at 620 nm instead of 560 nm in case of highly productive waters (strong
absorption in 681 nm and scatter at 709 nm) and also overestimate Rrs at the 778.75 nm band. Although
standard L2 products give systematically negative reflectance at shorter wavelengths, the products
show comparable accuracy with other processors for bands from 560 nm onwards (Table 3, Figure 10).
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Table 3. Statistics on match-up data for tested AC processors only for 22 match-up points when each
AC processor (Alternative Neural Net—ALTNN, Case 2 Regional CoastColor Processor—C2RCC)
resulted in quality-controlled retrieval.

MAPD (%) MPD (%)

Name Polymer Standard ALTNN C2RCC Polymer Standard ALTNN C2RCC

400 50 353 109 136 25 −276 97 120
412.5 43 336 93 116 22 −312 83 103
442.5 22 194 56 74 6 −192 50 64
490 22 82 35 52 −5 −82 28 40
510 24 56 31 48 −2 −51 21 36
560 29 38 35 42 14 −2 7 16
620 40 49 71 69 16 4 52 51
665 51 62 67 64 20 12 41 39

673.75 NA 68 73 72 NA 14 48 49
681.25 56 66 70 72 21 16 46 50
708.75 64 73 68 78 24 40 42 55
753.75 75 97 93 138 55 58 72 122
778.75 56 71 88 125 24 25 71 114

865 70 90 76 119 −50 32 32 81
885 NA 268 241 421 NA 214 198 386
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Figure 10. Median Rrs for each dataset (a) after including match-up stations only when all four AC
processors resulted in quality-controlled retrieval. The lower panel (b) is the ratio between median AC
Rrs to median in situ Rrs and the median in situ uncertainty at every band.
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As the uncertainty of OLCI products was not available at the time of writing, we decided to
include the standard deviation between outputs from different AC processors to indicate the accuracy
of satellite-driven reflectance (Figure 10).

The highest discrepancies for the AC processors are in the blue wavelengths (up to 442.5 nm).
Between these bands, POLYMER median Rrs has the closest match to in situ Rrs and within the limits
of the in situ measurement uncertainty, while C2RCC and ALTNN overestimate about 50% and
standard L2 products strongly underestimate Rrs values (Figure 10). For the 490 and 510 nm bands, the
consistency increases, and for bands 560 to 778, all AC processors derive comparable results and deviate
up to 30% from the in situ Rrs spectra. The Rrs at 665 to 681 nm are systematically underestimated by
all processors.

4. Discussion

In order to improve the comparability between field-measured and satellite-derived radiometric
data, the uncertainty budget associated with each dataset has to be considered. This enables to assess
the uncertainty originating from each component and therefore allows to detect components with the
highest uncertainty. This knowledge can direct future research to focus on decreasing the uncertainty
on components that impede the meaningful comparison between satellite and in situ data.

4.1. Sources and Variation of Uncertainties on the In Situ Measured Radiometric Data

SI-traceable radiometric calibration of sensors before the field measurements is indispensable in
order to guarantee the S3 mission uncertainty requirement of 5% for the in situ results. Without such
calibration, only relative variability between the same type sensors measuring the same object was
from 6% to 10%, as revealed during the laboratory inter-comparison of radiometers used for satellite
validation [6]. The largest differences between sensors (about 10%) were evident for blue bands. After
uniform SI-traceable calibration, the variability between sensors measuring the same stable source in
laboratory conditions was well under 1% in the whole range from 400 nm to 900 nm.

Unfortunately, the radiometric calibration of sensors still may be insufficient for producing firm
SI-traceable in situ results, as conditions during radiometric calibration and conditions during actual
field measurements can be significantly different and therefore not entirely covered in the traceability
chain [7,28]. Although traceability may be well in place under “normal” operating conditions, this
may not be the case under the full range of realistic operating conditions, which may prevail during
field measurements [7,28,29]. Major differences during calibration and in-field use arise from various
temperature conditions, from differences in the spectral and spatial distributions of measured radiation,
to much larger instability/variability of recorded field signals. All these aspects do contribute to the
substantial increase in the uncertainty of the field results [7].

In this study, a large part of the in situ measurements did not meet the S3 mission uncertainty
requirement. As seen from analyzing the uncertainty budget for the all in situ dataset, Rrs at OLCI
bands shorter than 442 nm and longer than 753.75 nm are obtained with less than 5% uncertainty only
in about 10% of the cases. The smallest relative uncertainty of in situ results is usually achieved for
green bands where the signal level during calibration and during field use is the largest. For the red
and NIR bands, the contribution of temperature effects due to the temperature sensitivity of Si-based
sensors may be rather large. At the same time, the expected signal level in this range is low. Therefore,
relative effects due to different corrections (NIR similarity correction, stray light correction, etc.) can be
substantial. For blue bands, the signal level of a reference radiation source used for calibration is low,
and as a consequence, calibration uncertainties usually the largest. Relative effects due to different
corrections for this range are also rather large. For blue bands, the high uncertainty can be due to the
contamination by sun glint in case of above-water measurements, which should be corrected [30,31].
Therefore, it is a challenge to collect in situ data with low uncertainty especially for blue and red and
NIR bands, which would be suitable for the validation of satellite data. The large uncertainties in blue
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bands are also present in the data collected by AERONET-OC stations, especially over the Baltic Sea
area [32].

Laboratory and field intercomparison of ocean color radiometers [6,7] has clearly demonstrated
that the uncertainty of in situ results cannot be reduced only with enhanced accuracy of radiometric
calibration. For achieving better SI-traceability of field measurements, besides crucial radiometric
calibration, additional characterization of individual sensors including temperature dependence,
nonlinearity, angular response of all radiance and irradiance sensors, spectral stray light and wavelength
scale effects is very important. The results of these tests enable considering all possible effects arising
from specific field conditions during the in situ measurements.

It was shown in the uncertainty budget of in situ measurements performed during changing
environmental conditions that a substantial increase of contributions from the repeatability of recorded
time series and from uncertainty in the NIR similarity correction was present, and the increase of some
systematic effects due to environmental effects can be expected. Therefore, it is crucial to perform
measurements used for validation in optimal weather conditions.

4.2. Benefits of Including Uncertainty Budget for the In Situ Dataset

The PCA analyses showed that the level of uncertainty in the in situ data is associated with
various environmental conditions. Based on the dataset used here, it was possible to classify data
either with low or high uncertainty based on the wave height and wind speed and also the illumination
conditions (visibility of sun and overall sky cloudiness). It was shown that the solar elevation angle
is an important factor, especially while performing measurements over phytoplankton rich waters.
This kind of analysis should be expanded to cover different optical water types to be able to set
thresholds for data acquisition to have confidence in the in situ data which will be used to validate
ocean color products.

In this study, we set a 5% uncertainty threshold at least in one band to filter the in situ data. This
filtering decreased the dispersion and bias for most of the AC processor-derived results. This eliminates
the conclusions made possibly based on the in situ data collected in poor environmental conditions. It
was shown that over multiple cases, the performance of the AC processors was poor although the
level of uncertainty in the in situ data was low. For these cases, neither the environmental conditions
nor time difference between satellite overpass and in situ measurement had an effect. Instead, for
each processor and for every band, the distance from the shore was then the parameter explaining
most often the deviations between the in situ measured and satellite-derived radiometric data. The
adjacency effect correction is an issue in the case of each tested AC processor but was less pronounced
in the POLYMER products.

Bulgarelli and Zibordi [1] showed the adjacency perturbations can reach up to 36 km from land in
case of OLCI data. The extent and degree are sensitive to land cover and slightly also to water type
(at blue wavelengths), depending also on the signal-to-noise ratio level of the sensor. It was shown
that perturbations induced by adjacency effect at NIR and visible wavelengths might compensate
each other and biases are not directly linked with the intensity of the reflectance of the nearby land.
For our test sites, both poorly (green vegetation) and highly reflective (sand beaches) land cover was
present. Bulgarelli and Zibordi [1] found that adjacency effect increases with water absorption in
case of highly reflective land covers (e.g., sand), and over bare soil and green vegetation (which was
the majority of land cover in this study), the impact might be limited to few first kilometers for the
visible wavelengths. We found that the outliers could be explained by the vicinity to land up to 5 km.
Thus, the adjacency effect is an important factor contributing to the accuracy of the satellite-derived
products over coastal and enclosed water bodies. Various optical water types, adjacent to a composite
of multiple land covers, can result in various perturbations and should be accounted for while deriving
accuracy estimates on satellite-derived radiometric data.
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4.3. Comparison of Atmospheric Correction Algorithms over Optically Complex Waters

To get accurate atmospheric correction over lakes and coastal waters is much more difficult than
in a marine environment due to larger non-uniformity and instability of atmospheric parameters
(atmospheric water vapor, temperature, etc.), due to different water types, shallow water and/or vicinity
to land effects.

For the satellite-derived radiometric product, the highest deviations from the in situ data are for
the blue bands. This is a challenge partly due to the higher uncertainties in the field data [33] and also
due to the optimal parametrization of the AC processor [34,35]. The green bands are estimated most
accurately and the bands in the red and NIR wavelengths are often estimated within the limit of in situ
uncertainty. C2RCC and ALTNN products often showed Rrs peak at 620 nm over phytoplankton rich
waters and also a majority of data was flagged out over absorbing waters (high aCDOM in combination
with low Chl a). Standard L2 product underestimates strongly Rrs up to 560 nm but for longer
wavelengths shows comparable results with other processors. This can be partly explained by the
system vicarious calibration (SVC) gains, which mitigate the radiometric biases in L1b, but they are
currently not optimal for optically complex waters. For the standard L2 products, there are many
ongoing activities (bright pixel correction) and planned activities on SVC (recomputation of gains for
OLCI-A, computation for OLCI-B) with potential perspective to derive SVC gains specific to complex
water products and also additional improvements on cloud flags (cloud risk, cloud shadow, snow/ice
cloud). This should all increase the accuracy of the OLCI-A operational products for the Case 2 waters.

In general, the flagging criteria for satellite data used in this study do not eliminate invalid pixels
for the standard L2 products. For the products of POLYMER, ALTNN and C2RCC, the flagging criteria
seem reasonable as the few clear outliers were associated with higher uncertainty in the in situ data or
the vicinity of the land.

Currently, the POLYMER AC tends to give the most accurate results for the radiometric data
over tested inland and coastal waters. It tends to account for the adjacency effect better compared to
other processors. It shows the lowest bias compared to in situ values in all bands except 865 nm and
performs equally well over different water types.

5. Conclusions

Copernicus program has ensured a growing constellation of Sentinel satellites usable to monitor
optical water quality from regional to global applications. Consistency between radiometric satellite
data and local field measurements has to be obtained in order to have the assurance on the remote
sensing derived products. The traceability chain for both measurements provides knowledge about
the components associated with the highest uncertainty which should be accounted for and decreased,
if possible, to improve the accuracy and precision of the measurements.

The calibration and characterization of the radiometers are essential to know the measurements’
uncertainty in controlled conditions. However, the environmental conditions tend to differ from
the laboratory conditions causing effects that cannot be properly accounted for. In situ radiometric
measurements should be performed in optimal conditions to reduce noise in the data due to poor
environmental conditions (high wind speed, wave height, low solar elevation angle). This allows
obtaining in situ data with low uncertainty which can be further used to validate the satellite-derived
radiometric data.

From the tested AC processors, POLYMER radiometric products show the best agreement with
in situ data, being least influenced by the adjacency effect. The C2RCC and ALTNN processors tend
to depend on the level of OAS in water, being not suitable for highly absorbing waters with low Chl
a content. OLCI-A operational L2 products strongly underestimate the blue wavelengths, although,
from the 560 nm band onwards, the results from all AC processors are relatively similar.
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Appendix A

Table A1. Cumulative frequency of measurements with categorized uncertainty estimate, u(Rrs),
for every OLCI band. The lowest row shows the median uncertainty for every band. Total 59 in
situ measurements.

u(Rrs) 400 412.5 442.5 490 510 560 620 665 673.75 681.25 708.75 753.75 778.75 865 885

<5 6 7 9 21 26 31 31 29 28 28 28 11 10 4 4
<10 12 12 21 32 33 37 36 35 35 35 35 24 23 11 11
<20 22 26 33 35 45 51 50 46 44 45 43 32 32 25 22
<50 37 40 48 53 56 58 57 57 57 57 56 42 41 35 33

50–100 59 59 59 59 59 59 59 59 59 59 59 59 59 59 59

Median 31.9 26.4 17.5 8.7 6.8 3.9 4.2 5.2 6 5.9 5.7 16.2 15.7 27.4 31.7
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Figure A1. The changes in the sky conditions (a), the temporal and spatial changes in the measurement
conditions (b) and optical properties of water (c) on 14th June 2016.
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Figure A2. Cont.
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Figure A2. Correlation between in situ measured (x-axis) vs. POLYMER-derived rho (y-axis) on OLCI
bands. Upper figure (a) shows validation results on all data and lower (b) after filtering the in situ data
based on the 5% criteria at least in one band. For each match-up point, the color shows the distance
from the shore.
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Figure A3. Correlation between in situ measured (x-axis) vs. standard L2-derived rho (y-axis) on OLCI
bands. Upper figure (a) shows validation results on all data and lower (b) after filtering the in situ data
based on the 5% criteria at least in one band. For each match-up point, the color shows the distance
from the shore.
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Figure A4. Cont.
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Figure A4. Correlation between in situ measured (x-axis) vs. C2RCC-derived rho (y-axis) on OLCI
bands. Upper figure (a) shows validation results on all data and lower (b) after filtering the in situ data
based on the 5% criteria at least in one band. For each match-up point, the color shows the distance
from the shore.
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Figure A5. Cont.
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Figure A5. Correlation between in situ measured (x-axis) vs ALTNN-derived rho (y-axis) on OLCI
bands. Upper figure (a) shows validation results on all data and lower (b) after filtering the in situ data
based on the 5% criteria at least in one band. For each match-up point, the color shows the distance
from the shore.
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Abstract: In the coastal environment the optical properties can vary on temporal scales that are shorter
than the near-polar orbiting satellite temporal resolution (~1 image per day), which does not allow
capturing most of the coastal optical variability. The objective of this work is to fill the gap between the
near-polar orbiting and geostationary sensor temporal resolutions, as the latter sensors provide multiple
images of the same basin during the same day. To do that, a Level 3 hyper-temporal analysis-ready
Ocean Color (OC) dataset, named Virtual Geostationary Ocean Color Sensor (VGOCS), has been
created. This dataset contains the observations acquired over the North Adriatic Sea by the currently
functioning near-polar orbiting sensors, allowing approaching the geostationary sensor temporal
resolution. The problem in using data from different sensors is that they are characterized by different
uncertainty sources that can introduce artifacts between different satellite images. Hence, the sensors
have different spatial and spectral resolutions, their calibration procedures can have different accuracies,
and their Level 2 data can be retrieved using different processing chains. Such differences were reduced
here by adjusting the satellite data with a multi-linear regression algorithm that exploits the Fiducial
Reference Measurements data stream of the AERONET-OC water-leaving radiance acquired at the
Acqua Alta Oceanographic Tower, located in the Gulf of Venice. This work aims to prove the suitability
of VGOCS in analyzing the coastal optical variability, presenting the improvement brought by the
adjustment on the quality of the satellite data, the VGOCS spatial and temporal coverage, and the
inter-sensor differences. Hence, the adjustment will strongly increase the agreement between the
satellite and in situ data and between data from different near-polar orbiting OC imagers; moreover,
the adjustment will make available data traditionally masked in the standard processing chains,
increasing the VGOCS spatial and temporal coverage, fundamental to analyze the coastal optical
variability. Finally, the fulfillment by VGOCS of the three conditions for a hyper-temporal dataset
will be demonstrated in this work.

Keywords: fiducial reference measurements; hyper-temporal dataset; optical radiometry; coastal
environment; observation geometry

1. Introduction

Ocean Color Radiometry (OCR) satellite data allow observing the variability of the inherent
optical properties (IOPs) and the concentrations of the water components in the coastal and open ocean
with a large spatial coverage [1].
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Near-polar orbiting OC satellites usually have a spatial resolution that goes from 300 m to 1000 m
and provides ~1 image per day of basins located at middle latitudes. These spatial and temporal
resolutions are of the same order as the temporal and spatial scales of most of the open ocean bio-optical
processes and, consequently, are sufficient to properly characterize such areas [2–4]. On the contrary,
in coastal waters, meteorological, marine, and hydrological drivers set up shorter temporal scales for
such processes, compared to the open ocean [4]; indeed, in those areas, rapid changes can be observed
in the time scale of few hours or less [4–8]. Consequently, an improved temporal resolution than what
is currently provided by existing near-polar orbiting sensors is needed to accurately analyze the coastal
environment [2–4].

An improved temporal resolution can be provided by OCR geostationary sensors [9–15], which
acquire multiple observations of the same area during the same day. Nevertheless, the only currently
working OCR geostationary sensor is the Geostationary Ocean Color Imager (GOCI) [16] over the
Korean Peninsula, while such sensors are absent over the European Seas.

The first step in improving the near-polar orbiting sensor temporal resolution has been
accomplished in [5], where the overlapping scenes of the Visible Infrared Imaging Radiometer Suite
(VIIRS), mounted on the SUOMI-NPP satellite, have been exploited to observe the short term variability
of some OC quantities in the Gulf of Mexico. This approach has then been used in [6] to observe
the particulate backscattering (bbp) variability in the North Adriatic Sea (NAS, Figure 1), adjusting
the remote sensing reflectance (Rrs) spectra following [17]. This adjustment, based on a multi-linear
regression (MLR) procedure and the AERONET-OC Acqua Alta Oceanographic Tower (AAOT) [18,19]
in situ radiometric data (Figure 1), was used to reduce the uncertainties introduced by the different
viewing geometry of different VIIRS images and to use data generally masked in the standard processing
chains. The AERONET-OC in situ data are part of the Fiducial Reference Measurements (FRM) data
stream as they guarantee traceability, accuracy, long-term stability, and cross-site consistency [20].
Those aspects are central for system vicarious calibration, product validation, uncertainty estimation,
and development and assessment of bio-optical models for the generation of derived high-level
products [21–26].

The present work aims to reduce the gap between near-polar orbiting and geostationary mission
temporal resolutions, creating a Level 3 hyper-temporal analysis-ready OC dataset [27,28], containing
observations provided by the currently functioning near-polar orbiting OC imagers.

This dataset is defined as an analysis-ready dataset as it is conceived to provide to users, without
the expertise in pre-processing procedures, “ready to use” OC data to analyze the coastal optical
variability at the high temporal resolution, similarly to the CEOS Analysis Ready Data for Land
(CARD4L) [27].

The definition of a hyper-temporal dataset is based on the three conditions provided in [29],
for which a hyper temporal dataset must:

(a) Be univariate (i.e., with multiple images of the same parameter only).
(b) Contain a set of time slices, all of which must be precisely coregistered (with image-to-image

pixels perfectly aligned spatially).
(c) Exhibit radiometric consistency between images (i.e., they are measured using the same sensors

or inter-validated sensor systems, and exhibit a degree of normalization between time slices).

This dataset is named Virtual Geostationary Ocean Color Sensor (VGOCS). It contains multiple
images acquired during the same day by the currently functioning near-polar orbiting OC imagers
over the NAS study area, allowing approaching the temporal resolution of a geostationary satellite.
For each sensor, the time series starts for the first day of acquisition until 31 October 2019.
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Figure 1. Map of the NAS with the rivers of the basin. The red star identifies the Acqua Alta
Oceanographic Tower (AAOT), VL the Venice Lagoon, GL the Goro Lagoon, the red dots the virtual
buoys (Section 2.7). In the box on the bottom right the Mediterranean Sea, with the NAS identified by
the red square.

The creation of this dataset started from the Level 2 (L2) Rrs spectra provided by National
Aeronautics and Space Administration (NASA) and the European Organisation for the Exploitation of
Meteorological Satellites (EUMETSAT); the radiometric data of all sensors have been preserved at their
native spectral resolution and re-projected on a common 1 km × 1 km equirectangular grid. The grid
spatial resolution of 1 km is probably too coarse for the short spatial scale processes that can take place
in the coastal environment [4,30–33]; nevertheless, this is the best that is possible to achieve for the
creation of a hyper-temporal dataset created with several OCR sensors. After the re-projection, the Rrs

spectra, adjusted following [17], have been used to calculate various IOPs by the Quasi Analytical
Algorithm version 6 (QAA) [34,35]. This algorithm has been chosen as it has been demonstrated
suitable for the bbp retrieval in the NAS [6,36,37].

The adjustment presented in [17] is here exploited to use data from different sensors, as its
application to the Rrs spectra can reduce the artifacts that can be observed between different satellite
images. Indeed, the use of data from different sensors introduces an additional source of uncertainty,
besides the one due to the different viewing geometry of each satellite image [6,38]. Hence, the sensors
have different spatial and spectral resolutions, their calibration procedures can have different accuracies,
and their L2 data can be retrieved using different processing chains. Consequently, looking at two
scenes acquired during the same day by different sensors, it is not easy to discern how much of
the observed difference is due to a real process or the artifacts, introduced by the different data
uncertainties [8,39].

The objective of this work is to prove:
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• The suitability of VGOCS in analyzing the coastal optical variability, by the study of the effect
of the adjustment on the quality of the satellite data, the VGOCS spatial and temporal coverage,
and the intersensor differences.

• The fulfillment of the three conditions for a hyper-temporal dataset [29].

The manuscript is structured as follows: in the next section the study area, the material,
and the methods used in this work will be presented, while in Section 3 the obtained results will be
analyzed. In the latter section, the results of the match-up analyses between different satellite and
in situ data before and after the application of the adjustment will be presented. Then the spatial
and temporal coverage and the inter-sensor differences of the adjusted VGOCS data will be analyzed.
In the last two sections, the results will be discussed and the conclusions and the future perspective for
this work will be presented.

2. Materials and Methods

2.1. Study Area

The NAS is characterized by a large number of rivers (listed in Figure 1) that can discharge waters
with different biogeochemical and optical properties [40–42]. This basin is located in the North-Eastern
Mediterranean (Figure 1) and its main rivers are shown in Figure 1. All those rivers are relevant for the
optical dynamics of the basin [40,43,44], but Po and Adige are those that provide most of the NAS
freshwater [45,46].

The NAS optical variability is strongly influenced by meteo-marine and hydrological forcings,
and by the basin shallow bathymetry, which has an average depth smaller than 35 m [41,43–50].
Due to this complexity, several works studied the bio-optical properties and the dynamics of the NAS
using several kinds of data and methods such as in situ, ship-board, and satellite observations and
oceanographic models [51–56].

2.2. VGOCS Sensors

VGOCS is composed of the observations acquired over the NAS by the current functioning
near-polar orbiting OC sensors. Those involved in the dataset are

• The NASA Moderate-Resolution Imaging Spectroradiometer (MODIS) sensors mounted on the
AQUA and TERRA satellites, here simply referred to as AQUA and TERRA respectively.

• The National Oceanic and Atmospheric Administration (NOAA) VIIRS sensors mounted on
the SUOMI-NPP and NOOA-20 (previously JPSS-1) satellites, here referred to as VIIRSN and
VIIRSJ respectively.

• The European Space Agency (ESA)/EUMETSAT Ocean and Land Color Instrument
(OLCI) mounted on Sentinel 3A, here referred simply as OLCI.

The two MODIS sensors, mounted on the AQUA and TERRA satellites, are the only sensors of
the dataset that have the same technical characteristic and resolutions; indeed, the two VIIRS sensors
are very similar to each other but differ for the spectral resolution [57]. The latter is depicted for each
sensor in Figure 2 [57–60].
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Figure 2. Spectral resolutions of the sensor involved in the Virtual Geostationary Ocean Color
Sensor (VGOCS).

The MODIS OC bands have a 1000 m spatial resolution [60], the two VIIRS sensors a 750 m
one [58], while the OLCI data are provided at two different resolutions: Full resolution (FR, 300 m)
and Reduce Resolution (RR, 1200 m) [59]. In this study, the RR products are exploited, as the FR data
suffer from a salt and pepper effect that is due to atmospheric correction problems (i.e., a lot of valid
observations are surrounded by masked pixels, not shown).

OLCI, which is the only ESA/EUMETSAT sensor used in VGCOS, is the one with the lower
revisiting frequency. This sensor has an orbital cycle of 27 days [59], while for the NASA/NOAA (N/N)
sensors this is of 16 days [58,60].

OLCI has also a different viewing geometry and engineering than the N/N sensors. Indeed,
the swath of the MODIS and VIIRS sensors is centered on the nadir and a rotating mirror reflects the
radiation onto a set of Charge-Coupled Device (CCD) detectors. In OLCI, 5 CCD detectors are mounted
in a fan arrangement on a common optical bench and the radiance arrives at them after passing a
calibration assembly [59]. The sensor has a total field of view of 68.5◦, while each detector has a field of
view 14.1◦ with a slight overlap of 0.6◦ between each other [59]. Moreover, to reduce the sun-glint
effect, which impacted a large number of the MEdium Resolution Imaging Spectrometer (MERIS)
observations at sub-tropical latitudes [59,61], the OLCI swath is not centered at nadir but is tilted 12.6◦
westwards [59].

2.3. VGOCS Dataset and Processing Chain

The VGOCS dataset is created starting from the standard L2 Rrs spectra provided by EUTMESAT
(OLCI, processing baseline v2.23) [62–64] and NASA (N/N sensors, processing version R2018.0) [65],
that are stored in the archive of CNR ISMAR in Rome [39].

The VGOCS processing chain (Figure 3) is mostly the same as the one used in [6], which was
based on the standard Copernicus Marine Environment Monitoring System (CMEMS) operational
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processing chain for the Mediterranean Sea [39], with some changes. The main difference is that
CMEMS provides a single daily image, derived from the merging of data from different sensors [39],
while in the VGOCS processing chain the merging procedure is not performed. Hence, all the images
are retained to have multiple satellite observations of the basin during the same day.

Figure 3. On the left the flow chart of the VGOCS processing chain, on the right some additional
information for each step.

VGOCS contains observations of the NAS from 2002 (AQUA and TERRA operating) to 31 October
2019 (all sensors operating), providing 2 to 8 images a day depending on the number of functioning
sensors and on the day of the satellite orbital cycles. The latter parameter is useful as for each sensor
the number of images and their viewing geometry is the same for the same orbital cycle day, except for
some minor changes in the ground-track and overpass times. The orbital cycle day is calculated in the
same way for all the N/N sensors and it is a number that goes from 1 to 16. Hence, all the N/N sensors
involved in VGOCS have an orbital cycle of 16 days [58,60]. For each file, defining as NDT the number
of days between the satellite observation and the first TERRA acquisition (8 February 2000), the orbital
cycle day can be defined as the remainder of NDT/16 plus one. The orbital cycle of OLCI is of 27 days,
thus the orbital cycle day is defined as the remainder of NDO/27 plus one (where NDO is the number
of days between the satellite observation and the first OLCI acquisition, 26 April 2016).

To use the same grid for each image of the dataset, all of them are re-projected on a standard
1 km × 1 km equirectangular grid by the nearest neighbor approach.
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The name format of each file is VGOCS_YYYYJJJHHMMSS_X.nc, with Y, J, H, M, S (year, Julian
day of the year, hour, minute, second) referring to the start time of the sensor acquisition, while X is the
label which identifies the sensor (J: VIIRSJ, V: VIIRSN, A: AQUA, T: TERRA, O: OLCI).

The parameters that can be found in each VGOCS file are stored in different groups:

• The Rrs_data group, where the Rrs spectra at the native sensor resolution are stored.
• The IOP_data group, where all the parameters (listed below) calculated with the QAA can be

found [34,35]:

◦ reference wavelength (λ0)
◦ total absorption at the reference wavelength (a(λ0))
◦ particulate backscattering at the reference wavelength (bbp(λ0))
◦ bbp spectral slope (η)
◦ bbp at 443 nm (bbp(443))
◦ absorption by nonalgal particles and dissolved matter at 443 nm (adg(443))
◦ adg spectral slope (s)
◦ absorption by phytoplankton at 443 nm (aphy(443))

• The Atmospheric_data group contains some atmospheric parameters, such as aerosol optical
thickness and angstrom coefficients, extracted from the L2 files.

• The Geo_data group contains information about the applied flags, extracted from the L2 files,
and about some viewing geometry parameters, such as the sensor zenith angle (θv), the solar
zenith angle (θs), and the relative angle between the solar and sensor azimuth angle (ϕ). Those
parameters for the OLCI sensor are extracted from the L2 file, for the VIIRS sensors from the L1
GEO files, while for the MODIS sensors they are retrieved using the L1B files as the input of l2gen.

Moreover, latitude, longitude, and the satellite orbital cycle day are provided as stand-alone variables.

2.3.1. NASA/NOAA Sensors

The processing chain used for the N/N sensors is the same reported in [6] for the VIIRSN data.
All the N/N sensor images have been destriped following [66,67], while, for the two VIIRS sensors,
the bow-tie missing data have been filled by linear interpolation [58]. Not all the standard L2 flags [68]
have been applied; hence, the data have been unmasked for the High Sensor Zenith (HISATZEN,
here HSZ) and the stray-light flag (STRAYLIGHT, here SL). The first one masks data acquired at a
θv > 60◦ [69,70], while the second one masks data that could be affected by the adjacency effect of
clouds and lands [71–74].

The HSZ flag has not been applied because a large number of images are acquired at θv > 60◦,
and unmasking for this flag makes available a larger number of valid pixels. Using the HSZ data is
fundamental for the aim for which VGOCS is conceived, as, to analyze the daily optical variability,
it is important to have at disposal as many full images as possible. In this study, an image will be
considered as “full” if the sensors detected at least 90% of the water pixels of the NAS, while it will be
considered as “partial” if the sensor detected between 30% and 90% of the water pixels.

In Figure 4 the number of images for each day of the orbital cycle is presented for the N/N sensors
considering as masked the HSZ observations. As can be seen, only for days 5, 8, 13, and 16 there are
five full images (in green), while for the other days there are maximum one partial (in black) and four
full images.
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Figure 4. Available images for the N/N sensors for each day of the orbital cycle, with the application of
the High Sensor Zenith (HSZ) flag. On the x-axes the orbital cycle day, on the y-axes the scan start
time, with the different letters identifying the different sensors. In green the full images, in black the
partial images. On the top for each orbital cycle day the number of full images plus the number of the
partial ones.

Figure 5 is the same of Figure 4, but with the pixels unmasked for the HSZ flag. The HSZ pixels
are 22.9% of the pixels scanned by the N/N sensors in the NAS, and unmasking them provides a
larger number of full and partial images, in comparison with Figure 4. Now the minimum number of
available images is reached on day 3 with 5 full images and the maximum on day 4 with 7 full and 1
partial image. Particularly:

• For VIIRSN there are 9 full orbit overlaps in comparison with the two available maskings for HSZ.
• For VIIRSJ there are 8 full and 2 partial overlaps in comparison with the two available maskings

for HSZ.
• For AQUA and TERRA, there are 3 full orbit overlaps (previously zero), and some additional

partial images.

Thus, the unmasking for this flag strongly improves the spatial and temporal coverage of
VGOCS, making available up to 3 additional full images a day.

It is important to remind here that OLCI has not been taken into account in Figures 4 and 5 as it
has a different orbital cycle and no HSZ flag. This sensor can provide one additional complete image
of the NAS per day except for days 7, 11, 15, 19, 23, and 27 of its orbital cycle when the NAS is not
overpassed by Sentinel-3A.

The SL flag masks all the pixels that could be affected by the light reflected by the land surface
that can be forward scattered into the sensor field of view [71–74]. Nevertheless, the application of this
flag results in the masking of a large part of the coastal area (here identified in red in Figure 6) [6,75],
as can be noted in Figure 7. Here two bbp(443) maps retrieved from the original VIIRSN Rrs during 21
March 2013 12:48 UTC are presented: on the left the SL flag is active, and a large portion of the coastal
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area results masked; on the right, the SL flag is not applied and the majority of the coastal pixels are
now available.

Figure 5. Available images for the N/N sensors for each day of the orbital cycle, without the application
of the HSZ flag. On the x-axes the orbital cycle day, on the y-axes the scan start time, with the different
letters identifying the different sensors. In green the full images, in black the partial images. On the top
for each orbital cycle day the number of full images plus the number of the partial ones.

Figure 6. Map of the North Adriatic Sea (NAS), in red the coastal area used to quantify the stray-light
flag (STRAYLIGHT, here SL) and ANNOT_* effect on the VGOCS spatial coverage.
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Figure 7. Maps of bbp(443) retrieved from the original VIIRSN Rrs for 21 March 2013 12:48 UTC. On the
left, the SL flag is active (SL on), while the pixels are unmasked (SL off) on the right.

The behavior observed in Figure 7 is common to a large number of images of the dataset,
as the mean percentage of the valid pixels flagged by SL in the coastal area is >40% for every single
N/N sensor and the entire VGCOS N/N time series (Table 1). Hence, to analyze the coastal optical
variability it is necessary to unmask such pixels.

Table 1. The mean percentage of SL flagged pixels in comparison with the total number of coastal valid
pixels, for each N/N sensor and for the entire N/N VGOCS time series.

Sensor Percentage of SL Masked Pixels

TERRA 42.0%
AQUA 41.2%
VIIRSN 45.1%
VIIRSJ 44.7%

VGOCS (no OLCI) 42.4%

The larger uncertainties generally observed for the HSZ and SL data can be reduced by the
adjustment procedure [6]; consequently, the agreement of such data with the in situ observations will
be analyzed in Section 3.2.

2.3.2. OLCI Sensor

The EUMETSAT OLCI data have different L2 processing, leading to files with structures and
variables differing than those for the N/N sensors. Particularly, a different atmospheric correction
algorithm is applied to the TOA radiances; hence, for OLCI, instead of the algorithm from [76],
used in the L2 NASA processing, the Baseline Atmospheric Correction (BAC) algorithm [77,78] is
exploited. Moreover, the Rrs provided in the OLCI L2 files are not corrected for the bi-directional
effect. For this reason, for the OLCI data, an additional step is needed in the processing chain (Figure 3)
to be coherent with the N/N data. Hence, the OLCI Rrs spectra are corrected with the bi-directional
reflectance distribution function (BRDF), following the procedure outlined in the works of Morel and
his co-workers from 1991 [69,78–81].

The EUMETSAT OLCI L2 flags are different than those used in the NASA L2 processing. In this
work, in agreement with [82] and the latest EUMETSAT indication (I. Cazzaniga, pers. comm.) [83],
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the ANNOT_DROUT flag is not applied, as in the latest version of CMEMS [84]. This flag masks pixel
where the value of the residual for the surface reflectance at 510 nm is above a certain threshold, defined
in the climatology. Moreover, in this study, the ANNOTMIXR1, ANNOT_TAU6, and ANNOT_ABSO_D
named annotation flags (here ANNOT_*), have not been applied in the match-up analysis to analyze
their effect on the VGOCS spatial coverage and their agreement with in situ data. Hence, all those
flags concern the quality of the atmospheric correction in open waters, and the application to optically
complex waters could be questionable [82,83].

In Figure 8, the maps of bbp(443) retrieved from the original OLCI Rrs during 21 September
2017, with and without the application of the ANNOT_DROUT and ANNOT_* flags, are presented.
The mean percentage of valid pixels masked by the ANNOT_DROUT flag in the coastal area (Figure 6)
is around 40.9% for the OLCI time series, the ANNOT_MIXR1 flag masks the 20.1% of them, while the
other two ANNOT_* flags mask the 0.8% of the coastal pixels.

Also for the ANNOT_DROUT and ANNOT_* data, the effect of the adjustment on their agreement
with in situ observations will be analyzed in Section 3.2.3 to justify the decision for unmasking data
traditionally masked in the standard processing chains.

Figure 8. Maps of bbp(443) retrieved from the original OLCI Rrs for 21 September 2017 09:40 UTC. On
the left, the ANNOT_ * flags are active (ANNOT_* on), while the pixels are unmasked on the right
(ANNOT_* off).

2.4. In Situ Data

AAOT, part of the AERONET-OC network [18,19], is located in the NAS, 8 nautical miles south-east
of the Venice Lagoon (12.509◦ E, 45.314◦ N, the red star in Figure 1). The in situ data here acquired has
been used to validate and adjust the satellite Rrs spectra of each sensor.

AERONET-OC can be considered as the archetype FRM for the validation of satellite remote-sensing
radiometric data over water [20,85]. Hence, to compare the AAOT data with the satellite Rrs spectra,
the normalized water-leaving radiances here acquired have been divided by the extra-solar irradiance
(F0) [86]. Particularly, in this study the Version 3 L2 AAOT data (cloud-screened and quality assured
data) have been exploited and integrated with the L1.5 data (only cloud-screened) for periods where
the L2 data were not still processed.
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The exploitation of these data to adjust the satellite spectra is fundamental for this study; indeed,
AAOT is located in an area with a large optical variability that can be considered as representative of
the basin variability [19,87]. Consequently, the adjustment coefficients here retrieved can be used to
adjust the Rrs spectra in the entire basin [6].

2.5. Match-up Analyses

To assess the quality of the satellite Rrs spectra, pairwise match-up analyses were performed using
the AAOT in situ data as a reference. Those analyses were conducted for every sensor of VGOCS
separately, because different sensors can have different sources of uncertainties and, consequently a
different agreement with the in situ spectra.

The match-up procedure is consistent with the one of [6], where for each couple of satellite/in situ
observations acquired at Δt < 30 min, a 3 × 3 box around the AAOT area has been chosen, keeping only
boxes with at least 3 valid pixels. The value of the in situ Rrs is the mean of all the AAOT data acquired
between t (time of the satellite observation)-Δt (30 min) and t+Δt, while the value of the satellite Rrs is
the mean of the 3x3 box data For each valid couple of observations, the in situ Rrs spectrum has been
band-shifted to the satellite wavelengths, following [88].

To test the agreement between the satellite and in situ data, different statistical parameters have
been calculated and their formulas have been presented in Table 2.

Table 2. Formulations of the statistical parameters used in this study to assess the agreement
between two datasets, where n is the number of concurrent observations of the match-up, x the in
situ measurement, and y the satellite observation.

Statistical Parameter Formulation

Determination coefficient (r2) r2 =
∑n

i =1(xi−x)(yi−y)√∑n
i =1(xi−x)2

√∑n
i =1(yi−y)

2

Mean Absolute Difference (MAD) MAD =
∑n

i=1|yi−xi|
n

Root Mean Squared Difference (RMSD) RMSD =

√∑n
i =1(yi−xi)

2

n

Mean absolute percentage difference (MAPD) MAPD(%) = 100
n

n∑
i =1

∣∣∣∣ yi−xi
xi

∣∣∣∣
In the Rrs match-up analyses, the entire dataset (ED) of each sensor was divided into two subsets:

training (TD) and validation dataset (VD). The first was used to retrieve the coefficients of the adjustment
(presented in Section 2.6), while the second one was used to validate the satellite data before and after
the adjustment procedure (Section 3). For each N/N sensor (except for VIIRSJ), VD is composed of all
the data acquired between 1 September 2015 and 31 October 2019, while the remaining data are part of
TD. The split of the dataset is not applied to the OLCI and VIIRSJ data, as they are the youngest sensors
between those used in VGOCS and they have a lower number of match up points in comparison with
the other sensors. Hence, the splitting may not allow capturing all the optical variability of the basin;
consequently, for those two sensors, the data used to retrieve the adjustment coefficients are the same
used to validate the dataset (TD=VD=ED).

Match-up analyses have been performed also for data traditionally masked in the standard
processing chains. In Section 3.2 match-up analyses for the HSZ, SL, ANNOT_DROUT, and ANNOT_*
data have been performed. For the HSZ flag, observation is considered as flagged if the pixel collocated
with AAOT is scanned at θv > 60◦; for SL, ANNOT_DROUT, and ANNOT_*, an observation is
identified as flagged if the considered flag is active for at least 1/3 of the box valid pixels.

2.6. Satellite Rrs Adjustment

To reduce discrepancies and biases between in situ and satellite measurements, to exploit
data usually masked in the standard processing chains, and to reduce the inter-sensor differences,
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a multi-linear regression algorithm (MLR), like the one presented in [17], is exploited to adjust the satellite
Rrs spectra. As different sensors have different uncertainties, temporal coverages, and agreements with
the in situ observations, a different set of adjustment coefficient is calculated for each of them.

Particularly, for each couple of observations of the TD the difference between the in situ and
satellite measurement is evaluated for each band:

ΔRrs(λ) = Ris
rs(λ) −Ror

rs (λ), (1)

where Ris
rs(λ) is the in situ Rrs and Ror

rs (λ) is the original satellite Rrs. The multilinear regression
scheme is 〈

ΔRrs(λ)
〉
= asat

0 +
∑n

i =1
asat

i Ror
rs (λi) + asat

6 θv + asat
7 θs + asat

8 ϕ, (2)

The input vectors of the adjustment are the original Rrs spectra, and the values of the three viewing
geometry parameters (θv, θs, and ϕ) corresponding to the pixel collocated with AAOT.

The coefficients ai
sat (i = 0, . . . , 8) were calculated performing the MLR scheme between ΔRrs(λ)

and the input vectors. Then the adjusted Rrs can be retrieved with:

Radj
rs (λ) = Ror

rs (λ) +
〈
ΔRrs(λ)

〉
, (3)

This set of fixed coefficients have been used to adjust the Rrs spectra of each image of the single
sensor dataset, as the AAOT in situ data are representative of the optical variability of the basin. Finally,
the adjusted Rrs have been exploited as the input of the QAA to calculate different IOPs [34,35].

2.7. Inter-Sensor Differences

As stated in the previous sections, the adjustment is applied to reduce the Rrs inter-sensor
differences that are due to different observation geometries, calibration accuracies, data processing,
and resolutions of the sensors. To quantify such effect r2 and MAPD have been calculated in different
locations of the NAS for images acquired in temporal proximity by different sensors (Δt < 10 min).
This has been done starting from the hypothesis that in a time range of 10 min no considerable
oceanographic processes can occur and that consequently most of the differences observed between
two images are likely due to artifacts. The chosen locations are here named virtual buoys (red dots in
Figure 1) and they are situated:

• At AAOT, to analyze the effect of the adjustment in an area with large optical variability.
• Close to the Livenza, Brenta-Adige, Piave, Tagliamento, and Isonzo river mouths to analyze the

effect of the adjustment in optically complex waters.
• In an off-shore location (here named simply OPEN), to analyze the effect of the adjustment in

open waters.
• Close to the Po river mouth to analyze the effect of the adjustment in the area where the largest

amount of fresh-water is usually available [45,46], due to the high river discharges.

Hence, the last two virtual buoys represent the two optical extreme situations for open and
optically complex waters respectively.

As stated earlier, to calculate r2 and MAPD only couples of images acquired at Δt < 10 min have
been selected and for each virtual buoy a 3 × 3 box around its location has been chosen. Then only the
couples of images with both boxes with at least 3 valid Rrs pixels have been maintained, and r2 and
MAPD have been calculated for each band of the Rrs spectrum, similar to a match-up analysis. As the
sensors have a different spectral resolution, in this analysis all the Rrs spectra have been band-shifted
to the MODIS bands, using the approach from [88].
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3. Results

3.1. Match-Up Analyses

In this section, the agreement between the satellite and in situ Rrs spectra before and after the
application of the adjustment will be evaluated. In Table 3 the numbers of match-up points for each
VGOCS sensor are shown.

Table 3. The number of match-up points for each VGOCS sensor. Between parenthesis, for the N/N
sensors the number of match-up points for the ED SL affected data, for OLCI those flagged by the
ANNOT_DROUT/ANNOT_* flags.

Sensor Number of Match-Up Points

TERRA 218 (178)
AQUA 357 (230)
VIIRSN 449 (200)
VIIRSJ 216 (48)
OLCI 64 (37/20)

Previous studies demonstrated how the MLR adjustment strongly increases the agreement
between the in situ and satellite spectra [6,17]. In this work the effect of the adjustment on all the
VGOCS sensors will be evaluated but, for the safe of brevity, the scatterplots will be presented only
for OLCI. For the N/N sensors, only the spectra of r2 and MAPD before and after the application of
adjustment are shown (Figures 9 and 10) and the other statistical parameters (RMSD and MAD) are
presented from Tables 4–7).

 

Figure 9. Spectra of r2 before (red) and after (blue) the adjustment procedure for each N/N sensor.
The continuous lines identified the results for VD, the dotted ones for the ED SL affected data.
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Figure 10. Spectra of MAPD before (red) and after (blue) the adjustment procedure for each N/N sensor.
The continuous lines identified the results for VD, the dotted ones for the ED SL affected data.

Table 4. Statistical parameters for the match-up analysis between the AAOT in situ Rrs and the original
(adjusted) VD TERRA Rrs.

TERRA Bands r2 MAD (sr−1) RMSD (sr−1) MAPD (%)

Rrs(412) 0.62 (0.84) 1.3 × 10−3 (6.6 × 10−4) 1.6 × 10−3 (1.0 × 10−3) 31.2 (14.0)
Rrs(443) 0.82 (0.89) 9.1 × 10−4 (6.3 × 10−4) 1.2 × 10−3 (9.0 × 10−4) 19.1 (13.5)
Rrs(488) 0.90 (0.90) 9.2 × 10−4 (8.1 × 10−4) 1.3 × 10−3 (1.2 × 10−3) 13.1 (12.6)
Rrs(531) 0.90 (0.90) 8.5 × 10−4 (7.6 × 10−4) 1.3 × 10−3 (1.2 × 10−3) 11.2 (10.6)
Rrs(547) 0.91 (0.92) 8.4 × 10−4 (7.6 × 10−4) 1.2 × 10−3 (1.2 × 10−3) 11.6 (10.9)
Rrs(667) 0.83 (0.87) 4.1 × 10−4 (2.3 × 10−4) 5.2 × 10−4 (3.5 × 10−4) 38.6 (18.3)

Table 5. Statistical parameters for the match-up analysis between the AAOT in situ Rrs and the original
(adjusted) VD AQUA Rrs.

AQUA Bands r2 MAD (sr−1) RMSD (sr−1) MAPD (%)

Rrs(412) 0.67 (0.91) 1.1 × 10−3 (6.1 × 10−4) 1.6 × 10−3 (7.9 × 10−4) 26.5 (13.3)
Rrs(443) 0.85 (0.94) 8.7 × 10−4 (5.7 × 10−4) 1.2 × 10−3 (7.4 × 10−4) 17.8 (12.5)
Rrs(488) 0.92 (0.95) 8.8 × 10−4 (6.4 × 10−4) 1.2 × 10−3 (9.1 × 10−4) 12.1 (9.1)
Rrs(531) 0.93 (0.95) 8.1 × 10−4 (6.6 × 10−4) 1.2 × 10−3 (9.9 × 10−4) 10.6 (8.8)
Rrs(547) 0.93 (0.95) 8.0 × 10−4 (6.9 × 10−4) 1.1 × 10−3 (1.0 × 10−3) 11.0 (9.6)
Rrs(667) 0.89 (0.92) 3.5 × 10−4 (2.1 × 10−4) 4.4 × 10−4 (2.9 × 10−4) 34.5 (18.7)
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Table 6. Statistical parameters for the match-up analysis between the AAOT in situ Rrs and the original
(adjusted) VD VIIRSN Rrs.

VIIRSN Bands r2 MAD (sr−1) RMSD (sr−1) MAPD (%)

Rrs(410) 0.51 (0.89) 1.5 × 10−3 (6.6 × 10−4) 2.1 × 10−3 (8.8 × 10−4) 30.5 (13.3)
Rrs(443) 0.78 (0.93) 1.2 × 10−3 (6.0 × 10−4) 1.7 × 10−3 (8.3 × 10−4) 22.9 (12.1)
Rrs(486) 0.90 (0.94) 9.2 × 10−4 (6.6 × 10−4) 1.3 × 10−3 (1.0 × 10−3) 12.2 (8.8)
Rrs(551) 0.94 (0.95) 7.7 × 10−4 (6.1 × 10−4) 1.1 × 10−3 (9.7 × 10−4) 10.5 (8.6)
Rrs(671) 0.88 (0.88) 3.1 × 10−4 (2.6 × 10−4) 4.1 × 10−4 (3.7 × 10−4) 29.8 (24.2)

Table 7. Statistical parameters for the match-up analysis between the AAOT in situ Rrs and the original
(adjusted) VD VIIRSJ Rrs.

VIIRSJ Bands r2 MAD (sr−1) RMSD (sr−1) MAPD (%)

Rrs(411) 0.58 (0.89) 1.4 × 10−3 (6.0 × 10−4) 1.9 × 10−3 (7.9 × 10−4) 26.6 (11.7)
Rrs(445) 0.81 (0.92) 1.0 × 10−3 (6.0 × 10−4) 1.3 × 10−3 (8.2 × 10−4) 18.3 (10.2)
Rrs(489) 0.90 (0.94) 9.5 × 10−4 (6.4 × 10−4) 1.3 × 10−3 (9.0 × 10−4) 11.9 (8.3)
Rrs(556) 0.93 (0.95) 7.9 × 10−4 (5.6 × 10−4) 1.1 × 10−3 (8.0 × 10−4) 11.3 (8.4)
Rrs(667) 0.83 (0.88) 3.3 × 10−4 (1.9 × 10−4) 4.2 × 10−4 (2.7 × 10−4) 34.3 (21.3)

After the adjustment MAPD is spectrally reduced for each N/N sensor and r2 is spectrally increased
except for the 671 nm band for VIIRSN (nearly constant, Figures 9 and 10). Particularly, r2 is now close
to or larger than 0.90 for each band of each sensor, with just the exception of the first TERRA band
for which r2 is 0.84. For MAPD, a lower decrease is observed in the green part of the spectrum, since
the green bands were already in good agreement with the in situ observations before the adjustment.
The blue and red bands show the larger improvement: for the first original blue band, MAPDs were
larger than 25% for all sensors, while after the adjustment they are lower than 15%; for the red band
MAPDs were between 25.0% and 30.0%, and after the adjustment, these decreased to values that go
from 18.3% (TERRA) to 24.2% (VIIRSN). Hence, after the adjustment, the agreement between the
satellite and in situ spectra is strongly improved, and this is confirmed also by the other statistical
parameters (from Tables 4–7) that are spectrally reduced.

The agreement with the in situ spectra differs from one sensor to another. Particularly, TERRA is
the one that shows the larger discrepancies with the in situ data both before and after the adjustment
procedure. This can be due to the serious degradation of the TERRA mirror; indeed, for this sensor, not
even the vicarious calibration has led to the retrieval of reliable OC products, and a calibration based
on other functioning OC sensor observations is applied to the TERRA data [3,89]. This degradation
can also explain the lower number of valid observations and match-up points for TERRA (218),
in comparison with AQUA (357) and VIIRSN (449). Despite that, the adjustment has strongly improved
the quality of the TERRA Rrs spectra, enabling a more reliable usage of the data from this sensor.

Some differences in the statistics for different sensors can also be partly due to the different spectral
resolutions; indeed, in the band shifting procedure the spectral distances between the native in situ
(AAOT) and target bands (satellite) are different for different sensors, and larger spectral distances
can increase the uncertainty of the band-shifting [88]. This validates the choice to keep the spectral
resolution of each VGOCS sensor and to do not band-shift all of them to a set of predefined wavelengths.
Indeed, the AAOT central wavelengths varied during the years, and choosing a set of predefined
wavelengths for the satellite sensors could lead to the need to band-shift both in situ and satellite data
to this set, increasing the uncertainty.

In Figures 11 and 12, the scatterplots for the original and adjusted OLCI Rrs in comparison with the
in situ data are shown, with the statistical parameters spectra shown in Figure 13 and listed in Table 8.
The number of match-up points is only 67 due to the short OLCI time series, the larger revisiting time
of Sentinel 3A in comparison with the other VGOCS satellites, and the lack of AAOT data from the end
of June to the beginning of October of 2017. The uncertainty observed for Rrs(412) is larger than those
observed for the other OC sensors of the constellation. Despite that, the adjustment largely reduces
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this uncertainty, showing similar results to those of the previous analyses (Figure 13). Indeed, after the
adjustment r2 is 0.89 for the red band and larger than 0.9 for the other ones, while MAPD is ≈23% for
the red band, 10.3% for the 412 nm band, and lower than 10.4% for the other ones.

Figure 11. Match-up analysis between the in situ Rrs and the original VD OLCI Rrs. In the logarithmic
scale on the x-axes the in situ Rrs and on the y-axes the original OLCI Rrs for each band (a–f). The red
points are the observations where the ANNOT_DROUT flag is active, the blue points those where the
ANNOT_* flags are active, the green ones those where both flags are active, and the black points where
none of those flags is active.
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Figure 12. Match-up analysis between the in situ Rrs and the adjusted VD OLCI Rrs. In the logarithmic
scale on the x-axes the in situ Rrs and on the y-axes the adjusted OLCI Rrs for each band (a–f). The red
points are the observations where the ANNOT_DROUT flag is active, the blue points those where the
ANNOT_* flags are active, the green ones those where both flags are active, and the black points where
none of those flags is active.
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Figure 13. Spectra of r2 (left) and MAPD (right) before (red) and after (blue) the adjustment procedure
for OLCI. The continuous lines identified the results for VD, the dotted ones for the ANNOT_* data.

Table 8. Statistical parameters for the match-up analysis between the AAOT in situ Rrs and the original
(adjusted) VD OLCI Rrs.

OLCI Bands r2 MAD (sr−1) RMSD (sr−1) MAPD (%)

Rrs(412) 0.43 (0.92) 2.1 × 10−3 (5.6 × 10−4) 2.8 × 10−3 (7.9 × 10−4) 49.4 (13.3)
Rrs(442) 0.70 (0.95) 1.6 × 10−3 (5.0 × 10−4) 2.2 × 10−3 (7.4 × 10−4) 34.6 (12.5)
Rrs(490) 0.83 (0.94) 1.4 × 10−3 (7.7 × 10−4) 1.9 × 10−3 (9.1 × 10−4) 21.4 (9.1)
Rrs(510) 0.85 (0.95) 1.3 × 10−3 (7.2 × 10−4) 1.8 × 10−3 (9.9 × 10−4) 19.0 (8.8)
Rrs(560) 0.89 (0.95) 1.0 × 10−3 (7.7 × 10−4) 1.6 × 10−3 (1.0 × 10−3) 14.6 (9.6)
Rrs(665) 0.54 (0.89) 4.9 × 10−4 (3.1 × 10−4) 1.0 × 10−3 (2.9 × 10−4) 47.6 (18.7)

The better agreement between the satellite and in situ spectra strongly increases also the quality
of the IOPs retrieved by the QAA [6]. Indeed, the quality of the QAA outputs is dependent on the
input Rrs spectrum uncertainty; consequently, the reduction of the discrepancies between the satellite
and in situ Rrs bring to a better agreement between the satellite and in situ QAA parameters [6].

3.2. VGCOS Spatial and Temporal Coverage

As it is shown in Section 2.3, the unmasking of the HSZ, SL, ANNOT_DROUT, ANNOT_* data
leads to an increase of the VGOCS spatial and temporal coverage. In this section, the agreement
of those data with the in situ spectra will be analyzed, to evaluate if they can be unmasked in the
VGOCS dataset.

3.2.1. HSZ Flag

The quality of the OC data can be dependent on the viewing geometry and, particularly, on θv.
The HSZ flag masks data acquired at θv larger than 60◦ since they can be affected by larger uncertainties
in the atmospheric correction and the normalization of the water leaving radiance [69,70]. Nevertheless,
also data acquired at large θv, but lower than 60◦ (for example 50◦ < θv < 60◦) can be affected by larger
discrepancies in comparison with in situ or other satellite data [6,38].

To evaluate this θv dependence for the N/N sensors, MAPD has been calculated for different
ranges of θv with a step of 10◦ (Figure 14) for the match-up analyses of the previous section. Before
the adjustment, the VIIRSN and VIIRSJ Rrs with θv > 50◦ show larger MAPDs in comparison of those
acquired at θv < 50◦, especially for the 411/2 nm band and the 667/671 ones. After the adjustment
MAPD is lower in each bin for each sensor, reducing a general bias with the in situ data, confirming
the aggregated results presented in Section 3.1. MAPDs for data acquired at θv > 50◦ are still slightly
larger than those acquired at lower θv, but the dependence is now consistently reduced. For example,
for the original VIIRSJ 411 nm band MAPD is between 18.1% and 28.5% for the first five bins, while it
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is larger than 34% for the last two; after the adjustment, MAPD is between 10.4 and 13% for θv < 50◦
and it is <14.0% for θv > 50◦, confirming the reduced θv dependence.

AQUA and TERRA show similar behavior of the one observed for VIIRSJ/N, but for them also
the original data acquired at 40◦<θv<50◦ show larger discrepancies with the in situ data, but they
are strongly reduced with the adjustment. This larger θv dependence for AQUA and TERRA can be
due to the pixel growth effect [90,91], which can be more evident in the MODIS sensors, as this is
reduced in VIIRS by its aggregation algorithm [91]. The main result of this analysis is that now most
of the observations acquired at θv > 50◦ have MAPD lower of those acquired at θv < 50◦ before
the adjustment.

Consequently, data previously masked by the HSZ flag (θv > 60◦) can now be exploited, making
available a large number of data, usually discarded in standard applications.

 
(a)                                (b) 

Figure 14. Analysis of the MAPD dependence from θv before (left, column a) and after the adjustment
(right, column b). On the x-axes the wavelength, on the y-axes MAPD, with the different colours of the
lines identifying the different Rrs bands.
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As already shown in Figures 4 and 5, unmasking for the HSZ flag provides up to 3 additional full
images a day of the NAS, strongly increasing the VGOCS spatial and temporal coverage, which is
fundamental for the aim for which VGOCS is conceived.

3.2.2. SL Flag

The SL affected pixels can have large sources of uncertainties [6,71–74], and, before using them,
it is important to test their agreement with the in situ observations. For this reason, match-up analyses
for the original and adjusted Rrs of the N/N sensors have been performed, considering only the SL
affected data (spectra of r2 and MAPD in Figures 9 and 10). For those analyses, for each sensor ED
(TD+VD) has been used, to have a larger number of match-up points.

For the original SL affected data (red dotted line), the values of r2 and MAPD are considerably
lower and larger respectively than the values observed for VD (red continuous line), confirming that the
stray-light effect can significantly lower the quality of the OC data. Nevertheless, after the adjustment
r2 and MAPD are considerably closer to 1 and 0 respectively. The behavior of each sensor is similar to
the one observed in Section 3.1, with TERRA that still shows larger discrepancies in comparison with
the in situ data, due to the degradation of its mirror [3,89]. There are still some residuals due to the
stray-light effect, as the MLR algorithm can only minimize and not eliminate the larger uncertainties
introduced by this effect. Nevertheless, the values of the statistical parameters (blue dotted lines) are
now closer to those observed for VD after the adjustment (blue continuous line). Moreover, the values
of MAPD and r2 of the adjusted SL data are respectively lower and larger than those observed for the
original Rrs in VD.

Hence, as for the HSZ flag (Section 3.2.1), the adjustment makes available such data, allowing
to analyze the coastal optical variability and further improving the VGOCS spatial coverage close to
shore (Section 2.3.1).

3.2.3. ANNOT_DROUT and ANNOT_* Flags

The ANNOT_DROUT and the ANNOT_* flags have not been applied in the OLCI processing
chain, as they mask a large number of pixels close to the coast (Section 2.3.2).

As stated earlier, recently EUMETSAT has removed the ANNOT_DROUT flag from the standard
L2 flags (I.Cazzaniga, pers.comm.) [83]. The validity of this choice is confirmed by the match-up
analyses of Figures 11 and 12, where the comparison between the in situ and original/adjusted OLCI
Rrs is presented. In these figures, the green and red data are those for which the ANNOT_DROUT
flag is active. Not considering them, the number of match-up points is drastically reduced, as only 30
observations are now available in comparison with the 67 of Section 3.1. Masking for ANNOT_DROUT
data, MAPD is larger and r2 and RMSD lower (not shown) for all the bands in comparison with
the match-up analyses accomplished considering the entire OLCI VD (Section 3.1). The RMSD
reduction is not due to a better agreement of this dataset with the in situ data, but simply to the order
of magnitude of the masked data. Indeed, only one observation with Rrs(412) > 0.01 sr−1 is not masked
by ANNOT_DROUT (blue and black points, Figure 11), leading to a lower value of RMSD, which is an
absolute difference, and it is dependent from the order of magnitude of the observations, while MAPD
is a relative difference. Hence, the application of the ANNOT_DROUT flag does not allow capturing
all the optical variability of the basin. For those reasons, this should not be applied in optically complex
waters, as previously stated in [82].

In the OLCI match-up analysis, all the data flagged as ANNOT_* (blue and green points in
Figures 11 and 12, with the r2 and MAPD spectra in Figure 13) are due to the ANNOT_MIXR1
flag, as this is the only one which usually results to be applied in coastal waters (Section 2.3.2).
The ANNOT_MIXR1 flag data show larger MAPDs (red dotted line) in comparison with those of the
entire dataset (red continuous line), but those are strongly reduced after the adjustment (blue dotted
line). Still slightly larger discrepancies are shown in comparison with those of the adjusted VD Rrs
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(blue continuous line), but their agreement with in situ data is better than the one of the original Rrs of
VD (red continuous line), similarly to the SL data.

Hence, the adjusted ANNOT_MIXR1 data should not be masked in the NAS coastal waters, for
the OLCI processing baseline v2.23. On the contrary, the ANNOT_TAU6, and ANNOT_ABSO_D data
have been finally masked in the VGOCS dataset. Hence, they are not usually applied in coastal waters
and the use of such data could result in large uncertainties in open waters, as those data have not been
characterized by a match-up analysis.

3.3. OLCI Camera Dependence

As stated earlier, the quality of the OLCI Rrs spectra can be dependent on the different
cameras mounted on the optical bench. Indeed, the presence of different camera implies that
different ranges of θv correspond to different detectors; consequently, a plot similar to Figure 14 is
presented in Figure 15 but with MAPD calculated for the different camera observations (C1: Camera1,
C2: Camera2 . . . ).

To distinguish between the different cameras, the detector_index field provided in the OLCI L2
files is exploited. Indeed, this field goes from 0 to 3699 (that are the total number of columns of a single
L1 file) and each bin of 740 columns corresponds to a different camera (e.g., from 0 to 739 Camera1,
from 740 to 1479 Camera 2 and so on . . . ).

The observations from each camera (from C1 to C5) are 17,19,17,8, and 6 respectively. Such numbers
of observations are too low to characterize OLCI camera dependence. Nevertheless, using the
available match-up points it is possible to observe that the value of MAPDs for the original Rrs are
consistently different for different cameras. Those differences are strongly reduced after the adjustment,
with MAPD showing similar values for different cameras. Hence, also if it is not possible to analyze the
OLCI camera dependence, the observed reduction of this effect brought by our adjustment is sufficient
for the aim of our study.

Figure 15. Analysis of the dependence of MAPD from the different OLCI cameras for the (a) original
and (b) adjusted Rrs. On the x-axes the camera (from C1 to C5), on the y-axes MAPD, with the different
colours of the lines identifying the different Rrs bands.

3.4. Inter-Sensor Differences

As described in Section 2.7, to qualify the residual inter-sensor differences, MAPD and r2 have
been calculated at the virtual buoys for couples of images acquired in temporal proximity.

In Figures 16 and 17, the spectra of r2 and MAPD at the virtual buoys are presented for the original
and adjusted Rrs, band-shifted to the MODIS bands. r2 is everywhere increased for the two blue bands,
while for the other bands it remains almost constant (or slightly reduced), except for the red band at
OPEN, where this parameter is reduced. For what concerns MAPD, this is reduced for each band in
each location, with a larger decrease observed for the two blue bands and the red band, and a slight
increase in the green part of the spectrum at OPEN.
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Figure 16. The r2 calculated at the virtual buoys for the original (red) and adjusted Rrs (blue) for images
acquired in temporal proximity by the different VGOCS sensors. Inside the box the virtual buoy name
with the number of the couple of images used in the calculation of r2.

Figure 17. Mean absolute percentage difference (MAPD) calculated at the virtual buoys for the original
(red) and adjusted Rrs (blue) for images acquired in temporal proximity by the different VGOCS sensors.
Inside the box the virtual buoy name with the number of the couple of images used in the calculation
of MAPD.
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The lower reduction/increase of MAPD/ r2 in the 488–547 nm range is due to the good agreement
of these bands also for the original Rrs; thus, the adjustment does not influence too much the Rrs

retrieval for them, as the original bands are already in good agreement with in situ observations.
The MAPD decrease observed at AAOT in Figure 17 after the adjustment is consistent with the

behavior observed for the match-up analyses of Section 3.1, performed used the AAOT in situ data as a
reference. For the original sensor match-up analyses, MAPD for the first blue band was between 26.5%
and 42.9%, while for the second blue band this was between 17.8% to 28.6%; after the adjustment, those
ranges decreased to 10.3–14.0% and 8.7–13.5% respectively. Similarly, for AAOT in the inter-sensor
analysis, the values of MAPD decreased from 34.8% and 21.4% to 11.2% and 10.1% for the 412 and
443 nm bands respectively. Moreover, after the adjustment, the MAPD values for the green bands are
slightly lower than 10.0%, while the one for the red band is around 20.0%, similarly to the results of
Section 3.1.

At the other virtual buoys, the MAPD spectra after the adjustment are similar to the one observed
for AAOT, while for the original Rrs very different spectra were observed for each of them. Indeed,
for the original Rrs, the ranges of MAPD for the blue bands were between 30.7% (OPEN) and 105.8%
(Livenza) and between 19.9% (OPEN) and 49.6% (Livenza). After the adjustment, for the first band,
MAPD is between 10.4% (Tagliamento) and 19.0% (Po), while for the second one it is between 9.4%
(Tagliamento) and 17.4% (Po). Not considering Po and Brenta-Adige, the superior limits of the two
ranges reduce to 12.4% and 11.9% (OPEN), which are values similar to those observed for AAOT in
both match-up and inter-sensor analysis. Similarly, for the green bands, all values of MAPD are around
10.0%, while for the red band MAPD is always around 20.0%, except for OPEN, where an MAPD of
37.3% is observed.

Different values of MAPD are observed for the blue bands at Po/Brenta-Adige and the red band at
OPEN in comparison with the other virtual buoys since such locations represent the extreme situation
for optically complex and open waters respectively, and consequently, the adjustment can be less
effective for such type of waters at certain wavelengths.

Similar values of the statistical parameters for the match-up and inter-sensor analysis imply that the
residual differences now observed between different satellite images are mostly due to the uncertainty
in the atmospheric correction and the absolute calibration of the space sensors; consequently, those
that are due to the different technical characteristics, resolutions, viewing geometry, and processing
chains are notably reduced. Moreover, these findings confirm the underlying assumption of this study,
i.e., that the AAOT in situ data can be exploited to adjust the Rrs spectra of the entire basin [6,87].

4. Discussion

This study tested the effect of an adjustment on the quality of the satellite data, the VGOCS spatial
and temporal coverage, and the inter-sensor differences to demonstrate the suitability of VGOCS in
analyzing the coastal optical variability.

Several match-up analyses between the original Rrs of different satellite sensors and the AAOT
Rrs data were performed. The adjustment brought to a significant improvement of the satellite Rrs

retrieval with a large spectral increase of r2 and a spectral reduction of the other statistical parameters
for all the VGOCS sensors. The better agreement between the satellite and in situ spectra strongly
increases also the quality of the IOPs retrieved by the QAA, which are needed to analyze the coastal
optical variability [6].

The adjustment was exploited also to make available data generally masked in the standard
processing chains. Indeed, data acquired at θv > 60◦ are usually masked by the application of the HSZ
flag, due to larger uncertainties [38]. This is confirmed by the analysis of the dependence of the quality
of the original Rrs spectra on θv; indeed, for the original Rrs larger discrepancies were observed for
high θv, confirming the results of previous works [6–38]. Nevertheless, the adjustment reduced the
biases between the satellite and in situ data for all ranges of θv, especially for those acquired at θv > 50◦,
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leading to a strong reduction of the θv dependence. This enabled to use also data usually masked by
the HSZ flag, improving the VGOCS temporal and spatial coverage.

The VGOCS spatial coverage is further increased by the use of data usually masked by the SL flag
for the N/N sensors and by the ANNOT_DROUT and ANNOT_MIXR1 flags for OLCI.

The adjustment strongly reduces the uncertainty for the SL affected pixels and it allows to
have more valid pixels close to the shore, as the application of this flag leads to the masking of the 40%
of the coastal pixels. In the future, to additionally reduce the SL data uncertainty, the calculation of a
different set of adjustment coefficient could be considered, using in the TD only SL data.

The analysis of the ANNOT_DROUT data confirms the findings of [82] and the validity of
the choice by EUMETSAT to remove this flag from the list of the standard L2 flags (I. Cazzaniga,
pers.comm.) [83], as they result to be in good agreement with in situ data in the coastal area and they
allow to analyze the coastal optical variability.

The behavior of the ANNOT_MIXR1 data, which are 20.1% of the OLCI coastal pixels, is similar
to the SL ones, thus they have been unmasked. On the contrary, as it is not possible to characterize the
ANNOT_TAU6 and ANNOT_ABSO_D data, they have been masked in our dataset, as they are not
encountered in the coastal area and they can show large uncertainties in open waters.

The VGOCS spatial and temporal coverage will be further increased in the future. Hence, in the
dataset, only the sensors that are currently functioning were included, as the present days are those
with a larger number of sensors on orbit. Nevertheless, in the future also other sensors, that are not
anymore functioning, such as the Sea-Viewing Wide Field-of-View Sensor (SeaWiFS) mounted on the
satellite SeaStar and MERIS mounted on the Envisat satellite, will be included. Moreover, when the
vicarious calibration process will be accomplished, also the OLCI Sentinel 3B sensor will be added to
the constellation.

The analysis of the θv dependence was not performed for OLCI as different ranges of θv are
scanned by different cameras. The low number of match-up points does not allow to deeply analyze
the camera dependence, but different values of MAPD were observed for different cameras. After the
adjustment, the difference between different cameras is strongly reduced and MAPD is similar for
each of them. In the future, to deeply characterize this effect, the analysis can be performed simply
enlarging the Δt of the match-up. Indeed, in this study Δt has been chosen as very narrow (30 min) to
take into account the large temporal variability of the coastal area.

Starting from the hypothesis that no considerable oceanographic processes can occur in 10 min,
the differences between Rrs spectra measured by different sensors have been estimated using images
acquired in temporal proximity. The values of MAPD observed in this analysis after the adjustment,
similar to those observed in the comparison with the in situ data, proved that the MLR scheme notably
reduced the inter-sensor differences, which can lead to a misleading interpretation of the basin optical
variability when two images from different sensors are compared.

In the introduction, the VGOCS has been defined as a hyper-temporal dataset, but to be coherent
with this definition, the dataset must fulfill the three conditions defined in [29] and reported in Section 1:

(a) The variables stored in the dataset must be univariate. As the Rrs data are provided at their
native spectral resolution to reduce the uncertainty in the band-shifting procedure, the variables
stored in the Rrs_data group are different for each sensor and this condition seems to be not
fulfilled. Nevertheless, the Rrs data group is mainly provided for post-processing procedures and
it allows the users to calculate different IOPs and water component concentrations using different
algorithms [92–95]. The parameters that are needed to analyze the coastal optical variability,
the aim for which VGOCS is conceived, are the IOPs, that are the same for each sensor, fulfilling
the first requirement.

(b) All the images must be time referenced and the same grid should be used for each image of the
dataset. This is fulfilled because the name of each file gives information about the acquisition
time, and each image of the dataset is reprojected on a standard 1 km × 1 km equirectangular grid.
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(c) All the sensors must be inter-validated between each other. This condition is also reached, as they
are all adjusted on the AERONET-OC AAOT in situ data and the adjustment significantly reduced
the inter-sensor differences.

5. Conclusions

This work aims to fill the gap between the near-polar orbiting and geostationary sensor temporal
resolutions over the European coastal basins by the creation of a hyper-temporal Ocean Color
analysis-ready dataset, named Virtual Geostationary Ocean Color Sensor (VGOCS). The latter fulfills
the conditions needed to be defined as a hyper-temporal dataset and contains observations acquired
from several near polar-orbiting Ocean Color imagers over the North Adriatic Sea, allowing approaching
the geostationary sensor temporal resolution.

The problem in using data from different sensors is that they are characterized by different
uncertainty sources that can introduce artifacts between different satellite images. For this reason,
a multi-linear regression adjustment, based on a Fiducial Reference Measurements data-stream, has
been applied to the remote sensing reflectance spectra of the VGOCS sensors. Hence, this adjustment,
besides improving the agreement between the satellite and in situ data, reduced the inter-sensor
differences, allowing the use of data from different sensors in analyzing the coastal optical variability.
Moreover, the adjustment made available data traditionally masked in the standard processing chains,
strongly increasing the VGOCS spatial and temporal coverage in the coastal area, an improvement that
is fundamental to properly capture most of the coastal optical variability.

The approach here presented can be extended to all the coastal areas where one or more automatic
radiometric stations, that represent the entire basin optical properties, are present. In European waters,
this approach could be extended to:

• The Western Black Sea where the Gloria, Section-7, and Galata Platform AERONET-OC stations
are present [96].

• In the Northern Sea where the Zeebrugge-MOW1 and Thornton_C-Power, part of the
AERONET-OC network, are located [97].

• In the Baltic Sea where the Helsinki Lighthouse, Irbe Lighthouse, and Gustav Dalen Tower
AERONET-OC stations are present [19]. As this basin is located at higher latitudes than the
NAS, the satellite overpasses above such area are more frequent, making the approach also more
powerful. Nevertheless, due to a large amount of CDOM present in these waters [98], a different
atmospheric correction is needed to retrieve reliable Rrs spectra [99–101].

• The North-Western Mediterranean where the BOUee pour l’aquiSition d’une Serie Optique a
Long termE mooring (BOUSSOLE) [102] and the Casablanca AERONET-OC [103] station are
located. Particularly, BOUSSOLE has been used for the system vicarious calibration of the OLCI
sensor [104]; hence, it could be interesting to test the effect of the adjustment using such data as
input of the MLR algorithm.

• The areas where the different WATERHYPERNET network sites are located [105]. This network,
which will be developed in the next years, is based on the concept of AERONET-OC [26], but
with the essential advantage of the exploitation of a hyperspectral radiometer [106]. The use of
such an instrument will allow validating each band of each satellite mission [106], reducing the
uncertainties that could be introduced by band-shifting procedures [88,107].

The use of the Fiducial Reference Measurements data stream for the creation of this dataset
for different coastal basins can be a reliable and unique way to compensate for the lack of an OCR
geostationary sensor. Hence, the VGOCS dataset, available upon request to the authors, allows
non-expert users to have at the disposal “ready to use” OC data to analyze the coastal optical variability
at high temporal resolution. Moreover, expert users can perform analysis of exploiting products
usually not provided in standard L3 files, such as flags and viewing geometry parameters.
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