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Symmetry and complexity are two fundamental features of almost all phenomena in nature and science. Any complex physical model is characterized by the existence of some symmetry groups at different scales. On the other hand, breaking the symmetry of a scientific model has always been considered the most challenging direction for discoveries. Modeling complexity has recently become an increasingly popular subject, with impressive growth in applications. The main goal of modeling complexity is to search for hidden or broken symmetries. Usually, complexity is modeled by dealing with big data or dynamical systems, depending on a large number of parameters. Nonlinear dynamical systems and chaotic dynamical systems are also used for modeling complexity. Complex models are often represented by un-smooth objects, non-differentiable objects, fractals, pseudo-random phenomena, and stochastic processes. The discovery of complexity and symmetry in mathematics, physics, engineering, economics, biology, and medicine have opened new challenging fields of research. Therefore, new mathematical tools have been developed to obtain quantitative information from models, newly reformulated in terms of nonlinear differential equations. This Special Issue focuses on the most recent advances in calculus, applied to dynamical problems, linear and nonlinear (fractional, stochastic) ordinary and partial differential equations, integral differential equations, and stochastic integral problems, arising in all fields of science, engineering applications, and other applied fields dealing with complexity.
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#### Abstract

This paper discusses the applications of numerical inversion of the Laplace transform method based on the Bernstein operational matrix to find the solution to a class of fractional differential equations. By the use of Laplace transform, fractional differential equations are firstly converted to system of algebraic equations then the numerical inverse of a Laplace transform is adopted to find the unknown function in the equation by expanding it in a Bernstein series. The advantages and computational implications of the proposed technique are discussed and verified in some numerical examples by comparing the results with some existing methods. We have also combined our technique to the standard Laplace Adomian decomposition method for solving nonlinear fractional order differential equations. The method is given with error estimation and convergence criterion that exclude the validity of our method.
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## 1. Introduction

Over the years, researchers have been attracted to study the scientific problems modelled in fractional differential equations due to their constant appearance in the different disciplines of mathematical sciences and engineering such as fluid mechanics, viscoelasticity, mathematical physics, mathematical biology, system identification, control theory, electrochemistry and signal processing [1-6]. Several analytical and numerical techniques have been developed to solve such kind of equations in the literature. Among these methods, Li and Sun [7] derived the generalized block pulse operational matrix to find the solution of fractional differential equations in terms of block pulse function. A truncated Legendre series together with generalized Legendre operational matrix is used to solve fractional differential equations by Saadatmandi and Dehgan in [8] and they also have presented shifted Legendre-tau method for finding the solution of fractional diffusion equations with variable coefficients in [9]. Doha et al. [10] used the shifted Jacobi operational matrix of fractional derivatives applied together with spectral tau-method for solving fractional differential equations. Kazem et al. [11] constructed an orthogonal fractional order Legendre function based on Legendre polynomials to solve fractional differential equations. Mokhtary et al. [12] provided the operational tau method based on Muntz-Legendre polynomials for solving fractional differential equations. Bernoulli wavlet operational matrix of fractional order integration has been derived to approximate the numerical solution of fractional differential equations in [13]. Fractional-order Lagrange polynomials have been proposed to solve the fractional differential equations in [14]. Albadarneh et al. [15] adopted the fractional finite difference method for solving linear and nonlinear fractional differential equations.

Garrappa [16] provided a detailed survey on the two methods, i.e., product integration rules (PI) and Lubich's fractional linear multi step methods (FLMMs) for solving fractional differential equations. Dehghan et al. [17] adopted homotopy analysis method to solve linear fractional partial differential equations, a meshless approximation strategy for solving fractional partial differential equations based on radial basis function is used in [18]. Haar wavlets have been employed to obtain the solutions of boundary value problems for linear fractional partial differential equations by Rehman and Khan [19]. Li et al. [20] solved the linear fractional partial differential equations based on operational matrix of fractional Bernstein polynomials. Yang et al. [21] discussed the solution of fractional order diffusion equations within the negative Prabhakar kernel comprise with the Laplace transform and the series solutions in terms of general Mittag-Leffler functions. In [22], a new factorization technique has been adopted for nonlinear differential equations involving local fractional derivatives and found the exact solutions for nonlinear local fractional FitzHugh-Nagumo and Newell-Whitehead equations. Cesarano [23] proposed the Hermite polynomials based operational method to solve fractional diffusive equations. From the last few decades, the Laplace transform method has become popular and adopted by many researchers to solve differential and integral equations. Since then it is necessary to find the inverse Laplace transform for finding the solution in its original domain. There exist a number of analytical and numerical methods for inverting a Laplace transform. For details one can refer [24-41]. The Laplace transform method reduces the differential or integral equation into a system of algebraic equations due to the Heaviside's operational method. Further, Hasio and Chen [42] extended the idea of Heaviside's operational method to operational matrix of integration. In the literature, few papers reported the use of operational matrices for inversion of Laplace transform: Chen et al. [39] obtained the walsh operational matrices and applied to distributed system, Wu et al. [40] adopted Haar wavlet operational matrices for numerical inverse Laplace transform of certain functions, Aznam and Hussin [38] modified Haar wavlet operational matrices by using generalized block pulse functions, Babolian and Shamloo [24] used operational matrices based on piecewise-constant block pulse function to invert the Laplace transform and solved Volterra integral equations, Maleknejad and Nouri [25] improved the operational matrices based on block pulse functions and Shamloo et al. [41] adopted this method to solve first kind of integral equations. The main purpose of using an operational matrix is that it converts the differential or integral equations into a system of algebraic equations that is simple and easy to solve.

Bernstein polynomials and its operational matrix is used to solve many differential, integral and integro-differential equations [43-49]. But these are not adopted with Laplace transform for inverting the Laplace transform. A Bernstein operational matrix of integration has been developed to find the numerical inverse Laplace transform of certain functions in our paper [50]. The proposed method expresses the solution of equations in terms of truncated Bernstein expansion and then using its operational matrix of integration, numerical inverse Laplace transform is obtained. The operational matrix of integration of Bernstein polynomials is easily calculated using a single formula of integration rather than Haar or block pulse function where the order of matrix is taken too large, i.e., $8,16,128$. Here in our method, we achieve the accuracy using a matrix of order 6 or 7 . In the present research, our aim is to find the numerical solutions of linear fractional ordinary and partial differential equations, nonlinear fractional differential equations and system of fractional differential equations using numerical inverse Laplace transform method based on Bernstein operational matrix of integration developed in [50]. At first, for linear problems, we transform the fractional differential equations to system of linear algebraic equations using Laplace transform then the numerical approach for calculating the inverse Laplace transform is used to retrieve the time-domain. Here, we extend our numerical approach to solve some nonlinear fractional differential equations together with a well-known iterative method, i.e., a Laplace Adomian decomposition method [51] (briefly explained in the Section 4). One more advantage of using our proposed method is that there is no need of any fractional order matrix of integration for numerical inversion to solve fractional order differential equations.

The paper is organized as follows: In Section 2, some necessary definitions and preliminaries of the fractional calculus theory and Laplace transform are given. Section 3 reveals the basics of Bernstein polynomials, derivation of operational matrix of integration and function approximation in Bernstein polynomials. In Section 4, the proposed method is explained and presented the application to a class of fractional differential equations. Section 5 represents the error estimation and convergence analysis. In Section 6 the illustrative examples are given to show the applicability of the method. Section 7 is refers to conclusions.

## 2. Preliminaries

In this section, we give some basic definitions and properties of a Laplace transform [36] and fractional calculus as follows [1,2,4]:

Definition 1. The Laplace transform of a continuous or piecewise continuous function $f(t)$ in $[0, \infty)$ is defined as

$$
\begin{equation*}
L(f(t))=F(s)=\int_{0}^{\infty} e^{-s t} f(t) d t \tag{1}
\end{equation*}
$$

wheres is known as Laplace variable.
Definition 2. A real function $f(t), t>0$ is said to be in the space $C_{\mu}$ if $\mu \in \mathbb{R}$, there exists a real number $p>\mu$ and the function $f_{1}(t) \in C[0, \infty)$ such that $f(t)=t^{p} f_{1}(t)$. Moreover, if $f^{(n)} \in C_{\mu}$ then $f(t)$ is said to be in the space $C_{\mu}^{n}, n \in N$.

Definition 3. The Riemann-Liouville fractional integral of order $\alpha \geq 0$ for a function $f(t)$ is defined as

$$
J^{\alpha} f(t)= \begin{cases}\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} f(\tau) d \tau & , \alpha>0 \\ f(t) & , \alpha=0\end{cases}
$$

where $\Gamma$ (.) denotes the Gamma function.
Definition 4. The Riemann-Liouville fractional derivative of order $\alpha>0$ for a function $f(t)$ is defined as

$$
\begin{equation*}
D^{\alpha} f(t)=\frac{d^{n}}{d t^{n}} J^{n-\alpha} f(t), n \in N, n-1<\alpha \leq n \tag{2}
\end{equation*}
$$

Definition 5. The Caputo fractional derivative of order $\alpha>0$ is defined as

$$
D^{\alpha} f(t)= \begin{cases}\frac{d^{n} f(t)}{d t^{n}} & , \alpha=n, n \in N \\ \frac{1}{\Gamma(n-\alpha)} \int_{0}^{t} \frac{f^{(n)}(\tau)}{(t-\tau)^{\alpha-n+1}} d \tau & , 0 \leq n-1<\alpha<n\end{cases}
$$

where $n$ is an integer, $t>0$, and $f(t) \in C_{1}^{n}$.
Definition 6. The Laplace transform of a function $f(x, t)$, denoted as $F(x, s), t \geqslant 0$ is defined by

$$
L(f(x, t))=F(x, s)=\int_{0}^{\infty} e^{-s t} f(x, t) d t
$$

wheres is the transformed parameter.

Definition 7. The Caputo fractional partial derivative operator of order $\alpha>0$ is defined as

$$
\frac{\partial^{\alpha} f(x, t)}{\partial t^{\alpha}}= \begin{cases}\frac{\partial^{n} f(x, t)}{\partial t^{n}} & , \alpha=n, n \in N \\ \frac{1}{\Gamma(n-\alpha)} \int_{0}^{t} \frac{\frac{\partial^{n} f(x, \tau)}{\partial t^{n}}}{(t-\tau)^{\alpha-n+1}} d \tau & , 0 \leq n-1<\alpha<n\end{cases}
$$

where $n$ is an integer, $t>0$.
Property 1. The Laplace transform of the Caputo fractional derivative $\mathcal{D}^{\alpha} f(t)$ can be found as

$$
L\left(\mathcal{D}^{\alpha} f(t)\right)=\frac{1}{s^{m-\alpha}}\left(s^{m} L(f(t))-s^{m-1} f(0)-s^{m-2} f^{\prime}(0)-\ldots-f^{(m-1)}(0)\right)
$$

## 3. Bernstein Polynomials and Function Approximation

To explain the operational matrices of Bernstein polynomials, we need to give some basic definitions and properties following [52].

Definition 8. The Bernstein basis polynomials of degree $n$ are defined over the interval $[0,1]$ :

$$
\begin{equation*}
b_{i, n}(t)=\binom{n}{i} t^{i}(1-t)^{n-i} \quad, \quad i=0,1, \ldots, n \tag{3}
\end{equation*}
$$

Some useful results of Bernstein polynomials are as follows:

- $\quad b_{i, n}(t)=0$, if $i<0$ or $i>n$.
- $\quad b_{i, n}(t) \geq 0$ for $t \in[0,1]$.
- The Bernstein polynomials form a partition of unity i.e., $\sum_{i=0}^{n} b_{i, n}(t)=1$.

Bernstein polynomials have one more important property that these polynomials are not orthogonal therefore to conquer this difficulty Bernstein polynomials of degree $n$ are orthonormailized using Gram-Schmidt orthonormalization procedure and denoted as $B_{i, n}(t), i=0 ., 1 \ldots n$.

We can find the function approximation based on Bernstein polynomials. A function $f(t), f(t) \in$ $L^{2}[0,1]$ can be expressed in terms of orthonormal Bernstein polynomials [47]:

$$
\begin{equation*}
f(t)=\lim _{n \rightarrow \infty} \sum_{i=0}^{n} c_{i} B_{i, n}(t) \tag{4}
\end{equation*}
$$

where $c_{i}=\left\langle f, B_{i, n}\right\rangle$ and $\langle.,$.$\rangle denotes the standard inner product.$
If the infinite series is truncated at $n=k$, then the approximate solution can be expressed as

$$
\begin{equation*}
f_{k}(t)=\sum_{i=0}^{k} c_{i} B_{i, k}(t)=C^{T} B(t) \tag{5}
\end{equation*}
$$

where $C=\left[\begin{array}{ccccc}c_{0} & c_{1} & c_{2} & \ldots & c_{k}\end{array}\right]^{T}$ and $B(t)=\left[\begin{array}{llll}B_{0, k}(t) & B_{1, k}(t) & B_{2, k}(t) & \ldots \\ B_{k, k}(t)\end{array}\right]^{T}$.
Here, the operational matrix of integration of orthonormal Bernstein polynomials is introduced which depends on the integral property of basis vector, i.e., suppose we have a column vector $\phi(t)=$ $\left[\phi_{0}(t), \phi_{1}(t), \ldots \phi_{k}(t)\right]$ where $\phi_{0}(t), \phi_{1}(t), \ldots \phi_{k}(t)$ are the basis functions orthogonal on some interval $[a, b]$, then the property states that

$$
\begin{equation*}
\int_{a}^{t} \cdots \int_{a}^{t} \phi(x)(d x)^{m}=A_{k+1}^{m} \phi(t) \tag{6}
\end{equation*}
$$

where $A_{k+1}^{m}$ is the operational matrix of integration of $\phi(t)$ which is a constant matrix of order $(k+1) \times(k+1)$. Now adopting this property on vector $B(t)$, we get

$$
\begin{equation*}
\int_{0}^{t} B(x) d x=I_{k+1} B(t) \tag{7}
\end{equation*}
$$

where $I_{k+1}$ is the operational matrix of integration of Bernstein polynomials defined as

$$
\begin{equation*}
\int_{0}^{t} B_{i, k}(x) d x=\alpha_{i}=\sum_{j=0}^{k} a_{j k}^{i} B_{j, k} \quad, \quad i=0,1, \ldots, k, 0 \leq t<1 . \tag{8}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
I_{k+1}=\left(a_{j k}^{i}\right)=\left\langle\alpha_{i}, B_{j, k}\right\rangle \quad, \quad i, j=0,1, \ldots, k \tag{9}
\end{equation*}
$$

## 4. The Method for Numerical Inverse Laplace Transform

In this section, we describe the algorithm proposed in [50] by considering the linear time varying system

$$
\begin{equation*}
f^{\prime}(t)+\alpha f(t)=u(t) \quad, \quad f(0)=0 \tag{10}
\end{equation*}
$$

where $u(t)$ is the unit step function.
Here, we convert this differential equation to integral equation

$$
\begin{equation*}
f(t)+\int_{0}^{t} \alpha f(x) d x=\int_{0}^{t} u(x) d x, f(0)=0 . \tag{11}
\end{equation*}
$$

Performing Laplace transform on both sides of (11), we get

$$
\begin{equation*}
F(s)=\frac{1}{s(s+\alpha)} \tag{12}
\end{equation*}
$$

We can rewrite (12) as

$$
\begin{equation*}
F(s)=\frac{\frac{1}{s^{2}}}{\left(1+\frac{\alpha}{s}\right)}=\bar{F}\left(\frac{1}{s}\right) \tag{13}
\end{equation*}
$$

Here, we use result from Laplace theory [36]: if $L(f(t))=F(s)$, then

$$
\begin{equation*}
L\left(\int_{0}^{t} f(x) d x\right)=\frac{1}{s} F(s) . \tag{14}
\end{equation*}
$$

This result can be explained as the integration in time-domain is corresponding to multiplication of $1 / s$ in $s$-domain.

We can say that here three domains are introduced: one is time-domain, by performing Laplace transform we move from time-domain, $f(t)$ to $s$ - domain $F(s)$, or $\bar{F}\left(\frac{1}{s}\right)$, and then to matrix domain where we define the functional $\tilde{F}\left(I_{k+1}\right)$ (say) defined on the space of matrices.

The integration in time domain of the inverse Laplace function is corresponding to the definition of the functional $\tilde{F}$ defined onto the space of Bernstein operational matrices. Therefore (13) becomes

$$
\begin{equation*}
\tilde{F}\left(I_{k+1}\right)=I_{k+1}^{2}\left(I+\alpha I_{k+1}\right)^{-1} \tag{15}
\end{equation*}
$$

To solve the integral Equation (11), we approximate

$$
\begin{equation*}
\int_{0}^{t} f_{k}(x) d x=C^{T} I_{k+1} B(t) \tag{16}
\end{equation*}
$$

Also

$$
\begin{equation*}
\int_{0}^{t} u(x) d x=d^{T} I_{k+1} B(t) \tag{17}
\end{equation*}
$$

where $d=\left[\begin{array}{lllll}d_{0} & d_{1} & d_{2} & \ldots & d_{k}\end{array}\right]^{T}$ defined by

$$
\begin{equation*}
d_{i}=\int_{0}^{t} B_{i, k}(t) d t \quad, \quad i=0,1,2 \ldots, k, 0 \leq t<1 \tag{18}
\end{equation*}
$$

Therefore, the integral Equation (11) becomes

$$
\begin{gather*}
C^{T} B(t)+\alpha C^{T} I_{k+1} B(t)=d^{T} I_{k+1} B(t) \\
\left.C^{T}=d^{T} I_{k+1}\left(I+\alpha I_{k+1}\right)\right)^{-1} \\
C^{T}=d^{T} I_{k+1}^{-1} \tilde{F}\left(I_{k+1}\right) \tag{19}
\end{gather*}
$$

Thus, the unknown vector $C^{T}$ is calculated, where $\tilde{F}\left(I_{k+1}\right)$ can be taken from Equation (15). Consequently, the approximate solution $f_{k}(t)$ can be obtained in terms of Bernstein polynomials by substituting the unknown vector $C^{T}$ into (5).

In all these computations for finding the solution, we used simple algebraic operations of matrices, which have been computed using MATLAB R2014a on Intel $\circledR$ Core ${ }^{\mathrm{TM}}$ i3 processor $(2328 \mathrm{M})(2$ nd Gen.).

### 4.1. Application to a Class of Fractional Differential Equations

Here, we present the fundamental importance of proposed method by applying it to linear fractional differential equations, linear partial fractional differential equations and nonlinear fractional differential equations.

### 4.1.1. Application to Linear Fractional Differential Equations

Consider the linear ordinary fractional differential equation

$$
\begin{equation*}
\mathcal{D}^{\alpha} f(t)=M(f(t))+g(t), \tag{20}
\end{equation*}
$$

with initial conditions $f^{(i)}(0)=f_{i}, i=0,1, \ldots, m-1$.
Here $\mathcal{D}^{\alpha}$ denotes the Caputo fractional order derivative and $M(f(t))$ represents the linear operator, and may also contain the other derivatives than order $\alpha$.

To solve the initial problem, Laplace transform is applied to Equation (20) and we attain

$$
\begin{gather*}
\frac{1}{s^{m-\alpha}}\left[s^{m} L(f(t))-s^{m-1} f(0)-s^{m-2} f^{\prime}(0) \ldots-f^{(m-1)}(0)\right]=L[M(f(t))+g(t)]=G(s) \\
L(f(t))=\frac{1}{s^{m}}\left[s^{m-\alpha} G(s)+s^{m-1} f(0)+s^{m-2} f^{\prime}(0) \ldots+f^{(m-1)}(0)\right] \tag{21}
\end{gather*}
$$

Therefore, $f(t)=L^{-1}(H(s))$, where $H(s)=\frac{1}{s^{m}}\left[s^{m-\alpha} G(s)+s^{m-1} f(0)+s^{m-2} f^{\prime}(0) \ldots+f^{(m-1)}(0)\right]$. Hence, $f(t)$, i.e., the solution can be obtained by finding the inverse Laplace transform of $H(s)$ using the above described procedure.

### 4.1.2. Application to Linear Partial Fractional Differential Equations

Consider the linear partial fractional differential equation of the form

$$
\begin{equation*}
\frac{\partial^{\alpha} f}{\partial t^{\alpha}}+A(x) \frac{\partial f}{\partial x}+B(x) \frac{\partial^{2} f}{\partial x^{2}}+C(x) f=g(x, t) \tag{22}
\end{equation*}
$$

with initial condition $\frac{\partial^{k} f}{\partial t^{k}}(x, 0)=h_{k}(x), k=0,1, \ldots m-1$.
Taking Laplace transform to both sides of Equation (22), we have

$$
\begin{aligned}
\frac{1}{s^{m-\alpha}}\left[s^{m} F(x, s)-s^{m-1} h_{0}(x)-s^{m-2} h_{1}(x)\right. & \left.\ldots-h_{m-1}(x)\right]+ \\
& A(x) \frac{d F(x, s)}{d x}+B(x) \frac{d^{2} F(x, s)}{d x^{2}}+C(x) F(x, s)=G(x, s),
\end{aligned}
$$

where $F(x, s)$ and $G(x, s)$ denote the Laplace transform of $f(x, t)$ and $g(x, t)$ respectively. The above equation can be written as

$$
\begin{align*}
B(x) \frac{d^{2} F(x, s)}{d x^{2}}+A(x) & \frac{d F(x, s)}{d x}+\left(s^{\alpha}+C(x)\right) F(x, s) \\
& =G(x, s)+\frac{1}{s^{m-\alpha}}\left[s^{m} F(x, s)+s^{m-1} h_{0}(x)+s^{m-2} h_{1}(x) \ldots+h_{m-1}(x)\right] . \tag{23}
\end{align*}
$$

Now Equation (23) has become a second order ordinary differential equation in $F(x, s)$, that can be easily solved by any classical method for variable $x$, while keeping $s$ as Laplace variable. The obtained solution $F(x, s)$ can be inverted to $f(x, t)$ using our developed technique.

### 4.1.3. Application to Nonlinear Fractional Differential Equations

In view to solve, nonlinear fractional order differential equations using standard Laplace adomian decomposition method, we briefly recall the Laplace adomian decomposition method here.

Consider the nonlinear fractional order differential equation

$$
\begin{equation*}
\mathcal{D}^{\alpha} f(t)+M(f(t))+N(f(t))=g(t), m-1 \leq \alpha<m, \tag{24}
\end{equation*}
$$

with initial condition $f^{(i)}(0)=f_{i}, i=0,1, \ldots, m-1$.
Here $M(f(t))$ represents the linear operator which may include other derivatives than order $\alpha$ and $N(f(t))$ be the nonlinear operator of $f(t)$.
The standard Laplace Adomian Decomposition Method (LADM) procedure begins with taking Laplace transform to this nonlinear equation and using the properties of Laplace transform, we have

$$
\begin{gather*}
\frac{1}{s^{m-\alpha}}\left[s^{m} L(f(t))-s^{m-1} f(0)-s^{m-2} f^{\prime}(0) \ldots-f^{(m-1)}(0)\right]+L(M(f(t)))+L(N(f(t)))=L(g(t)) \\
L(f(t))=\frac{a}{s^{\alpha}}-\frac{1}{s^{\alpha}} L(M(f(t)))-\frac{1}{s^{\alpha}} L(N(f(t)))+\frac{1}{s^{\alpha}} L(g(t)) \tag{25}
\end{gather*}
$$

where $a=\sum_{i=0}^{m-1} s^{\alpha-i-1} f^{(i)}(0)$.
The method describes the series solution as

$$
\begin{equation*}
f(t)=\sum_{n=0}^{\infty} f_{n}(t) \tag{26}
\end{equation*}
$$

Therefore, truncated series solution takes the form

$$
\begin{equation*}
f_{m}(t)=\sum_{n=0}^{m} f_{n}(t) \tag{27}
\end{equation*}
$$

and the nonlinear term is decomposed as follows:

$$
\begin{equation*}
N(f(t))=\sum_{n=0}^{\infty} A_{n} \tag{28}
\end{equation*}
$$

where $A_{n}$ 's are the Adomian polynomials, given by

$$
\begin{equation*}
A_{n}=\frac{1}{n!} \frac{d^{n}}{d \lambda^{n}}\left[N\left\{\sum_{i=0}^{n} \lambda^{i}\left(f_{i}\right)\right\}\right]_{\lambda=0} \tag{29}
\end{equation*}
$$

Consequently, Equation (25) leads to following recurrence relation

$$
\begin{gather*}
f_{0}(t)=L^{-1}\left[\frac{a}{s^{\alpha}}-\frac{1}{s^{\alpha}} L\{M(f(t))\}+\frac{1}{s^{\alpha}} L\{g(t)\}\right]  \tag{30}\\
f_{1}(t)=L^{-1}\left[-\frac{1}{s^{\alpha}} L\left\{A_{0}\left(f_{0}(t)\right)\right\}\right] \tag{31}
\end{gather*}
$$

In general

$$
\begin{equation*}
f_{m}(t)=L^{-1}\left[-\frac{1}{s^{\alpha}} L\left\{A_{m-1}\left(f_{0}(t), f_{1}(t) \ldots f_{m-1}(t)\right)\right\}\right] \tag{32}
\end{equation*}
$$

The new development is that we find the values of $f_{0}(t), f_{1}(t) \ldots$ by finding inverse Laplace transform using our proposed technique, i.e., Bernstein operational matrix, as described above.

## 5. Error Estimation and Convergence Analysis

### 5.1. Error Estimation via RK45 Method

We have investigated error estimation of the proposed method [24]. The error function $e_{k}(t)$ of the truncated Bernstein expansion $f_{k}(t)$ is defined as

$$
\begin{equation*}
e_{k}(t)=f(t)-f_{k}(t) \tag{33}
\end{equation*}
$$

From the following theorem the absolute error bound can be estimated:
Theorem 1. Let $f(t)$ be the function defined on $[0,1]$, then the upper bound for the errors in truncated Bernstein expansion can be estimated.

Proof. Suppose that $f_{k}(t)$ and $f_{k+1}(t)$ are two consecutive approximate solutions of given differential equation. If the error sequence is increasing or decreasing, then we use the triangle inequality

$$
\begin{equation*}
\left|\left\|f(t)-f_{k_{1}}(t)\right\|_{\infty}-\left\|f(t)-f_{k_{2}}(t)\right\|_{\infty}\right| \leq\left\|f_{k_{1}}(t)-f_{k_{2}}(t)\right\|_{\infty}, \tag{34}
\end{equation*}
$$

to the approximate solutions at $k$ and $k+1$ and we achieve

$$
\begin{equation*}
\left|\left\|f(t)-f_{k+1}(t)\right\|_{\infty}-\left\|f(t)-f_{k}(t)\right\|_{\infty}\right|=\beta\left\|f(t)-f_{m}(t)\right\|_{\infty} \leq\left\|f_{k+1}(t)-f_{k}(t)\right\|_{\infty}, 0 \leq \beta<1, \tag{35}
\end{equation*}
$$

where

$$
\left\|f(t)-f_{m}(t)\right\|_{\infty}=\max \left\{\left\|f(t)-f_{k}(t)\right\|_{\infty},\left\|f(t)-f_{k+1}(t)\right\|_{\infty}\right\}
$$

and $\beta=\frac{\left\|f_{k+1}(t)-f_{k}(t)\right\|_{\infty}}{\left\|f(t)-f_{m}(t)\right\|}$.
Hence, it can be said that the error can be bounded from above. One of the absolute errors $e_{k}(t)$ or $e_{k+1}(t)$ are bounded by $\left\|f_{k+1}(t)-f_{k}(t)\right\|_{\infty}$, if the error sequence is monotone. The computable error bound is represented for $0 \leq \beta<1$. But, the solution diverges when the Bernstein series diverges for $\beta>1$.

### 5.2. Convergence Analysis

In order to show the effectiveness of our method, a residual function of a linear time varying system in the Banach space for the values of $k$ is adopted to interpret the convergence of the Bernstein polynomials solution as described in $[47,53]$.

Suppose $f_{k}(t)$ are the approximate solution of (10), we write the residual function as

$$
\begin{equation*}
R_{k}(t) \simeq f_{k}^{\prime}(t)+\alpha f_{k}(t)-u(t) \quad, \quad t \in[0,1] . \tag{36}
\end{equation*}
$$

The Bernstein polynomial-based numerical solution or the residual function can be expressed in terms of Taylor series expansion as:

$$
\begin{equation*}
R_{k}(t)=r_{0}+r_{1} t+r_{2} t^{2} \ldots+r_{k} t^{k}=\sum_{j=0}^{k} r_{j} t^{j} \tag{37}
\end{equation*}
$$

Now, we desire to prove that the residual function sequence is convergent in Banach space and satisfying the condition: $\left\|R_{k+1}\right\| \leq \zeta_{k}\left\|R_{k}\right\|$, for $0 \leq \zeta_{k}<1$.

For the convergence, we prove here that $\left\{R_{k+1}(t)\right\}, k=0,1, \ldots \infty$ is a Cauchy sequence.
Let us take that

$$
\left\|R_{k+1}(t)\right\|=\left\|\sum_{j=0}^{k+1} r_{j} t^{j}\right\| \leq \sup \left\{\sum_{j=0}^{k+1}\left\|r_{j} t^{j}\right\|: t \in[a, b]\right\}=\left|R_{k+1}(b)\right| .
$$

Therefore, the given condition can be written as

$$
\left|R_{k+1}(b)\right| \leq \zeta_{k}\left|R_{k}(b)\right|
$$

and this can be easily shown as follows. Let us write explicitly as functions of Bernstein polynomials

$$
\begin{align*}
f_{k}^{\prime}(t) & =\sum_{i=0}^{k} f\left(\frac{i}{k}\right) B_{i, k}^{\prime}(t)  \tag{38}\\
f_{k}(t) & =\sum_{i=0}^{k} f\left(\frac{i}{k}\right) B_{i, k}(t) . \tag{39}
\end{align*}
$$

If we define

$$
\begin{equation*}
m_{k}=\max _{i=0,1, \ldots k}\left[f\left(\frac{i}{k}\right)\right] \tag{40}
\end{equation*}
$$

we have

$$
f_{k}^{\prime}(t)=m_{k} \sum_{i=0}^{k} B_{i, k}^{\prime}(t)
$$

Here we used the following property of Bernstein polynomials

$$
\begin{equation*}
B_{i, k}^{\prime}(t)=k\left[B_{i-1, k-1}(t)-B_{i, k-1}(t)\right], \tag{41}
\end{equation*}
$$

so that

$$
f_{k}^{\prime}(t)<m_{k} \sum_{i=1}^{k-1} k\left[B_{i-1, k-1}(t)-B_{i, k-1}(t)\right]
$$

From where, we get

$$
\begin{gathered}
f_{k}^{\prime}(t)<m_{k} k\left[B_{0, k-1}(t)-B_{k-1, k-1}(t)\right] \\
f_{k}^{\prime}(t)<m_{k} k\left[(1-t)^{k-1}-t^{k-1}\right]
\end{gathered}
$$

Since the function in brackets is a decreasing function in $[-1,1]$, with $\max _{t \in[0,1]}\left[(1-t)^{k-1}-t^{k-1}\right]=1$ there follows

$$
\begin{equation*}
f_{k}^{\prime}(t)<k m_{k} \tag{42}
\end{equation*}
$$

Analogously, by using the properties of Bernstein polynomials, we can also estimate

$$
f_{k}(t)<m_{k} \sum_{i=0}^{k} B_{i, k}(t)
$$

and since Bernstein polynomials are partition of unit there follows

$$
\begin{equation*}
f_{k}(t)<m_{k} \tag{43}
\end{equation*}
$$

Let us combine Equation (36) with the condition in Equations (42) and (43), then we get

$$
R_{k}<m_{k} k+\alpha m_{k}-u
$$

and analogously

$$
R_{k+1}<m_{k+1} k+\alpha m_{k+1}-u
$$

This can be written as

$$
\begin{gathered}
R_{k+1}<\frac{m_{k+1}}{m_{k}}\left[m_{k} k+\alpha m_{k}-u\right]+\frac{m_{k+1}}{m_{k}} u-u \\
R_{k+1}<\frac{m_{k+1}}{m_{k}} R_{k}+\left[\frac{m_{k+1}}{m_{k}} u-u\right] .
\end{gathered}
$$

Here

$$
\lim _{k \rightarrow \infty} \frac{m_{k+1}}{m_{k}}=1
$$

which implies

$$
\lim _{k \rightarrow \infty}\left[\frac{m_{k+1}}{m_{k}} u-u\right]=0
$$

so that $R_{k+1}<\zeta_{k} R_{k}$, with $\zeta_{k}=\frac{m_{k+1}}{m_{k}}, 0<\zeta_{k}<1, \lim _{k \rightarrow \infty} \zeta_{k}=1$.
Now, we begin from the above inequality

$$
\left|R_{k+1}(b)\right| \leq\left|R_{k+1}(b)-R_{k}(b)\right| \leq\left(\zeta_{k}-1\right)\left|R_{k}(b)\right|
$$

Thus, we generalize the inequality and attain

$$
\begin{gather*}
\left|R_{k+1}(b)-R_{k}(b)\right| \leq\left(\zeta_{k}-1\right)\left|R_{k}(b)\right| \leq\left(\zeta_{k}-1\right)\left(\zeta_{k-1}-1\right)\left|R_{k-1}(b)\right| \ldots  \tag{44}\\
\leq\left(\zeta_{k}-1\right)\left(\zeta_{k-1}-1\right) \ldots\left(\zeta_{0}-1\right)\left|R_{0}(b)\right| .
\end{gather*}
$$

For $k, s \in N$ and $k \geq s$, to prove that the sequence is Cauchy sequence, we take

$$
\begin{array}{r}
\left|R_{k}(b)-R_{s}(b)\right| \leq\left|R_{k}(b)-R_{k-1}(b)+R_{k-1}(b)-R_{k-2}(b)+\ldots R_{s+1}(b)-R_{s}(b)\right| \\
\leq\left|R_{k}(b)-R_{k-1}(b)\right|+\left|R_{k-1}(b)-R_{k-2}(b)\right|+\ldots\left|R_{s+1}(b)-R_{s}(b)\right| \\
\leq \epsilon_{k-1}\left|R_{0}(b)\right|+\epsilon_{k-2}\left|R_{0}(b)\right|+\ldots \epsilon_{s+1}\left|R_{0}(b)\right| \\
\leq\left(\epsilon_{k-1}+\epsilon_{k-2} \ldots \epsilon_{s+1}\right)\left|R_{0}(b)\right| \\
\leq \eta\left|R_{0}(b)\right|, \tag{45}
\end{array}
$$

where $\epsilon_{k}=\prod_{i=0}^{k}\left(\zeta_{i}-1\right)$ and $\eta=\left(\epsilon_{k-1}+\epsilon_{k-2} \ldots \epsilon_{s+1}\right)$. Hence, for $0 \leq \eta<1,\left|R_{k}(b)-R_{s}(b)\right| \rightarrow 0$ as $k, s \rightarrow \infty$, that proves the residual function sequence is Cauchy sequence and convergent. Therefore the approximate solution is convergent.

## 6. Illustrative Examples

Here, we present some examples to demonstrate the applicability of the presented technique. The relative errors and $L_{\infty}$-errors are plotted at the different values of $k$. Also the error estimation is discussed in each example.

Example 1. Consider the following fractional differential equation [12]

$$
\begin{equation*}
\mathcal{D} f(t)+\mathcal{D}^{0.25} f(t)+f(t)=t^{5 / 2}+\frac{5}{2} t^{3 / 2}+\frac{15}{8} \frac{\sqrt{\pi}}{\Gamma(13 / 4)} t^{9 / 4} \quad, \quad f(0)=0 \tag{46}
\end{equation*}
$$

with the exact solution $f(t)=t^{2} \sqrt{t}$.
The relative error for different values of $k$ are plotted in Figure 1 which shows that the method is giving good results as compared to analytic solution. Using the error estimation method, we estimated the upper bound of errors and calculate

$$
\begin{aligned}
\left\|e_{6}\right\|_{\infty} & =1.07 \times 10^{-3} \\
\left\|e_{7}\right\|_{\infty} & =6.00 \times 10^{-5} \\
\left\|f_{6}-f_{7}\right\|_{\infty} & =1.07 \times 10^{-3}
\end{aligned}
$$

Therefore, it is clear from the data that the error is estimated and bounded above by $\left\|f_{6}-f_{7}\right\|_{\infty}$.


Figure 1. The relative errors for $k=5$ (left) and $k=6$ (right) in Example 1.

Example 2. Consider the following fractional differential equation

$$
\begin{equation*}
\mathcal{D}^{1.5} f(t)+3 f(t)=3 t^{3}+\frac{4}{\Gamma(1.5)} t^{1.5} \quad, \quad f(0)=f^{\prime}(0)=0 \tag{47}
\end{equation*}
$$

with exact solution $f(t)=t^{3}$.
The relative errors for different values of $k$ are plotted in Figure 2. Using the error estimation method, we estimated the upper bound of errors and calculated

$$
\begin{aligned}
\left\|e_{6}\right\|_{\infty} & =1.71 \times 10^{-3} \\
\left\|e_{7}\right\|_{\infty} & =3.21 \times 10^{-5} \\
\left\|f_{6}-f_{7}\right\|_{\infty} & =1.72 \times 10^{-3}
\end{aligned}
$$



Figure 2. The relative errors for $k=5$ (left) and $k=6$ (right) in Example 2.

Hence, in this example $\max \left\{\left\|e_{6}\right\|_{\infty},\left\|e_{7}\right\|_{\infty}\right\} \leq\left\|f_{6}-f_{7}\right\|_{\infty}$ that justify the result of error analysis.
Example 3. Consider the following fractional differential equation [15]

$$
\begin{equation*}
\mathcal{D}^{0.5} f(t)+f(t)=t^{2}+\frac{2}{\Gamma(2.5)} t^{1.5}, \quad f(0)=0 \tag{48}
\end{equation*}
$$

with the exact solution $f(t)=t^{2}$.

In Figure 3, we plotted the relative errors for $k=5$ and $k=6$. To show the efficiency, absolute errors compared to fractional finite difference method (FFDM) [15] are given in Table 1 which clearly states that our method gives more accurate results. Using the error estimation method, we also estimate the upper bound of errors and calculate $\left\|e_{6}\right\|_{\infty}=8.17 \times 10^{-4},\left\|e_{7}\right\|_{\infty}=2.97 \times 10^{-5}$ and $\left\|f_{6}-f_{7}\right\|_{\infty}=8.17 \times 10^{-4}$. Therefore $\max \left\{\left\|e_{6}\right\|_{\infty},\left\|e_{7}\right\|_{\infty}\right\} \leq\left\|f_{6}-f_{7}\right\|_{\infty}$ that follows the estimated upper bound of error.

Table 1. Comparison of absolute error in Example 3.

| $\mathbf{t}$ | Present Method at $\mathbf{k}=\mathbf{5}$ | Present Method at $\mathbf{k}=\mathbf{6}$ | FFDM $[15]$ |
| :---: | :---: | :---: | :---: |
| 0.1 | $8.17 \times 10^{-4}$ | $2.02 \times 10^{-7}$ | $1.16 \times 10^{-4}$ |
| 0.2 | $5.36 \times 10^{-4}$ | $3.09 \times 10^{-6}$ | $1.56 \times 10^{-4}$ |
| 0.3 | $3.64 \times 10^{-4}$ | $4.59 \times 10^{-6}$ | $1.81 \times 10^{-4}$ |
| 0.4 | $2.65 \times 10^{-4}$ | $4.87 \times 10^{-6}$ | $2.00 \times 10^{-4}$ |
| 0.5 | $2.13 \times 10^{-4}$ | $6.01 \times 10^{-6}$ | $2.15 \times 10^{-4}$ |
| 0.6 | $1.88 \times 10^{-4}$ | $9.61 \times 10^{-6}$ | $2.27 \times 10^{-4}$ |
| 0.7 | $1.77 \times 10^{-4}$ | $1.56 \times 10^{-5}$ | $2.37 \times 10^{-4}$ |
| 0.8 | $1.72 \times 10^{-4}$ | $2.23 \times 10^{-5}$ | $2.46 \times 10^{-4}$ |
| 0.9 | $1.68 \times 10^{-4}$ | $2.73 \times 10^{-5}$ | $2.54 \times 10^{-4}$ |
| 1 | $1.64 \times 10^{-4}$ | $2.97 \times 10^{-5}$ | $2.61 \times 10^{-4}$ |

Example 4. Consider the following mathematical model, which is developed for a micro-electro mechanical system instrument, that has been designed to measure the viscosity of the fluids that are encountered during oil exploration [54]:

$$
\begin{equation*}
\mathcal{D}^{2} f(t)+\beta \sqrt{\pi} \mathcal{D}^{1.5} f(t)+f(t)=0 \quad, \quad f(0)=1, \quad f^{\prime}(0)=0 \tag{49}
\end{equation*}
$$

In Figure 4, we plotted the relative errors for $k=5$ and $k=6$, taking $\beta=1$. To show the efficiency, absolute errors compared to cubic spline method [54] are given in Table 2 which clearly states that our method gives more accurate results than the method in [54]. Using the error estimation method,
we also estimate the upper bound of errors and calculate $\left\|e_{6}\right\|_{\infty}=2.61 \times 10^{-4},\left\|e_{7}\right\|_{\infty}=7.43 \times 10^{-5}$ and $\left\|f_{6}-f_{7}\right\|_{\infty}=1.90 \times 10^{-4}$. Therefore $\left\|e_{7}\right\|_{\infty} \leq\left\|f_{6}-f_{7}\right\|_{\infty}$ that follows the estimated upper bound of error.



Figure 3. The relative errors for $k=5$ (left) and $k=6$ (right) in Example 3.
Table 2. Comparison of Absolute error in Example 4.

| $\mathbf{t}$ | Present Method at $\mathbf{k}=\mathbf{6}$ | Cubic Spline Method [54] |
| :---: | :---: | :---: |
| 0.125 | $4.49 \times 10^{-5}$ | $1.24 \times 10^{-3}$ |
| 0.250 | $1.18 \times 10^{-6}$ | $5.12 \times 10^{-3}$ |
| 0.375 | $1.80 \times 10^{-5}$ | $1.39 \times 10^{-2}$ |
| 0.500 | $1.53 \times 10^{-5}$ | $2.61 \times 10^{-2}$ |
| 0.625 | $9.29 \times 10^{-6}$ | $4.04 \times 10^{-2}$ |
| 0.75 | $7.63 \times 10^{-6}$ | $5.58 \times 10^{-2}$ |
| 0.875 | $2.47 \times 10^{-5}$ | $7.15 \times 10^{-2}$ |
| 1 | $7.43 \times 10^{-5}$ | $8.72 \times 10^{-2}$ |



Figure 4. The relative errors for $k=5$ (left) and $k=6$ (right) in Example 4.

Example 5. Consider the following system of fractional differential equations $[14,55]$

$$
\begin{align*}
\mathcal{D}^{\alpha} f_{1}(t) & =f_{1}(t)+f_{2}(t)  \tag{50}\\
\mathcal{D}^{\beta} f_{2}(t) & =-f_{1}(t)+f_{2}(t) \tag{51}
\end{align*}
$$

subject to the conditions

$$
\begin{equation*}
f_{1}(0)=0 \quad, \quad f_{2}(0)=1 \tag{52}
\end{equation*}
$$

where the exact solution of system at $\alpha=\beta=1$ is $f_{1}(t)=e^{t} \sin t$ and $f_{2}(t)=e^{t} \cos t$.

The relative error for different values of $k$ are plotted in Figures 5 and 6. Using the error estimation method, we estimate the upper bound of errors for $f_{1}(t)$ and calculate

$$
\begin{aligned}
\left\|e_{6}\right\|_{\infty} & =1.59 \times 10^{-3} \\
\left\|e_{7}\right\|_{\infty} & =6.18 \times 10^{-5} \\
\left\|f_{6}-f_{7}\right\|_{\infty} & =1.59 \times 10^{-3}
\end{aligned}
$$

We observe that the result $\max \left\{\left\|e_{6}\right\|_{\infty},\left\|e_{7}\right\|_{\infty}\right\} \leq\left\|f_{6}-f_{7}\right\|_{\infty}$ is satisfied here. Similarly for the function $f_{2}(t)$ the results are reported as

$$
\begin{aligned}
\left\|e_{6}\right\|_{\infty} & =9.96 \times 10^{-4} \\
\left\|e_{7}\right\|_{\infty} & =2.98 \times 10^{-4} \\
\left\|f_{6}-f_{7}\right\|_{\infty} & =1.08 \times 10^{-3}
\end{aligned}
$$

The numbers clearly show that the error is bounded from above, i.e., $\max \left\{\left\|e_{6}\right\|_{\infty},\left\|e_{7}\right\|_{\infty}\right\} \leq$ $\left\|f_{6}-f_{7}\right\|_{\infty}$. To show the efficiency, absolute errors compared to variation iteration method (VIM) [55] are given in Table 3 and 4 which excludes that our method gives more accurate results than the method in [55].


Figure 5. The relative errors for $k=5$ (left) and $k=6$ (right) for $f_{1}(t)$ in Example 5.


Figure 6. The relative errors for $k=5$ (left) and $k=6$ (right) for $f_{2}(t)$ in Example 5.

Example 6. Consider the following linear time fractional wave equation [18]

$$
\begin{equation*}
\frac{\partial^{\alpha} f}{\partial t^{\alpha}}=\frac{1}{2} x^{2} \frac{\partial^{2} f}{\partial x^{2}} \tag{53}
\end{equation*}
$$

having $f(x, 0)=x, \frac{\partial f(x, 0)}{\partial t}=x^{2}$.
The exact solution is not known.
Here, we first convert the fractional partial differential equation to ordinary differential equation as described in Section 4, then the solution is obtained by our proposed method for $\alpha=1.5$, $k=6$ presented in Table 5 and have compared with the method VIM (Table 6) and Inverse Multiquadric-Radial Basis Functions (IMQ-RBF) (Table 7) which shows that the solution is in good agreement with VIM and IMQ-RBF [18].

Table 3. Comparison of Absolute errors in $f_{1}(t)$ in Example 5.

| $\mathbf{t}$ | Present Method at $\mathbf{k}=\mathbf{5}$ | Present Method at $\mathbf{k}=\mathbf{6}$ | VIM $[55]$ |
| :---: | :---: | :---: | :---: |
| 0.1 | $1.59 \times 10^{-3}$ | $5.99 \times 10^{-6}$ | $1.66 \times 10^{-4}$ |
| 0.2 | $9.84 \times 10^{-4}$ | $1.40 \times 10^{-5}$ | $1.32 \times 10^{-3}$ |
| 0.3 | $6.08 \times 10^{-4}$ | $1.32 \times 10^{-5}$ | $4.39 \times 10^{-3}$ |
| 0.4 | $3.80 \times 10^{-4}$ | $1.02 \times 10^{-5}$ | $1.02 \times 10^{-2}$ |
| 0.5 | $2.34 \times 10^{-4}$ | $1.53 \times 10^{-5}$ | $1.93 \times 10^{-2}$ |
| 0.6 | $1.22 \times 10^{-4}$ | $3.16 \times 10^{-5}$ | $3.21 \times 10^{-2}$ |
| 0.7 | $2.24 \times 10^{-5}$ | $5.15 \times 10^{-5}$ | $4.86 \times 10^{-2}$ |
| 0.8 | $7.21 \times 10^{-5}$ | $6.18 \times 10^{-5}$ | $6.81 \times 10^{-2}$ |
| 0.9 | $1.73 \times 10^{-4}$ | $5.60 \times 10^{-5}$ | $8.95 \times 10^{-2}$ |
| 1 | $3.29 \times 10^{-4}$ | $5.56 \times 10^{-5}$ | $1.11 \times 10^{-1}$ |

Table 4. Comparison of Absolute errors in $f_{2}(t)$ in Example 5.

| $\mathbf{t}$ | Present Method at $\mathbf{k}=\mathbf{5}$ | Present Method at $\mathbf{k}=\mathbf{6}$ | VIM [55] |
| :---: | :---: | :---: | :---: |
| 0.1 | $1.33 \times 10^{-4}$ | $4.81 \times 10^{-5}$ | $1.79 \times 10^{-4}$ |
| 0.2 | $2.89 \times 10^{-4}$ | $1.31 \times 10^{-5}$ | $1.54 \times 10^{-4}$ |
| 0.3 | $4.07 \times 10^{-4}$ | $1.74 \times 10^{-5}$ | $5.57 \times 10^{-3}$ |
| 0.4 | $5.09 \times 10^{-4}$ | $3.42 \times 10^{-7}$ | $1.41 \times 10^{-2}$ |
| 0.5 | $6.02 \times 10^{-4}$ | $7.26 \times 10^{-5}$ | $2.94 \times 10^{-2}$ |
| 0.6 | $6.85 \times 10^{-4}$ | $1.45 \times 10^{-4}$ | $5.40 \times 10^{-2}$ |
| 0.7 | $7.64 \times 10^{-4}$ | $1.25 \times 10^{-4}$ | $9.11 \times 10^{-2}$ |
| 0.8 | $8.44 \times 10^{-4}$ | $2.68 \times 10^{-5}$ | $1.44 \times 10^{-1}$ |
| 0.9 | $9.28 \times 10^{-4}$ | $1.53 \times 10^{-4}$ | $2.17 \times 10^{-1}$ |
| 1 | $9.96 \times 10^{-4}$ | $2.98 \times 10^{-4}$ | $3.13 \times 10^{-1}$ |

Table 5. Solution by proposed method for different values of $x$ and $t$ in Example 6.

| $\mathbf{x}$ | $\mathbf{t}=\mathbf{0}$ | $\mathbf{t}=\mathbf{0 . 0 6}$ | $\mathbf{t}=\mathbf{0 . 1 3}$ | $\mathbf{t}=\mathbf{0 . 2 9}$ | $\mathbf{t}=\mathbf{0 . 5 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 0.11 | 0.11 | 0.110729 | 0.111595 | 0.113677 | 0.116726 |
| 0.31 | 0.31 | 0.315791 | 0.322671 | 0.339207 | 0.363420 |
| 0.88 | 0.88 | 0.926665 | 0.982110 | 1.115365 | 1.310479 |
| 1.00 | 1.00 | 1.060260 | 1.131857 | 1.303932 | 1.555887 |

Table 6. Solution by variation iteration method (VIM) for different values of $x$ and $t$ in Example 6 .

| $\mathbf{x}$ | $\mathbf{t}=\mathbf{0}$ | $\mathbf{t}=\mathbf{0 . 0 6}$ | $\mathbf{t}=\mathbf{0 . 1 3}$ | $\mathbf{t}=\mathbf{0 . 2 9}$ | $\mathbf{t}=\mathbf{0 . 5 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 0.11 | 0.11 | 0.110729 | 0.111595 | 0.113677 | 0.116726 |
| 0.31 | 0.31 | 0.315791 | 0.322670 | 0.339207 | 0.363419 |
| 0.88 | 0.88 | 0.926669 | 0.982101 | 1.115360 | 1.310469 |
| 1.00 | 1.00 | 1.060265 | 1.131845 | 1.303926 | 1.555874 |

Table 7. Solution by IMQ-RBF for different values of $x$ and $t$ in Example 6.

| $\mathbf{x}$ | $\mathbf{t}=\mathbf{0}$ | $\mathbf{t}=\mathbf{0 . 0 6}$ | $\mathbf{t}=\mathbf{0 . 1 3}$ | $\mathbf{t}=\mathbf{0 . 2 9}$ | $\mathbf{t}=\mathbf{0 . 5 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 0.11 | 0.11 | 0.110729 | 0.111595 | 0.113679 | 0.116710 |
| 0.31 | 0.31 | 0.315794 | 0.322675 | 0.339223 | 0.363298 |
| 0.88 | 0.88 | 0.926696 | 0.982140 | 1.115490 | 1.309495 |
| 1.00 | 1.00 | 1.060300 | 1.131896 | 1.304094 | 1.554617 |

Example 7. Consider the nonlinear fractional differential equation

$$
\begin{equation*}
\mathcal{D}^{4} f(t)+\mathcal{D}^{7 / 2} f(t)+f^{3}(t)=t^{9} \quad, \quad f(0)=f^{\prime}(0)=f^{\prime \prime}(0)=0 \quad, \quad f^{\prime \prime \prime}(0)=6 \tag{54}
\end{equation*}
$$

with exact solution $f(t)=t^{3}$.
The relative error for different values of $k$ are plotted in Figure 7 which show that our method gives a very close solution to the analytic solution. Using the error estimation method, we estimated the upper bound of errors and calculated

$$
\begin{aligned}
\left\|e_{6}\right\|_{\infty} & =1.71 \times 10^{-3} \\
\left\|e_{7}\right\|_{\infty} & =7.72 \times 10^{-5} \\
\left\|f_{6}-f_{7}\right\|_{\infty} & =1.72 \times 10^{-3}
\end{aligned}
$$



Figure 7. The relative errors for $k=5$ (left) and $k=6$ (right) in Example 7.

Hence, we can see that here $\left\|f_{6}-f_{7}\right\|_{\infty}$ bounds the error $\left\|e_{6}\right\|_{\infty}$.
We also analyzed the $L_{\infty}$-error at different values of $k$, i.e., $k=5,6,7,8$ for examples which clearly exclude that we achieve the best results at $k=6$, as shown in Figures 8-11.


Figure 8. The $L_{\infty}-$ error for Example 1 (left) and Example 2 (right) for different values of $k$.


Figure 9. The $L_{\infty}$ - error for Example 3 (left) and Example 4 (right) for different values of $k$.


Figure 10. The $L_{\infty}-$ error for $f_{1}(t)$ (left) and $f_{2}(t)$ (right) at different values of $k$ for Example 5.


Figure 11. The $L_{\infty}-$ error for at different values of $k$ for Example 7.

## 7. Conclusions

Enormous efforts and advances have been conducted to obtain the numerical solutions of fractional differential equations. An operational matrix of orthonormal Bernstein polynomials is derived to find the inverse Laplace transform in [50]. Here, the practical use of our proposed method is discussed for finding the solutions of some fractional order ordinary differential equations including the mathematical model of instrument (MEMS) and partial differential equations (particularly wave equation) that converts the problem to system of linear algebraic equations. The accuracy of the method is illustrated while comparing the solutions with some existing methods like VIM, FFDM, cubic spline and IMQ-RBF. We have also combined our method with Laplace adomian decomposition method that is advantageous to solve nonlinear fractional differential equations. Finally, we have
analyzed the solution of each illustrative example at different values of $k$, i.e., at $k=5,6,7,8$ and with the help of graphs relative errors are shown. It is also observed from the plots of supremum norm error that at $k=6$, we achieve the best accurate result compared to others.
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#### Abstract

In this work, we construct a family of seventh order iterative methods for finding multiple roots of a nonlinear function. The scheme consists of three steps, of which the first is Newton's step and last two are the weighted-Newton steps. Hence, the name of the scheme is 'weighted-Newton methods'. Theoretical results are studied exhaustively along with the main theorem describing convergence analysis. Stability and convergence domain of the proposed class are also demonstrated by means of using a graphical technique, namely, basins of attraction. Boundaries of these basins are fractal like shapes through which basins are symmetric. Efficacy is demonstrated through numerical experimentation on variety of different functions that illustrates good convergence behavior. Moreover, the theoretical result concerning computational efficiency is verified by computing the elapsed CPU time. The overall comparison of numerical results including accuracy and CPU-time shows that the new methods are strong competitors for the existing methods.
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## 1. Introduction

Finding numerically a root of an equation is an interesting and challenging problem. It is also very important in many diverse areas such as Mathematical Biology, Physics, Chemistry, Economics and Engineering, to name a few [1-4]. This is due to the fact that many problems from these disciplines are ultimately reduced to finding the root of an equation. Researchers are using iterative methods for approximating root since closed form solutions cannot be obtained in general. In particular, here we consider the problem of computing multiple roots of equation $f(x)=0$ by iterative methods. A root (say, $\alpha$ ) of $f(x)=0$ is called multiple root with multiplicity $m$, if $f^{(j)}(\alpha)=0, j=0,1,2, \ldots, m-1$ and $f^{(m)}(\alpha) \neq 0$.

A basic and widely used iterative method is the well-known modified Newton's method

$$
\begin{equation*}
x_{n+1}=x_{n}-m \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \quad \forall n=0,1,2, \ldots . \tag{1}
\end{equation*}
$$

This method efficiently locates the required multiple root with quadratic order of convergence provided that the initial value $x_{0}$ is sufficiently close to root [5]. In terms of Traub's classification (see [1]), Newton's method (1) is called one-point method. Some other important methods that belong to this class have been developed in [6-9].

Recently, numerous higher order methods, either independent or based on the modified Newton's method (1), have been proposed and analyzed in the literature, see e.g., [10-23] and references
cited therein. Such methods belong to the category of multipoint methods [1]. Multipoint iterative methods compute new approximations to root $\alpha$ by sampling the function $f(x)$, and its derivatives at several points of the independent variable, per each step. These methods have the strategy similar to Runge-Kutta methods for solving differential equations and Gaussian quadrature integration rules in the sense that they possess free parameters which can be used to ensure that the convergence speed is of a certain order, and that the sampling is done at some suitable points.

In particular, Geum et al. in $[22,23]$ have proposed two- and three-point Newton-like methods with convergence order six for finding multiple roots. The two-point method [22], applicable for $m>1$, is given as

$$
\begin{align*}
& y_{n}=x_{n}-m \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \\
& x_{n+1}=y_{n}-Q(u, s) \frac{f\left(y_{n}\right)}{f^{\prime}\left(y_{n}\right)} \tag{2}
\end{align*}
$$

where $u=\left(\frac{f\left(y_{n}\right)}{f\left(x_{n}\right)}\right)^{\frac{1}{m}}$ and $s=\left(\frac{f^{\prime}\left(y_{n}\right)}{f^{\prime}\left(x_{n}\right)}\right)^{\frac{1}{m-1}}$ and $Q: \mathbb{C}^{2} \rightarrow \mathbb{C}$ is a holomorphic function in some neighborhood of origin ( 0,0 ). The three-point method [23] for $m \geq 1$ is given as

$$
\begin{align*}
& y_{n}=x_{n}-m \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \\
& z_{n}=x_{n}-m Q_{f}(u) \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \\
& x_{n+1}=x_{n}-m K_{f}(u, v) \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \tag{3}
\end{align*}
$$

wherein $u=\left(\frac{f\left(y_{n}\right)}{f\left(x_{n}\right)}\right)^{\frac{1}{m}}$ and $v=\left(\frac{f\left(z_{n}\right)}{f\left(x_{n}\right)}\right)^{\frac{1}{m}}$. The function $Q_{f}: \mathbb{C} \rightarrow \mathbb{C}$ is analytic in a neighborhood of 0 and $K_{f}: \mathbb{C}^{2} \rightarrow \mathbb{C}$ is holomorphic in a neighborhood of $(0,0)$. Both schemes (2) and (3) require four function evaluations to obtain sixth order convergence with the efficiency index (see [24]), $6^{1 / 4} \approx 1.565$.

The goal and motivation in constructing iterative methods is to attain convergence of order as high as possible by using function evaluations as small as possible. With these considerations, here we propose a family of three-point methods that attain seventh order of convergence for locating multiple roots. The methodology is based on Newton's and weighted-Newton iterations. The algorithm requires four evaluations of function per iteration and, therefore, possesses the efficiency index $7^{1 / 4} \approx 1.627$. This shows that the proposed methods have better efficiency (1.627) than the efficiency (1.565) of existing methods (2) and (3). Theoretical results concerning convergence order and computational efficiency are verified by performing numerical tests. In the comparison of numerical results with existing techniques, the proposed methods are observed computationally more efficient since they require less computing time (CPU-time) to achieve the solution of required accuracy.

Contents of the article are summarized as follows. In Section 2, we describe the approach to develop new methods and prove their seventh order convergence. In Section 3, stability of the methods is checked by means of using a graphical technique called basins of attraction. In Section 4, some numerical tests are performed to verify the theoretical results by implementing the methods on some examples. Concluding remarks are reported in Section 5.

## 2. Formulation of Method

Let $m \geq 1$ be the multiplicity of a root of the equation $f(x)=0$. To compute the root let us consider the following three-step iterative scheme:

$$
\left\{\begin{array}{l}
y_{n}=x_{n}-m \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}  \tag{4}\\
z_{n}=y_{n}-m u H(u) \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \\
x_{n+1}=z_{n}-\operatorname{mvG}(u, w) \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}
\end{array}\right.
$$

where $u=\left(\frac{f\left(y_{n}\right)}{f\left(x_{n}\right)}\right)^{\frac{1}{m}}, v=\left(\frac{f\left(z_{n}\right)}{f\left(x_{n}\right)}\right)^{\frac{1}{m}}, w=\left(\frac{f\left(z_{n}\right)}{f\left(y_{n}\right)}\right)^{\frac{1}{m}}$, and the function $H: \mathbb{C} \rightarrow \mathbb{C}$ is analytic in some neighborhood of 0 and $G: \mathbb{C}^{2} \rightarrow \mathbb{C}$ is holomorphic in a neighborhood of $(0,0)$. Notice that the first step is Newton iteration (1) whereas second and third steps are weighted by employing the factors $H(u)$ and $G(u, w)$, and so we call the algorithm (4) by the name weighted-Newton method. Factors $H$ and $G$ are called weight factors or more appropriately weight functions.

In the sequel we shall find conditions under which the algorithm (4) achieves high convergence order. Thus, the following theorem is stated and proved:

Theorem 1. Assume that $f: \mathbb{C} \rightarrow \mathbb{C}$ is an analytic function in a domain enclosing a root $\alpha$ with multiplicity $m$. Suppose that initial point $x_{0}$ is closer enough to the root $\alpha$, then the iterative formula defined by (4) has seventh order of convergence, if the functions $H(u)$ and $G(u, w)$ verify the conditions: $H(0)=1, H^{\prime}(0)=2, H^{\prime \prime}(0)=-2$, $G(0,0)=1, G_{10}(0,0)=2, G_{01}(0,0)=1, G_{20}(0,0)=0,\left|H^{\prime \prime \prime}(0)\right|<\infty$ and $\left|G_{11}(0,0)\right|<\infty$, where $G_{i j}(0,0)=\left.\frac{\partial^{i+j}}{\partial u^{i} \partial w^{j}} G(u, w)\right|_{(0,0)}$.

Proof. Let $e_{n}=x_{n}-\alpha$ be the error at $n$-th iteration. Taking into account that $f^{(j)}(\alpha)=0$, $\mathrm{j}=0,1,2, \ldots, m-1$, we have by the Taylor's expansion of $f\left(x_{n}\right)$ about $\alpha$

$$
\begin{aligned}
f\left(x_{n}\right)= & \frac{f^{(m)}(\alpha)}{m!} e_{n}^{m}+\frac{f^{(m+1)}(\alpha)}{(m+1)!} e_{n}^{m+1}+\frac{f^{(m+2)}(\alpha)}{(m+2)!} e_{n}^{m+2}+\frac{f^{(m+3)}(\alpha)}{(m+3)!} e_{n}^{m+3}+\frac{f^{(m+4)}(\alpha)}{(m+4)!} e_{n}^{m+4} \\
& +\frac{f^{(m+5)}(\alpha)}{(m+5)!} e_{n}^{m+5}+\frac{f^{(m+6)}(\alpha)}{(m+6)!} e_{n}^{m+6}+\frac{f^{(m+7)}(\alpha)}{(m+7)!} e_{n}^{m+7}+O\left(e_{n}^{m+8}\right)
\end{aligned}
$$

or:

$$
\begin{equation*}
f\left(x_{n}\right)=\frac{f^{(m)}(\alpha)}{m!} e_{n}^{m}\left(1+C_{1} e_{n}+C_{2} e_{n}^{2}+C_{3} e_{n}^{3}+C_{4} e_{n}^{4}+C_{5} e_{n}^{5}+C_{6} e_{n}^{6}+C_{7} e_{n}^{7}+O\left(e_{n}^{8}\right)\right) \tag{5}
\end{equation*}
$$

where $C_{k}=\frac{m!}{(m+k)!} \frac{f^{(m+k)}(\alpha)}{f^{(m)}(\alpha)}$ for $k \in \mathbb{N}$.
also

$$
\begin{align*}
f^{\prime}\left(x_{n}\right)= & \frac{f^{(m)}(\alpha)}{m!} e_{n}^{m-1}\left(m+C_{1}(m+1) e_{n}\right. \\
& +C_{2}(m+2) e_{n}^{2}+C_{3}(m+3) e_{n}^{3}+C_{4}(m+4) e_{n}^{4} \\
& \left.+C_{5}(m+5) e_{n}^{5}+C_{6}(m+6) e_{n}^{6}+C_{7}(m+7) e_{n}^{7}+O\left(e_{n}^{8}\right)\right) \tag{6}
\end{align*}
$$

where $C_{k}=\frac{m!}{(m+k)!} \frac{f^{(m+k)}(\alpha)}{f^{(m)}(\alpha)}$ for $k \in \mathbb{N}$.
Using (5) and (6) in first step of (4), it follows that

$$
\begin{equation*}
y_{n}-\alpha=\frac{C_{1}}{m} e_{n}^{2}+\sum_{i=1}^{5} \omega_{i} e_{n}^{i+2}+O\left(e_{n}^{8}\right) \tag{7}
\end{equation*}
$$

where $\omega_{i}=\omega_{i}\left(m, C_{1}, C_{2}, \ldots, C_{7}\right)$ are given in terms of $m, C_{1}, C_{2}, \ldots, C_{7}$ with explicitly written two coefficients $\omega_{1}=\frac{2 m C_{2}-(m+1) C_{1}^{2}}{m^{2}}, \omega_{2}=\frac{1}{m^{3}}\left(3 m^{2} C_{3}+(m+1)^{2} C_{1}^{3}-m(4+3 m) C_{1} C_{2}\right)$. Here, rest of the expressions of $\omega_{i}$ are not being produced explicitly since they are very lengthy.

Expansion of $f\left(y_{n}\right)$ about $\alpha$ yields

$$
\begin{align*}
f\left(y_{n}\right)= & \frac{f^{(m)}(\alpha)}{m!}\left(\frac{C_{1}}{m}\right)^{m} e_{n}^{2 m}\left(1+\frac{2 C_{2} m-C_{1}^{2}(m+1)}{C_{1}} e_{n}+\right. \\
& \frac{1}{2 m C_{1}^{2}}\left(\left(3+3 m+3 m^{2}+m^{3}\right) C_{1}^{4}-2 m\left(2+3 m+2 m^{2}\right) C_{1}^{2} C_{2}\right. \\
& \left.\left.+4(-1+m) m^{2} C_{2}^{2}+6 m^{2} C_{1} C_{3}\right) e_{n}^{2}+\sum_{i=1}^{4} \bar{\omega}_{i} e_{n}^{i+2}+O\left(e_{n}^{8}\right)\right) \tag{8}
\end{align*}
$$

where $\bar{\omega}_{i}=\bar{\omega}_{i}\left(m, C_{1}, C_{2}, \ldots, C_{7}\right)$.
Using (5) and (8) in the expression of $u$, it follows that

$$
\begin{equation*}
u=\frac{C_{1}}{m} e_{n}+\frac{2 C_{2} m-C_{1}^{2}(m+2)}{m^{2}} e_{n}^{2}+\sum_{i=1}^{5} \eta_{i} e_{n}^{i+2}+O\left(e_{n}^{8}\right) \tag{9}
\end{equation*}
$$

where $\eta_{i}=\eta_{i}\left(m, C_{1}, C_{2}, \ldots, C_{7}\right)$ with explicitly written one coefficient $\eta_{1}=\frac{1}{2 m^{3}}\left(C_{1}^{3}\left(2 m^{2}+7 m+7\right)+\right.$ $\left.6 C_{3} m^{2}-2 C_{2} C_{1} m(3 m+7)\right)$.

Developing weight function $H(u)$ in neighborhood 0 ,

$$
\begin{equation*}
H(u) \approx H(0)+u H^{\prime}(0)+\frac{1}{2!} u^{2} H^{\prime \prime}(0)+\frac{1}{2!} u^{3} H^{\prime \prime \prime}(0) \tag{10}
\end{equation*}
$$

Inserting Equations (5), (8) and (10) in the second step of (4), after some simplifications we have that

$$
\begin{align*}
z_{n}-\alpha= & -\frac{A}{m} C_{1} e_{n}^{2}+\frac{1}{m^{2}}\left(-2 m A C_{2}+C_{1}^{2}\left(-1+m A+3 H(0)-H^{\prime}(0)\right)\right) e_{n}^{3} \\
& +\frac{1}{2 m^{3}}\left(-6 A m^{2} C_{3}+2 m C_{1} C_{2}\left(-4+3 A m+11 H(0)-4 H^{\prime}(0)\right)\right. \\
& +C_{1}^{3}\left(2-2 A m^{2}-13 H(0)+10 H^{\prime}(0)\right. \\
& \left.\left.+m\left(4-11 H(0)+4 H^{\prime}(0)\right)-H^{\prime \prime}(0)\right)\right) e_{n}^{4} \\
& +\sum_{i=1}^{3} \gamma_{i} e_{n}^{i+4}+O\left(e_{n}^{8}\right) \tag{11}
\end{align*}
$$

where $A=-1+H(0)$ and $\gamma_{i}=\gamma_{i}\left(m, H(0), H^{\prime}(0), H^{\prime \prime}(0), H^{\prime \prime \prime}(0), C_{1}, C_{2}, \ldots, C_{7}\right)$.
In order to accelerate convergence, the coefficients of $e_{n}^{2}$ and $e_{n}^{3}$ should be equal to zero. That is possible only if we have

$$
\begin{equation*}
H(0)=1, \quad H^{\prime}(0)=2 . \tag{12}
\end{equation*}
$$

By using the above values in (11), we obtain that

$$
\begin{equation*}
z_{n}-\alpha=\frac{-2 m C_{1} C_{2}+C_{1}^{3}\left(9+m-H^{\prime \prime}(0)\right)}{2 m^{3}} e_{n}^{4}+\sum_{i=1}^{3} \gamma_{i} e_{n}^{i+4}+O\left(e_{n}^{8}\right) \tag{13}
\end{equation*}
$$

Expansion of $f\left(z_{n}\right)$ about $\alpha$ yields

$$
\begin{equation*}
f\left(z_{n}\right)=\frac{f^{(m)}(\alpha)}{m!}\left(z_{n}-\alpha\right)^{m}\left(1+C_{1}\left(z_{n}-\alpha\right)+C_{2}\left(z_{n}-\alpha\right)^{2}+O\left(\left(z_{n}-\alpha\right)^{3}\right)\right) \tag{14}
\end{equation*}
$$

From (5), (8) and (14), we obtain forms of $v$ and $w$ as

$$
\begin{equation*}
v=\frac{(9+m) C_{1}^{3}-2 m C_{1} C_{2}}{2 m^{3}} e_{n}^{3}+\sum_{i=1}^{4} \tau_{i} e_{n}^{i+3}+O\left(e_{n}^{8}\right) \tag{15}
\end{equation*}
$$

where $\tau_{i}=\tau_{i}\left(m, H^{\prime \prime}(0), H^{\prime \prime \prime}(0), C_{1}, C_{2}, \ldots, C_{7}\right)$ and

$$
\begin{equation*}
w=\frac{\left(9+m-H^{\prime \prime}(0)\right) C_{1}^{2}-2 m C_{2}}{2 m^{3}} e_{n}^{2}+\sum_{i=1}^{5} \varsigma_{i} e_{n}^{i+2}+O\left(e_{n}^{8}\right) \tag{16}
\end{equation*}
$$

where $\varsigma_{i}=\varsigma_{i}\left(m, H^{\prime \prime}(0), H^{\prime \prime \prime}(0), C_{1}, C_{2}, \ldots, C_{7}\right)$.
Expanding $G(u, w)$ in neighborhood of origin $(0,0)$ by Taylor series, it follows that

$$
\begin{equation*}
G(u, w) \approx G_{00}(0,0)+u G_{10}(0,0)+\frac{1}{2} u^{2} G_{20}(0,0)+w\left(G_{01}(0,0)+u G_{11}(0,0)\right) \tag{17}
\end{equation*}
$$

where $G_{i j}(0,0)=\left.\frac{\partial^{i+j}}{\partial u^{i} \partial w^{j}} G(u, w)\right|_{(0,0)}$.
Then by substituting (5), (6), (15)-(17) into the last step of scheme (4), we obtain that

$$
\begin{align*}
e_{n+1}= & \frac{1}{2 m^{3}}\left(\left(-1+G_{00}(0,0)\right) C_{1}\left(2 m C_{1}-\left(9+m-H^{\prime \prime}(0)\right) C_{1}^{2}\right)\right) e_{n}^{4} \\
& +\sum_{i=1}^{3} \xi_{i} e_{n}^{i+4}+O\left(e_{n}^{8}\right), \tag{18}
\end{align*}
$$

where $\xi_{i}=\xi_{i}\left(m, H^{\prime \prime}(0), H^{\prime \prime \prime}(0), G_{00}(0,0), G_{10}(0,0), G_{20}(0,0), G_{01}(0,0), G_{11}(0,0), C_{1}, C_{2}, \ldots, C_{7}\right)$.
From Equation (18) it is clear that we can obtain at least fifth order convergence when $G_{00}(0,0)=1$. In addition, using this value in $\xi_{1}=0$, we will obtain that

$$
\begin{equation*}
G_{10}(0,0)=2 . \tag{19}
\end{equation*}
$$

By using $G_{00}=1$ and (19) in $\xi_{2}=0$, the following equation is obtained

$$
\begin{align*}
& C_{1}\left(2 m C_{2}-C_{1}^{2}\left(9+m-H^{\prime \prime}(0)\right)\right) \\
& \left(-2 m C_{2}\left(-1+G_{01}(0,0)\right)+C_{1}^{2}\left(-11+m\left(-1+G_{01}(0,0)\right)\right.\right. \\
& \left.\left.-\left(-9+H^{\prime \prime}(0)\right) G_{01}(0,0)+G_{20}(0,0)\right)\right) \\
& =0 \tag{20}
\end{align*}
$$

which further yields

$$
\begin{equation*}
G_{01}(0,0)=1, \quad G_{20}(0,0)=0 \quad \text { and } \quad H^{\prime \prime}(0)=-2 \tag{21}
\end{equation*}
$$

Using the above values in (18), we obtain the error equation

$$
\begin{align*}
e_{n+1}= & \frac{1}{360 m^{6}}\left(360 m^{3}\left((39+5 m) C_{2}^{3}-6 m C_{3}^{2}-10 m C_{2} C_{4}\right)+120 m^{3} C_{1}\left((515+78 m) C_{2} C_{3}\right.\right. \\
& \left.-12 m C_{5}\right)-60 m^{2} C_{1}^{3} C_{3}\left(1383+845 m+78 m^{2}+12 H^{\prime \prime \prime}(0)\right)+10 m C_{1}^{4} C_{2}(21571 \\
& \left.+8183 m^{2}+558 m^{3}+515 H^{\prime \prime \prime}(0)+324 G_{11}(0,0)+36 m\left(667+6 H^{\prime \prime \prime}(0)+G_{11}(0,0)\right)\right) \\
& -60 m^{2} C_{1}^{2}\left(-6 m(55+9 m) C_{4}+C_{2}^{2}\left(2619+1546 m+135 m^{2}+24 H^{\prime \prime \prime}(0)+6 G_{11}(0,0)\right)\right) \\
& -C_{1}^{6}\left(55017+17005 m+978 m^{4}+2775 H^{\prime \prime \prime}(0)+7290 G_{11}(0,0)+15 m^{2}\left(4463+40 H^{\prime \prime \prime}(0)\right.\right. \\
& \left.\left.\left.+6 G_{11}(0,0)\right)+5 m\left(21571+515 H^{\prime \prime \prime}(0)+324 G_{11}(0,0)\right)\right)\right) e_{n}^{7}+O\left(e_{n}^{8}\right) . \tag{22}
\end{align*}
$$

Thus, the seventh order convergence is established.
Based on the conditions on $H(u)$ and $G(u, w)$ as shown in Theorem 1, we can generate numerous methods of the family (4). However, we restrict to the following simple forms:

### 2.1. Some Concrete Forms of $H(u)$

Case 1. Considering $H(u)$ a polynomial function, i.e.,

$$
H(u)=A_{0}+A_{1} u+A_{2} u^{2} .
$$

Using the conditions of Theorem 1, we get $A_{0}=1, A_{1}=2$ and $A_{2}=-1$. Then

$$
H(u)=1+2 u-u^{2}
$$

Case 2. When $H(u)$ is a rational function, i.e.,

$$
H(u)=\frac{1+A_{0} u}{A_{1}+A_{2} u} .
$$

Using the conditions of Theorem 1, we get that $A_{0}=\frac{5}{2}, A_{1}=1$ and $A_{2}=\frac{1}{2}$. So

$$
H(u)=\frac{2+5 u}{2+u} .
$$

Case 3. Consider $H(u)$ as another rational weight function, e.g.,

$$
H(u)=\frac{1+A_{0} u+A_{1} u^{2}}{1+A_{2} u} .
$$

Using the conditions of Theorem 1 , we obtain $A_{0}=3, A_{1}=2$ and $A_{2}=1$. Then $H(u)$ becomes

$$
H(u)=\frac{1+3 u+u^{2}}{1+u}
$$

Case 4. When $H(u)$ is a yet another rational function of the form

$$
H(u)=\frac{1+A_{0} u}{1+A_{1} u+A_{2} u^{2}}
$$

Using the conditions of Theorem 1, we have $A_{0}=1, A_{1}=-1$ and $A_{2}=1$. Then

$$
H(u)=\frac{1+u}{1-u+3 u^{2}}
$$

2.2. Some Concrete Forms of $G(u, w)$

Case 5. Considering $G(u, w)$ a polynomial function, e.g.,

$$
G(u, w)=A_{0}+A_{1} u+A_{2} u^{2}+A_{3} w
$$

From the conditions of Theorem 1, we get $A_{0}=1, A_{1}=2, A_{2}=0$ and $A_{3}=1$. So

$$
G(u, w)=1+2 u+w .
$$

Case 6. Considering $G(u, w)$ a sum of two rational functions, that is

$$
G(u, w)=\frac{A_{0}+2 u}{1+A_{1} u}+\frac{B_{0}}{1+B_{1} w} .
$$

By using the conditions of Theorem 1, we find that $A_{0}=0, A_{1}=0, B_{0}=1$ and $B_{1}=-1$. $G(u, w)$ becomes

$$
G(u, w)=2 u+\frac{1}{1-w}
$$

Case 7. When $G(u, w)$ is a product of two rational functions, that is

$$
G(u, w)=\frac{1+A_{0} u}{1+A_{1} u} \times \frac{B_{0}}{1+B_{1} w} .
$$

Then the conditions of Theorem 1 yield $A_{0}=2, A_{1}=0, B_{0}=1$ and $B_{1}=-1$. So

$$
G(u, w)=\frac{1+2 u}{1-w}
$$

## 3. Complex Dynamics of Methods

Here we analyze the complex dynamics of new methods based on a graphical tool 'the basins of attraction' of the roots of a polynomial $p(z)$ in Argand plane. Analysis of the basins gives an important information about the stability and convergence region of iterative methods. Wider is the convergence region (i.e., basin), better is the stability. The idea of complex dynamics was introduced initially by Vrscay and Gilbert [25]. In recent times, many authors have used this concept in their work, see, for example $[26,27]$ and references therein. We consider some of the cases corresponding to the previously obtained forms of $H(u)$ and $G(u, w))$ of family (4) to assess the basins of attraction. Let us select the combinations: cases 1 and 2 of $H(u)$ with the cases 5,6 and 7 of $G(u, w))$ in the scheme (4), and denote the corresponding methods by NM-i(j), $i=I, I I$ and $j=a, b, c$.

To start with we take the initial point $z_{0}$ in a rectangular region $R \in \mathbb{C}$ that contains all the roots of a polynomial $p(z)$. The iterative method when starts from point $z_{0}$ in a rectangle either converges to the root $P(z)$ or eventually diverges. The stopping criterion for convergence is considered to be $10^{-3}$ up to a maximum of 25 iterations. If the required accuracy is not achieved in 25 iterations, we conclude that the method with initial point $z_{0}$ does not converge to any root. The strategy adopted is as follows: A color is allocated to each initial point $z_{0}$ lying in the basin of attraction of a root. If the iteration initiating at $z_{0}$ converges, it represents the attraction basin painted with assigned color to it, otherwise, the non-convergent cases are painted by the black color.

To view the geometry in complex plane, we characterize attraction basins associated with the methods NM-I $(\mathrm{a}-\mathrm{c})$ and $\mathrm{NM}-\mathrm{II}(\mathrm{a}-\mathrm{c})$ considering the following four polynomials:

Problem 1. Consider the polynomial $p_{1}(z)=\left(z^{2}-1\right)^{3}$, which has roots $\{-1,1\}$ with multiplicity three. We use a grid of $400 \times 400$ points in a rectangle $R \in \mathbb{C}$ of size $[-3,3] \times[-3,3]$ and assign red color to each initial point in the attraction basin of root -1 and green color to each point in the attraction basin of root 1 . The basins so plotted for NM-I $(a-c)$ and $N M-I I(a-c)$ are displayed in Figure 1. Looking at these graphics, we conclude that the method NM-II(c) possesses better stability followed by NM-I(c) and NM-II(b). Black zones in the figures show the divergent nature of a method when it starts assuming initial point from such zones.


Figure 1. Basins of attraction for $\mathrm{NM}-\mathrm{I}(\mathbf{a}-\mathbf{c})$ and $\mathrm{NM}-\mathrm{II}(\mathbf{a}-\mathbf{c})$ in polynomial $p_{1}(z)$.

Problem 2. Let $p_{2}(z)=\left(z^{3}-1\right)^{2}$ that has three roots $\{-0.5 \pm 0.866025 i, 1\}$ each with multiplicity two. To plot the graphics, we use a grid of $400 \times 400$ points in a rectangle $R \in \mathbb{C}$ of size $[-3,3] \times[-3,3]$ and assign the colors blue, green and red corresponding to each point in the basins of attraction of $1,-0.5+0.866025 i$ and $-0.5-0.866025 i$. Basins drawn for the methods NM-I $(a-c)$ and $N M-I I(a-c)$ are shown in Figure 2. As can be observed from the pictures, the method $N M-I(c)$ and $N M-I I(c)$ possess a small number of divergent points and therefore have better convergence than the remaining methods.


Figure 2. Basins of attraction for NM-I(a-c ) and NM-II(a-c) in polynomial $p_{2}(z)$.
Problem 3. Let $p_{3}(z)=\left(z^{6}-1\right)^{3}$ with six roots $\{ \pm 1,-0.5 \pm 0.866025 i, 0.5 \pm 0.866025 i\}$ each with multiplicity $m=3$. Basins obtained for the considered methods are presented in Figure 3. To draw the pictures, the red, blue, green, pink, cyan and magenta colors have been assigned to the attraction basins of the six roots. We observe from the graphics that the method NM-I(c) and NM-II(c) have better convergence behavior since they have lesser number of divergent points. On the other hand NM-I(a) and NM-II(a) contain large black regions followed by NM-I(b) and NM-II(b) indicating that the methods do not converge in 25 iterations starting at those points.


Figure 3. Basins of attraction for $\mathrm{NM}-\mathrm{I}(\mathbf{a}-\mathbf{c})$ and $\mathrm{NM}-\mathrm{II}(\mathbf{a}-\mathbf{c})$ in polynomial $p_{3}(z)$.
Problem 4. Consider the polynomial $p_{4}(z)=z^{4}-6 z^{2}+8$ that has four simple roots $\{ \pm 2, \pm 1.414 \ldots\}$. In this case also, we use a grid of $400 \times 400$ points in a rectangle $R \in \mathbb{C}$ of size $[-3,3] \times[-3,3]$ and allocate the red, blue, green and yellow colors to the basins of attraction of these four roots. Basins obtained for the methods are shown in Figure 4. Observing the basins, we conclude that the method NM-II(c) possesses better stability followed by NM-I(c). Remaining methods show chaotic nature along the boundaries of the attraction basins.


Figure 4. Basins of attraction for $\mathrm{NM}-\mathrm{I}(\mathbf{a}-\mathbf{c})$ and $\mathrm{NM}-\mathrm{II}(\mathbf{a}-\mathbf{c})$ in polynomial $p_{4}(z)$.
Looking at the graphics, one can easily judge the stable behavior and so the better convergence of any method. We reach to a root, if we start the iteration choosing $z_{0}$ anywhere in the basin of that root. However, if we choose an initial guess $z_{0}$ in a region wherein different basins of attraction meet
each other, it is difficult to predict which root is going to be attained by the iterative method that starts from $z_{0}$. So, the choice of $z_{0}$ in such a region is not a good one. Both black regions and the regions with different colors are not suitable to assume the initial guess as $z_{0}$ when we are required to achieve a particular root. The most intricate geometry is between the basins of attraction, which corresponds to the cases where the method is more demanding with respect to the initial point. From the basins, one can conclude that the method NM-II(c) possesses better stability followed by NM-I(c) than the remaining methods.

## 4. Numerical Tests

In this section, we apply the special cases $N M-i(j), i=I, I I$ and $j=a, b, c$ of the scheme (4), corresponding to the combinations of $H(u)$ : cases 1 and 2 with that of $G(u, w))$ : cases 5,6 and 7, to solve some nonlinear equations for validation of the theoretical results that we have derived. The theoretical seventh order of convergence is verified by calculating the computational order of convergence (COC)

$$
\mathrm{COC}=\frac{\ln \left|\left(x_{n+1}-\alpha\right) /\left(x_{n}-\alpha\right)\right|}{\ln \left|\left(x_{n}-\alpha\right) /\left(x_{n-1}-\alpha\right)\right|^{\prime}}
$$

which is given in (see [28]). Comparison of performance is also done with some existing methods such as the sixth order methods by Geum et al. [22,23], which are already expressed by (2) and (3). To represent $Q_{f}(u, s)$, we choose the following four special cases in the formula (2) and denote the respective methods by $\mathrm{GKN}-\mathrm{I}(\mathrm{j}), \mathrm{j}=\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}$ :
(a) $\quad Q_{f}(u, s)=m\left(1+2(m-1)(u-s)-4 u s+s^{2}\right)$.
(b) $Q_{f}(u, s)=m\left(1+2(m-1)(u-s)-u^{2}-2 u s\right)$.
(c) $Q_{f}(u, s)=\frac{m+a u}{1+b u+c s+d u s}$, where $a=\frac{2 m}{m-1}, b=2-2 m, c=\frac{2\left(2-2 m+m^{2}\right)}{m-1}, d=-2 m(m-1)$.
(d) $Q_{f}(u, s)=\frac{m+a_{1} u}{1+b_{1} u+c_{1} u^{2}} \frac{1}{1+d_{1} s}$, where $a_{1}=\frac{2 m\left(4 m^{4}-16 m^{3}+31 m^{2}-30 m+13\right.}{(m-1)\left(4 m^{2}-8 m+7\right)}, b_{1}=\frac{4\left(2 m^{2}-4 m+3\right)}{(m-1)\left(4 m^{2}-8 m+7\right)}$,

$$
c_{1}=-\frac{4 m^{2}-8 m+3}{4 m^{2}-8 m+7}, d_{1}=2(m-1)
$$

For the formula (3), considering the following four combinations of the functions $Q_{f}(u)$ and $K_{f}(u, v)$, and denoting the corresponding methods by GKN-II(j), $\mathrm{j}=\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}$ :
(a) $\quad Q_{f}(u)=\frac{1+u^{2}}{1-u}, K_{f}(u, v)=\frac{1+u^{2}-v}{1-u+(u-2) v}$.
(b) $Q_{f}(u)=1+u+2 u^{2}, K_{f}(u, v)=1+u+2 u^{2}+(1+2 u) v$.
(c) $Q_{f}(u)=\frac{1+u^{2}}{1-u}, K_{f}(u, v)=1+u+2 u^{2}+2 u^{3}+2 u^{4}+(2 u+1) v$.
(d) $Q_{f}(u)=\frac{(2 u-1)(4 u-1)}{1-7 u+13 u^{2}}, K_{f}(u, v)=\frac{(2 u-1)(4 u-1)}{1-7 u+13 u^{2}-(1-6 u) v}$.

Computational work is compiled in the programming package of Mathematica software using multiple-precision arithmetic. Numerical results as displayed in Tables 1-5 contain: (i) number of iterations ( $n$ ) needed to converge to desired solution, (ii) last three successive errors $e_{n}=\left|x_{n+1}-x_{n}\right|$, (iii) computational order of convergence (COC) and (iv) CPU-time (CPU-t) in seconds elapsed during the execution of a program. Required iteration ( $n$ ) and elapsed CPU-time are computed by selecting $\left|x_{n+1}-x_{n}\right|+\left|f\left(x_{n}\right)\right|<10^{-350}$ as the stopping condition.

For numerical tests we select seven problems. The first four problems are of practical interest where as last three are of academic interest. In the problems we need not to calculate the root multiplicity $m$ and it is set a priori, before running the algorithm.

Example 1 (Eigen value problem). Finding Eigen values of a large sparse square matrix is a challenging task in applied mathematics and engineering sciences. Calculating the roots of a characteristic equation of matrix of order larger than 4 is even a big job. We consider the following $9 \times 9$ matrix.

$$
A=\frac{1}{8}\left[\begin{array}{ccccccccc}
-12 & 0 & 0 & 19 & -19 & 76 & -19 & 18 & 437 \\
-64 & 24 & 0 & -24 & 24 & 64 & -8 & 32 & 376 \\
-16 & 0 & 24 & 4 & -4 & 16 & -4 & 8 & 92 \\
-40 & 0 & 0 & -10 & 50 & 40 & 2 & 20 & 242 \\
-4 & 0 & 0 & -1 & 41 & 4 & 1 & 0 & 25 \\
-40 & 0 & 0 & 18 & -18 & 104 & -18 & 20 & 462 \\
-84 & 0 & 0 & -29 & 29 & 84 & 21 & 42 & 501 \\
16 & 0 & 0 & -4 & 4 & -16 & 4 & 16 & -92 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 24
\end{array}\right] .
$$

We calculate the characteristic polynomial of the matrix $(A)$ as

$$
f_{1}(x)=x^{9}-29 x^{8}+349 x^{7}-2261 x^{6}+8455 x^{5}-17663 x^{4}+15927 x^{3}+6993 x^{2}-24732 x+12960
$$

This function has a multiple root $\alpha=3$ with multiplicity 4 . We select initial value $x_{0}=2.25$ and obtain the numerical results as shown in Table 1.

Table 1. Comparison of the numerical results for Example 1.

| Methods | $n$ | $\left\|e_{n-3}\right\|$ | $\left\|e_{n-2}\right\|$ | $\left\|e_{n-1}\right\|$ | COC | CPU-t (s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GKN-I(a) | 4 | $1.06 \times 10^{-9}$ | $3.86 \times 10^{-56}$ | $9.03 \times 10^{-335}$ | 6.0000 | 0.1567 |
| GKN-I(b) | 4 | $1.06 \times 10^{-9}$ | $3.91 \times 10^{-56}$ | $9.85 \times 10^{-335}$ | 6.0000 | 0.1583 |
| GKN-I(c) | 4 | $1.06 \times 10^{-9}$ | $4.34 \times 10^{-56}$ | $2.02 \times 10^{-334}$ | 6.0000 | 0.1525 |
| GKN-I(d) | 4 | $1.07 \times 10^{-9}$ | $1.17 \times 10^{-55}$ | $2.02 \times 10^{-331}$ | 6.0000 | 0.1600 |
| GKN-II(a) | 4 | $1.19 \times 10^{-6}$ | $5.39 \times 10^{-38}$ | $4.56 \times 10^{-226}$ | 5.9999 | 0.1835 |
| GKN-II(b) | 4 | $1.20 \times 10^{-6}$ | $1.61 \times 10^{-37}$ | $9.49 \times 10^{-223}$ | 5.9999 | 0.1640 |
| GKN-II(c) | 4 | $1.20 \times 10^{-6}$ | $1.12 \times 10^{-37}$ | $7.51 \times 10^{-224}$ | 5.9999 | 0.1718 |
| GKN-II(d) | 4 | $1.20 \times 10^{-6}$ | $1.87 \times 10^{-37}$ | $2.76 \times 10^{-222}$ | 5.9999 | 0.1680 |
| NM-I(a) | 3 | $9.83 \times 10^{-8}$ | $4.34 \times 10^{-51}$ | 0 | 7.0000 | 0.1562 |
| NM-I(b) | 3 | $1.16 \times 10^{-9}$ | $1.38 \times 10^{-64}$ | 0 | 7.0000 | 0.1170 |
| NM-I(c) | 3 | $6.30 \times 10^{-10}$ | $7.75 \times 10^{-67}$ | 0 | 7.0000 | 0.1485 |
| NM-II(a) | 3 | $9.83 \times 10^{-8}$ | $4.41 \times 10^{-51}$ | 0 | 7.0000 | 0.1367 |
| NM-II(b) | 3 | $1.16 \times 10^{-9}$ | $1.40 \times 10^{-64}$ | 0 | 7.0000 | 0.1562 |
| NM-II(c) | 3 | $6.30 \times 10^{-10}$ | $8.07 \times 10^{-67}$ | 0 | 7.0000 | 0.1405 |

Example 2 (Manning equation for fluid dynamics). Next, the problem of isentropic supersonic flow around a sharp expansion corner is chosen (see [2]). Relation among the Mach number before the corner (say $M_{1}$ ) and after the corner (say $M_{2}$ ) is given by

$$
\delta=b^{1 / 2}\left(\tan ^{-1}\left(\frac{M_{2}^{2}-1}{b}\right)^{1 / 2}-\tan ^{-1}\left(\frac{M_{1}^{2}-1}{b}\right)^{1 / 2}\right)-\left(\tan ^{-1}\left(M_{2}^{2}-1\right)^{1 / 2}-\tan ^{-1}\left(M_{1}^{2}-1\right)^{1 / 2}\right),
$$

where $b=\frac{\gamma+1}{\gamma-1}$ and $\gamma$ is the specific heat ratio of gas.
For a specific case, the above equation is solved for for $M_{2}$, given that $M_{1}=1.5, \gamma=1.4$ and $\delta=10^{0}$. Then, we have that

$$
\tan ^{-1}\left(\frac{\sqrt{5}}{2}\right)-\tan ^{-1}\left(\sqrt{x^{2}-1}\right)+\sqrt{6}\left(\tan ^{-1}\left(\sqrt{\frac{x^{2}-1}{6}}\right)-\tan ^{-1}\left(\frac{1}{2} \sqrt{\frac{5}{6}}\right)\right)-\frac{11}{63}=0
$$

where $x=M_{2}$.
Let us consider this particular case seven times using same values of the involved parameters and then obtain the nonlinear function

$$
f_{2}(x)=\left[\tan ^{-1}\left(\frac{\sqrt{5}}{2}\right)-\tan ^{-1}\left(\sqrt{x^{2}-1}\right)+\sqrt{6}\left(\tan ^{-1}\left(\sqrt{\frac{x^{2}-1}{6}}\right)-\tan ^{-1}\left(\frac{1}{2} \sqrt{\frac{5}{6}}\right)\right)-\frac{11}{63}\right]^{7} .
$$

The above function has one root at $\alpha=1.8411027704 \ldots$ of multiplicity 7 with initial approximations $x_{0}=1.50$. Computed numerical results are shown in Table 2.

Table 2. Comparison of the numerical results for Example 2.

| Methods | $\boldsymbol{n}$ | $\left\|e_{n-3}\right\|$ | $\left\|e_{n-2}\right\|$ | $\left\|e_{n-1}\right\|$ | COC | CPU-t (s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GKN-I(a) | 4 | $2.17 \times 10^{-8}$ | $4.61 \times 10^{-25}$ | $1.01 \times 10^{-152}$ | 6.0000 | 1.4218 |
| GKN-I(b) | 4 | $2.17 \times 10^{-8}$ | $4.60 \times 10^{-25}$ | $2.27 \times 10^{-151}$ | 6.0000 | 1.4923 |
| GKN-I(c) | 4 | $2.11 \times 10^{-8}$ | $4.21 \times 10^{-25}$ | $1.03 \times 10^{-150}$ | 6.0000 | 1.4532 |
| GKN-I(d) | 4 | $1.77 \times 10^{-8}$ | $2.48 \times 10^{-25}$ | $2.68 \times 10^{-151}$ | 6.0000 | 1.4960 |
| GKN-II(a) | 4 | $4.83 \times 10^{-7}$ | $1.36 \times 10^{-41}$ | $6.84 \times 10^{-249}$ | 6.0000 | 1.3867 |
| GKN-II(b) | 4 | $4.90 \times 10^{-7}$ | $2.89 \times 10^{-41}$ | $1.21 \times 10^{-246}$ | 6.0000 | 1.3790 |
| GKN-II(c) | 4 | $4.88 \times 10^{-7}$ | $2.22 \times 10^{-41}$ | $1.98 \times 10^{-247}$ | 6.0000 | 1.4110 |
| GKN-II(d) | 4 | $4.89 \times 10^{-7}$ | $3.22 \times 10^{-41}$ | $2.62 \times 10^{-246}$ | 6.0000 | 1.3982 |
| NM-I(a) | 3 | $1.65 \times 10^{-8}$ | $2.82 \times 10^{-58}$ | 0 | 7.0000 | 1.1367 |
| NM-I(b) | 3 | $7.69 \times 10^{-9}$ | $1.35 \times 10^{-60}$ | 0 | 7.0000 | 1.1915 |
| NM-I(c) | 3 | $3.65 \times 10^{-9}$ | $3.19 \times 10^{-63}$ | 0 | 7.0000 | 1.1407 |
| NM-II(a) | 3 | $1.65 \times 10^{-9}$ | $2.86 \times 10^{-58}$ | 0 | 7.0000 | 1.1290 |
| NM-II(b) | 3 | $7.69 \times 10^{-9}$ | $1.36 \times 10^{-60}$ | 0 | 7.0000 | 1.2540 |
| NM-II(c) | 3 | $3.65 \times 10^{-9}$ | $3.27 \times 10^{-63}$ | 0 | 7.0000 | 1.1445 |

Example 3 (Beam designing model). We consider the problem of beam positioning (see [4]) where a beam of length $r$ unit leans against the edge of a cubical box of sides 1 unit distance each, such that one end of the beam touches the wall and the other end touches the floor, as depicted in Figure 5.


Figure 5. Beam positioning problem.
The problem is: What will be the distance alongside the floor from the base of wall to the bottom of beam? Suppose that $y$ is distance along the beam from the floor to the edge of the box and $x$ is the distance from the bottom of box to the bottom of beam. For a given $r$, we can obtain the equation

$$
f_{3}(x)=x^{4}+4 x^{3}-24 x^{2}+16 x+16=0 .
$$

One of the roots of this equation is the double root $x=2$. We select the initial guess $x_{0}=3$ to find the root. Numerical results by various methods are shown in Table 3.

Table 3. Comparison of numerical results for Example 3.

| Methods | $\boldsymbol{n}$ | $\left\|e_{n-3}\right\|$ | $\left\|e_{n-2}\right\|$ | $\left\|e_{n-1}\right\|$ | COC | CPU-t (s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GKN-I(a) | 4 | $1.29 \times 10^{-3}$ | $5.18 \times 10^{-20}$ | $2.19 \times 10^{-118}$ | 6.0000 | 0.0313 |
| GKN-I(b) | 4 | $1.48 \times 10^{-3}$ | $1.63 \times 10^{-19}$ | $2.19 \times 10^{-115}$ | 5.9998 | 0.0390 |
| GKN-I(c) | 4 | $1.45 \times 10^{-3}$ | $1.76 \times 10^{-19}$ | $5.56 \times 10^{-115}$ | 5.9997 | 0.0352 |
| GKN-I(d) | 4 | $1.97 \times 10^{-3}$ | $1.80 \times 10^{-18}$ | $1.07 \times 10^{-108}$ | 5.9996 | 0.0428 |
| GKN-II(a) | 4 | $5.67 \times 10^{-4}$ | $1.20 \times 10^{-22}$ | $1.06 \times 10^{-134}$ | 5.9999 | 0.0314 |
| GKN-II(b) | 4 | $2.39 \times 10^{-3}$ | $5.78 \times 10^{-18}$ | $1.16 \times 10^{-105}$ | 5.9996 | 0.0396 |
| GKN-II(c) | 4 | $1.70 \times 10^{-3}$ | $4.26 \times 10^{-19}$ | $1.08 \times 10^{-112}$ | 5.9997 | 0.0392 |
| GKN-II(d) | 4 | $1.55 \times 10^{-2}$ | $5.18 \times 10^{-13}$ | $7.23 \times 10^{-76}$ | 6.0000 | 0.0354 |
| NM-I(a) | 4 | $1.13 \times 10^{-4}$ | $6.52 \times 10^{-23}$ | $1.41 \times 10^{-157}$ | 6.9998 | 0.0275 |
| NM-I(b) | 4 | $9.26 \times 10^{-4}$ | $1.63 \times 10^{-23}$ | $8.75 \times 10^{-162}$ | 6.9998 | 0.0313 |
| NM-I(c) | 4 | $4.64 \times 10^{-4}$ | $4.44 \times 10^{-26}$ | $3.23 \times 10^{-180}$ | 6.9998 | 0.0275 |
| NM-II(a) | 4 | $1.13 \times 10^{-4}$ | $6.83 \times 10^{-23}$ | $2.00 \times 10^{-157}$ | 6.9998 | 0.0316 |
| NM-II(b) | 4 | $9.33 \times 10^{-4}$ | $1.77 \times 10^{-23}$ | $1.58 \times 10^{-161}$ | 6.9998 | 0.0275 |
| NM-II(c) | 4 | $4.78 \times 10^{-4}$ | $5.86 \times 10^{-26}$ | $2.43 \times 10^{-179}$ | 6.9998 | 0.0354 |

Example 4 (van der Waals equation). Consider the Van der Waals equation

$$
\left(P+\frac{a_{1} n^{2}}{V^{2}}\right)\left(V-n a_{2}\right)=n R T
$$

that describes nature of a real gas by adding in the ideal gas equation two parameters, $a_{1}$ and $a_{2}$, which are specific for each gas. To find the volume $V$ in terms of rest of the parameters one requires to solve the equation

$$
P V^{3}-\left(n a_{2} P+n R T\right) V^{2}+a_{1} n^{2} V=a_{1} a_{2} n^{3}
$$

Given a set of values of $a_{1}$ and $a_{2}$ of a particular gas, one can find values for $n, P$ and $T$, so that this equation has three real roots. Using a particular set of values (see [3]), we have the equation

$$
f_{4}(x)=x^{3}-5.22 x^{2}+9.0825 x-5.2675=0
$$

where $x=V$. This equation has a multiple root $\alpha=1.75$ with multiplicity 2 . The initial guess chosen to obtain the root 1.75 is $x_{0}=2$. Numerical results are shown in Table 4.

Table 4. Comparison of numerical results for Example 4.

| Methods | $n$ | $\left\|e_{n-3}\right\|$ | $\left\|e_{n-2}\right\|$ | $\left\|e_{n-1}\right\|$ | COC | CPU-t (s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GKN-I(a) | 5 | $1.90 \times 10^{-5}$ | $9.03 \times 10^{-22}$ | $1.05 \times 10^{-119}$ | 6.0000 | 0.0471 |
| GKN-I(b) | 5 | $2.31 \times 10^{-5}$ | $3.69 \times 10^{-21}$ | $6.14 \times 10^{-116}$ | 6.0000 | 0.0472 |
| GKN-I(c) | 5 | $2.18 \times 10^{-5}$ | $3.18 \times 10^{-21}$ | $3.14 \times 10^{-116}$ | 6.0000 | 0.0465 |
| GKN-I(d) | 5 | $3.58 \times 10^{-5}$ | $1.01 \times 10^{-19}$ | $5.02 \times 10^{-107}$ | 6.0000 | 0.0483 |
| GKN-II(a) | 5 | $3.00 \times 10^{-6}$ | $4.91 \times 10^{-27}$ | $9.51 \times 10^{-152}$ | 6.0000 | 0.0474 |
| GKN-II(b) | 5 | $4.78 \times 10^{-5}$ | $5.42 \times 10^{-19}$ | $1.17 \times 10^{-102}$ | 6.0000 | 0.0472 |
| GKN-II(c) | 5 | $2.51 \times 10^{-5}$ | $6.82 \times 10^{-21}$ | $2.75 \times 10^{-114}$ | 6.0000 | 0.0481 |
| GKN-II(d) | 7 | $3.85 \times 10^{-11}$ | $1.78 \times 10^{-55}$ | $1.75 \times 10^{-321}$ | 6.0000 | 0.0625 |
| NM-I(a) | 5 | $1.06 \times 10^{-5}$ | $4.09 \times 10^{-26}$ | $5.33 \times 10^{-169}$ | 7.0000 | 0.0368 |
| NM-I(b) | 5 | $5.10 \times 10^{-6}$ | $2.51 \times 10^{-28}$ | $1.73 \times 10^{-184}$ | 7.0000 | 0.0322 |
| NM-I(c) | 5 | $1.15 \times 10^{-6}$ | $2.55 \times 10^{-33}$ | $6.75 \times 10^{-220}$ | 7.0000 | 0.0327 |
| NM-II(a) | 5 | $1.05 \times 10^{-5}$ | $4.13 \times 10^{-23}$ | $5.89 \times 10^{-169}$ | 7.0000 | 0.0316 |
| NM-II(b) | 5 | $5.16 \times 10^{-6}$ | $2.76 \times 10^{-23}$ | $3.48 \times 10^{-184}$ | 7.0000 | 0.0323 |
| NM-II(c) | 5 | $1.20 \times 10^{-6}$ | $3.65 \times 10^{-26}$ | $9.09 \times 10^{-219}$ | 7.0000 | 0.0314 |

Example 5. Consider now the standard nonlinear test function (see [23])

$$
f_{5}(x)=\left(9-2 x-2 x^{4}+\cos 2 x\right)\left(5-x-x^{4}-\sin ^{2} x\right)
$$

The root $\alpha=1.29173329244360 \ldots$ of multiplicity 2 is computed with initial guess $x_{0}=1.5$. Numerical results are displayed in Table 5.

Table 5. Comparison of the numerical results for Example 5.

| Methods | $n$ | $\left\|e_{n-3}\right\|$ | $\left\|e_{n-2}\right\|$ | $\left\|e_{n-\mathbf{1}}\right\|$ | COC | CPU-t (s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GKN-II(a) | 4 | $1.12 \times 10^{-4}$ | $5.78 \times 10^{-24}$ | $1.10 \times 10^{-139}$ | 6.0000 | 0.2772 |
| GKN-I(b) | 4 | $1.55 \times 10^{-4}$ | $7.30 \times 10^{-23}$ | $8.07 \times 10^{-133}$ | 6.0000 | 0.2462 |
| GKN-I(c) | 4 | $1.39 \times 10^{-4}$ | $4.40 \times 10^{-23}$ | $4.43 \times 10^{-134}$ | 6.0000 | 0.2497 |
| GKN-I(d) | 4 | $2.32 \times 10^{-4}$ | $1.95 \times 10^{-21}$ | $6.85 \times 10^{-124}$ | 6.0000 | 0.2812 |
| GKN-II(a) | 4 | $3.36 \times 10^{-5}$ | $8.72 \times 10^{-28}$ | $2.66 \times 10^{-163}$ | 6.0000 | 0.3397 |
| GKN-II(b) | 4 | $3.39 \times 10^{-5}$ | $2.19 \times 10^{-20}$ | $1.57 \times 10^{-117}$ | 6.0000 | 0.2695 |
| GKN-II(c) | 4 | $2.16 \times 10^{-5}$ | $7.70 \times 10^{-22}$ | $1.58 \times 10^{-126}$ | 6.0000 | 0.2460 |
| GKN-II(d) | 4 | $3.51 \times 10^{-3}$ | $3.25 \times 10^{-14}$ | $2.03 \times 10^{-80}$ | 6.0000 | 0.2342 |
| NM-I(a) | 4 | $1.52 \times 10^{-4}$ | $8.45 \times 10^{-26}$ | $1.41 \times 10^{-174}$ | 6.9999 | 0.1445 |
| NM-I(b) | 4 | $1.25 \times 10^{-4}$ | $2.22 \times 10^{-26}$ | $1.23 \times 10^{-178}$ | 6.9999 | 0.1522 |
| NM-I(c) | 4 | $5.26 \times 10^{-4}$ | $1.58 \times 10^{-29}$ | $3.54 \times 10^{-201}$ | 6.9999 | 0.1640 |
| NM-II(a) | 4 | $1.52 \times 10^{-4}$ | $9.05 \times 10^{-26}$ | $2.36 \times 10^{-174}$ | 6.9999 | 0.1482 |
| NM-II(b) | 4 | $1.27 \times 10^{-4}$ | $2.49 \times 10^{-26}$ | $2.84 \times 10^{-178}$ | 6.9999 | 0.1492 |
| NM-II(c) | 4 | $5.54 \times 10^{-4}$ | $2.51 \times 10^{-29}$ | $9.82 \times 10^{-200}$ | 6.9999 | 0.1642 |

Example 6. Let us assume another nonlinear test function given as (see [22])

$$
f_{6}(x)=\left(x-\sqrt{3} x^{3} \cos \left(\frac{\pi x}{6}\right)+\frac{1}{x^{2}+1}-\frac{11}{5}+4 \sqrt{3}\right)(x-2)^{4}
$$

The root $\alpha=2$ of this function is of multiplicity 5 . This root is calculated assuming the initial approximation $x_{0}=1.5$. Results so obtained are shown in Table 6.

Table 6. Comparison of the numerical results for Example 6.

| Methods | $n$ | $\left\|e_{n-3}\right\|$ | $\left\|e_{n-2}\right\|$ | $\left\|e_{n-1}\right\|$ | COC | CPU-t (s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GKN-I(a) | 4 | $1.20 \times 10^{-5}$ | $6.82 \times 10^{-31}$ | $2.31 \times 10^{-182}$ | 6.0000 | 0.6797 |
| GKN-I(b) | 4 | $1.20 \times 10^{-5}$ | $6.86 \times 10^{-31}$ | $2.40 \times 10^{-182}$ | 6.0000 | 0.6680 |
| GKN-I(c) | 4 | $1.21 \times 10^{-5}$ | $7.72 \times 10^{-31}$ | $5.18 \times 10^{-182}$ | 6.0000 | 0.6992 |
| GKN-I(d) | 4 | $1.58 \times 10^{-5}$ | $1.00 \times 10^{-29}$ | $6.51 \times 10^{-175}$ | 6.0000 | 0.6720 |
| GKN-II(a) | 4 | $3.17 \times 10^{-5}$ | $1.64 \times 10^{-28}$ | $3.21 \times 10^{-168}$ | 6.0000 | 0.8047 |
| GKN-II(b) | 4 | $3.50 \times 10^{-5}$ | $6.90 \times 10^{-28}$ | $4.05 \times 10^{-164}$ | 6.0000 | 0.8280 |
| GKN-II(c) | 4 | $3.41 \times 10^{-5}$ | $4.42 \times 10^{-28}$ | $2.09 \times 10^{-165}$ | 6.0000 | 0.7967 |
| GKN-II(d) | 4 | $3.54 \times 10^{-5}$ | $8.45 \times 10^{-28}$ | $1.56 \times 10^{-163}$ | 6.0000 | 0.8242 |
| NM-I(a) | 4 | $5.14 \times 10^{-6}$ | $4.35 \times 10^{-38}$ | $1.35 \times 10^{-262}$ | 7.0000 | 0.5625 |
| NM-I(b) | 4 | $3.45 \times 10^{-6}$ | $2.68 \times 10^{-39}$ | $4.53 \times 10^{-271}$ | 7.0000 | 0.5782 |
| NM-I(c) | 4 | $2.05 \times 10^{-6}$ | $2.95 \times 10^{-41}$ | $3.76 \times 10^{-285}$ | 7.0000 | 0.5277 |
| NM-II(a) | 4 | $5.14 \times 10^{-6}$ | $4.42 \times 10^{-38}$ | $1.53 \times 10^{-262}$ | 7.0000 | 0.4805 |
| NM-II(b) | 4 | $3.45 \times 10^{-6}$ | $2.73 \times 10^{-39}$ | $5.24 \times 10^{-271}$ | 7.0000 | 0.4725 |
| NM-II(c) | 4 | $2.05 \times 10^{-6}$ | $3.07 \times 10^{-41}$ | $5.17 \times 10^{-285}$ | 7.0000 | 0.4610 |

Example 7. Lastly, consider the test function

$$
f_{7}(x)=\left(x^{2}+1\right)\left(2 x e^{x^{2}+1}+x^{3}-x\right) \cosh ^{2}\left(\frac{\pi x}{2}\right)
$$

The function has multiple root $\alpha=i$ of multiplicity 4 . We choose the initial approximations $x_{0}=1.25 i$ for obtaining the root of the function. The results computed by various methods are shown in Table 7.

Table 7. Comparison of the numerical results for Example 7.

| Methods | $n$ | $\left\|e_{n-3}\right\|$ | $\left\|e_{n-2}\right\|$ | $\left\|e_{n-1}\right\|$ | COC | CPU-t (s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GKN-I(a) | 4 | $2.53 \times 10^{-6}$ | $3.79 \times 10^{-35}$ | $4.32 \times 10^{-208}$ | 6.0000 | 1.1564 |
| GKN-I(b) | 4 | $2.53 \times 10^{-6}$ | $3.92 \times 10^{-35}$ | $5.33 \times 10^{-208}$ | 6.0000 | 1.1577 |
| GKN-I(c) | 4 | $2.68 \times 10^{-6}$ | $6.07 \times 10^{-35}$ | $8.23 \times 10^{-207}$ | 6.0000 | 1.1415 |
| GKN-I(d) | 4 | $4.80 \times 10^{-6}$ | $5.34 \times 10^{-33}$ | $1.01 \times 10^{-194}$ | 6.0000 | 1.0473 |
| GKN-II(a) | 4 | $5.04 \times 10^{-6}$ | $1.82 \times 10^{-33}$ | $4.04 \times 10^{-198}$ | 6.0000 | 1.0212 |
| GKN-II(b) | 4 | $7.15 \times 10^{-6}$ | $4.23 \times 10^{-32}$ | $1.81 \times 10^{-189}$ | 6.0000 | 1.1215 |
| GKN-II(c) | 4 | $6.39 \times 10^{-6}$ | $1.51 \times 10^{-32}$ | $2.64 \times 10^{-192}$ | 6.0000 | 1.2035 |
| GKN-II(d) | 4 | $8.22 \times 10^{-6}$ | $1.41 \times 10^{-31}$ | $8.09 \times 10^{-187}$ | 6.0000 | 1.1416 |
| NM-I(a) | 4 | $1.08 \times 10^{-6}$ | $6.96 \times 10^{-43}$ | $3.13 \times 10^{-296}$ | 7.0000 | 0.5787 |
| NM-I(b) | 4 | $9.01 \times 10^{-7}$ | $1.91 \times 10^{-43}$ | $3.71 \times 10^{-300}$ | 7.0000 | 0.5632 |
| NM-I(c) | 4 | $4.64 \times 10^{-7}$ | $7.44 \times 10^{-46}$ | $2.01 \times 10^{-317}$ | 7.0000 | 0.5586 |
| NM-II(a) | 4 | $1.09 \times 10^{-6}$ | $7.21 \times 10^{-43}$ | $4.10 \times 10^{-296}$ | 7.0000 | 0.5478 |
| NM-II(b) | 4 | $9.04 \times 10^{-7}$ | $2.00 \times 10^{-43}$ | $5.10 \times 10^{-300}$ | 7.0000 | 0.5946 |
| NM-II(c) | 4 | $4.68 \times 10^{-7}$ | $8.21 \times 10^{-46}$ | $4.20 \times 10^{-317}$ | 7.0000 | 0.5644 |

From the numerical values of errors we observe the increasing accuracy in the values of successive approximations as the iteration proceed, which points to the stable nature of the methods. Like the existing methods, the convergence behavior of new methods is also consistent. At the stage when stopping criterion $\left|x_{n+1}-x_{n}\right|+\left|f\left(x_{n}\right)\right|<10^{-350}$ has been satisfied we display the value ' 0 ' of $\left|x_{n+1}-x_{n}\right|$. From the calculation of computational order of convergence shown in the penultimate column in each table, we verify the theoretical convergence of seventh order. The entries of last column in each table show that the new methods consume less CPU-time during the execution of program than the time taken by existing methods. This confirms the computationally more efficient nature of the new methods. Among the new methods, the better performers (in terms of accuracy) are NM-I(c) and $\mathrm{NM}-\mathrm{II}(\mathrm{c})$ since they produce approximations of the root with small error. However, this is not true when execution time is taken into account because if one method is better in some situations, then the other is better in some other situation. The main purpose of implementing the new methods for solving different type of nonlinear equations is purely to illustrate the better accuracy of the computed solution and the better computational efficiency than existing techniques. Similar numerical experimentation, performed on a variety of numerical problems of different kinds, confirmed the above remarks to a large extent.

## 5. Conclusions

In the present work, we have constructed a class of seventh order methods for solving nonlinear equations containing multiple roots. Analysis of the convergence has been carried out, which proves the seventh order of convergence under standard conditions of the function whose zeros we are looking for. Some particular cases of the family are presented. The stability of these cases are tested by means of visual display of the basins of attraction when the methods are applied on different polynomials. The methods are also implemented to solve nonlinear equations including those arising in practical problems. The performance is compared with existing methods in numerical testing. Superiority of proposed methods over the known techniques is endorsed by the numerical tests including the elapsed CPU-time in execution of program.
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#### Abstract

In this article, a pair of nondifferentiable second-order symmetric fractional primal-dual model (G-Mond-Weir type model) in vector optimization problem is formulated over arbitrary cones. In addition, we construct a nontrivial numerical example, which helps to understand the existence of such type of functions. Finally, we prove weak, strong and converse duality theorems under aforesaid assumptions.


Keywords: multiobjective; symmetric duality; second-order; nondifferentiable; fractional programming; support function; $G_{f}$-bonvexity $/ G_{f}$-pseudobonvexity

## 1. Introduction

In multiobjective programming problems, convexity plays an important role in deriving optimality conditions and duality results. To relax convexity assumptions involved in sufficient optimality conditions and duality theorems, various generalized convexity notions have been proposed. Multiobjective type programming problem [1] is common in mathematical modeling of realistic phenomenon with a wide spectrum of utilization. Symmetric duality in nonlinear programming deals with the situation where dual of the dual is primal. Special dual problems of optimization are applied to many types of optimization problems. They are used for the proof of optimality of solutions, for designing and a theoretical justification of optimization algorithms, and for physical or economic interpretation of received solutions. Quite often dual problems introduce new meaning to modeled problems. For many interesting applications and developments of multiobjective optimization, we refer to the work of A. Chinchuluun and P.M. Pardalos [2] and the references cited therein.

In economics, we often come across a case where we have to maximize the efficiency of an economic system resulting optimization problems whose objective function is a ratio. Mangasarian [3] proposed the idea of second-order duality for nonlinear optimization problems. The perusal of second-order duality is important due to the computer simulation benefit over the first-order duality since this one supplies narrow ranges for the cost of the objectives when estimations are applied. Suneja et al. [1] and Kim et al. [4] extended the concept of symmetric duality to arbitrary cones.

Suneja et al. [5] considered a pair of multiobjective second order symmetric dual problems of Mond-Weir type without non-negativity constraints and established duality results under $\eta$-bonvexity and $\eta$-pseudobonvexity assumptions. Later, Khurana [6] defined cone-pseudoinvex and strongly cone-pseudoinvex functions and proved duality theorems for a pair of Mond-Weir type symmetric dual multiobjective programs over arbitrary cones. For more information on fractional programming, readers are advised to see [7-13].

The purpose of the present work is to study second order multiobjective fractional symmetric duality over arbitrary cones for nondifferentiable G-Mond-Weir type program under $G_{f}$-bonvexity $/ G_{f}$-pseudobonvexity assumptions. The paper is organized as follows. In Section 2, we present some relevant preliminaries. In Section 3, we consider a pair of G-Mond-Weir type nondifferentiable multiobjective second order fractional symmetric dual problems with cone constraints and establish appropriate duality theorems under aforesaid assumptions followed by conclusions.

## 2. Preliminaries and Definitions

Throughout this paper, $R^{n}$ stands for the $n$-dimensional Euclidean space and $R_{+}^{n}$ for its non-negative orthant. Consider the following vector minimization problem:
(MP)

$$
\begin{aligned}
& \text { Minimize } f(x)=\left\{f_{1}(x), f_{2}(x), f_{3}(x), \ldots, f_{k}(x)\right\}^{T} \\
& \text { Subject to } X^{0}=\left\{x \in X \subset R^{n}: g_{j}(x) \leq 0, j=1,2, \ldots, m\right\}
\end{aligned}
$$

where $f=\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}: X \rightarrow R^{k}$ and $g=\left\{g_{1}, g_{2}, \ldots, g_{m}\right\}: X \rightarrow R^{m}$ are differentiable functions defined on $X$.

Definition 1. A point $\bar{x} \in X^{0}$ is said to be an efficient solution of (MP) if there exists no other $x \in X^{0}$ such that $f_{r}(x)<f_{r}(\bar{x})$, for some $r=1,2, \ldots, k$ and $f_{i}(x) \leq f_{i}(\bar{x})$, for all $i=1,2, \ldots, k$.

Definition 2. The positive polar cone $S^{*}$ of a cone $S \subseteq R^{s}$ is defined by

$$
S^{*}=\left\{y \in R^{S}: x^{T} y \geq 0, \text { for all } x \in S\right\}
$$

Let $C_{1} \subseteq R^{n}$ and $C_{2} \subseteq R^{m}$ be closed convex cones with non-empty interiors and $S_{1}$ and $S_{2}$ be non-empty open sets in $R^{n}$ and $R^{m}$, respectively, such that $C_{1} \times C_{2} \subseteq S_{1} \times S_{2}$. Suppose $f=\left(f_{1}, f_{2}, \ldots, f_{k}\right): S_{1} \times S_{2} \rightarrow R^{k}$ is a vector- valued differentiable function.

Definition 3. The function $f$ is said to be invex at $u \in S_{1}$ (with respect to $\eta$, where $\eta: S_{1} \times S_{2} \rightarrow R^{n}$ ), if $\forall x \in S_{1}$ and for fixed $v \in S_{2}$, we have

$$
f_{i}(x, v)-f_{i}(u, v) \geq \eta^{T}(x, u) \nabla_{x} f_{i}(u, v), \text { for all } i=1,2, \ldots, k
$$

If the above inequality sign changes to $\leq$, then $f$ is called incave at $u \in S_{1}$ with respect to $\eta$.
Definition 4. The function $f$ is said to be pseudoinvex at $u \in S_{1}$ (with respect to $\eta$, where $\eta: S_{1} \times S_{2} \rightarrow R^{n}$ ), if $\forall x \in S_{1}$ and for fixed $v \in S_{2}$, we have

$$
\eta^{T}(x, u) \nabla_{x} f_{i}(u, v) \geq 0 \Rightarrow f_{i}(x, v)-f_{i}(u, v) \geq 0, \text { for all } i=1,2, \ldots, k .
$$

If the above inequality sign changes to $\leq$, then $f$ is called pseudoincave at $u \in X$ with respect to $\eta$.

Definition 5. The function $f$ is said to be $G_{f}$-invex at $u \in S_{1}$ (with respect to $\eta$ ), if there exists a differentiable function $G_{f}=\left(G_{f_{1}}, G_{f_{2}}, \ldots, G_{f_{k}}\right): R \rightarrow R^{k}$ such that each component $G_{f_{i}}: I_{f_{i}}\left(S_{1} \times S_{2}\right) \rightarrow R$, where $I_{f_{i}}\left(S_{1} \times S_{2}\right), i=1,2,3, \ldots, k$ is the range of $f_{i}$, is strictly increasing on its domain and $\eta: S_{1} \times S_{2} \rightarrow R^{n}$, so that $\forall x \in S_{1}$, for fixed $v \in S_{2}$, we have

$$
G_{f_{i}}\left(f_{i}(x, v)\right)-G_{f_{i}}\left(f_{i}(u, v)\right) \geq \eta^{T}(x, u) G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v), \text { for all } i=1,2, \ldots, k,
$$

If the above inequality sign changes to $\leq$, then $f$ is called $G_{f}$-incave at $u \in S_{1}$ with respect to $\eta$.
Definition 6. The function $f$ is said to be $G_{f}$-pseudoinvex at $u \in S_{1}$ (with respect to $\eta$ ), if there exists a differentiable function $G_{f}=\left(G_{f_{1}}, G_{f_{2}}, \ldots, G_{f_{k}}\right): R \rightarrow R^{k}$ such that each component $G_{f_{i}}: I_{f_{i}}\left(S_{1} \times S_{2}\right) \rightarrow R$, where $I_{f_{i}}\left(S_{1} \times S_{2}\right), i=1,2,3, \ldots, k$ is the range of $f_{i}$, is strictly increasing on its domain and $\eta: S_{1} \times S_{2} \rightarrow R^{n}$, so that $\forall x \in S_{1}$, for fixed $v \in S_{2}$, we have

$$
\eta^{T}(x, u) G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v) \geq 0 \Rightarrow G_{f_{i}}\left(f_{i}(x, v)\right)-G_{f_{i}}\left(f_{i}(u, v)\right) \geq 0, \text { for all } i=1,2, \ldots, k .
$$

If the above inequality sign changes to $\leq$, then $f$ is called $G_{f}$-pseudoincave at $u \in X$ with respect to $\eta$.
Definition 7. The function $f$ is said to be $G_{f}$-bonvex at $u \in S_{1}$ (with respect to $\eta$ ), if there exists a differentiable function $G_{f}=\left(G_{f_{1}}, G_{f_{2}}, \ldots, G_{f_{k}}\right): R \rightarrow R^{k}$ such that each component $G_{f_{i}}: I_{f_{i}}\left(S_{1} \times S_{2}\right) \rightarrow R$, where $I_{f_{i}}\left(S_{1} \times S_{2}\right), i=1,2,3, \ldots, k$ is the range of $f_{i}$, is strictly increasing on its domain and $\eta: S_{1} \times S_{2} \rightarrow R^{n}$, so that $\forall x \in S_{1}$, for fixed $v \in S_{2}$ and $p_{i} \in R^{n}$, we have

$$
\begin{gathered}
G_{f_{i}}\left(f_{i}(x, v)\right)-G_{f_{i}}\left(f_{i}(u, v)\right) \geq \eta^{T}(x, u)\left[G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)+\left\{G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)\left(\nabla_{x} f_{i}(u, v)\right)^{T}\right.\right. \\
\left.\left.+G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)\right\} p_{i}\right]-\frac{1}{2} p_{i}^{T}\left[G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)\left(\nabla_{x} f_{i}(u, v)\right)^{T}\right. \\
\left.+G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)\right] p_{i}, \text { for all } i=1,2, \ldots, k .
\end{gathered}
$$

If the above inequality sign changes to $\leq$, then $f$ is called $G_{f}$-boncave at $u \in S_{1}$ with respect to $\eta$.
Definition 8. The function $f$ is said to be $G_{f}$-pseudobonvex at $u \in S_{1}$ (with respect to $\eta$ ), if there exists a differentiable function $G_{f}=\left(G_{f_{1}}, G_{f_{2}}, \ldots, G_{f_{k}}\right): R \rightarrow R^{k}$ such that each component $G_{f_{i}}: I_{f_{i}}\left(S_{1} \times S_{2}\right) \rightarrow R$, where $I_{f_{i}}\left(S_{1} \times S_{2}\right), i=1,2,3, \ldots, k$ is the range of $f_{i}$, is strictly increasing on its domain and $\eta: S_{1} \times S_{2} \rightarrow R^{n}$, so that $\forall x \in S_{1}$, for fixed $v \in S_{2}$ and $p_{i} \in R^{n}$, $\eta^{T}(x, u)\left[G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)+\left\{G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)\left(\nabla_{x} f_{i}(u, v)\right)^{T}+G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right)\right.\right.$

$$
\begin{gathered}
\left.\left.\nabla_{x x} f_{i}(u, v)\right\} p_{i}\right] \geq 0 \Rightarrow G_{f_{i}}\left(f_{i}(x, v)\right)-G_{f_{i}}\left(f_{i}(u, v)\right)+\frac{1}{2} p_{i}^{T}\left[G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)\left(\nabla_{x} f_{i}(u, v)\right)^{T}\right. \\
\left.+G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x x} f_{i}(u, v)\right] p_{i} \geq 0, \text { for all } i=1,2, \ldots, k .
\end{gathered}
$$

If the above inequality sign changes to $\leq$, then $f$ is called $G_{f}$-pseudoboncave at $u \in S_{1}$ with respect to $\eta$.
We now give an example of $G_{f}$-bonvexity with respect to $\eta$, but not $\eta$-bonvex.
Example 1. Let $k=4, n=1, S_{1}=S_{2}=\left[-\frac{\pi}{6}, \frac{\pi}{6}\right], C_{1}=C_{2}=\left[\frac{-\pi}{6}, \frac{\pi}{6}\right]$.
Let $f:\left[-\frac{\pi}{6}, \frac{\pi}{6}\right] \times\left[-\frac{\pi}{6}, \frac{\pi}{6}\right] \rightarrow R^{4}$ be defined as

$$
f(x, y)=\left\{f_{1}(x, y), f_{2}(x, y), f_{3}(x, y), f_{4}(x, y)\right\}
$$

where $f_{1}(x, y)=e^{y}, f_{2}(x, y)=x e^{y}, f_{3}(x, y)=x^{2} \sin ^{2} y, f_{4}(x, y)=y^{2}$ and $G_{f}=\left\{G_{f_{1}}, G_{f_{2}}, G_{f_{3}}, G_{f_{4}}\right\}$ : $R \rightarrow R^{4}$ be defined as:

$$
G_{f_{1}}(t)=t, G_{f_{2}}(t)=t^{4}, G_{f_{3}}(t)=t, G_{f_{4}}(t)=t^{2}
$$

Let $\eta:\left[-\frac{\pi}{6}, \frac{\pi}{6}\right] \times\left[-\frac{\pi}{6}, \frac{\pi}{6}\right] \rightarrow R$ be given as:

$$
\eta(x, u)=x u .
$$

To show that $f$ is $G_{f}$-bonvex at $u=0$ with respect to $\eta$, we have to claim that

$$
\begin{gathered}
\pi_{i}=G_{f_{i}}\left(f_{i}(x, v)\right)-G_{f_{i}}\left(f_{i}(u, v)\right)-\eta^{T}(x, u)\left[G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)+\left\{G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)\right.\right. \\
\left.\left.\left(\nabla_{x} f_{i}(u, v)\right)^{T}\right\}+G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x x} f_{i}(u, v)\right\} p_{i}+\frac{1}{2} p_{i}^{T}\left[G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)\right. \\
\left.\left(\nabla_{x} f_{i}(u, v)\right)^{T}+G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x x} f_{i}(u, v)\right] p_{i} \geq 0, \quad i=1,2,3,4 .
\end{gathered}
$$

Putting the values of $f_{1}, f_{2}, f_{3}, f_{4}, G_{f_{1}}, G_{f_{2}}, G_{f_{3}}, G_{f_{4}}$ and $u=0$ in the above expressions, we have

$$
\begin{gathered}
\pi_{1}=0, \forall p, \forall x, v \in\left[-\frac{\pi}{6}, \frac{\pi}{6}\right], \\
\pi_{2}=x^{4} e^{4 v}, \forall p, \forall x, v \in\left[-\frac{\pi}{6}, \frac{\pi}{6}\right], \\
\pi_{3}=x^{2} \sin ^{2} v, \forall p, \forall x, v \in\left[-\frac{\pi}{6}, \frac{\pi}{6}\right],
\end{gathered}
$$

and

$$
\pi_{4}=0, \forall p, \forall x, v \in\left[-\frac{\pi}{6}, \frac{\pi}{6}\right] .
$$

Hence, $\pi_{1} \geq 0, \pi_{2} \geq 0$ (from Figure 1), $\pi_{3} \geq 0$ (in Figure 2) and $\pi_{4} \geq 0, \forall x, v \in\left[-\frac{\pi}{6}, \frac{\pi}{6}\right]$ and $\forall p$.

Therefore, $f$ is $G_{f}$-bonvex at $u=0$ with respect to $\eta$ and $p$.
Next, we claim that function $f$ is not $\eta$-bonvex. For this, it is sufficient to prove that at least one $f_{i}^{\prime} s$ is not $\eta$-bonvex.

Let

$$
\xi=f_{3}(x)-f_{3}(u)-\eta^{T}(x, u)\left[\nabla_{x} f_{3}(u)-\nabla_{x x} f_{3}(u) p_{3}\right]+\frac{1}{2} p_{3}^{T}\left[\nabla_{x x} f_{3}(u)\right] p_{3}
$$

or

$$
\begin{gathered}
\xi=x e^{v}-u e^{v}-0, \forall p, \forall x, v \in\left[-\frac{\pi}{6}, \frac{\pi}{6}\right], \\
\xi=x e^{v} \text { at } u=0 \in\left[-\frac{\pi}{6}, \frac{\pi}{6}\right] .
\end{gathered}
$$



Figure 1. The function $\pi_{2}=x^{4} e^{4 v}, \forall p, \forall x, v \in\left[-\frac{\pi}{6}, \frac{\pi}{6}\right]$ is non-negative.
It follows that $\xi \ngtr 0, u \in\left[-\frac{\pi}{6}, \frac{\pi}{6}\right]$ and $\forall p$ (in Figure 3). Therefore, $f_{3}$ is not $\eta$-bonvex at $u=0$ with respect to $p_{3}$. Hence, $f=\left(f_{1}, f_{2}, f_{3}, f_{4}\right)$ is not $\eta$-bonvex at $u=0$ with respect to $p$.

Definition 9. Let C be a compact convex set in $R^{n}$. The support function of $C$ is defined by

$$
s(x \mid C)=\max \left\{x^{T} y: y \in C\right\}
$$

The subdifferential of $s(x \mid C)$ is given by

$$
\partial s(x \mid C)=\left\{z \in C: z^{T} x=s(x \mid C)\right\} .
$$

For any convex set $S \subset R^{n}$, the normal cone to $S$ at a point $x \in S$ is defined by

$$
N_{S}(x)=\left\{y \in R^{n}: y^{T}(z-x) \leq 0 \text { for all } z \in S\right\} .
$$

It is readily verified that for a compact convex set $S, y$ is in $N_{S}(x)$ if and only if

$$
s(y \mid S)=x^{T} y .
$$

Suppose that $S_{1} \subseteq R^{n}$ and $S_{2} \subseteq R^{m}$ are open sets such that $C_{1} \times C_{2} \subset S_{1} \times S_{2}$.


Figure 2. The function $\pi_{3}=x^{2} \sin ^{2} v, \forall p, \forall x, v \in\left[-\frac{\pi}{6}, \frac{\pi}{6}\right]$ is non-negative.


Figure 3. The function $\xi=x e^{v}$ becomes negative at some $x, v \in\left[-\frac{\pi}{6}, \frac{\pi}{6}\right]$.

## 3. Second-Order Nondifferentiable Multiobjective Symmetric Fractional Programming Problem Over Arbitrary Cones

Now, we consider the following pair of a nondifferentiable multiobjective second-order fractional symmetric dual program over arbitrary cones
(GMFP) Minimize $U(x, y, z, r, p)=\left(U_{1}\left(x, y, z_{1}, r_{1}, p_{1}\right), U_{2}\left(x, y, z_{2}, r_{2}, p_{2}\right), \ldots, U_{k}\left(x, y, z_{k}, r_{k}, p_{k}\right)\right)^{T}$
subject to
$-\sum_{i=1}^{k} \lambda_{i}\left[G_{f_{i}}^{\prime}\left(f_{i}(x, y)\right) \nabla_{y} f_{i}(x, y)-z_{i}+\left\{G_{f_{i}}^{\prime \prime}\left(f_{i}(x, y)\right) \nabla_{y} f_{i}(x, y)\left(\nabla_{y} f_{i}(x, y)\right)^{T}+G_{f_{i}}^{\prime}\left(f_{i}(x, y)\right)\right.\right.$

$$
\begin{gathered}
\left.\nabla_{y y} f_{i}(x, y)\right\} p_{i}-U_{i}\left(x, y, p_{i}\right)\left\{G_{g_{i}}^{\prime}\left(g_{i}(x, y)\right) \nabla_{y} g_{i}(x, y)+r_{i}+\left\{G_{g_{i}}^{\prime \prime}\left(g_{i}(x, y)\right) \nabla_{y} g_{i}(x, y)\right\}\right. \\
\left.\left.\left(\nabla_{y} g_{i}(x, y)\right)^{T}+G_{g_{i}}^{\prime}\left(g_{i}(x, y)\right) \nabla_{y y} g_{i}(x, y)\right\} p_{i}\right] \in C_{2}^{*}, \\
y^{T}\left[\sum _ { i = 1 } ^ { k } \lambda _ { i } \left\{G_{f_{i}}^{\prime}\left(f_{i}(x, y)\right) \nabla_{y} f_{i}(x, y)-z_{i}+\left\{G_{f_{i}}^{\prime \prime}\left(f_{i}(x, y)\right) \nabla_{y} f_{i}(x, y)\left(\nabla_{y} f_{i}(x, y)\right)^{T}+G_{f_{i}}^{\prime}\left(f_{i}(x, y)\right)\right.\right.\right. \\
\left.\nabla_{y y} f_{i}(x, y)\right\} p_{i}-U_{i}\left(x, y, p_{i}\right)\left\{G_{g_{i}}^{\prime}\left(g_{i}(x, y)\right) \nabla_{y} g_{i}(x, y)+r_{i}+\left\{G_{g_{i}}^{\prime \prime}\left(g_{i}(x, y)\right) \nabla_{y} g_{i}(x, y)\right\}\right. \\
\left.\left.\left.\left(\nabla_{y} g_{i}(x, y)\right)^{T}+G_{g_{i}}^{\prime}\left(g_{i}(x, y)\right) \nabla_{y y} g_{i}(x, y)\right\} p_{i}\right\}\right] \geq 0, \\
x \in C_{1}, \lambda>0, z_{i} \in D_{i}, r_{i} \in F_{i}, i=1,2, \ldots, k .
\end{gathered}
$$

(GMFD) Maximize $T(u, v, w, t, q)=\left(T_{1}\left(u, v, w_{1}, t_{1}, q_{1}\right),\left(T_{2}\left(u, v, w_{2}, t_{2}, q_{2}\right), \ldots, T_{k}\left(u, v, w_{k}, t_{k}, q_{k}\right)\right)^{T}\right.$
subject to

$$
\begin{gathered}
\sum_{i=1}^{k_{i}^{\prime}} \lambda_{i}\left[G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)+w_{i}+G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)\left(\nabla x f_{i}(u, v)\right)^{T}+G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right)\right. \\
\left.\nabla x x f_{i}(u, v)\right] g_{i}-T_{i}\left(u, v, q_{i}\right)\left[G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla_{x} g_{i}(u, v)-t_{i}+\left\{G_{g_{i}}^{\prime \prime}\left(g_{i}(u, v)\right) \nabla_{x} g_{i}(u, v)\right.\right. \\
\left.\left.\left(\nabla x g_{i}(u, v)\right)^{T}+G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla_{x x} g_{i}(u, v)\right\} q_{i}\right] \in C_{1}^{*},
\end{gathered}
$$

$$
\begin{gathered}
u^{T}\left[\sum _ { i = 1 } ^ { k } \lambda _ { i } \left\{G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)-w_{i}+G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)\left(\nabla x f_{i}(u, v)\right)^{T}+G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right)\right.\right. \\
\left.\nabla x x f_{i}(u, v)\right] q_{i}-T_{i}\left(u, v, q_{i}\right)\left[G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla_{x} g_{i}(u, v)-t_{i}+\left\{G_{g_{i}}^{\prime \prime}\left(g_{i}(u, v)\right)\right.\right. \\
\left.\left.\left.\nabla x g_{i}(u, v)\left(\nabla x g_{i}(u, v)\right)^{T}+G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla x x g_{i}(u, v)\right\} q_{i}\right\}\right] \leq 0, \\
v \in C_{1}, \lambda>0, w_{i} \in Q_{i}, t_{i} \in E_{i}, i=1,2, \ldots, k .
\end{gathered}
$$

where

$$
\begin{array}{r}
U_{i}\left(x, y, z_{i}, r_{i}, p_{i}\right)=\frac{G_{f_{i}}\left(f_{i}(x, y)\right)+s\left(x \mid Q_{i}\right)-y^{T} z_{i}-\frac{1}{2} p_{i}^{T}\left[G_{f_{i}}^{\prime \prime}\left(f_{i}(x, y)\right) \nabla_{y} f_{i}(x, y)\left(\nabla_{y} f_{i}(x, y)\right)^{T}\right.}{G_{g_{i}}\left(g_{i}(x, y)\right)-s\left(x \mid E_{i}\right)+y^{T} r_{i}-\frac{1}{2} p_{i}^{T}\left[G_{g_{i}}^{\prime \prime}\left(g_{i}(x, y)\right) \nabla_{y} g_{i}(x, y)\left(\nabla_{y} g_{i}(x, y)\right)^{T}\right.} \\
\frac{\left.+G_{f_{i}}^{\prime}\left(f_{i}(x, y)\right) \nabla_{y y} f_{i}(x, y)\right] p_{i}}{\left.+G_{g_{i}}^{\prime}\left(g_{i}(x, y)\right) \nabla_{y y} g_{i}(x, y)\right] p_{i}}
\end{array}
$$

and

$$
\begin{array}{r}
T_{i}\left(u, v, w_{i}, t_{i}, q_{i}\right)=\frac{G_{f_{i}}\left(f_{i}(u, v)\right)-s\left(v \mid D_{i}\right)+u^{T} w_{i}-\frac{1}{2} q_{i}^{T}\left[G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)\left(\nabla x f_{i}(u, v)\right)^{T}\right.}{G_{g_{i}}\left(g_{i}(u, v)\right)+s\left(v \mid F_{i}\right)-u^{T} t_{i}-\frac{1}{2} q_{i}^{T}\left[G_{g_{i}}^{\prime \prime}\left(g_{i}(u, v)\right) \nabla x g_{i}(u, v)\left(\nabla x g_{i}(u, v)\right)^{T}\right.} \\
\frac{\left.+G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x x} f_{i}(u, v)\right] q_{i}}{\left.+G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla_{x x} g_{i}(u, v)\right] q_{i}} ;
\end{array}
$$

and
$S_{1} \subseteq R^{n}$ and $S_{2} \subseteq R^{m} ; C_{1}$ and $C_{2}$ are arbitrary cones in $R^{n}$ and $R^{m}$, respectively, such that $C_{1} \times C_{2} \subseteq S_{1} \times S_{2} ; f_{i}: S_{1} \times S_{2} \rightarrow R$ and $g_{i}: S_{1} \times S_{2} \rightarrow R$ are differentiable functions; $G_{f_{i}}: I_{f_{i}} \rightarrow R$ and $G_{g_{i}}: I_{g_{i}} \rightarrow R$ are differentiable strictly increasing functions on their domains; $Q_{i}, E_{i}$ are compact
convex sets in $R^{n}$; and $D_{i}, F_{i}$ are compact convex sets in $R^{m}, i=1,2,3, \ldots, k . C_{1}^{*}$ and $C_{2}^{*}$ are positive polar cones of $C_{1}$ and $C_{2}$, respectively. It is assumed that in the feasible regions, the numerators are nonnegative and denominators are positive. $p_{i}$ and $q_{i}$ are vectors in $R^{m}$ and $R^{n}$, respectively, $\lambda \in R^{k}$.

Equivalently, the above problem is reduced in the given form:
$($ EGMFP $) \operatorname{Min} R(x, y, z, r, p)=\left(R_{1}\left(x, y, z_{1}, r_{1}, p_{1}\right), R_{2}\left(x, y, z_{2}, r_{2}, p_{2}\right), \ldots, R_{k}\left(x, y, z_{k}, r_{k}, p_{k}\right)\right)$
subject to

$$
\begin{gather*}
G_{f_{i}}\left(f_{i}(x, y)\right)+s\left(x \mid Q_{i}\right)-y^{T} z_{i}-\frac{1}{2} p_{i}^{T}\left[G_{f_{i}}^{\prime \prime}\left(f_{i}(x, y)\right) \nabla_{y} f_{i}(x, y)\left(\nabla_{y} f_{i}(x, y)\right)^{T}+G_{f_{i}}^{\prime}\left(f_{i}(x, y)\right)\right. \\
\left.\nabla y y f_{i}(x, y)\right] p_{i}-R_{i}\left(x, y, z_{i}, r_{i}, p_{i}\right)\left[G_{g_{i}}\left(g_{i}(u, v)\right)-s\left(x \mid E_{i}\right)+y^{T} r_{i}-\frac{1}{2} q_{i}^{T}\left[G_{g_{i}}^{\prime \prime}\left(g_{i}(u, v)\right)\right.\right. \\
\left.\left.\nabla x g_{i}(u, v)\left(\nabla_{x} g_{i}(u, v)\right)^{T}+G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla x x g_{i}(u, v)\right] q_{i}\right]=0, i=1,2, \ldots, k,  \tag{1}\\
-\sum_{i=1}^{k} \lambda_{i}\left[G_{f_{i}}^{\prime}\left(f_{i}(x, y)\right) \nabla_{y} f_{i}(x, y)-z_{i}+\left[G_{f_{i}}^{\prime \prime}\left(f_{i}(x, y)\right) \nabla_{y} f_{i}(x, y)\left(\nabla_{y} f_{i}(x, y)\right)^{T}+\right.\right. \\
\left.G_{f_{i}}^{\prime}\left(f_{i}(x, y)\right) \nabla_{y y} f_{i}(x, y)\right] p_{i}-R_{i}\left(x, y, z_{i}, r_{i}, p_{i}\right)\left\{G_{g_{i}}^{\prime}\left(g_{i}(x, y)\right)+r_{i} \nabla_{y} g_{i}(x, y)+\left(G_{g_{i}}^{\prime \prime}\left(g_{i}(x, y)\right)\right.\right. \\
\left.\left.\left.\nabla y g_{i}(x, y)\left(\nabla y g_{i}(x, y)\right)^{T}+G_{g_{i}}^{\prime}\left(g_{i}(x, y)\right) \nabla y y g_{i}(x, y)\right) p_{i}\right\}\right] \in C_{2}^{*},  \tag{2}\\
y^{T} \sum_{i=1}^{k} \lambda_{i}\left[G_{f_{i}}^{\prime}\left(f_{i}(x, y)\right) \nabla y f_{i}(x, y)-z_{i}+\left[G_{f_{i}}^{\prime \prime}\left(f_{i}(x, y)\right) \nabla y f_{i}(x, y)\left(\nabla y f_{i}(x, y)\right)^{T}+\right.\right. \\
\left.G_{f_{i}}^{\prime}\left(f_{i}(x, y)\right) \nabla_{y y} f_{i}(x, y)\right] p_{i}-R_{i}\left(x, y, z_{i}, r_{i}, p_{i}\right)\left\{G_{g_{i}}^{\prime}\left(g_{i}(x, y)\right) \nabla_{y} g_{i}(x, y)+r_{i}+\left(G_{g_{i}}^{\prime \prime}\left(g_{i}(x, y)\right)\right.\right. \\
\left.\left.\left.\nabla y g_{i}(x, y)\left(\nabla y g_{i}(x, y)\right)^{T}+G_{g_{i}}^{\prime}\left(g_{i}(x, y)\right) \nabla_{y y} g_{i}(x, y)\right) p_{i}\right\}\right] \geq 0,  \tag{3}\\
x \in C_{1}, \lambda>0, z_{i} \in D_{i}, r_{i} \in F_{i}, i=1,2, \ldots, k . \tag{4}
\end{gather*}
$$

(EGMFD) Maximize $S(u, v, w, t, q)=\left[S_{1}\left(u, v, w_{1}, t_{1}, q_{1}\right), S_{2}\left(u, v, w_{2}, t_{2}, q_{2}\right), \ldots, S_{k}\left(u, v, w_{k}, t_{k}, q_{k}\right)\right]$ subject to

$$
\begin{align*}
& G_{f_{i}^{\prime}}\left(f_{i}(u, v)\right)-s\left(v \mid D_{i}\right)+u^{T} w_{i}-\frac{1}{2} q_{i}^{T}\left\{G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)\left(\nabla_{x} f_{i}(u, v)\right)^{T}+G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right)\right. \\
& \left.\nabla x x f_{i}(u, v)\right\} q_{i}-S_{i}\left(u, v, w_{i}, t_{i}, q_{i}\right)\left[G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right)+s\left(v \mid F_{i}\right)-u^{T} t_{i}-\frac{1}{2} q_{i}^{T}\left\{G_{g_{i}}^{\prime \prime}\left(g_{i}(u, v)\right) \nabla x g_{i}(u, v)\right.\right. \\
& \left.\left.\left(\nabla_{x} g_{i}(u, v)\right)^{T}+G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla_{x x} g_{i}(u, v) q_{i}\right\}\right]=0, i=1,2, \ldots, k .  \tag{5}\\
& \sum_{i=1}^{k} \lambda_{i}\left[G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)+w_{i}+\left\{G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)\left(\nabla_{x} f_{i}(u, v)\right)^{T}+\right.\right. \\
& \left.G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x x} f_{i}(u, v)\right\} q_{i}-T_{i}\left(u, v, w_{i}, t_{i}, q_{i}\right)\left\{G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla_{x} g_{i}(u, v)-t_{i}+G_{g_{i}}^{\prime \prime}\left(g_{i}(u, v)\right)\right. \\
& \left.\left.\nabla x g_{i}(u, v)\left(\nabla x g_{i}(u, v)\right)^{T}+G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla x x g_{i}(u, v)\right\} q_{i}\right] \in C_{1}^{*}, \tag{6}
\end{align*}
$$

$$
\begin{gather*}
u^{T} \sum_{i=1}^{k} \lambda_{i}\left[G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)+w_{i}+\left\{G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)\left(\nabla x f_{i}(u, v)\right)^{T}+\right.\right. \\
\left.G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x x} f_{i}(u, v)\right\} q_{i}-T_{i}\left(u, v, w_{i}, t_{i}, q_{i}\right)\left\{G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla x g_{i}(u, v)-t_{i}+G_{g_{i}}^{\prime \prime}\left(g_{i}(u, v)\right)\right. \\
\left.\left.\nabla x g_{i}(u, v)\left(\nabla x g_{i}(u, v)\right)^{T}+G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla_{x x} g_{i}(u, v)\right\} q_{i}\right] \leq 0  \tag{7}\\
v \in C_{1}, \lambda>0, w_{i} \in B i, t_{i} \in E_{i}, i=1,2, \ldots, k \tag{8}
\end{gather*}
$$

Let $Z^{0}$ and $W^{0}$ be the sets of feasible solutions of (EGMFP) and (EGMFD), respectively. Next, we prove duality theorems for (EGMFP) and (EGMFD), which equally apply to (GMFP) and (GMFD), respectively. Let $z=\left(z_{1}, z_{2}, \ldots, z_{k}\right), r=\left(r_{1}, r_{2}, \ldots, r_{k}\right), w=\left(w_{1}, w_{2}, \ldots, w_{k}\right), t=\left(t_{1}, t_{2}, \ldots, t_{k}\right)$ and $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right)$.

Theorem 1. (Weak Duality). Let $(x, y, R, z, r, \lambda, p) \in Z^{0}$ and $(u, v, S, w, t, \lambda, q) \in W^{0}$. Assume that for $i=1,2,3, \ldots, k$ :
(i) $f_{i}(., v)$ is $G_{f_{i}}$-bonvex and (. $)^{T} w_{i}$ is invex at $u$ for fixed $v$ with respective to $\eta_{1}$.
(ii) $g_{i}(., v)$ is a $G_{g_{i}}$-boncave and (. $)^{T} t_{i}$ is invex at $u$ for fixed $v$ with respective to $\eta_{1}$.
(iii) $f_{i}(x,$.$) is a G_{f_{i}}$ - boncave and (. $)^{T} z_{i}$ is invex at $y$ for fixed $x$ with respective to $\eta_{2}$.
(iv) $g_{i}(x,$.$) is a G_{g_{i}}$-bonvex and (. $)^{T} r_{i}$ is invex at $y$ for fixed $x$ with respective to $\eta_{2}$.
(v) $\eta_{1}(x, u)+u \in C_{1}$ and $\eta_{2}(v, y)+y \in C_{2}$.
(vi) $G_{g_{i}}((x, v))+v^{T} r_{i}-x^{T} t_{i}>0$.

Then, the following can not hold simultaneously:
$R_{i} \leq S_{i}$, for all $i=1,2,3, \ldots, k$ and $R_{j}<S_{j}$, for some $j=1,2,3, \ldots, m$.
Proof. From Assumption (v) and Equation (6), we get

$$
\begin{align*}
& \left(\eta_{1}(x, u)+u\right)^{T} \sum_{i=1}^{k} \lambda_{i}\left[G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)+w_{i}+\left[G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla x f_{i}(u, v)\left(\nabla x f_{i}(u, v)\right)^{T}\right.\right. \\
& \left.+G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla \nabla_{x x} f_{i}(u, v)\right] q_{i}-T_{i}\left(u, v, q_{i}\right)\left\{G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla_{x} g_{i}(u, v)-t_{i}\right. \\
& \left.\left.\quad+\left(G_{g_{i}}^{\prime \prime}\left(g_{i}(u, v)\right) \nabla x g_{i}(u, v)\left(\nabla x g_{i}(u, v)\right)^{T}+G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla x x g_{i}(u, v)\right) q_{i}\right\}\right] \geq 0 . \tag{9}
\end{align*}
$$

Using Equations (7) and (9), we obtain,

$$
\begin{align*}
& \eta_{1}^{T}(x, u) {\left[\sum _ { i = 1 } ^ { k } \lambda _ { i } \left(G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)+w_{i}+\left[G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)\left(\nabla x f_{i}(u, v)\right)^{T}\right.\right.\right.} \\
&\left.+G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla x x f_{i}(u, v)\right] q_{i}-T_{i}\left(u, v, q_{i}\right)\left\{G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla x g_{i}(u, v)-t_{i}\right. \\
&\left.\left.\left.+\left(G_{g_{i}}^{\prime \prime}\left(g_{i}(u, v)\right) \nabla x g_{i}(u, v)\left(\nabla x g_{i}(u, v)\right)^{T}+G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla x x g_{i}(u, v)\right) q_{i}\right\}\right)\right] \geq 0 \tag{10}
\end{align*}
$$

From Assumption (i), we have

$$
\begin{gather*}
G_{f_{i}}\left(f_{i}(x, v)\right)-G_{f_{i}}\left(f_{i}(u, v)\right) \geq n_{1}^{T}(x, u) G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)+\left[G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)\right. \\
\left.\left(\nabla_{x} f_{i}(u, v)\right)^{T}+G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla x x f_{i}(u, v)\right] p_{i}-\frac{1}{2} p_{i}^{T}\left[G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)\right. \\
\left.\left(\nabla_{x} f_{i}(u, v)\right)^{T}+G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x x} f_{i}(u, v) p_{i}\right], i=1,2, \ldots, k . \tag{11}
\end{gather*}
$$

and

$$
\begin{equation*}
x^{T} w_{i}-u^{T} w_{i} \geq \eta_{1}^{T}(x, u) w_{i}, \quad i=1,2, \ldots, k \tag{12}
\end{equation*}
$$

Since $\lambda>0$ and combining above inequalities, it follows that

$$
\begin{align*}
& \sum_{i=1}^{k}\left[G_{f_{i}}\left(f_{i}(x, v)\right)+x^{T} w_{i}-G_{f_{i}}\left(f_{i}(u, v)\right)-u^{T} w_{i}\right] \geq n_{1}^{T}(x, u) \sum_{i=1}^{k} \lambda_{i}\left[G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla x f_{i}(u, v)+w_{i}\right. \\
& +\left[G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla x f_{i}(u, v)\left(\nabla x f_{i}(u, v)\right)^{T}+G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla x x f_{i}(u, v)\right] p_{i} \\
& \left.\quad-\frac{1}{2} p_{i}^{T}\left\{G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla{ }_{x} f_{i}(u, v)\left(\nabla_{x} f_{i}(u, v)\right)^{T}+G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla{ }_{x x} f_{i}(u, v)\right\} p_{i}\right] . \tag{13}
\end{align*}
$$

Similarly, from Assumption (ii), we get

$$
\begin{gather*}
-G_{g_{i}}\left(g_{i}(x, v)\right)+G_{g_{i}}\left(g_{i}(u, v)\right) \geq-\eta_{1}^{T}(x, u)\left[G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla x g_{i}(u, v)+\left[G_{g_{i}}^{\prime \prime}\left(g_{i}(u, v)\right)\right.\right. \\
\left.\nabla x g_{i}(u, v)\left(\nabla x g_{i}(u, v)\right)^{T}+G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla x x g_{i}(u, v)\right] p_{i}+\frac{1}{2} p_{i}^{T}\left\{G_{g_{i}}^{\prime \prime}\left(g_{i}(u, v)\right) \nabla x g_{i}(u, v)\right. \\
\left.\left.\left(\nabla x g_{i}(u, v)\right)^{T}+G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla x g_{i}(u, v)\right\} p_{i}\right], \quad i=1,2, \ldots, k, \tag{14}
\end{gather*}
$$

and

$$
\begin{equation*}
x^{T} t_{i}-u^{T} t_{i} \geq \eta_{1}^{T}(x, u) t_{i}, i=1,2, \ldots, k \tag{15}
\end{equation*}
$$

Multiplying by $\lambda_{i} T_{i}$ in above inequalities and taking summation over $i=1,2,3, \ldots, k$, it follows that

$$
\begin{align*}
& \sum_{i=1}^{\wedge} \lambda_{i} T_{i}\left[-G_{g_{i}}\left(g_{i}(x, v)\right)+x^{T} t_{i}+G_{g_{i}}\left(g_{i}(u, v)\right)-u^{T} t_{i}\right] \geq-\eta_{1}^{T}(x, u) \sum_{i=1}^{\wedge} \lambda_{i} T_{i}\left[\left[G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right)-t_{i}+\right.\right. \\
& \nabla x g_{i}(u, v)\left[G_{g_{i}}^{\prime \prime}\left(g_{i}(u, v)\right) \nabla x g_{i}(u, v)\left(\nabla x g_{i}(u, v)\right)^{T}+G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla x x g_{i}(u, v)\right] p_{i} \\
& \left.\quad-\frac{1}{2} \bar{p}_{i}^{T}\left\{G_{g_{i}}^{\prime \prime}\left(g_{i}(u, v)\right) \nabla x g_{i}(u, v)\left(\nabla x g_{i}(u, v)\right)^{T}+G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla x g_{i}(u, v) p_{i}\right\}\right] . \tag{16}
\end{align*}
$$

Adding the inequalities in Equations (13) and (16), we get

$$
\begin{align*}
& \sum_{i=1}^{k} \lambda_{i}\left[G_{f_{i}}\left(f_{i}(x, v)\right)-G_{f_{i}}\left(f_{i}(u, v)\right)-T_{i}\left(G_{g_{i}}\left(g_{i}(x, v)\right)-G_{g_{i}}\left(g_{i}(u, v)\right)\right)\right] \\
& \geq-\sum_{i=1}^{k} \frac{\lambda_{i} q_{i}^{T}}{2}\left[G_{f_{i}}^{\prime}\left(f_{i}(u, v)\right) \nabla_{x x} f_{i}(u, v)+G_{f_{i}}^{\prime \prime}\left(f_{i}(u, v)\right) \nabla_{x} f_{i}(u, v)\left(\nabla_{x} f_{i}(u, v)\right)^{T}\right. \\
& \left.\quad-T_{i}\left\{G_{g_{i}}^{\prime}\left(g_{i}(u, v)\right) \nabla_{x x} g_{i}(u, v)+G_{g_{i}}^{\prime \prime}\left(g_{i}(u, v)\right) \nabla_{x} g_{i}(u, v)\left(\nabla_{x} g_{i}(u, v)\right)^{T}\right\} g_{i}\right] \tag{17}
\end{align*}
$$

Since $v^{T} r_{i} \leq s\left(v \mid F_{i}\right)$, from Equations (17) and (5), we get

$$
\begin{equation*}
\sum_{i=1}^{k} \lambda_{i}\left[G_{f_{i}}\left(f_{i}(x, v)\right)+x^{T} w_{i}-s\left(v \mid D_{i}\right)+T_{i}\left(x^{T} t_{i}-v^{T} r_{i}-G_{g_{i}}\left(g_{i}(x, v)\right)\right)\right] \geq 0 \tag{18}
\end{equation*}
$$

Similarly, using Hypotheses (iii)-(v) and the primal constraints in Equations (1)-(4), we have

$$
\begin{equation*}
\sum_{i=1}^{k} \lambda_{i}\left[-G_{f_{i}}\left(f_{i}(x, v)\right)+v^{T} z_{i}-s\left(x \mid Q_{i}\right)+R_{i}\left(-x^{T} t_{i}+v^{T} r_{i}+G_{g_{i}}\left(g_{i}(x, v)\right)\right)\right] \geq 0 \tag{19}
\end{equation*}
$$

On adding the inequalities in Equations (18) and (19), we get

$$
\begin{align*}
& \sum_{i=1}^{k} \lambda_{i}\left[v^{T} z_{i}-s\left(v \mid D_{i}\right)+x^{T} w_{i}-G_{f_{i}}\left(f_{i}(x, v)\right)-s\left(x \mid Q_{i}\right)\right. \\
&\left.+\left(R_{i}-S_{i}\right)\left(-x^{T} t_{i}+v^{T} r_{i}+G_{g_{i}}\left(g_{i}(x, v)\right)\right)\right] \geq 0 \tag{20}
\end{align*}
$$

Since $\lambda_{i}>0, v^{T} z_{i}-s(v \mid D i)+x^{T} w_{i}-s(x \mid C i) \leq 0, i=1,2,3, \ldots, k$, it yields

$$
\sum_{i=1}^{k} \lambda_{i}\left(R_{i}-T_{i}\right)\left(G_{g_{i}}\left(g_{i}(x, v)\right)+v^{T} r_{i}-x^{T} t_{i}\right) \geq 0
$$

From Assumption (vi), we have, $G_{g_{i}}((x, v))+v^{T} r_{i}-x^{T} t_{i}>, i=1,2,3, \ldots, k$. Since $\lambda>0$, it follows that $R \not \leq S$, hence the result.

Remark 1. Since every convex function is pseudoconvex, the above weak duality theorem for the symmetric dual pair (EGMFP) and (EGMFD) can also be obtained under pseudobonvexity assumptions.

Theorem 2. (Weak Duality). Let $(x, y, R, z, r, \lambda, p) \in Z^{0}$ and $(u, v, S, w, t, \lambda, q) \in W^{0}$. Assume that for $i=1,2,3, \ldots, k$ :
(i) $f_{i}(., v)$ is $G_{f_{i}}$-pseudobonvex and $(.)^{T} w_{i}$ is pseudoinvex at $u$ for fixed $v$ with respective to $\eta_{1}$.
(ii) $g_{i}(., v)$ is a $G_{g_{i}}$ - pseudoboncave and (. $)^{T} t_{i}$ is pseudoinvex at $u$ for fixed $v$ with respective to $\eta_{1}$.
(iii) $f_{i}\left(x, \text {.) is a } G_{f_{i}-} \text { pseudoboncave and (. }\right)^{T} z_{i}$ is pseudoinvex at $y$ for fixed $x$ with respective to $\eta_{2}$.
(iv) $g_{i}(x,$.$) is a G_{g_{i}}$-pseudobonvex and (. $)^{T} r_{i}$ is pseudoinvex at $y$ for fixed $x$ with respective to $\eta_{2}$.
(v) $\eta_{1}(x, u)+u \in C_{1}$ and $\eta_{2}(v, y)+y \in C_{2}$.
(vi) $G_{g_{i}}((x, v))+v^{T} r_{i}-x^{T} t_{i}>0$.

Then, the following cannot hold simultaneously:
$R_{i} \leq S_{i}$, for all $i=1,2,3, \ldots, k$ and $R_{j}<S_{j}$, for some $j=1,2,3, \ldots, m$.
Proof. The proof follows on the lines of Theorem 1.
Theorem 3. (Strong Duality). Let ( $\bar{x}, \bar{y}, \bar{R}, \bar{z}, \bar{r}, \bar{\lambda}, \bar{p})$ be an efficient solution to (EGMFP), fix $\lambda=\bar{\lambda}$ in (EGMFD). Further, assume that
(i) $\left\{G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} f_{i}(\bar{x}, \bar{y})+G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y} f_{i}(\bar{x}, y)\left(\nabla_{y} f_{i}(\bar{x}, \bar{y})\right)^{T}-\bar{R}_{i}\left\{G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} g_{i}(\bar{x}, \bar{y})\right.\right.$ $\left.\left.+G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y} g_{i}(\bar{x}, \bar{y})\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)^{T}\right\}\right]$ is positive definite and

$$
\begin{aligned}
& p_{i}^{T}\left[G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} f_{i}(\bar{x}, \bar{y})+\left[G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y} f_{i}(\bar{x}, y)\left(\nabla_{y} f_{i}(\bar{x}, \bar{y})\right)^{T}-\bar{R}_{i}\left[G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right)\right.\right.\right. \\
& \nabla_{y y} g_{i}(\bar{x}, \bar{y})+G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y} g_{i}(\bar{x}, \bar{y})\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)^{T} \geq 0, \text { for all } i=1,2,3, \ldots, k .
\end{aligned}
$$

(ii) The matrix $\left\{G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} f_{i}(\bar{x}, \bar{y})+G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y} f_{i}(\bar{x}, y)\left(\nabla_{y} f_{i}(\bar{x}, \bar{y})\right)^{T}-\bar{R}_{i}\left[G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right)\right.\right.$ $\left.\nabla_{y y} g_{i}(\bar{x}, \bar{y})+G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y} g_{i}(\bar{x}, \bar{y})\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)^{T}\right\}$ is positive definite for $i=1,2,3, \ldots, k$.
(iii) For $\beta>0$ and $\bar{p}_{i} \in \mathbb{R}^{m}, \bar{p}_{i} \neq 0, i=1,2, \ldots, k$ implies that

$$
\begin{aligned}
& \sum_{i=1}^{k} \beta_{i} \bar{p}_{i}\left[G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} f_{i}(\bar{x}, \bar{y})+\left[G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y} f_{i}(\bar{x}, y)\left(\nabla_{y} f_{i}(\bar{x}, \bar{y})\right)^{T}-\bar{R}_{i}\left[G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right)\right.\right.\right. \\
& \nabla_{y y} g_{i}(\bar{x}, \bar{y})+G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y} g_{i}(\bar{x}, y)\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)^{T} \neq 0 .
\end{aligned}
$$

(iv) $\left[G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} f_{i}(\bar{x}, \bar{y})+\left\{G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y} f_{i}(\bar{x}, \bar{y})\left(\nabla_{y} f_{i}(\bar{x}, \bar{y})\right)^{T}-\bar{R}_{i}\left(G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} g_{i}(\bar{x}, \bar{y})\right.\right.\right.$ $\left.\left.\left.+G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y} g_{i}(\bar{x}, y)\left(\nabla_{y} g_{i}(\bar{x}, y)\right)^{T}\right)\right\}\right]_{i=1}^{k}$ is linearly independent.
(iv) $\bar{R}_{i}>0, i=1,2,3, \ldots, k$.

Then, there exist $\bar{w}_{i} \in Q$ and $\bar{f}_{i} \in E_{i}, i=1,2,3, \ldots, k$ such that $(\bar{x}, \bar{y}, \bar{R}, \bar{w}, \bar{\lambda}, \bar{t}, \bar{q}=0)$ is feasible for (EGMFD). Furthermore, if the assumptions of Theorem 1 or Theorem 2 are satisfied, then $(\bar{x}, \bar{y}, \bar{R}, \bar{w}, \bar{\lambda}, \bar{t}, \bar{q}=0)$ is an efficient solution to (EGMFD).

Proof. Since ( $\bar{x}, \bar{y}, \bar{R}, \bar{w}, \bar{\lambda}, \bar{t}, \bar{q}=0$ ) is an efficient solution of (EMFP), by Fritz John necessary conditions [14], there exists $\alpha \in \mathbb{R}^{k}, \beta \in \mathbb{R}_{+}, \gamma \in \mathbb{C}_{\neq}, \delta \in \mathbb{R}$ and $\xi \in R^{k}$ such that

$$
\begin{align*}
& (x-\bar{x})^{T} \sum_{i=1}^{k} \beta_{i}\left[G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{x} f_{i}(\bar{x}, \bar{y})+\bar{w}_{i}-\frac{1}{2} \bar{p}_{i}^{T} \nabla_{x}\left[\left\{G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y} f_{i}(\bar{x}, \bar{y})\left(\nabla_{y} f_{i}(\bar{x}, \bar{y})\right)^{T}\right.\right.\right. \\
& \left.\left.+G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} f_{i}(\bar{x}, \bar{y})\right\}\right] \bar{p}_{i}-\bar{R}_{i}\left(G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{x} g_{i}(\bar{x}, \bar{y})+\bar{t}_{i}-\frac{1}{2} \bar{p}_{i}^{T} \nabla_{x}\left[\left\{G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y} g_{i}(\bar{x}, \bar{y})\right.\right.\right. \\
& \left.\left.\left.\left.\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)^{T}+G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} g_{i}(\bar{x}, \bar{y})\right\}\right] \bar{p}_{i}\right)\right]+(\gamma-\delta \bar{y})^{T} \sum_{i=1}^{k} \bar{\lambda}_{i}\left[G_{f_{i}^{\prime \prime}}^{\prime \prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{x} f_{i}(\bar{x}, \bar{y}) \nabla_{y} f_{i}(\bar{x}, \bar{y})\right. \\
& +G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{x y} f_{i}(\bar{x}, \bar{y})+\nabla_{x}\left[\left\{G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y} f_{i}(\bar{x}, \bar{y})\left(\nabla_{y} f_{i}(\bar{x}, \bar{y})\right)^{T}+G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right)\right.\right. \\
& \left.\left.\nabla_{y y} f_{i}(\bar{x}, \bar{y})\right\} \bar{p}_{i}\right]-\bar{R}_{i}\left(G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{x} g_{i}(\bar{x}, \bar{y}) \nabla_{y} g_{i}(\bar{x}, \bar{y})+G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{x y} g_{i}(\bar{x}, \bar{y})\right. \\
& \left.\left.+\nabla_{x}\left[\left\{G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y} g_{i}(\bar{x}, \bar{y})\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)^{T}+G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} g_{i}(\bar{x}, \bar{y})\right\} \bar{p}_{i}\right]\right)\right] \geq 0, \forall x \in C_{1},  \tag{21}\\
& \sum_{i=1}^{k}\left[( \beta _ { i } - \delta \overline { \lambda } _ { i } ) \left\{\left(G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y} f_{i}(\bar{x}, \bar{y})-\bar{z}_{i}+\left(G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} f_{i}(\bar{x}, \bar{y})+\left(G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{x}, \bar{y})\right)\right.\right.\right.\right.\right. \\
& \left.\left.\nabla_{y} f_{i}(\bar{x}, \bar{y})\left(\nabla_{y} f_{i}(\bar{x}, \bar{y})\right)^{T}\right) \bar{p}_{i}\right)-\bar{R}_{i}\left(\left(G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y} g_{i}(\bar{x}, \bar{y})+\bar{r}_{i}+\left(G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} g_{i}(\bar{x}, \bar{y})\right.\right.\right. \\
& \left.\left.\left.+\left(G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y} g_{i}(\bar{x}, \bar{y})\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)^{T}\right) \bar{p}_{i}\right)\right\}\right)+\left((\gamma-\delta \bar{y}) \bar{\lambda}_{i}-\beta_{i} \bar{p}_{i}\right)\left\{\left(G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right)\right.\right. \\
& \nabla_{y y} f_{i}(\bar{x}, \bar{y})+\left(G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y} f_{i}(\bar{x}, y)\left(\nabla_{y} f_{i}(\bar{x}, \bar{y})\right)^{T}\right)-\bar{R}_{i}\left(G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} g_{i}(\bar{x}, \bar{y})\right. \\
& \left.+\left(G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y} g_{i}(\bar{x}, y)\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)^{T}\right)\right\}+\left((\gamma-\delta \bar{y}) \bar{\lambda}_{i}-\frac{\beta_{i} \bar{p}_{i}}{2}\right)\left\{\nabla _ { y } \left(\left(G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} f_{i}(\bar{x}, \bar{y})\right.\right.\right. \\
& \left.+\left(G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y} f_{i}(\bar{x}, \bar{y})\left(\nabla_{y} f_{i}(\bar{x}, \bar{y})\right)^{T}\right) \bar{p}_{i}\right)-\bar{R}_{i}\left(\nabla _ { y } \left(\left(G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right)\right.\right.\right. \\
& \left.\left.\left.\nabla_{y y} g_{i}(\bar{x}, \bar{y})+\left(G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y} g_{i}(\bar{x}, y)\left(\nabla_{y} g_{i}(\bar{x}, y)(\bar{x}, \bar{y})\right)^{T}\right) \bar{p}_{i}\right)\right\}\right]=0, \tag{22}
\end{align*}
$$

$$
\begin{align*}
& (\gamma-\delta \bar{y})\left\{\left(G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y} f_{i}(\bar{x}, \bar{y})-\bar{z}_{i}+\left(G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} f_{i}(\bar{x}, \bar{y})+\left(G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{x}, \bar{y})\right)\right.\right.\right.\right. \\
& \left.\left.\nabla y f_{i}(\bar{x}, \bar{y})\left(\nabla y f_{i}(\bar{x}, \bar{y})\right)^{T}\right) \bar{p}_{i}\right)-\bar{R}_{i}\left(\left(G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y} g_{i}(\bar{x}, \bar{y})+\bar{r}_{i}+\left(G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} g_{i}(\bar{x}, \bar{y})\right.\right.\right. \\
& \left.\left.g_{i}(\bar{x}, \bar{y})+\left(G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla y g_{i}(\bar{x}, \bar{y})\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)^{T}\right) \bar{p}_{i}\right)\right)=0, i=1,2,3, \ldots, k,  \tag{23}\\
& \left(\bar{\lambda}_{i}(\gamma-\delta \bar{y})-\beta_{i} \bar{p}_{i}\right)^{T}\left[G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} f_{i}(\bar{x}, \bar{y})+G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{x}, \bar{y})\left(\nabla_{y} f_{i}(\bar{x}, \bar{y})\right)\right.\right. \\
& \left(\nabla_{y} f_{i}(\bar{x}, \bar{y})\right)^{T}-\bar{R}_{i}\left[G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} g_{i}(\bar{x}, \bar{y})+G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right)\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)\right. \\
& \left.\left.\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)^{T}\right]\right]=0, i=1,2,3, \ldots, k .  \tag{24}\\
& \alpha_{i}-\beta_{i}\left[G_{g_{i}}\left(g_{i}(\bar{x}, \bar{y})\right)-s\left(\bar{x} \mid E_{i}\right)+\bar{y}^{T} \bar{r}_{i}-\frac{1}{2} \bar{p}_{i}^{T}\left[G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla{ }_{y y} g_{i}(\bar{x}, \bar{y})+G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right)\right.\right. \\
& \left.\left.\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)^{T}\right) p_{i}\right]-(\gamma-\delta \bar{y})\left[\overline { \lambda } _ { i } \left(G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y} g_{i}(\bar{x}, \bar{y})+\bar{r}_{i}+\right.\right. \\
& \left.\left.\left(G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} g_{i}(\bar{x}, \bar{y})+G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right)\left(\nabla y g_{i}(\bar{x}, \bar{y})\right)\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)^{T}\right)\right) \bar{p}_{i}\right]=0, i=1,2, \ldots, k .  \tag{25}\\
& \beta_{i} \bar{y}+(\gamma-\delta \bar{y}) \bar{\lambda}_{i} \in N_{D_{i}}\left(\bar{z}_{i}\right), i=1,2, \ldots, K,  \tag{26}\\
& \beta_{i} \bar{R}_{i} \bar{y}+(\gamma-\delta \bar{y}) \bar{R}_{i} \bar{\lambda}_{i} \in N_{F_{i}}\left(\bar{r}_{i}\right), i=1,2,3, \ldots, k,  \tag{27}\\
& \bar{y}^{T} \sum_{i=1}^{k} \bar{\lambda}_{i}\left[G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y} f_{i}(\bar{x}, \bar{y})-\bar{z}_{i}+\left(G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} f_{i}(\bar{x}, \bar{y})+G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{x}, \bar{y})\right)\right.\right. \\
& \left.\left(\nabla_{y} f_{i}(\bar{x}, \bar{y})\right)\left(\nabla_{y} f_{i}(\bar{x}, \bar{y})\right)^{T}\right) \bar{p}_{i}-\bar{R}_{i}\left[G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y} f_{i}(\bar{x}, \bar{y})+\bar{r}_{i}+\left\{G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right)\right.\right. \\
& \left.\left.\left.\nabla_{y y} g_{i}(\bar{x}, \bar{y})+G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right)\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)^{T}\right) \bar{p}_{i}\right]\right]=0 .  \tag{28}\\
& \delta \bar{y}^{T} \sum_{i=1}^{k} \bar{\lambda}_{i}\left[G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y} f_{i}(\bar{x}, \bar{y})-\bar{z}_{i}+\left(G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} f_{i}(\bar{x}, \bar{y})+G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{x}, \bar{y})\right)\right.\right. \\
& \left.\left(\nabla_{y} f_{i}(\bar{x}, \bar{y})\right)\left(\nabla_{y} f_{i}(\bar{x}, \bar{y})\right)^{T}\right) \bar{p}_{i}-\bar{R}_{i}\left[G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y} f_{i}(\bar{x}, \bar{y})+\bar{r}_{i}+\left\{G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right)\right.\right. \\
& \left.\left.\left.\nabla y y g_{i}(\bar{x}, \bar{y})+G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right) . .\left(\nabla y g_{i}(\bar{x}, \bar{y})\right)\left(\nabla y g_{i}(\bar{x}, \bar{y})\right)^{T}\right) \bar{p}_{i}\right]\right]=0 .  \tag{29}\\
& \bar{\lambda}^{T} \xi=0,  \tag{30}\\
& \bar{w}_{i} \in Q_{i}, \bar{t}_{i} \in E_{i}, \bar{x}^{T} \bar{t}_{i}=S\left(\bar{x} \mid E_{i}\right), \bar{x}^{T} \bar{w}_{i}=S\left(\bar{x} \mid Q_{i}\right), i=1,2,3, \ldots, k,  \tag{31}\\
& (\alpha, \delta, \xi) \geq 0,(\alpha, \beta, \gamma, \delta, \xi) \neq 0 . \tag{32}
\end{align*}
$$

From Assumption (i) and Equation (24), we have

$$
\begin{equation*}
\gamma \bar{\lambda}_{i}-\beta_{i} \bar{p}_{i}-\bar{\lambda}_{i} \delta \bar{y}=0 \tag{33}
\end{equation*}
$$

We claim that $\beta_{i} \neq 0, \forall i$. The proof is by contradiction. Let $\beta_{i}=0$ for some $i$. Since $\bar{\lambda}>0$, the relation in Equation (33) yields

$$
\begin{equation*}
\gamma=\delta \bar{y} \tag{34}
\end{equation*}
$$

From the relation in Equations (22), (33) and (34), we obtain

$$
\begin{align*}
& \sum_{i=1}^{k}\left(\beta_{i}-\delta \bar{\lambda}_{i}\right)\left[G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y} f_{i}(\bar{x}, \bar{y})-\bar{z}_{i}+\left(G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} f_{i}(\bar{x}, \bar{y})+\right.\right. \\
& \left.G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{x}, \bar{y})\right)\left(\nabla_{y} f_{i}(\bar{x}, \bar{y})\right)\left(\nabla_{y} f_{i}(\bar{x}, \bar{y})\right)^{T}\right) \bar{p}_{i}-\bar{R}_{i}\left[G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y} g_{i}(\bar{x}, \bar{y})+\bar{r}_{i}\right. \\
& \left.\left.\left.\quad+\left\{G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right)\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)^{T}\right)+G_{g_{i}}^{\prime}\left(\nabla y y g_{i}(\bar{x}, \bar{y})\right)\right\} \bar{p}_{i}\right)\right]=0 \tag{35}
\end{align*}
$$

On using Asumption (iv), this gives

$$
\begin{equation*}
\beta_{i}-\delta \bar{\lambda}_{i}=0, i=1,2, \ldots, k \tag{36}
\end{equation*}
$$

Since $\beta_{i}=0$, we obtain $\delta \bar{\lambda}_{i}=0$ but $\bar{\lambda}_{i}>0, i=1,2, \ldots, k$ and thus the relation in Equation (36) implies $\delta=0$. Thus, from the relation in Equations (25), (34) and (36), we get $\alpha_{i}=0, i=1,2, \ldots, k$. In addition, from the relation in Equation (34), we get $\gamma=0$, which is a contradiction, since $(\alpha, \beta, \gamma, \delta) \neq$ 0 . Hence, we get $\beta_{i} \neq 0, i=1,2, \ldots, k$.

Since $\bar{\lambda}>0$, using Equations (22) and (33), we get

$$
\begin{align*}
& \sum_{i=1}^{k} \beta_{i} \bar{p}_{i}\left[G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y} f_{i}(\bar{x}, \bar{y})+\bar{w}_{i}+\left(G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y y} f_{i}(\bar{x}, \bar{y})+\right.\right. \\
& \left.G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{x}, \bar{y})\right)\left(\nabla y f_{i}(\bar{x}, \bar{y})\right)\left(\nabla y f_{i}(\bar{x}, \bar{y})\right)^{T}\right) \bar{p}_{i}-\bar{R}_{i}\left[G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{y} g_{i}(\bar{x}, \bar{y})-\bar{t}_{i}\right. \\
& \left.\left.\left.\quad+\left\{G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{x}, \bar{y})\right)\left(\nabla y g_{i}(\bar{x}, \bar{y})\right)\left(\nabla_{y} g_{i}(\bar{x}, \bar{y})\right)^{T}\right)+G_{g_{i}}^{\prime}\left(\nabla_{y y} g_{i}(\bar{x}, \bar{y})\right)\right\} \bar{p}_{i}\right)\right]=0 \tag{37}
\end{align*}
$$

Hence, from Assumption (iii), we get $\bar{p}_{i}=0, i=1,2, \ldots, k$. From the relation in Equation (33), $\bar{p}_{i}=0, i=1,2, \ldots, k$ and $\bar{\lambda}>0$, we have $\gamma=\delta \bar{y}$, from Equations (21) and (22), we have

$$
\begin{align*}
& \sum_{i=1}^{k} \bar{\lambda}_{i}\left[G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{x} f_{i}(\bar{x}, \bar{y})+\bar{w}_{i}-\bar{R}_{i}\left[G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{x} g_{i}(\bar{x}, \bar{y})-\bar{t}_{i}\right]\right]=0  \tag{38}\\
& \sum_{i=1}^{k}\left(\beta_{i}-\delta \bar{\lambda}_{i}\right)\left[G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{y} f_{i}(\bar{x}, \bar{y})+\bar{w}_{i}-\bar{R}_{i} G_{g_{i}}^{\prime} \nabla_{y} g_{i}(\bar{x}, \bar{y})-\bar{t}_{i}\right]=0 \tag{39}
\end{align*}
$$

By Assumptions (i) and (iii), we have

$$
\begin{equation*}
\beta_{i}=\delta \bar{\lambda}_{i}, i=1,2, \ldots, k \tag{40}
\end{equation*}
$$

Since $\beta_{i}>0$ and $\bar{\lambda}_{i}>0, i=1,2, \ldots, k$, the relation in Equation (40) implies that $\delta>0$, and the relation in Equation (38) reduces to

$$
\begin{equation*}
(x-\bar{x})^{T} \sum_{i=1}^{k} \bar{\lambda}_{i}\left[G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{x} f_{i}(\bar{x}, \bar{y})+\bar{w}_{i}-\bar{R}_{i}\left(G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{x} g_{i}(\bar{x}, \bar{y})-\bar{t}_{i}\right)\right] \geq 0, \forall x \in C_{1} . \tag{41}
\end{equation*}
$$

Let $x \in C_{1}$. Then, $x+\bar{x} \in C_{1}$ as $C_{1}$ is a closed convex cone. On substituting $x+\bar{x}$ into the place of $x$ in Equation (41), we get

$$
x^{T} \sum_{i=1}^{k} \bar{\lambda}_{i}\left[\left(G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{x} f_{i}(\bar{x}, \bar{y})+\bar{w}_{i}\right)-\bar{R}_{i}\left(G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{x} g_{i}(\bar{x}, \bar{y})-\bar{t}_{i}\right)\right] \geq 0
$$

Hence,

$$
\begin{equation*}
\sum_{i=1}^{k} \bar{\lambda}_{i}\left[\left(G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{x} f_{i}(\bar{x}, \bar{y})+\bar{w}_{i}\right)-\bar{R}_{i}\left(G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{x} g_{i}(\bar{x}, \bar{y})-\bar{t}_{i}\right)\right] \in C_{1}^{*} \tag{42}
\end{equation*}
$$

In addition, by letting $x=0$ and $x=2 \bar{x}$ simultaneously in Equation (41), we have

$$
\begin{equation*}
\bar{x}^{T} \sum_{i=1}^{k} \bar{\lambda}_{i}\left[\left(G_{f_{i}}^{\prime}\left(f_{i}(\bar{x}, \bar{y})\right) \nabla_{x} f_{i}(\bar{x}, \bar{y})+\bar{w}_{i}\right)-\bar{R}_{i}\left(G_{g_{i}}^{\prime}\left(g_{i}(\bar{x}, \bar{y})\right) \nabla_{x} g_{i}(\bar{x}, \bar{y})-\bar{t}_{i}\right)\right]=0 \tag{43}
\end{equation*}
$$

Since $\gamma=\delta \bar{y}$ and $\delta>0$, we have

$$
\begin{equation*}
\bar{y}=\frac{\gamma}{\delta} \in C_{2} \tag{44}
\end{equation*}
$$

From Equations (26) and (34) and using $\beta>0$, we get $\bar{y} \in N_{D_{i}}\left(\bar{z}_{i}\right), i=1,2,3, \ldots, k$ This implies

$$
\begin{equation*}
\bar{y}^{T} \bar{z}_{i}=S\left(\bar{y} \mid D_{i}\right), i=1,2,3, \ldots, k \tag{45}
\end{equation*}
$$

Similarly, by Equation (27) and Assumption (iii), $\bar{y} \in N_{F_{i}}\left(\bar{r}_{i}\right), i=1,2,3, \ldots, k$, we obtain

$$
\begin{equation*}
\bar{y}^{T} \bar{r}_{i}=S\left(\bar{y} \mid F_{i}\right), i=1,2,3, \ldots, k \tag{46}
\end{equation*}
$$

Combining Equations (31), (45), (46) and (31), it follows that

$$
\begin{equation*}
\left(G_{f_{i}}\left(f_{i}(\bar{x}, \bar{y})\right)-S\left(\bar{y} \mid D_{i}\right)+\bar{x}^{T} \bar{w}_{i}\right)-\bar{R}_{i}\left(G_{g_{i}}\left(g_{i}(\bar{x}, \bar{y})\right)+S\left(\bar{y} \mid F_{i}\right)-\bar{x}^{T} \bar{t}_{i}\right)=0, i=1,2,3, \ldots, k \tag{47}
\end{equation*}
$$

This together with Equations (42), (43) and (47) shows that $(\bar{x}, \bar{y}, \bar{R}, \bar{\lambda}, \bar{w}, \bar{t}) \in W^{0}$. Now, let $(\bar{x}, \bar{y}, \bar{R}, \bar{\lambda}, \bar{w}, \bar{t})$ be not an efficient solution of (EGMFD). Then, there exists other $(u, v, R, \lambda, w, t) \in W^{0}$ such that $\bar{R}_{i} \leq S_{i}, \forall i=1,2, \ldots, k$ and $\bar{R}_{j}<S_{j}$, for some $j=1,2, \ldots, m$. This contradicts the result of the Theorems 1 and 2. Hence, the proof is complete.

Remark 2. In the case of symmetric programming problem, the proof of converse duality theorem remains same as Theorem 3.

Theorem 4. (Converse duality theorem). Let ( $\bar{u}, \bar{v}, \bar{S}, \bar{t}, \bar{w}, \bar{\lambda}, \bar{q}$ ) be an efficient solution to (EGMFD), fix $\lambda=\bar{\lambda}$ in (EGMFP). Further, assume that
(i) $\left\{G_{f_{i}}^{\prime}\left(f_{i}(\bar{u}, \bar{v})\right) \nabla{ }_{x x} f_{i}(\bar{u}, \bar{v})+G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{u}, \bar{v})\right) \nabla_{x} f_{i}(\bar{u}, \bar{v})\left(\nabla x f_{i}(\bar{u}, \bar{v})\right)^{T}-\bar{S}_{i}\left\{G_{g_{i}}^{\prime}\left(g_{i}(\bar{u}, \bar{v})\right) \nabla x x g_{i}(\bar{u}, \bar{v})\right.\right.$ $\left.\left.+G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{u}, \bar{v})\right) \nabla_{x} g_{i}(\bar{u}, \bar{v})\left(\nabla_{x} g_{i}(\bar{u}, \bar{v})\right)^{T}\right\}\right]$ is positive definite and

$$
\begin{aligned}
& q_{i}^{T}\left[G_{f_{i}}^{\prime}\left(f_{i}(\bar{u}, \bar{v})\right) \nabla_{x x} f_{i}(\bar{u}, \bar{v})+\left[G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{u}, \bar{v})\right) \nabla_{x} f_{i}(\bar{u}, \bar{v})\left(\nabla_{x} f_{i}(\bar{u}, \bar{v})\right)^{T}-\bar{S}_{i}\left[G_{g_{i}}^{\prime}\left(g_{i}(\bar{u}, \bar{v})\right)\right.\right.\right. \\
& \nabla{ }_{x x} g_{i}(\bar{u}, \bar{v})+G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{u}, \bar{v})\right) \nabla_{x} g_{i}(\bar{u}, \bar{v})\left(\nabla_{x} g_{i}(\bar{u}, \bar{v})\right)^{T} \geq 0, \text { for all } i=1,2,3, \ldots, k .
\end{aligned}
$$

(ii) The matrix $\left\{G_{f_{i}}^{\prime}\left(f_{i}(\bar{u}, \bar{v})\right) \nabla_{x x} f_{i}(\bar{u}, \bar{v})+\left[G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{u}, \bar{v})\right) \nabla_{x} f_{i}(\bar{u}, \bar{v})\left(\nabla_{x} f_{i}(\bar{u}, \bar{v})\right)^{T}-\bar{S}_{i}\left[G_{g_{i}}^{\prime}\left(g_{i}(\bar{u}, \bar{v})\right)\right.\right.\right.$
$\left.\nabla x x g_{i}(\bar{u}, \bar{v})+G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{u}, \bar{v})\right) \nabla x g_{i}(\bar{u}, \bar{v})\left(\nabla x g_{i}(\bar{u}, \bar{v})\right)^{T}\right\}$ is positive definite for $i=1,2,3, \ldots, k$.
(iii) For $\beta>0$ and $\bar{q}_{i} \in \mathbb{R}^{n}, \bar{q}_{i} \neq 0, i=1,2, \ldots, k$ implies that

$$
\sum_{i=1}^{k} \beta_{i} \bar{q}_{i}\left[G_{f_{i}}^{\prime}\left(f_{i}(\bar{u}, \bar{v})\right) \nabla_{x x} f_{i}(\bar{u}, \bar{v})+\left[G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{u}, \bar{v})\right) \nabla_{x} f_{i}(\bar{u}, \bar{v})\left(\nabla_{x} f_{i}(\bar{u}, \bar{v})\right)^{T}-\bar{S}_{i}\left[G_{g_{i}}^{\prime}\left(g_{i}(\bar{u}, \bar{v})\right)\right.\right.\right.
$$

$\nabla x x g_{i}(\bar{u}, \bar{v})+G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{u}, \bar{v})\right) \nabla x g_{i}(\bar{u}, \bar{v})\left(\nabla x g_{i}(\bar{u}, \bar{v})\right)^{T} \neq 0$,
(iv) $\left[G_{f_{i}}^{\prime}\left(f_{i}(\bar{u}, \bar{v})\right) \nabla_{x x} f_{i}(\bar{u}, \bar{v})+\left\{G_{f_{i}}^{\prime \prime}\left(f_{i}(\bar{u}, \bar{v})\right) \nabla_{x} f_{i}(\bar{u}, \bar{v})\left(\nabla_{x} f_{i}(\bar{u}, \bar{v})\right)^{T}-\bar{S}_{i}\left(G_{g_{i}}^{\prime}\left(g_{i}(\bar{u}, \bar{v})\right)\right.\right.\right.$
$\left.\left.\nabla{ }_{x x} g_{i}(\bar{u}, \bar{v})+G_{g_{i}}^{\prime \prime}\left(g_{i}(\bar{u}, \bar{v})\right) \nabla_{x} g_{i}(\bar{u}, \bar{v})\left(\nabla_{x}\left(g_{i}(\bar{u}, \bar{v})\right)^{T}\right)\right\}\right]_{i=1}^{k}$ is linearly independent.
(v) $\bar{S}_{i}>0, i=1,2,3, \ldots, k$. Then, there exist $\bar{z}_{i} \in D_{i}$ and $\bar{r}_{i} \in E_{i,} i=1,2,3, \ldots, k$ such that $(\bar{u}, \bar{v}, \bar{S}, \bar{z}, \bar{\lambda}, \bar{r}, \bar{p}=0)$ is feasible for $(E G M F P)$. Furthermore, if the assumptions of Theorem 1 or Theorem 2 are satisfied, then ( $\bar{u}, \bar{v}, \bar{S}, \bar{z}, \bar{\lambda}, \bar{r}, \bar{p}=0)$ is an efficient solution to (EGMFP).

Proof. The results can be obtained on the lines of Theorem 3.

## 4. Conclusions

In this paper, we use the concept of $G_{f}$ - bonvex/ $G_{f}$-pseudobonvex functions to establish duality results for $G$ - Mond-Weir type dual model related to multiobjective nondifferentiable second-order symmetric fractional programming problem over arbitrary cones. Numerical examples are also illustrated to justify the existence of such type of functions. The present work can be further extended to nondifferentiable higher-order symmetric fractional programming over cones. This will orient the future task for the researcher working in this area.
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#### Abstract

In this paper, the hydrodynamic performance of lift-body marine propellers and hydrofoils is analyzed using a B-spline potential-based panel method. The potential panel method, based on a combination of two singularity elements, is proposed, and a B-spline curve interpolation method is integrated with the interpolation of the corner points and collocation points to ensure accuracy and continuity of the interpolation points. The B-spline interpolation is used for the distribution of the singularity elements on a complex surface to ensure continuity of the results for the intensity of the singular points and to reduce the possibility of abrupt changes in the surface velocity potential to a certain extent. A conventional cubic spline method is also implemented as a comparison of the proposed method. The surface pressure coefficient and lift the performance of 2-D and 3-D hydrofoils of sweepback and dihedral type with different aspect ratios are analyzed to verify the rationality and feasibility of the present method. The surface pressure distribution and coefficients of thrust and torque are calculated for different marine propellers and compared with the experimental data. A parametric study on the propeller wake model was carried out. The validated results show that it is practical to improve the accuracy of hydrodynamic performance prediction using the improved potential panel method proposed.
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## 1. Introduction

The panel method has been widely used as a powerful tool in the aerodynamic and hydrodynamic fields since the successful work presented by Hess and Smith in 1967 [1]. The velocity potential method transforms the Laplace equation using the Green formula, which transforms an integral problem into a surface integral problem of the object, and the velocity potential is used as the unknown quantity. Brandner [2] and Baltazar et al. [3] first proposed this basic principle and compared the results obtained using the panel method and the RANS equation method. Moreover, applications of Green's function method to the frontier science field and engineering problems include the analysis of the stress gradient of nanobeams in nanotechnology with a possible loss of symmetry of Green's function for nonlocal boundary conditions [4], to predict accurately dynamic behavior of vibroacoustic systems [5], and to solve transmission loss problems [5,6], radiation, diffraction problems [7,8], etc.

For three-dimensional objects that generate lift, such as hydrofoils and propeller blades, apart from the basic objective of providing lift, we considered that there should be some attached vortices on the blades and that the additional wake vortices are assumed at the wake line, hence, all the vortices
form a closed interval or the equal strength of an infinitely long vortex line. The panel method based on the velocity potential normally requires the Dirichlet boundary condition (B.C.) to solve the governing equation matrix, and the Dirichlet boundary condition requires the virtual velocity potential in the interior region of the object to be constant. Based on the results reported by Belibassakis et al. [9], it was assumed in the present research that the internal velocity potential of a three-dimensional object is equal to the perturbation velocity potential at infinity, hence, the intensity distribution of the source on the surface of the object can be determined, and then the governing equation, i.e., the Laplace equation, for each collocation point can be solved.

For hydrofoils with a continuous slope, there is no suitable additional condition. Because the slope at the trailing edge of a two-dimensional hydrofoil is discontinuous, it is possible to find a definite loop in which the velocity at the trailing edge of the hydrofoil is infinite. This additional constraint is the Kutta condition [10], i.e., zero velocity at the trailing edge. However, this condition is not directly suitable for performing numerical calculations. To meet the Kutta condition, Kinnas and Hsin [11] applied a simplex iterative method. This method can meet the equal pressure at the trailing edge of the hydrofoil, but it requires several iterative operations to reach convergence. Another approach, the Newton-Raphson method [12], has been proposed to satisfy the Kutta condition; however, it is difficult to reach convergence by this method when the pressures at the trailing edge are equal. Therefore, Srivastava and Roychowdhury [13] presented an improved Newton-Raphson iteration method for enhanced stability and reliability of the Kutta condition in numerical calculations. With this method, the computation efficiency is greatly improved.

For a specific problem, the panel method should be used according to the specific conditions. Mantia and Dabnichki [14] and Eça and Vaz [15] studied two-dimensional wings using the panel method based on velocity and based on velocity potential, respectively. They found that the panel method based on velocity and/or velocity potential can be applied to estimate the irrotational potential flow around 3-D hydrodynamic shapes with a certain thickness. However, for thin objects, the velocity potential panel method can provide more accurate results. The influence of the source and doublet combination elements on the velocity potential of the collocation point leads to a lower-order singularity than the velocity influence coefficient.

For a continuous geometric surface, Kanemaru and Ando [16] applied flat rectangular panels that are simple and easy to calculate; however, there will always be gaps between adjacent rectangular panels. Tarafder and Suzuki [17] applied surface modelling with discretized hyperboloid panels, where the gap between the panels can be narrow. The accuracy of the discretized form directly influences the accuracy of the calculations. If the difference in the strengths of the adjacent source and doublet is relatively large, a discontinuous situation will arise, leading to inaccuracy in the velocity potential derivative.

Based on this consideration, the grid meshing method based on the B-spline scheme was adopted in this study to make the spatial interpolation of the singular point of the panel elements more accurate and generate a reasonable surface mesh. The B-spline scheme based on the Bezier scheme [18] uses fewer control vertices to generate the high-order curves and surfaces and enables curve control over local deformation without affecting the global deformation. Hence, it is considered one of the most important geometric modelling methods [19]. The B-spline scheme is widely applied in vehicle design [20,21], aerodynamic optimization [22], submarine guidance systems with path planning [23], etc.

Prediction of hydrodynamic performance of hydrofoil and marine propeller using B-spline high-order panel method has been studied in the literature [24-27]. The lower number of panels and high computational efficiency were experienced in the high-order panel methods. However, the effect of the singularity war $[28,29]$ on numerical instability is still difficult to overcome in the high-order methods whereas the low-order panel method $[2,9,11,28,30,31]$, i.e., the constant potential strength with an equal singularity density on a panel, is more stable to numerical computation for the analysis of a smooth hydrodynamic shape [25]. To improve the accuracy of high- or low-order panel method, the integrated trailing wake surface shall be an improved wake modelling [24,30,32].

In this study, we propose a method by integrating the B-spline geometry representation with the low-order panel method so as to obtain a smoother and continuous discretized surface integrated with an analyzed trailing wake model for the purpose of enhancing the accuracy and numerical stability in the hydrodynamic analysis. Extending the earlier research work [21], the surface pressure coefficient and lift forces on a hydrofoil and propeller were calculated and analyzed using the cubic B-spline low-order panel method.

The potential panel method based on a combination of two singularity elements was proposed and a B-spline curve interpolation method was integrated with the interpolation of the corner points and collocation points to ensure the accuracy and continuity of the interpolation points. The B-spline interpolation was used for distribution of the singularity elements on a complex surface to ensure continuity of the results of the intensity of the singular points and to reduce the possibility of abrupt changes in the surface velocity potential to a certain extent.

Control polygon and control points of the B-spline interpolation were inversely calculated by the basis function for fitting and smoothing 3-D hydrofoil and propeller discreted panels integrated with a low-order panel method for efficient and effective hydrodynamic prediction improved in this study. The hydrodynamic performance of the 3-D hydrofoil, sweepback hydrofoil, and dihedral hydrofoil with different aspect ratios was analyzed to verify the rationality and feasibility of the method. Finally, the results of pressure distribution and the coefficients of thrust and torque for different 3-D screw propellers were obtained and compared with the experimental data. The comparison results were found to be satisfactory. National Advisory Committee for Aeronautics (NACA) airfoils [33-35] and David Taylor Model Basin (DTMB) propellers [2,36-38] have been extensively adopted for the validation of the numerical schemes thanks to the availability of the experimental data for several different foil profiles and propeller models.

## 2. Methodology

### 2.1. Surface Panel Method

Panel methods involve numerical models based on simplified assumptions regarding inviscid and incompressible flow problems. In principle, if a problem can be solved by distributing the unknown quantities on the boundary surface surrounding a foil under simplified potential flow, the characteristic coefficients of the foil can be obtained. Under these assumptions, the velocity vector that describes the flow field can be represented as the gradient of a scalar velocity potential. A statement of conservation of mass in the flow field leads to Laplace's equation as the governing equation for the velocity potential. If the flow in the fluid region is considered to be incompressible and irrotational, the continuity equation can be expressed as follows [1]:

$$
\begin{equation*}
\nabla^{2} \varphi=0 \tag{1}
\end{equation*}
$$

where $\nabla^{2}$ is the Laplacian and $\phi$ is the velocity potential. The solution of Equation (1) is based on the Green formula, a well-known function method, which can be derived from Gauss's law and the divergence theorem. For a finite fluid domain $V$, the Green formula can be obtained using the divergence theorem [9]:

$$
\begin{equation*}
\iint_{S}\left(\phi \frac{\partial \varphi}{\partial n}-\varphi \frac{\partial \phi}{\partial n}\right) d S=\iiint_{V}\left(\phi \nabla^{2} \varphi-\varphi \nabla^{2} \phi\right) d V \tag{2}
\end{equation*}
$$

where $\varphi(x, y, z)$ and $\phi(x, y, z)$ can represent any function in the finite field that has a continuous first-order partial derivative. The velocity field function in the fluid domain is represented in the calculation of the surface element, where $S$ represents the outer boundary of the volume $V$ and $n$ is the
outer normal vector of the boundary. By Green's third formula for hydrofoil and propeller problems, the velocity potential at point $P(x, y, z)$ can be expressed as [32]:

$$
4 \pi E \phi(P)=\iint_{S}\left[\phi(Q) \frac{\partial}{\partial n}\left(\frac{1}{R}\right)-\frac{1}{R} \frac{\partial \phi(Q)}{\partial n}\right] d S, E=\left\{\begin{array}{cc}
0 & P \notin V  \tag{3}\\
1 / 2 \quad P \in S \\
1 & P \in V
\end{array}\right.
$$

where $Q$ represents the singularity point in the field and $R$ is the distance between the collocation point $P$ and the singularity point $Q$. Hence, the basic assumptions of the potential panel method for a lifting body can be illustrated as in Figure 1.


Figure 1. Potential flow over a lifting body.
In the nonpenetrating and perturbation velocity potential attenuation conditions, the integral equation for the surface of the object can be expressed as [28,29]

$$
\begin{gather*}
2 \pi \phi(P)-\iint_{S_{B}} \phi(Q) \frac{\partial}{\partial n}\left(\frac{1}{R}\right) d S-\iint_{S_{W}} \Delta \phi(Q) \frac{\partial}{\partial n}\left(\frac{1}{R}\right) d S \\
=-\iint_{S_{B}} \frac{\partial \phi(Q)}{\partial n}\left(\frac{1}{R}\right) d S=-\iint_{S_{B}} \frac{n \cdot \Delta \phi(Q)}{R} d S \tag{4}
\end{gather*}
$$

where $\Delta \varphi$ represents the distribution of the doublet of the object's wake surface $S_{W}$ and $n \cdot \nabla \varphi(q)$ represents the distribution of the source of the object surface $S_{B}$. Equation (4) is the Fredholm integral equation of the second kind, and the velocity potential $\varphi$ can be obtained from this equation. The doublet strength on the wake surface can be determined by the Kutta condition and the wake surface, and the perturbation velocity potential of the object surface can then be obtained. The perturbation velocity can be obtained by differentiating the perturbation velocity potential, and then the hydrodynamic performance can be obtained. So far, the main symbolic relationship of the above-mentioned potential flow theory is shown in Figure 1.

### 2.2. B-Spline Model Scheme

The motivation for using B-splines is to ensure that the $B$-spline curved panels have at least $C^{2}$ continuity and the B-splines can be provided with local control, i.e., changing a single point does not affect the entire curve. While natural cubic splines provide that level of continuity, they are also subject to global control, i.e., changing a single point affects the entire curve.

The B-spline curve method inherits the advantages of the Bezier curve method, preserving the basic modelling features such as defining the vertices of curves and surfaces. The B-spline curve uses a set of basic functions that is different from the one used in the Bezier curve.

The B-spline curve is expressed as follows [19]:

$$
\begin{equation*}
p(u)=\sum_{i=0}^{n} d_{i} N_{i, k}(u) \tag{5}
\end{equation*}
$$

where $d_{i}(i=0,1,2, \cdots, n)$ is the de Boor point, which is the control point of the curve. The polygon defined by all of the control vertices is defined as the control polygon, for instance, a control polygon covering the NACA4410 hydrofoil geometry [33] can be calculated to generate a discreted cubic B-Spline curve or surface as shown in Figure 2.


Figure 2. The control polygon for generating the discreted cubic B-Spline NACA4410 curve.
In Equation (5), $N_{i, k}(u)(i=0,1,2, \cdots, m)$ is a base function of order $k$. Every base function is a polynomial of order $k$, consisting of increasing vector nodes $u$. The base function can be expressed using the de Boor-Cox recursive formula $[19,24]$ as follows:

$$
\begin{gather*}
N_{i, 0}(u)= \begin{cases}1, & u_{i} \leq u \leq u_{i+1} \\
0, & \text { else }\end{cases}  \tag{6}\\
N_{i, k}(u)=\frac{u-u_{i}}{u_{i+k-1}} N_{i, k-1}(u)+\frac{u_{i+k+1}-u}{u_{i+k+1}-u_{i+1}} N_{i+1, k-1}(u)  \tag{7}\\
\frac{d}{d u} N_{i, k}(u)=k\left[\frac{N_{i, k-1}(u)}{u_{i+k}-u_{i}}-\frac{N_{i+1, k-1}(u)}{u_{i+k+1}-u_{i+1}}\right] \tag{8}
\end{gather*}
$$

In practice, the calculation of the entire curve is rarely performed in the application of the $B$-spline curve. To calculate a series of normalized B-spline basis function from Equations (6)-(8), a B-spline function of a specific order can be obtained; some of the curves are shown in Figure 3.


Figure 3. The B-spline first- to fourth-order base function curves: (a) first-order base function; (b) second-order base function; (c) third-order base function; (d) fourth-order base function.

The number of control vertices $d_{i, j}(i=0,1,2, \cdots, m ; j=0,1,2, \cdots, n)$ is $(m+1) \times(n+1)$, and all the control vertices constitute the control surface grid. The order of $u$ is $k$, and that of $v$ is $l$. The corresponding node vectors are $U=\left[\begin{array}{llll}u_{0}, & u_{1}, & \cdots & , u_{m+k+1}\end{array}\right]$ and $V=\left[\begin{array}{llll}v_{0}, & v_{1}, & \cdots, & v_{n+l+1}\end{array}\right]$. The $k \times l$ order tensor product B-spline surface can be expressed as [19]:

$$
\begin{align*}
& p(u, v)=\sum_{i=0}^{m} \sum_{j=0}^{n} d_{i, j} N_{i, k}(u) N_{j, l}(v)  \tag{9}\\
& u_{k} \leq u \leq u_{m+1}, v_{l} \leq v \leq u_{n+1}
\end{align*}
$$

where the basic functions $N_{i, k}(u)(i=0,1,2, \cdots, m)$ and $N_{j, l}(v)(i=0,1,2, \cdots, m)$ are determined by the de Boor-Cox recursion formula corresponding to the node vectors $U=\left[\begin{array}{lll}u_{0}, & u_{1}, \cdots, & u_{m+k+1}\end{array}\right]$ and $V=\left[\begin{array}{llll}v_{0} & v_{1}, & \cdots, & v_{n+l+1}\end{array}\right]$. For the surface problem, the inverse solution process involves calculating the inverse of the tensor product. Therefore, the inverse of the surface can be expressed by 2 inverse curves. The B-spline surface equation that needs to be inversed can be expressed as follows [19]:

$$
\begin{equation*}
p(u, v)=\sum_{i=0}^{m}\left[\sum_{j=0}^{n} d_{i, j} N_{j, l}(v)\right] N_{i, k}(u) \tag{10}
\end{equation*}
$$

where an equation similar to the curve equation [19] is constructed as given below:

$$
\begin{equation*}
p(u, v)=\sum_{i=0}^{m} c_{i}(v) N_{i, k}(u) \tag{11}
\end{equation*}
$$

The inverse of the applied base function is used to obtain the control vertices on the isoparametric lines. The B-spline curve is defined by the resulting control vertices. The control vertices of the required curves can be solved using the control vertices obtained as the initial points.

### 2.3. Numerical Representation of Surface Panel Method

The numerical calculation process for a surface panel method is shown in Figure 4. First, the hydrodynamic surface is defined to generate grid coordinates and points to discretize the hydrodynamic surface into $N$ panels. Second, the number and type of singularities (solutions of the Laplace equation), such as the source, doublet, and vortex, are chosen. Third, the collocation points are placed on the curved panels to satisfy the surface-tangency condition by using the cubic B-spline interpolation scheme. Fourth, the Kutta condition is imposed and the influence of all of the singularities and the freestream at a fixed collocation point is summed. Fifth, solving the singularity strength from the system of equations generated by step 4, i.e., the zero normal flow boundary condition on each of the collocation points resulting in the set of algebraic equations as shown in Equations (12)-(14), is carried out. Finally, the estimated performance to be improved or satisfied is determined, including pressure, velocity, and load. The related numerical representation of the panel method can be referenced in Appendix A.


Figure 4. The numerical calculation process for the surface panel method.

## Modelling of 3-D Hydrofoil

The Dirichlet boundary condition is used for a hydrofoil with a certain thickness. The governing equation can be expressed as follows (the internal disturbance potential of the object is equal to zero) [28]:

$$
\begin{equation*}
\sum_{k=1}^{N} c_{k} \mu_{k}+\sum_{l=1}^{N_{W}} c_{l} \mu_{l}+\sum_{k=1}^{N} b_{k} \sigma_{k}=0 \tag{12}
\end{equation*}
$$

Equation (12) is applied to every collocation point $P$. In the equation, $l$ and $k$ are the count numbers of the singularity elements. The geometry of the hydrofoil is shown in Figure 5. The influence coefficients of the doublets $c_{k}$, the wake doublets $c_{l}$, and the source $b_{k}$ can be calculated. The Kutta condition is expressed by the relationship between the strength of the doublets on the upper and lower surfaces and the doublet strength on the wake surface [28,32]:

$$
\begin{equation*}
\left(\mu_{1}-\mu_{N}\right)+\mu_{W}=0 \tag{13}
\end{equation*}
$$

The matrix equation under the Kutta condition can be expressed as follows:

$$
\sum_{i=1}^{N=1} \sum_{j=1}^{N=1} c_{i j} \mu_{j}=\left[\begin{array}{cccccc}
c_{11} & c_{12} & \cdots & \cdots & c_{1 N} & c_{1 W}  \tag{14}\\
c_{21} & c_{22} & \cdots & \cdots & c_{2 N} & c_{2 W} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
c_{N 1} & c_{N 2} & \cdots & \cdots & c_{N N} & c_{N W} \\
1 & 0 & 0 & \cdots & -1 & 1
\end{array}\right]\left[\begin{array}{c}
\mu_{1} \\
\mu_{2} \\
\cdots \\
\mu_{N} \\
\mu_{W}
\end{array}\right]
$$

In this case, $\mu_{w}$ is replaced with $\mu_{N}-\mu_{1}$. Therefore, the order will be reduced to $N$. Only the first and the Nth columns will change because of the term $\pm c_{i w}$. Hence, the influence of the doublet can be expressed as follows:

$$
\begin{cases}a_{i j}=c_{i j} & j \neq 1, N  \tag{15}\\ a_{i 1}=c_{i 1}-c_{i W} & j=1 \\ a_{i N}=c_{i N}+c_{i W} & j=N\end{cases}
$$



Figure 5. The discrete panels on the hydrofoil surface: (a) definitions of collocation point $P$ and panel $k$ for calculation of the influence coefficient of panel $k$ on collocation point $P$; (b) cosine distribution of singularity on the upper surface (red line denoted with square points) and on the lower surface (blue line with circular points) and collocation point (green triangle points); (c) resolution of panels.

After the known matrix multiplication is moved to the right-hand side (RHS) of this equation, the RHS vector can be obtained. Based on the theory of the panel method shown above, a program based on MATLAB was developed to calculate the strength of the singularities. Then, the coefficient of pressure on the surface of the foil can be obtained. The external potential $\phi_{u}$ can be represented as the internal potential $\phi_{i}$ plus the doublet strength $\mu$. Then, the local external tangential velocity component at each collocation point can be expressed by the following equations:

$$
\begin{align*}
\phi_{u} & =\phi_{i}+\mu  \tag{16}\\
Q_{t} & =\frac{\partial \phi_{u}}{\partial l} \tag{17}
\end{align*}
$$

$$
\begin{equation*}
C_{p j}=1-\frac{Q_{t j}^{2}}{Q_{\infty}} \tag{18}
\end{equation*}
$$

where $l$ is the distance between 2 adjacent collocation points.

### 2.4. Numerical Modelling of 3-D Propeller

For geometric boundary discretization and the motion of the propeller, 2 sets of coordinate systems are established to describe the propeller geometry accurately. The rectangular coordinate system and the cylindrical coordinate system are defined as shown in Figure 6. The conversion between the 2 sets of coordinate systems is as follows [32]:

$$
\left\{\begin{array}{l}
x=x  \tag{19}\\
y=r \cos \theta \\
z=r \sin \theta
\end{array}\right.
$$



Figure 6. The cartesian coordinate system and the cylindrical coordinate system.
The key point in this step is the definition of the propeller coordinates. The Cartesian and cylindrical coordinates of a point on the camber surface with radial coordinate $r$ and chordwise coordinate $s$ can be expressed in terms of the skew $\left(\theta_{s}\right)$, rake $\left(x_{m}\right)$, chord ( $c$ ), and camber $(f)$ [29]. With this definition, the coordinates of a point on the camber surface of the key blade can be written as $[29,36]$ :

$$
\left\{\begin{array}{l}
x_{c}=x_{m}+c(s-1 / 2) \sin \phi-f \cos \phi  \tag{20}\\
\theta_{c}=\theta_{m}+c(s-1 / 2) \frac{\cos \phi}{r}+f \frac{\sin \phi}{r} \\
y_{c}=r \cos \theta_{c} \\
z_{c}=r \sin \theta_{c}
\end{array}\right.
$$

The above equation expresses the coordinates of any point on the camber surface of the propeller blade. If we use $f \pm 1 / 2 t$ to replace $f$ in the equation, we can obtain the numerical expression for the upper and lower surfaces of the propeller blade. Figure 7 shows the 3-D propeller generation process for the surface panel method.

The surface of the propeller blade is discretized using hyperbolic quadrilateral panels. Each propeller blade is divided into $N_{R} \times 2 M_{C}$ panels; $N_{R}$ is the number of radial panels and $M_{C}$ is the number of spanwise panels. This method of discretization is called the cosine-clustering method. The coordinates of the corner points of the panels can be expressed as [39]:

$$
\left\{\begin{array}{c}
r_{m}=\frac{1}{2}\left[\left(1+r_{h}-\frac{\delta r_{1}}{4}\right)-\left(1-r_{h}-\frac{\delta r_{1}}{4}\right) \frac{\cos \left(\alpha+\beta_{m}\right)}{\cos \alpha}\right]  \tag{21}\\
\alpha=\frac{\arcsin \left(\frac{\delta r_{1}}{\delta r_{\max }}\right) N_{R}-\frac{\pi}{2}}{N_{R}} \\
\beta=\frac{(\pi-2 \alpha)(m-1)}{N_{R}}, m=1,2,3 \ldots N_{R}+1
\end{array}\right.
$$

where $\delta r_{\text {max }}$ and $\delta r_{1}$ are the radial distribution of the panel with a maximum radial dimension and the first panel, respectively. At any given radius $r$, the propeller blade is discretized in the chordwise direction using the cosine-clustering method. From the leading edge to the trailing edge, the coordinates of the corner points are expressed as [39]:

$$
\left\{\begin{array}{c}
s_{n}=\frac{1}{2}\left(1-\frac{\cos \left(\alpha+\beta_{m}\right)}{\cos \alpha}\right)  \tag{22}\\
\alpha=\frac{\arcsin \left(\frac{\delta s_{1}}{\delta s_{\max }}\right)\left(M_{C}+1\right)-\frac{\pi}{2}}{M_{C}+1} \\
\beta=\frac{(\pi-2 \alpha)(m-1)}{M_{C}}, m=1,2,3 \ldots M_{C}+1
\end{array}\right.
$$

where $\delta s_{\max }$ and $\delta s_{1}$ are the spanwise dimensions of the panel with the maximum spanwise dimension and the first panel, respectively. The cosine-clustering method was adopted to optimize the sparse density of the discrete surfaces of the propeller panels.


Figure 7. The three-dimensional propeller generation process for surface panel method.

## Propeller Wake Model

The propeller wake model has an influence on the perturbation velocity potential flow of the propeller. The helical spiral surface can be used to model the wake surface of a propeller. The propeller pitch angle can be expressed by a linear combination of the blade pitch angle and that based on lift-line theory. Greeley and Kerwin [36] proposed a model of radial shrinkage in the wake region and achieved good results. In this wake model, the radius of the wake surface decreases and eventually shrinks into 2 vortices, the hub vortex and the tip vortex. Kanemaru and Ando [16] improved the geometry of the wake surface by making it more refined, combining Gaschler's experimental results [40] on the wake surface into the modelling.

In this study, a wake shrinkage model was applied to improve the prediction of the performance of a propeller in which the pitch of the wake surface changes with shrinkage (Figure 8). To obtain a more reasonable panel distribution on the wake surface, the discrete coordinates of the wake surface can be calculated using Equations (21)-(25). Specifically, when a downstream coordinate is given, the region from the blade to the downstream coordinate $\theta_{w}$ is the near-wake region, and the region farther than the downstream coordinate $\theta_{w}$ is the far-wake region. The distance from the angular coordinate $\theta_{T E}$ of the trailing edge to the downstream coordinate $\theta_{w}$ is defined by $s$, and the radius of
the wake is contracted to $r_{w}$ at $s=1$. It is assumed that the wake radius of the central part changes smoothly, and that the pitch angle of the wake surface changes smoothly in the direction of the blade radius and wake flow. The radius of the far-wake region at $s>1$ does not shrink, while the pitch angle does not change in the direction of the wake flow. The geometric parameters of the wake surface are defined as follows:


Figure 8. The wake surface model of a propeller: (a) experimental results [38], (b) numerical model.
(1) Tip vortex radius [39]:

$$
r_{t i p}(s)=\left\{\begin{array}{lc}
r_{T E}+\left(r_{w}-r_{T E}\right) \cdot\left(3 s-3 s^{2}+s^{3}\right) & 0 \leq s \leq 1  \tag{23}\\
r_{r w} & s>1
\end{array}\right.
$$

(2) Wake radius at other locations [41]:

$$
r(s)= \begin{cases}\sqrt{r_{h}^{2}+\left(r_{T E}^{2}-r_{h}^{2}\right) \cdot\left(\frac{r_{t i p}^{2}(s)-r_{h}^{2}}{r_{t t i p}^{2}(s)-r_{h}^{2}}\right)} & 0 \leq s \leq 1  \tag{24}\\ C_{r w}=0.625+0.05 \theta_{s} / 90^{\circ} & s>1\end{cases}
$$

where $r_{T E}$ represents the blade radius at the trailing edge, $r_{h}$ represents the radius of the propeller hub, and $r_{w}$ represents the radius of the shrinking tip vortex and satisfies the following conditions [29,31]:

$$
\left\{\begin{array}{l}
r_{w}=C_{r w}+\frac{J}{P_{0.7 R} / D}\left(0.475-0.255 \frac{J}{P_{0.7 R} / D}\right)  \tag{25}\\
C_{r w}=0.625+0.05 \theta_{s} / 90^{\circ}
\end{array}\right.
$$

The pitch angle of the wake surface changes as the following equation [39,42]:

$$
\beta_{w}(s)=\left\{\begin{array}{lc}
\beta_{w}(0)+\left(\beta_{w}(1)-\beta_{w}(0)\right) \cdot\left(3 s-3 s^{2}+s^{3}\right) & 0 \leq s \leq 1  \tag{26}\\
\beta_{w}(1)=\beta_{G}(r) & s>1
\end{array}\right.
$$

Figure 9 shows discrete panels on a propeller and wake surface for the surface panel method. The geometric model of the wake surface can be constructed accurately using the characteristic quantities of the wake surface. Because the influence of the panels at the trailing edge is greater, the cosine-clustering method was applied for the wake surface at a given radial profile. The corner point coordinates of the panels in the wake transition region were determined using the following equation [37]:

$$
\left\{\begin{array}{l}
\theta(s)=\theta_{T E}+s(i) \cdot\left(\theta_{w}-\theta_{T E}\right)  \tag{27}\\
s(i)=\frac{1}{2}\left(1-\cos \frac{i-1}{N_{w}} \pi\right), i=1,2, \cdots, N_{w}+1
\end{array}\right.
$$



Figure 9. The discrete panels on the DTMB4381 propeller surface: (a) definitions of collocation point and panel for calculation of the influence coefficient of the panel on collocation point $P$; $(\mathbf{b})$ cosine distribution of singularity, collocation point, and propeller wake chordwise and spanwise.

## 3. Results

### 3.1. Validation of the Panel Method Using 2-D Hydrofoil Performance

To validate the two-dimensional hydrofoil panel method, the hydrofoil profiles NACA0012, NACA2410, NACA6412, and NACA4418 [33] were selected for calculation. The lift coefficient of NACA0012 was calculated at different angles of attack using the two-dimensional hydrofoil panel method and compared with the experimental data; the results are shown in Figure 10a-d.

Figure 10a-d show that the calculated results are in good agreement with the experimental data [33], and the average error using the B-spline panel method is within $6.3 \%$ whereas the average error was $7.1 \%$ using the cubic spline panel method. The results for NACA0012 and NACA2410 have the highest degree of agreement. There are some differences between the calculated results and experimental data for NACA6412 and NACA4418, but the trend of the pressure coefficient curve obtained through calculation is in good agreement with the experimental data [33]. The higher the degree of the camber line, the greater the effect on the calculation accuracy; the number of panels also has some influence on the calculation results. For the two-dimensional hydrofoil, the number of panels should be controlled in the range of 40-80. A lower grid density would lead to less accuracy. Figure 11 shows a comparison of the calculated and experimental results of lift coefficient for NACA0012 at
different angles of attack using the B-spline and cubic spline panel methods. The calculated results using the B-spline panel method show a higher degree of agreement with the experimental data.


Figure 10. The comparison of calculated and experimental results of the surface pressure coefficient at a $5^{\circ}$ angle of attack for (a) NACA0012, (b) NACA2410, (c) NACA6412, (d) NACA4418.


Figure 11. The comparison of calculated and experimental results of the lift coefficient for NACA0012 at different angles of attack.

### 3.2. Validation of the Panel Method Using 3-D Hydrofoil Performance

In this study, a three-dimensional rectangular hydrofoil was selected for calculation using the panel method. The hydrofoil type selected was NACA0012 [33]. The aspect ratio was set to 10, the angle of attack was set to $5^{\circ}$, and the number of panels was 180 . The surface pressure distribution on the hydrofoil is shown in Figure 12.


Figure 12. The NACA0012 3-D hydrofoil surface pressure coefficient distribution.
The surface pressure distribution of the hydrofoil can be directly compared with the experimental data reported by Lee and Jang [34]. In the present study, the number of chordwise panels per section is 18 , and the number of spanwise panels per section is 10 . With this discretization method, it is possible that some regions of the panel shape become relatively slender, resulting in a lower calculation accuracy. It is necessary to develop some algorithm to judge the size of the panels to ensure that they are not very slender. The results obtained using the hydrofoil panel method are compared with the experimental results for the sections defined by a span fraction (s) to the wing span ( S ) as $\mathrm{s} / \mathrm{S}=0.25$, $0.5,0.65$, and 0.85 as shown in Figure 13a-d, respectively.


Figure 13. The chordwise distribution of the surface pressure coefficient of 3-D hydrofoil at different spanwise fractions: (a) $\mathrm{s} / \mathrm{S}=0.25$, (b) $\mathrm{s} / \mathrm{S}=0.5$, (c) $\mathrm{s} / \mathrm{S}=0.65$, (d) $\mathrm{s} / \mathrm{S}=0.85$.

### 3.3. Hydrodynamic Analysis of Sweptback and Sweptforward Hydrofoils

Compared with the straight rectangular hydrofoil, the sweptback hydrofoil can effectively reduce the impact force of the flow and improve the hydrodynamic performance. To test the adaptability and stability of the panel method, rectangular hydrofoils with different sweptback and sweptforward angles were selected for analysis. The hydrodynamic performance was calculated with different sweepback angles at a limited angle of attack using the panel method. Discretization of the hydrofoil was performed using the cosine-clustering method. The aspect ratio was set to 6 and the angle of attack was set to $5^{\circ}$. A comparison of the calculation results and the experimental data of the sweptback hydrofoil performance [41] is given in Figure 14. The experimental data considered the ground effect on the sweptback hydrofoils whereas the prediction of the sweptback hydrofoil performance in the present panel method did not consider the ground effect, hence, the value of the experimental lift coefficient at the zero sweptback angle is greater than those of the panel methods as shown in Figure 14a.


Figure 14. The comparison of the B-spline and cubic spline results and experimental data for the hydrodynamic performance of a sweptback wing in a range of sweptback angles: (a) lift coefficients, (b) drag coefficients, (c) pitch moment coefficients.

Figure 14a-c show that the lift coefficients, induced drag coefficients, and moment coefficients calculated by the B-spline and cubic spline panel methods are in good agreement with the experimental data. The average error based on the cubic B-spline method is within $4 \%$ whereas the cubic spline one is $5.9 \%$. The calculated results using the B-spline panel method show a higher degree of agreement with the experimental data. Hence, a better superiority was experienced in the cubic B-spline panel method compared to the cubic spline one. The lift coefficient and induced drag coefficient of the hydrofoil reach the maximum value when the sweptback angle is near zero and decrease with the increased sweep angle. A comparison of the calculation results of hydrofoil performance with different aspect ratios based on the cubic B-spline panel method is given in Figures 13 and 15.


Figure 15. Cont.

(d)

Figure 15. The comparison of sweptback hydrofoil with different aspect ratios and sweptback angles: (a) lift coefficient, (b) drag coefficient, (c) lift-to-drag ratio, (d) pitch moment coefficient.

Figure 15a-d show that the lift coefficient and the lift-to-drag ratio increase with the increased aspect ratio of the sweptback hydrofoil, while the induced drag coefficient and moment coefficient decrease.

### 3.4. Hydrodynamic Analysis of Dihedral Hydrofoils

The stability of the hydrofoil can be improved by using a dihedral hydrofoil as shown in Figure 16. The calculation results of the hydrodynamic performance of the dihedral hydrofoil with different aspect ratios based on the cubic B-spline panel method are shown in Figure 17.


Figure 16. Dihedral hydrofoil geometry.

(a)
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Figure 17. The comparison of dihedral hydrofoil with different aspect ratios and dihedral angles: (a) lift coefficient, (b) induced drag coefficient, (c) lift-to-drag ratio, (d) pitch moment coefficient.

Figure 17a-d show that with the increased dihedral angle, the lift coefficient, lift-to-drag ratio, and moment coefficient decrease, and the induced drag coefficient changes with the aspect ratio.

For low-speed hydrofoils, the hydrodynamic performance can be improved by increasing the lift coefficient and the lift-to-drag ratio; in this case, it is possible to increase the hydrofoil aspect ratio, reduce the sweptback angle, and keep the hydrofoil as straight as possible. At higher speeds, the hydrofoil must not only have a good hydrodynamic performance, but it may also be resistant to stress fatigue; hence, it is not appropriate to reduce the aspect ratio and increase the sweptback angle.

### 3.5. Results of Propeller Performance

In this study, the DTMB series propellers with different values of rake and skew were selected for calculation of hydrodynamic performance using the panel methods with the present method and the conventional cubic spline scheme. The selected propellers were DTMB4119, DTMB4497, DTMB4498, DTMB4381, DTMB4382, DTMB4383, and DTMB4384.

### 3.5.1. Validation of the Panel Method Using DTMB4119 Propeller Performance

DTMB4119 was approved by the 20th International Towing Tank Conference as a standard propeller to verify the accuracy of the panel method. The geometric parameters of the propeller and the experimental data pertaining to DTMB4119 were taken from the conference reports $[2,37]$, and the corresponding details for the other propellers were taken from previously published documents [29,36,43].

The propeller blade surface was discretized in the chordwise direction using the cosine-clustering method. The DTMB4119 propeller panel discretization model is shown below (Figure 18) and the relative characteristics of the DTMB4119 are shown in Table 1 [37].


Figure 18. The DTMB4119 propeller panel discretization model.
Table 1. The geometric parameters of propeller DTMB4119 [37].

| Number of blades, Z: 3 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Hub diameter ratio: 0.2 |  |  |  |  |  |  |
| Expanded area ratio: 0.6 |  |  |  |  |  |  |
| Section mean line: NACA a $=0.8$ |  |  |  |  |  |  |
| Section thickness distribution: NACA66 (modified) |  |  |  |  |  |  |
| Design | vance c | icient, | 0.83 |  |  |  |
| r/R | c/D | P/D | $\theta_{s}$ | $\mathrm{x}_{\mathrm{m}} / \mathrm{D}$ | t/D | $\mathrm{f}_{0} / \mathrm{c}$ |
| 0.200 | 0.321 | 1.105 | 0 | 0 | 0.200 | 0.014 |
| 0.250 | 0.343 | 1.103 | 0 | 0 | 0.180 | 0.019 |
| 0.300 | 0.361 | 1.102 | 0 | 0 | 0.161 | 0.023 |
| 0.400 | 0.405 | 1.098 | 0 | 0 | 0.113 | 0.023 |
| 0.500 | 0.443 | 1.093 | 0 | 0 | 0.093 | 0.021 |
| 0.600 | 0.463 | 1.087 | 0 | 0 | 0.074 | 0.020 |
| 0.700 | 0.465 | 1.083 | 0 | 0 | 0.052 | 0.020 |
| 0.800 | 0.436 | 1.081 | 0 | 0 | 0.043 | 0.019 |
| 0.900 | 0.363 | 1.078 | 0 | 0 | 0.032 | 0.018 |
| 0.950 | 0.286 | 1.077 | 0 | 0 | 0.034 | 0.016 |
| 1.000 | 0.031 | 1.075 | 0 | 0 | 0.001 | 0 |

The literature $[2,37]$ offers the experimental data of the pressure coefficient distribution for DTMB4119 at different sections at a speed factor of $\mathrm{J}=0.833$. A comparison of the pressure coefficients obtained from the experimental data and the calculated results is shown in Figure 19a-d.


Figure 19. The comparison of the calculated and experimental results of the surface pressure coefficient of DTMB4119. The propeller at different radius fractions using the cubic B-spline and cubic spline panel methods: (a) $\mathrm{r} / \mathrm{R}=0.3,(\mathrm{~b}) \mathrm{r} / \mathrm{R}=0.5$, (c) $\mathrm{r} / \mathrm{R}=0.7$, (d) $\mathrm{r} / \mathrm{R}=0.9$.

In general, the calculated results of the surface pressure coefficient of the DTMB4119 propeller blade are in agreement with the experimental results $[2,37]$, and the average error is within $7.3 \%$. The selection of the wake model has some influence on the calculation results. The model selected in this study is the empirical wake model, which is different from the actual wake. Therefore, the wake model is not the main factor in the calculation results.

### 3.5.2. Results of Propeller Thrust and Toque

A comparison of the hydrodynamic coefficients for the propellers obtained from the calculation results and experimental results $[2,36,38]$ is shown in Figure 20a-f. The number of panels is 280. Based on the cosine clustering method together with cubic B-spline interpolation, these panels were clustered more tightly and smoothly near leading and trailing edges of 3-D propeller hydrofoils placed on the propeller helix lines for the best results.


Figure 20. Cont.


Figure 20. The comparison of the calculated and experimental results of hydrodynamic coefficients for different marine propeller types using the cubic B-spline and cubic spline panel methods: (a) DTMB4119 propeller, (b) DTMB4381 propeller, (c) DTMB4382 propeller, (d) DTMB4383 propeller, (e) DTMB4384 propeller, (f) DTMB4497 propeller.

Figure 20a-f show that the hydrodynamic performance of the propellers is in good agreement with the experimental data, and the average error is within $7.3 \%$ based on the cubic B-spline panel method whereas the average error $8.2 \%$ using the conventional cubic spline panel method. Especially for the DTMB4119 propeller, the accuracy of the hydrodynamic performance calculation is high, and the average error is within $6 \%$ based on the proposed method.

## 4. Conclusions

A computational technique using the B-spline panel method and the cubic spline panel method to predict the performance of a hydrofoil and propeller is presented in this paper. The surface pressure coefficient and lift performance of a two-dimensional hydrofoil are calculated and analyzed by the above numerical methods. The results are compared with the experimental data. In addition,
the hydrodynamic performance of a three-dimensional hydrofoil and of a sweepback hydrofoil and a dihedral hydrofoil with different aspect ratios are analyzed, and the average error is within $4 \%$ in the present method, whereas it is $5.9 \%$ of the cubic spline method. The results confirm the rationality and feasibility of the method. The surface pressure distribution and the coefficients of thrust and torque of different propellers are calculated and compared with the experimental data, and the average error is within $7.3 \%$ in the present method whereas it is $8.2 \%$ using the conventional method. The comparison results are found satisfactory. In conclusion, the validity of all the calculated results from the cases studied in this paper was proved by comparing them to the available studies in the literature. Additionally, the calculated results using the proposed B-spline panel method show a higher degree of agreement with the experimental data than the cubic spline one. In the future, the panel method can be used for the inverse design based on the required load and modelling predictions of hydrofoil cavitation.
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## Appendix A

## A1. Numerical Representation of Panel Method

Numerical Modelling of the Integral Equation for Propellers
The doublet and source are distributed on the panels, and the surface integral equation (Equation (4)) is satisfied at the collocation point of every panel. The second type of Fredholm integral equation can be discretized as [28]

$$
\begin{equation*}
\sum_{\substack{j=1 \\ i \neq j}}^{N}\left(\delta_{i j}-C_{i j}\right) \phi_{j}-\sum_{j=1}^{N_{R}} W_{i j} \Delta \phi_{j}=\sum_{j=1}^{N} B_{i j}\left(-V_{I} \cdot n_{j}\right) \tag{A1}
\end{equation*}
$$

where $\delta_{i j}$ represents the Kronecker number and $N$ represents the total number of panels on a single propeller blade. $B_{i j}, C_{i j}$, and $W_{i j}$ are the influence coefficients of the singularity points, which can be calculated using the following equation [1]:

$$
\left\{\begin{align*}
C_{i j} & =\sum_{K=1}^{K}\left[\frac{1}{2 \pi} \iint_{s_{j}} \frac{\partial}{\partial n_{j}}\left(\frac{1}{R_{i j k}}\right) d S_{j}\right]  \tag{A2}\\
B_{i j} & =\sum_{K=1}^{K}\left[-\frac{1}{2 \pi} \iint_{s_{j}} \frac{\partial}{\partial n_{j}}\left(\frac{1}{R_{i j k}}\right) d S_{j}\right] \\
W_{i j} & =\sum_{K=1}^{K} \sum_{L=1}^{L}\left[-\frac{1}{2 \pi} \iint_{s_{l}} \frac{\partial}{\partial n_{l}}\left(\frac{1}{R_{i l k}}\right) d S_{l}\right]
\end{align*}\right.
$$

where $R_{i l k}$ and $R_{i j k}$ are the distances between the collocation points and panels $S_{l}$ and $S_{j}$, respectively. The influence coefficient of the singularity element on the collocation point is the key part of the calculation in the panel method. The doublet and source are distributed at the corners of the hyperboloid panels, and then the integral of the influence coefficient can be calculated after discretization. Calculating the influence coefficient requires establishing the panel coordinate system
$\left(\xi_{1}, \xi_{2}\right)$. By considering the coordinates of the four corner points of the panel as $Q_{i}(i=1 \sim 4)$, any vector in the panel coordinate system can be expressed as follows [43]:

$$
\begin{equation*}
\mathbf{Q}\left(\xi_{1}, \xi_{2}\right)=\omega_{1} Q_{1}+\omega_{2} Q_{2}+\omega_{3} Q_{3}+\omega_{4} Q_{4} \tag{A3}
\end{equation*}
$$

where $\omega_{i}(i=1 \sim 4)$ represents the interpolation function, and the values of the interpolation function are given as follows [43]:

$$
\left\{\begin{array}{l}
\omega_{1}=\frac{1}{4}\left(1+\xi_{1}\right)\left(1+\xi_{2}\right)  \tag{A4}\\
\omega_{2}=\frac{1}{4}\left(1+\xi_{1}\right)\left(1-\xi_{2}\right) \\
\omega_{3}=\frac{1}{4}\left(1-\xi_{1}\right)\left(1+\xi_{2}\right) \\
\omega_{4}=\frac{1}{4}\left(1-\xi_{1}\right)\left(1-\xi_{2}\right)
\end{array}\right.
$$

The tangent vector of the panels can be expressed as

$$
\left\{\begin{array}{l}
\mathbf{a}_{1}\left(\xi_{1}, \xi_{2}\right)=\frac{\partial \mathbf{Q}}{\partial \xi_{1}}  \tag{A5}\\
\mathbf{a}_{2}\left(\xi_{1}, \xi_{2}\right)=\frac{\partial \mathbf{Q}}{\partial \xi_{2}}
\end{array}\right.
$$

The unit normal vector of the panels can be expressed as

$$
\begin{equation*}
\mathbf{n}\left(\xi_{1}, \xi_{2}\right)=\frac{\mathbf{a}_{1} \times \mathbf{a}_{2}}{\left|\mathbf{a}_{1} \times \mathbf{a}_{2}\right|} \tag{A6}
\end{equation*}
$$

The surface of the panels can be expressed as follows:

$$
\begin{equation*}
d S_{j}=\left|\mathbf{a}_{1} \times \mathbf{a}_{2}\right| d \xi_{1} d \xi_{2} \tag{A7}
\end{equation*}
$$

The integral of the influence coefficient can be expressed as follows [24]:

$$
\begin{equation*}
I=\int_{-1}^{1} \int_{-1}^{1} f\left(\xi_{1}, \xi_{2}\right) d \xi_{1} d \xi_{2} \tag{A8}
\end{equation*}
$$

The integral function $\mathbf{f}\left(\xi_{1}, \xi_{2}\right)$ in the above equation can be expressed as

$$
\begin{equation*}
\mathbf{f}\left(\xi_{1}, \xi_{2}\right)=\frac{\partial^{2} \mathbf{F}\left(\xi_{1}, \xi_{2}\right)}{\partial \xi_{1} \partial \xi_{2}} \tag{A9}
\end{equation*}
$$

The following equation is obtained as follows [24]:

$$
\begin{equation*}
I=F(1,1)-F(1,-1)-F(-1,1)+F(-1,-1) \tag{A10}
\end{equation*}
$$

The influence coefficients $C_{i j}$ and $B_{i j}$ can be expressed as follows [25]:

$$
\left\{\begin{array}{l}
C_{i j}=I_{D}(1,1)-I_{D}(1,-1)-I_{D}(-1,1)+I_{D}-(1,-1)  \tag{A11}\\
B_{i j}=I_{S}(1,1)-I_{S}(1,-1)-I_{S}(-1,1)+I_{S}-(1,-1)
\end{array}\right.
$$

where the influence coefficients can be expressed as follows [25]:

$$
\left\{\begin{array}{c}
I_{D}(\xi, \eta)=\frac{1}{2 \pi} \tan ^{-1}\left(\frac{\left(\mathbf{R} \times \mathbf{a}_{1}\right) \cdot\left(\mathbf{R} \times \mathbf{a}_{2}\right)}{|\mathbf{R}| \mathbf{R} \cdot\left(\mathbf{a}_{1} \times \mathbf{a}_{2}\right)}\right)  \tag{A12}\\
I_{S}(\xi, \eta)=-\frac{1}{2 \pi}\left\{\begin{array}{c}
-\frac{\left(\mathbf{R} \times \mathbf{a}_{1}\right) \cdot \mathbf{n}_{C}}{\left|\mathbf{a}_{1}\right|} \sinh ^{-1}\left(\frac{\mathbf{R} \times \mathbf{a}_{1}}{\left|\mathbf{R} \times \mathbf{a}_{1}\right|}\right)+\frac{\left(\mathbf{R} \times \mathbf{a}_{2}\right) \cdot \mathbf{n}_{C}}{\left|\mathbf{a}_{2}\right|}+ \\
\mathbf{R} \cdot \mathbf{n}_{C} \tan ^{-1}\left(\frac{\left(\mathbf{R} \times \mathbf{a}_{1}\right) \cdot\left(\mathbf{R} \times \mathbf{a}_{2}\right)}{|\mathbf{R}| \mathbf{R} \cdot\left(\mathbf{a}_{1} \times \mathbf{a}_{2}\right)}\right) \\
\mathbf{R}=\mathbf{Q}(\xi, \eta)-\mathbf{P}
\end{array}\right\},
\end{array}\right.
$$

where $\mathbf{n}_{C}$ is a normal vector on the collocation point and $\mathbf{P}$ is the coordinate of the collocation point. Thus, the governing equation can be solved.

A2. The Geometric Parameters of the Propeller for Surface Panel Code (see Tables A1-A5)

Table A1. The geometric parameters of propeller DTMB4381 [36].
Number of blades, Z: 5
Hub diameter ratio: 0.2
Expanded area ratio: 0.6
Section mean line: NACA a $=0.8$
Section thickness distribution: NACA66 (modified)
Design advance coefficient, $\mathrm{J}=0.833$

| $\mathbf{r} / \mathbf{R}$ | $\mathbf{c} / \mathbf{D}$ | $\mathbf{P} / \mathbf{D}$ | $\boldsymbol{\theta}_{\boldsymbol{s}}$ | $\mathbf{x}_{\mathrm{m}} / \mathbf{D}$ | $\mathbf{t} / \mathbf{D}$ | $\mathbf{f}_{\mathbf{0}} / \mathbf{c}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.200 | 0.174 | 1.332 | 0 | 0 | 0.043 | 0.035 |
| 0.250 | 0.202 | 1.338 | 0 | 0 | 0.039 | 0.036 |
| 0.300 | 0.229 | 1.345 | 0 | 0 | 0.035 | 0.036 |
| 0.400 | 0.275 | 1.358 | 0 | 0 | 0.029 | 0.034 |
| 0.500 | 0.312 | 1.336 | 0 | 0 | 0.024 | 0.030 |
| 0.600 | 0.337 | 1.280 | 0 | 0 | 0.019 | 0.024 |
| 0.700 | 0.347 | 1.210 | 0 | 0 | 0.014 | 0.019 |
| 0.800 | 0.334 | 1.137 | 0 | 0 | 0.010 | 0.014 |
| 0.900 | 0.280 | 1.066 | 0 | 0 | 0.006 | 0.012 |
| 0.950 | 0.210 | 1.031 | 0 | 0 | 0.004 | 0.007 |
| 1.000 | 0 | 0.995 | 0 | 0 | 0.003 | 0 |

Table A2. The geometric parameters of propeller DTMB4382 [36].
Number of blades, Z: 5
Hub diameter ratio: 0.2
Expanded area ratio: 0.6
Section mean line: NACA a $=0.8$
Section thickness distribution: NACA66 (modified)
Design advance coefficient, $\mathrm{J}=0.833$

| $\mathbf{r} / \mathbf{R}$ | $\mathbf{c} / \mathbf{D}$ | $\mathbf{P} / \mathbf{D}$ | $\boldsymbol{\theta}_{s}$ | $\mathbf{x}_{\mathrm{m}} / \mathbf{D}$ | $\mathbf{t} / \mathbf{D}$ | $\mathbf{f}_{\mathbf{0}} / \mathbf{c}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.200 | 0.167 | 1.451 | 0 | 0 | 0.041 | 0.046 |
| 0.250 | 0.205 | 1.441 | 2.328 | 0.008 | 0.033 | 0.039 |
| 0.300 | 0.221 | 1.436 | 4.655 | 0.025 | 0.031 | 0.035 |
| 0.400 | 0.286 | 1.423 | 9.363 | 0.038 | 0.024 | 0.032 |
| 0.500 | 0.314 | 1.352 | 13.948 | 0.048 | 0.021 | 0.030 |
| 0.600 | 0.334 | 1.281 | 18.378 | 0.067 | 0.017 | 0.025 |
| 0.700 | 0.352 | 1.185 | 22.747 | 0.078 | 0.012 | 0.018 |
| 0.800 | 0.334 | 1.112 | 27.145 | 0.081 | 0.010 | 0.016 |
| 0.900 | 0.282 | 1.024 | 31.575 | 0.090 | 0.007 | 0.014 |
| 0.950 | 0.216 | 0.973 | 33.788 | 0.093 | 0.005 | 0.012 |
| 1.000 | 0 | 0.938 | 35.000 | 0.094 | 0.004 | 0 |

Table A3. The geometric parameters of propeller DTMB4383 [36].
Number of blades, Z: 5
Hub diameter ratio: 0.2
Expanded area ratio: 0.6
Section mean line: NACA a $=0.8$
Section thickness distribution: NACA66 (modified)
Design advance coefficient, $\mathrm{J}=0.833$

| $\mathbf{r} / \mathbf{R}$ | $\mathbf{c} / \mathbf{D}$ | $\mathbf{P} / \mathbf{D}$ | $\boldsymbol{\theta}_{\boldsymbol{s}}$ | $\mathbf{x}_{\mathrm{m}} / \mathbf{D}$ | $\mathbf{t} / \mathbf{D}$ | $\mathbf{f}_{0} / \mathbf{c}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.200 | 0.174 | 1.566 | 0 | 0 | 0.043 | 0.040 |
| 0.250 | 0.202 | 1.539 | 4.647 | 0.019 | 0.039 | 0.040 |
| 0.300 | 0.229 | 1.512 | 9.293 | 0.039 | 0.035 | 0.041 |
| 0.400 | 0.275 | 1.459 | 18.816 | 0.076 | 0.029 | 0.038 |
| 0.500 | 0.312 | 1.386 | 27.991 | 0.107 | 0.024 | 0.034 |
| 0.600 | 0.337 | 1.296 | 36.770 | 0.132 | 0.019 | 0.028 |
| 0.700 | 0.347 | 1.198 | 45.453 | 0.151 | 0.014 | 0.023 |
| 0.800 | 0.334 | 1.096 | 54.254 | 0.165 | 0.010 | 0.018 |
| 0.900 | 0.280 | 0.996 | 63.102 | 0.174 | 0.006 | 0.015 |
| 0.950 | 0.210 | 0.945 | 67.531 | 0.177 | 0.004 | 0.016 |
| 1.000 | 0 | 0.895 | 72.000 | 0.179 | 0.003 | 0 |

Table A4. The geometric parameters of propeller DTMB4384 [36].
Number of blades, Z: 5
Hub diameter ratio: 0.2
Expanded area ratio: 0.6
Section mean line: NACA a $=0.8$
Section thickness distribution: NACA66 (modified)
Design advance coefficient, $\mathrm{J}=0.833$

| $\mathbf{r} / \mathbf{R}$ | $\mathbf{c} / \mathbf{D}$ | $\mathbf{P} / \mathbf{D}$ | $\boldsymbol{\theta}_{\boldsymbol{s}}$ | $\mathbf{x}_{\mathbf{m}} / \mathbf{D}$ | $\mathbf{t} / \mathbf{D}$ | $\mathbf{f}_{\mathbf{0}} / \mathbf{c}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.200 | 0.174 | 1.675 | 0 | 0 | 0.043 | 0.054 |
| 0.250 | 0.202 | 1.629 | 6.961 | 0.031 | 0.039 | 0.050 |
| 0.300 | 0.229 | 1.584 | 13.921 | 0.061 | 0.035 | 0.047 |
| 0.400 | 0.275 | 1.496 | 28.426 | 0.118 | 0.029 | 0.045 |
| 0.500 | 0.312 | 1.406 | 42.152 | 0.164 | 0.024 | 0.040 |
| 0.600 | 0.337 | 1.305 | 55.199 | 0.200 | 0.019 | 0.033 |
| 0.700 | 0.347 | 1.199 | 68.098 | 0.226 | 0.014 | 0.027 |
| 0.800 | 0.334 | 1.086 | 81.283 | 0.245 | 0.010 | 0.023 |
| 0.900 | 0.280 | 0.973 | 94.624 | 0.255 | 0.006 | 0.019 |
| 0.950 | 0.210 | 0.916 | 101.300 | 0.257 | 0.004 | 0.020 |
| 1.000 | 0 | 0.859 | 108.000 | 0.257 | 0.003 | 0 |

Table A5. The geometric parameters of propeller DTMB4497 [44].
Number of blades, Z: 5
Hub diameter ratio: 0.2
Expanded area ratio: 0.6
Section mean line: NACA a $=0.8$
Section thickness distribution: NACA66 (modified)
Design advance coefficient, $\mathrm{J}=0.833$

| $\mathbf{r} / \mathbf{R}$ | $\mathbf{c} / \mathbf{D}$ | $\mathbf{P} / \mathbf{D}$ | $\theta_{\boldsymbol{s}}$ | $\mathbf{x}_{\mathbf{m}} / \mathbf{D}$ | $\mathbf{t} / \mathbf{D}$ | $\mathrm{f}_{\mathbf{0}} / \mathbf{c}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.200 | 0.178 | 1.450 | 0 | 0 | 0.043 | 0.042 |
| 0.250 | 0.217 | 1.445 | 2.272 | 0 | 0.036 | 0.037 |
| 0.300 | 0.242 | 1.432 | 4.675 | 0 | 0.032 | 0.034 |
| 0.400 | 0.298 | 1.427 | 9.312 | 0 | 0.024 | 0.031 |
| 0.500 | 0.314 | 1.365 | 13.941 | 0 | 0.021 | 0.029 |
| 0.600 | 0.332 | 1.291 | 18.732 | 0 | 0.016 | 0.022 |
| 0.700 | 0.351 | 1.182 | 22.578 | 0 | 0.014 | 0.017 |
| 0.800 | 0.329 | 1.119 | 27.533 | 0 | 0.012 | 0.015 |
| 0.900 | 0.279 | 1.015 | 31.534 | 0 | 0.009 | 0.012 |
| 0.950 | 0.209 | 0.969 | 34.783 | 0 | 0.007 | 0.010 |
| 1.000 | 0 | 0.917 | 36.000 | 0 | 0.005 | 0 |
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#### Abstract

Boolean propositional satisfiability (SAT) problem is one of the most widely studied NP-complete problems and plays an outstanding role in many domains. Membrane computing is a branch of natural computing which has been proven to solve NP problems in polynomial time with a parallel compute mode. This paper proposes a new algorithm for SAT problem which combines the traditional membrane computing algorithm of SAT problem with a classic simplification rule, the splitting rule, which can divide a clause set into two axisymmetric subsets, deal with them respectively and simultaneously, and obtain the solution of the original clause set with the symmetry of their solutions. The new algorithm is shown to be able to reduce the space complexity by distributing clauses with the splitting rule repeatedly, and also reduce both time and space complexity by executing one-literal rule and pure-literal rule as many times as possible.
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## 1. Introduction

Boolean satisfiability problem, namely, SAT problem, is one of the most important problems of theoretical computer science. Its range of application includes multiple significance areas [1], such as mathematics, artificial intelligence, data mining, circuit design, etc., and it has attracted much attention since it was put forward. Since the 1960s, research has produced several models of SAT solvers, such as conflict driven clause learning [2], CDCL for short, in which its basic structure comes from the DPLL(Davis-Putnam-Logemann-Loveland) algorithm [3]. This model has made improvements to conflict analysis, clause learning, and some other aspects and has occupied the main battleground of SAT competitions. Representative solvers of this model include Mini-SAT [4], Lingeling [5], Chaff [6], and Glucose [7] all of which have received many achievements in international SAT competitions. With improvements of the SAT algorithm performance, many application examples can obtain satisfactory solutions in a given period of time, and SAT solvers are gradually being applied to more and more actual fields, such as circuit design verification [8,9] and cryptanalysis [10], however, as the first problem which has been proven as NP problem [11], the primary research direction of SAT problem is to reduce its computational complexity. Meanwhile, NP problems can transfer between each other in polynomial time, and therefore previous, current and future studies are also efforts to solve NP problems.

In recently decades, the research of SAT solvers has been mainly focused on three directions, complete solution algorithm, incomplete solution algorithm, and parallel solution algorithm. The membrane computing algorithm of SAT problems, which we are going to discuss, is a kind of parallel algorithm, which can solve any SAT problem in polynomial time but with exponential space occupation [12]. Among the three types of SAT solvers mentioned above, the complete solution algorithm is certain to obtain the solution of a given SAT problem, but it takes an unacceptable amount of time. By comparison, the incomplete solution algorithm uses less time, but it is not able
to ensure results. The disadvantages of these two algorithms can both be solved by the algorithm of membrane computing.

Membrane computing is a branch of natural computing, which was proposed in 1998 by professor Gheorghe Păun when he visited Finland [13]. Five years later, the Institute of Scientific Information listed it in the fast-growing frontier area of computational science. The membrane computing system, also known as P system, is a kind of distributed parallel computational model, with good computational performance by referring to and simulating the way cells, tissues, organs, or other biological structures process chemical substances, which has been provn to have the computing power of Turing machine, and a computing power to solve NP problems in polynomial time [14-18]. This characteristic has attracted significant attention from the scientific community who have promoted its development tremendously. To be specific, because membrane computation is performed at the cellular level, biochemical reactions and material transfer at the cellular level can be understood as computational processes. The cell membrane divides the cell into compartments, each compartment synchronously processes multiple resets of objects (corresponding to evolving compounds in the cell), the objects permeate through membranes, the membranes are dissolved, split, and produced, and their penetrability can also be changed. A series of transfers of a system is called a computation, and the calculation result is defined as the objects that appear in a particular membrane (also known as the output membrane) at termination. As a typical type of NP problem, solving SAT problems with membrane computing has a long history [19-23]. Although membrane computing has strong computational power, it is predicted that there is still an upper limit, and therefore developing a new model of membrane computing for solving SAT problems that simplifies algorithms' structure is also important, which is the aim of this paper.

In this paper, the traditional membrane computing algorithm of SAT problems is combined with a typical classic simplification rule, the splitting rule, to improve the algorithm's structure, from assigning values to all clauses in a membrane to dividing the given clauses into two parts, and deals with them respectively and simultaneously. Because this divide operation can be executed as many times as needed, it significantly reduces the space occupation of the algorithm. Meanwhile, it is obvious that a clause set dealt by the splitting rule must not include tautologies, one literals, and pure literals, and therefore it is indispensable to operate the following three simplified rules beforehand: tautology rule, one-literal rule, and pure-literal rule. The tautology rule needs only to be done once, at the beginning, and it does not make contributions to the simplification of the algorithm, however, the one-literal rule and pure-literal rule are two rules which can be used repeatedly and intensively, they can decrease the number of membrane divisions during the assignment process of the clause set, and can assign more than one value at one time, and therefore both space and time complexity of the algorithm is reduced.

The remainder of the paper is organized as follows: Section 2 provides some preliminary and review about P system and the traditional membrane computing algorithm for SAT, Section 3 proposes a new algorithm for SAT problem by combining the traditional membrane computing algorithm for SAT with splitting rule, in Section 4 an example is provided to illustrate the proposed algorithm, and the paper is concluded in Section 5.

## 2. Preliminaries

This section provides some preliminaries to be used in the present work.

### 2.1. Membrane Computing System (P System)

A membrane computing system [24] can be defined as $\Pi=\left(\mathrm{O}, \mu, w_{i}, R_{i}, i_{0}\right)$, of which:
O is a finite and nonempty alphabet of objects;
$\mu$ is a membrane structure made up by several membranes;
$w_{i}$ denotes the character string inside the nth membrane in the initial state;
$R_{i}$ is a finite set of the evolutionary rules which are carried out inside the ith membrane;
$i_{0}$ is the membrane which stores the final result.

### 2.2. Tradtional Membrane Computing Algorithm of SAT Problems

Using membrane computing system to solve SAT problem has decades of history. Figure 1 shows the process diagram of the traditional membrane computing algorithm of SAT problems [24].


Figure 1. Process diagram of the traditional membrane computing algorithm of SAT problems, of which $m$ is the number of given clauses, $n$ is the number of the given clause set's atoms.

From the above diagram, shown in Figure 1, it is clear that this algorithm consists of the following two steps, except the input and output steps:

Step 1: Copy the, then, 2nd membranes by cell division $n$ times and allocate literals $x_{i}$ and $y_{i}$, respectively to the two copies of one membrane during the ith copy ( $\operatorname{ir}[1, n] \cap$, ), its time complexity is $\mathrm{O}(1)$, and its once execution makes the space occupation of this algorithm twice as much as before.

Step 2: Assign the allocated literals in each 2nd membrane as true to the given clause set, its time complexity is $O(1)$, and since it is completed with sending each allocated literal into all membrane $M_{i} s$ which is inside the same 2nd membrane, the largest increase in space occupation of this algorithm during its execution process is $\mathrm{O}\left(2^{\mathrm{n}} \mathrm{n}(\mathrm{m}-1)\right)$, and the space occupation of this algorithm will decrease to $\mathrm{O}\left(2^{\mathrm{n}}\right)$ after its execution process.

To sum up, the time complexity of this algorithm is $\mathrm{O}(\mathrm{n})$, and since the biggest initial space occupation of this algorithm is $\mathrm{O}(\mathrm{nm})$, the space complexity of this algorithm is $\mathrm{O}\left(2^{\mathrm{n}} \mathrm{nm}\right)+$ $\mathrm{O}\left(2^{\mathrm{n}} \mathrm{n}(\mathrm{m}-1)\right)=\mathrm{O}\left(2^{\mathrm{n}} \mathrm{nm}\right)$.

### 2.3. Simplification Rules

Splitting Rule [25]: Assume a clause set $S$ can be arranged into a form such as $\left[\left(A_{1} \vee L\right) \wedge \cdots \wedge\left(A_{n} \vee L\right)\right] \wedge\left[\left(B_{1} \vee \neg L\right) \wedge \cdots \wedge\left(B_{m} \vee \neg L\right)\right] \wedge R$, of which $A_{i}(i=1,2, \cdots, n)$ and $b_{i}(i=1,2, \cdots, m), \mathrm{R}$ are clauses which exclude literals L and $\neg \mathrm{L}$, then S is unsatisfiable if and only if $A_{1} \wedge \cdots \wedge A_{n} \wedge R$ and $B_{1} \wedge \cdots \wedge B_{m} \wedge R$ are unsatisfiable, $A$ is an assignment which satisfies $A_{1} \wedge \cdots \wedge A_{n} \wedge R\left(B_{1} \wedge \cdots \wedge B_{m} \wedge R\right)$ if and only if $A \cup\{\neg L=1\}(A \cup\{L=1\})$ is an assignment which satisfies S .

Tautology Rule [25]: Delete tautologies, namely the clauses which include complemental pairs of literals, from a clause set does not change if an assignment satisfies this clause set.

One-literal Rule [25]: Assume a clause set S includes a clause which only contains one literal L , then L is a single literal of S . Since one-literal clause can only be satisfied by assignments which assign its single literal as true, if $S$ is empty after deleting the clauses contain S's single literals from S, S can be satisfied by any assignments which assign its single literals as true, or else S is satisfied by assignment $A$ after deleting the clauses contain S's single literals from it and deleting literal the negations of S's single literals from all of its clauses if and only if $S$ is satisfied by an assignment $A \cup\left\{\mathrm{~S}^{\prime} \mathrm{s}\right.$ sin gle literals are all true $\}$.

Pure-literal Rule [25]: Assume a clause set $S$ includes literal $L$ but excludes literal $\neg \mathrm{L}$, then L is a pure literal of S. Since the clause which contains pure literals can only be satisfied by assignments which assign the pure literals contained by it as true, if $S$ is empty after deleting the clauses contain S's pure literals from S, S can be satisfied by any assignments which assign its pure literals as true, or else S is satisfied by assignment $A$ after deleting the clauses contain $S^{\prime}$ 's pure literals from it if and only if $S$ is satisfied by an assignment $A \cup\left\{\mathrm{~S}^{\prime}\right.$ s pure literals are all true $\}$.

## 3. Proposed New Algorithm

### 3.1. Definition

This part is the elements' definitions of the algorithm's membrane computing structure as follows:
(1) $\mathrm{O}:\left\{\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}\right.$, denote the literals of given clause set;
$h$, denotes the number of literals in a clause;
$t_{i}, f_{i}$, are the literal symbols of $x_{i}$ and $y_{i}$;
g , denotes the number of literals' symbols;
$a_{i}$, denote the atoms of the given formulae;
$\mathrm{T}_{\mathrm{i}}, \mathrm{F}_{\mathrm{i}}$, are objects in the literal list of 2nd membrane;
$c_{i}, e_{i}$, are the transitive symbols of $t_{i}$ and $f_{i}$;
$p_{i}$, denote the transport sign of membrane $M_{i}$;
$z$, denotes the number of membranes $M_{i}(i=1, \ldots, m)$;
$t_{i}, f_{i}$, denote the assignments of literals $x_{i}$ and $y_{i}$;
$\lambda, \delta$, are the melting symbol of objects and membrane;
Y, N, a, b, c, d, p, q, s, are aided symbols\}.
(2) $\mu$ : the initial membrane structure is as Figure 2:


Figure 2. Initial membrane structure of the algorithm.
where $C_{j}$ denote the $j$ th clause in the given clause set, $\left|C_{j}\right|$ represents the number of literals in $C_{j}(j=1, \ldots, m)$.

In addition, there's a literal list inside 2nd membrane which is empty in the initial status, it is used to store the literals which would be assigned as true in all assignments which satisfy the inside clause set of 2 nd membrane and the given clause set.
(3) $\mathrm{w}_{1}=\lambda$;
$\mathrm{w}_{2}=\mathrm{p}, \mathrm{a}_{\mathrm{i}}(\mathrm{i}=1, \ldots, \mathrm{n}) ;$
$\mathrm{w}_{\mathrm{M}_{\mathrm{j}}}=\mathrm{z}, \mathrm{p}_{\mathrm{j}}, \mathrm{h}, \mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}(\mathrm{i}=1, \ldots, \mathrm{n}, \mathrm{j}=1, \ldots, \mathrm{~m})$.
(4) $\quad R_{i}\left(i=1,2, M_{j}\right)$ specific as described in the part of algorithm, and they are made up by three types of evolutionary rules:
(a) $[a]_{i} \rightarrow[b]_{i}[c]_{i}$, copy the membrane i into two copies when it or them contains object a, turn $a$ in two copies into $b$ and $c$ respectively;
(b) $\quad \mathrm{a} \rightarrow \mathrm{b} \mid \mathrm{c}$ or $\neg \mathrm{c}$, turn a into b when c is existent or inexistent;
(c) $\quad \mathrm{a} \rightarrow \mathrm{b}\left(\mathrm{c}, \mathrm{in}_{\mathrm{j}}\right.$ or out), turn a into b and c , meanwhile, send c into the membrane i or out the membrane which a was inside.
(5) $i_{0}=1$.

### 3.2. Compiling

As stated in the Introduction, the new membrane computing algorithm, proposed in this paper, is specifically based on the splitting rule and uses tautology rule, one-literal rule and pure-literal rule, and therefore for clarity this section compiles the simplified rules with membrane computing language, first, as follows:
(1) Tautology rule:

This rule is executed on the only 2nd membrane at the beginning of the calculation.
Pick tautologies from the clauses inside membrane $M_{i} \mathrm{~s}$, and mark the membrane $M_{i} \mathrm{~s}$ which contain tautologies with a delete symbol, $\mathrm{r}_{1}=\left(\mathrm{zp}_{\mathrm{j}} \mathrm{h}^{2} \mathrm{x}_{\mathrm{i}} \mathrm{y}_{\mathrm{i}} \rightarrow \mathrm{s}, 1\right)$;
Delete all contents inside the membrane $M_{i} \mathrm{~s}$ which are marked with a delete symbol: $\mathrm{r}_{2}=\left(\mathrm{hx}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{s}, 1\right)$

$$
\mathrm{r}_{3}=\left(\mathrm{hy}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{s}, 1\right)^{\prime}
$$

Delete the membrane $M_{i} \mathrm{~s}$ which are marked with a delete symbol, $\mathrm{r}_{4}=(\mathrm{s} \rightarrow \delta, 1)$.
(2) One-literal rule:

This rule is executed on each 2nd membrane.
Pick the one-literal clauses from the clauses inside membrane $M_{i} \mathrm{~s}$, mark the literals of these selected one-literal clauses with one-literal symbols $\mathrm{t}_{\mathrm{i}}, \mathrm{f}_{\mathrm{i}}$, send these symbols outside their original membranes.

$$
\begin{aligned}
& \mathrm{r}_{1}=\left(\mathrm{zp}_{\mathrm{j}} \mathrm{x}_{\mathrm{i}} \rightarrow \mathrm{x}_{\mathrm{i}}\left(\mathrm{zp}_{\mathrm{j}} \mathrm{gt}_{\mathrm{i}}, \text { out }\right) \mid \neg \mathrm{h}^{2}, 4\right) \\
& \mathrm{r}_{2}=\left(\mathrm{zp}_{\mathrm{j}} \mathrm{y}_{\mathrm{i}} \rightarrow \mathrm{y}_{\mathrm{i}}\left(\mathrm{zp}_{\mathrm{j}} \mathrm{gf}_{\mathrm{i}}, \text { out }\right) \mid \neg \mathrm{h}^{2}, 4\right) ; \\
& r_{3}=\left(\mathrm{zp}_{\mathrm{j}}, \text { out }, 5\right)
\end{aligned}
$$

Then, judge if its inside clause set has complementary pairs of single literals with the one-literal symbols, if so, this clause set is unsatisfiable, so what we need to do is to delete this 2nd membrane and all its contents:

$$
\begin{aligned}
\mathrm{r}_{4} & =\left(\mathrm{g}^{2} \mathrm{t}_{\mathrm{i}} \mathrm{f}_{\mathrm{i}} \rightarrow \mathrm{~N} \mid \neg \mathrm{N}, 1\right) ; \\
\mathrm{r}_{5} & =\left(\mathrm{zp}_{\mathrm{j}} \rightarrow\left(\mathrm{szp}_{\mathrm{j}}, \mathrm{inM} \mathrm{M}_{\mathrm{j}}\right) \mid \mathrm{N}, 1\right) \\
\mathrm{r}_{6} & =\left(\mathrm{hx}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{s}, 1\right) \\
\mathrm{r}_{7} & =\left(\mathrm{hy}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{s}, 1\right) \\
\mathrm{r}_{8} & =(\mathrm{s} \rightarrow \delta, 1) \\
\mathrm{r}_{9} & =\left(\mathrm{a}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{N}, 1\right) \\
\mathrm{r}_{10} & =\left(\mathrm{gt}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{N}, 1\right) \\
\mathrm{r}_{11} & =\left(\mathrm{gf}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{N}, 1\right) \\
\mathrm{r}_{12} & =(\mathrm{p} \rightarrow \lambda \mid \mathrm{N}, 1) \\
\mathrm{r}_{13} & =(\mathrm{N} \rightarrow \delta, 1)
\end{aligned}
$$

If not, since all assignments which satisfy the inside clause set assign these single literals as true, add these one-literal symbols into the literal list of this 2nd membrane:

$$
\begin{aligned}
\mathrm{r}_{14} & =\left(\mathrm{g}^{2} \mathrm{t}_{\mathrm{i}}{ }^{2} \rightarrow \mathrm{gt}_{\mathrm{i}}, 2\right) \\
\mathrm{r}_{15} & =\left(\mathrm{g}^{2} \mathrm{f}_{\mathrm{i}}{ }^{2} \rightarrow \mathrm{gf}_{\mathrm{i}}, 2\right) \\
\mathrm{r}_{16} & =\left(\mathrm{ga}_{\mathrm{i}} \mathrm{t}_{\mathrm{i}} \rightarrow \mathrm{bt}_{\mathrm{i}} T_{\mathrm{i}} \mid \mathrm{t}_{\mathrm{i}}{ }^{2}, 2\right) \\
\mathrm{r}_{17} & =\left(\mathrm{ga}_{\mathrm{i}} \mathrm{f}_{\mathrm{i}} \rightarrow \mathrm{bf}_{\mathrm{i}} \mathrm{~F}_{\mathrm{i}} \mid \neg \mathrm{f}_{\mathrm{i}}{ }^{2}, 2\right)
\end{aligned}
$$

then package these one-literal symbols and copy this symbol pack into as many copies as membrane $M_{i}$ s inside this 2nd membrane, then send each copy into one membrane $M_{i}$ :

$$
\begin{aligned}
\mathrm{r}_{18} & =\left(\mathrm{bp} \rightarrow \mathrm{bq}[]_{3} \mid \neg \mathrm{g}, 1\right) \\
\mathrm{r}_{19} & =\left(\mathrm{b} \mathrm{t}_{\mathrm{i}} \rightarrow\left(\mathrm{t}_{\mathrm{i}}, \mathrm{in}_{3}\right), 1\right) \\
\mathrm{r}_{20} & =\left(\mathrm{bf}_{\mathrm{i}}, \rightarrow\left(\mathrm{f}_{\mathrm{i}}, \mathrm{in}_{3}\right), 1\right) \\
\mathrm{r}_{21} & =\left([]_{3} \mathrm{zp}_{\mathrm{j}} \rightarrow[]_{3}\left([\delta]_{3} \mathrm{zp}_{\mathrm{j}}, \mathrm{inM}_{\mathrm{j}}\right) \mid \neg \mathrm{b}, 1\right) ; \\
\mathrm{r}_{22} & =\left(\mathrm{q} \rightarrow \mathrm{p}\left(\mathrm{~s}, \mathrm{in}_{3}\right) \mid \neg \mathrm{z}, 1\right) \\
\mathrm{r}_{23} & =\left(\mathrm{t}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{s}, 1\right) \\
\mathrm{r}_{24} & =\left(\mathrm{f}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{s}, 1\right)
\end{aligned}
$$

Next execute following three operations respectively on the membrane $M_{i}$ s which contain different types of clauses:

For the membrane $M_{i}$ whose inside clause includes some of these single literals, the inside clause can be satisfied by any assignment which assigns these single literals as true, so what need to be done is delete it and all of its contents:

$$
\begin{aligned}
& \mathrm{r}_{25}=\left(\mathrm{t}_{\mathrm{i}} \mathrm{zp}_{\mathrm{j}} \mathrm{hx} \mathrm{i}_{\mathrm{i}} \rightarrow \mathrm{~s}, 1\right) \\
& \mathrm{r}_{26}=\left(\mathrm{f}_{\mathrm{i}} \mathrm{zp}_{\mathrm{j}} \mathrm{hy}_{\mathrm{i}} \rightarrow \mathrm{~s}, 1\right)
\end{aligned}
$$

For the membrane $M_{i}$ whose inside clause excludes these single literals, but includes some of their negations, the inside clause can be satisfied by an assignment which assigns these single literals as true if and only if it can still be satisfied by this assignment after deleting the negations of these single literals from it, so delete these negations:

$$
\begin{gathered}
\mathrm{r}_{27}=\left(\mathrm{t}_{\mathrm{i}} \mathrm{~h} \mathrm{y}_{\mathrm{i}} \rightarrow \lambda, 2\right) \\
\mathrm{r}_{28}=\left(\mathrm{f}_{\mathrm{i}} \mathrm{~h} \mathrm{x}_{\mathrm{i}} \rightarrow \lambda, 2\right)
\end{gathered}
$$

single literals, the clause set inside this 2nd membrane is unsatisfiable, delete this membrane and all of its contents:

$$
\begin{aligned}
\mathrm{r}_{29} & =\left(\mathrm{zp}_{\mathrm{j}} \rightarrow \delta(\mathrm{~N}, \text { out }) \mid \neg \mathrm{h}, 3\right) \\
\mathrm{r}_{30} & =\left(\mathrm{T}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{N}, 1\right) \\
\mathrm{r}_{31} & =\left(F_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{N}, 1\right) \\
\mathrm{r}_{32} & =\left(\mathrm{t}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{h}, 3\right. \\
\mathrm{r}_{33} & =\left(\mathrm{f}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{h}, 3\right.
\end{aligned} \quad, \text { or else delete the left one-literal symbols in the end: }
$$

For the membrane $M_{i}$ whose inside clause excludes single literals and their negations, we can just delete the one-literal symbols from this membrane $M_{i}$.
(3) Pure-literal rule:

This rule is executed on each 2nd membrane as follows:
Send all literals in the inside clause set outside from their original membranes:

$$
\begin{aligned}
& \mathrm{r}_{1}=\left(\left[\mathrm{zp}_{\mathrm{j}}\right]_{M_{i}} \rightarrow[]_{M_{i}}[c]_{M_{i}}\left(\mathrm{zp}_{\mathrm{j}}, \text { out }\right), 1\right) \\
& \mathrm{r}_{2}=(h \rightarrow \lambda \mid \mathrm{c}, 1) \\
& \mathrm{r}_{3}=(\mathrm{c} \rightarrow \delta, 1)
\end{aligned} \quad, \text { then delete the repetitive literals: } \begin{aligned}
& \mathrm{r}_{4}=\left(\mathrm{x}_{\mathrm{i}}^{2} \rightarrow \mathrm{x}_{\mathrm{i}}, 1\right), \\
& \mathrm{r}_{5}=\left(\mathrm{y}_{\mathrm{i}}^{2} \rightarrow \mathrm{y}_{\mathrm{i}}, 1\right)
\end{aligned},
$$

$$
\begin{array}{ll} 
& \mathrm{r}_{6}=\left(\mathrm{x}_{\mathrm{i}} \rightarrow \mathrm{gt}_{\mathrm{i}} \mid \neg \mathrm{x}_{\mathrm{i}}^{2}, 1\right) \\
\text { finally delete the complemental pairs of literals: } & \mathrm{r}_{7}=\left(\mathrm{y}_{\mathrm{i}} \rightarrow \mathrm{gf}_{\mathrm{i}} \mid \neg \mathrm{y}_{\mathrm{i}}^{2}, 1\right) \\
& \mathrm{r}_{8}=\left(\mathrm{g}^{2} \mathrm{t}_{\mathrm{i}} \mathrm{f}_{\mathrm{i}} \rightarrow \lambda, 1\right)
\end{array}
$$

At this point, the left literals are all pure literals of the inside clause set, since all assignments which satisfy the inside clause set assign these pure literals as true, what needs to be done is that add the symbols of them into the literal list of this 2nd membrane: $\begin{aligned} & \mathrm{r}_{9}=\left(\mathrm{ga}_{\mathrm{i}} \mathrm{t}_{\mathrm{i}} \rightarrow \mathrm{bt}_{\mathrm{i}} T_{\mathrm{i}}, 2\right) \\ & \mathrm{r}_{10}=\left(\mathrm{ga}_{\mathrm{i}} \mathrm{f}_{\mathrm{i}} \rightarrow \mathrm{bf}_{\mathrm{i}} F_{\mathrm{i}}, 2\right)\end{aligned} \quad$, then package these one-literal symbols and copy these symbols into as many copies as membrane $M_{i}$ s inside this 2nd membrane, then send each copy into one membrane $M_{i}$ :

$$
\begin{aligned}
& \mathrm{r}_{11}=\left(\mathrm{bp} \rightarrow \mathrm{bq}[]_{3} \mid \neg \mathrm{g}, 1\right) \\
& \mathrm{r}_{12}=\left(\mathrm{bt}_{\mathrm{i}} \rightarrow\left(\mathrm{t}_{\mathrm{i}}, \mathrm{in}_{3}\right), 1\right) \\
& \mathrm{r}_{13}=\left(\mathrm{bf}_{\mathrm{i}} \rightarrow\left(\mathrm{f}_{\mathrm{i}}, \mathrm{in}_{3}\right), 1\right) \\
& \mathrm{r}_{14}=\left([]_{3} \mathrm{zp}\right. \\
& \mathrm{p}_{\mathrm{j}} \rightarrow[]_{3}\left([\delta]_{3} \mathrm{zp}\right. \\
&\left.\left.\mathrm{r}_{\mathrm{j}}, \mathrm{inM}_{\mathrm{j}}\right) \mid \neg \mathrm{b}, 1\right) \\
& \mathrm{r}_{15}=\left(\mathrm{q} \rightarrow \mathrm{p}\left(\mathrm{~s}, \mathrm{in}_{3}\right) \mid \neg \mathrm{z}, 1\right) \\
& \mathrm{r}_{16}=\left(\mathrm{hr}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{s}, 1\right) \\
& \mathrm{r}_{17}=\left(\mathrm{hy}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{s}, 1\right) \\
& \mathrm{r}_{18}=\left(\mathrm{t}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{s}, 1\right) \\
& \mathrm{r}_{19}=\left(\mathrm{f}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{s}, 1\right) \\
& \mathrm{r}_{20}=(\mathrm{s} \rightarrow \delta, 1)
\end{aligned}
$$

Next execute following three operations, respectively, on the membrane $M_{i} \mathrm{~s}$ which contain different types of clauses:

For the membrane $M_{i}$ whose inside clause includes some of these pure literals, the inside clause can be satisfied by any assignment which assigns these pure literals as true, therefore what needs to be done is delete it and all of its contents:

$$
\begin{aligned}
& \mathrm{r}_{21}=\left(\mathrm{t}_{\mathrm{i}} \mathrm{zp}_{\mathrm{j}} \mathrm{~h} \mathrm{x}_{\mathrm{i}} \rightarrow \mathrm{~s}, 1\right) \\
& \mathrm{r}_{22}=\left(\mathrm{f}_{\mathrm{i}} \mathrm{zp}_{\mathrm{j}} \mathrm{hy}_{\mathrm{i}} \rightarrow \mathrm{~s}, 1\right)
\end{aligned}
$$

For the membrane $M_{i}$ whose inside clause excludes single literals and their negations, we can just delete the one-literal symbols from this membrane $M_{i}: \begin{aligned} & r_{23}=\left(t_{i} \rightarrow \lambda, 2\right) \\ & r_{24}=\left(f_{i} \rightarrow \lambda, 2\right)\end{aligned}$.

## (4) Splitting rule:

This rule is executed on each 2nd membrane whose inside clause set has no one-literal clause and pure-literal clause.

Splitting rule is supposed to be distributing the clauses in the given clause set into two parts which excludes a specified literal and its negation separately, and putting them into two new second membranes, but this operation is too complicated for the membrane computing program language, so we transpose the order of processes:

First, we copy the 2nd membrane and its contents into two copies and allocate a specified literal and its negation to two copies, respectively, the allocated literal of each copy is the literal which its negation and the clauses contain it should be excluded by the inside clause set of this copy, since all assignments which satisfy the inside clause set of one of two copies and the inside clause of the original 2nd membrane assign the allocated literal of this copy as true, add the symbol of the allocated literal into the literal list of each copy: $\begin{aligned} & r_{1}=\left(\mathrm{zp}_{\mathrm{j}} \text {, out, } 4\right) \\ & \mathrm{r}_{2}=\left(\left[a_{\mathrm{i}} \mathrm{z}^{\mathrm{j}}\right]_{2} \rightarrow\left[\mathrm{t}_{\mathrm{i}}^{\mathrm{j}} \mathrm{T}_{\mathrm{i}}\right]_{2}\left[\mathrm{f}_{\mathrm{i}}^{\mathrm{j}} \mathrm{F}_{\mathrm{i}}\right]_{2} \mid j \in Q^{+}, 1\right)\end{aligned}$, then send the literal symbols into each membrane $M_{i}$ which inside two copies respectively:

$$
\begin{aligned}
& \mathrm{r}_{3}=\left(\mathrm{t}_{\mathrm{i}} \mathrm{p}_{\mathrm{j}} \rightarrow\left(\mathrm{t}_{\mathrm{i}} \mathrm{p}_{\mathrm{j}}, \mathrm{inM}_{\mathrm{j}}\right), 1 ;\right. \\
& \mathrm{r}_{4}=\left(\mathrm{f}_{\mathrm{i}} \mathrm{p}_{\mathrm{j}} \rightarrow\left(\mathrm{f}_{\mathrm{i}} \mathrm{zp}_{\mathrm{j}}, \mathrm{inM}_{\mathrm{j}}\right), 1\right.
\end{aligned}
$$

Next execute following three operations, respectively, on the membrane $M_{i} \mathrm{~s}$ which contain different types of clause.

For the membrane $M_{i}$ whose inside clause includes the allocated literal of the 2nd membrane which contains it, this inside clause should be excluded by the inside clause set of this 2 nd membrane,

$$
\begin{aligned}
& \mathrm{r}_{5}=\left(\mathrm{t}_{\mathrm{i}} z \mathrm{p}_{\mathrm{j}} \mathrm{hx}\right. \\
&\left.\mathrm{r}_{\mathrm{i}} \rightarrow \mathrm{~s}, 1\right) \\
& \mathrm{r}_{6}=\left(\mathrm{f}_{\mathrm{i}} z \mathrm{p}_{\mathrm{j}} h \mathrm{y}_{\mathrm{i}} \rightarrow \mathrm{~s}, 1\right) \\
& \mathrm{r}_{7}=\left(\mathrm{hx}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{s}, 1\right) \\
& \mathrm{r}_{8}=\left(\mathrm{hy}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{s}, 1\right) \\
& \mathrm{r}_{9}=(\mathrm{s} \rightarrow \delta, 1)
\end{aligned}
$$

For the membrane $M_{i}$ whose inside clause includes the negation of the allocated literal of the 2nd membrane which contains it, this negation should be excluded by the inside clause, so delete this negation: $\quad \begin{aligned} & r_{10}=\left(\mathrm{t}_{\mathrm{i}} \mathrm{hy}_{\mathrm{i}} \rightarrow \lambda, 2\right) \\ & \mathrm{r}_{11}=\left(\mathrm{f}_{\mathrm{i}} \mathrm{h} \mathrm{r}_{\mathrm{i}} \rightarrow \lambda, 2\right) ;\end{aligned}$

$$
\mathrm{r}_{11}=\left(\mathrm{f}_{\mathrm{i}} \mathrm{~h} \mathrm{x}_{\mathrm{i}} \rightarrow \lambda, 2\right)
$$

For the membrane $M_{i}$ whose inside clause excludes the allocated literal of the 2nd membrane which contains this membrane $M_{i}$ and its negation, we can just delete the literal symbol from this membrane $M_{i}: \begin{aligned} & \mathrm{r}_{12}=\left(\mathrm{t}_{\mathrm{i}} \rightarrow \lambda, 3\right) \\ & \mathrm{r}_{13}=\left(\mathrm{f}_{\mathrm{i}} \rightarrow \lambda, 3\right)\end{aligned} ;$

Since these four program modules have a lot of overlap, we can concordance them to realize the algorithm of this paper. The flowing chart of the new algorithm is shown in Figure 3.


Figure 3. Flow chart of the algorithm.
From the above diagram (Figure 3), it is clear that this algorithm is completed by repeat executing the following two steps, in the ith ( 1 th $<\mathrm{n}$ ) repeat:

Step 1: Filtrate single literals and pure literals from the clause set in each 2nd membrane simultaneously, its time complexity is $\mathrm{O}(1)$, the largest increase in space occupation of this algorithm during its execution process is no more than $\mathrm{O}\left(2^{\mathrm{i}-1}(\mathrm{~m}+1-\mathrm{i})(\mathrm{n}+1-\mathrm{i})\right)$, and this increase will decrease to no more than $\mathrm{O}\left(2^{\mathrm{i}-1}(\mathrm{n}+1-\mathrm{i})\right)$ after its execution process.

Step 2: Execute one of the following three substeps on each then 2nd membrane simultaneously based on the type of the 2nd membrane's inside clause set:

For the 2nd membrane whose inside clause set has no single literals and pure literals, copy this 2nd membrane into two copies and allocate an atom of this inside clause set and its negation, respectively, to the two copies, then in each copy, delete the clauses which contains its allocated literal from its inside clause set and the negation of its allocated literal from the clauses inside its inside clause set;

For the 2nd membrane whose inside clause set contains a complemental pair of single literals, delete this 2 nd membrane and its contents;

For the 2nd membrane whose inside clause set has single literals or pure literals and excludes any complemental pair of single literals, assign these single literals and pure literals as true to its inside clause set.

The time complexity of this step is $\mathrm{O}(1)$, and if the ith repeat is not the finial repeat, in the worst case, namely, in the case that all 2nd membranes' inside clause sets exclude single literals and pure literals, the largest increase in space occupation of this algorithm during the execution process of this step is no more than $\mathrm{O}\left(2^{\mathrm{i}-1}(\mathrm{~m}+1-\mathrm{i})(\mathrm{n}+1-\mathrm{i})\right)+\mathrm{O}\left(2^{\mathrm{i}}(\mathrm{m}-\mathrm{i})\right)$, and the space occupation of this algorithm will decrease to no more than $\mathrm{O}\left(2^{\mathrm{i}}(\mathrm{m}-\mathrm{i})(\mathrm{n}-\mathrm{i})\right)$ after its execution process; if not, all 2nd membranes' inside clause set has single literals or pure literals and excludes any complemental pair of single literals, the largest increase in space occupation of this algorithm during the execution process of this step is no more than $\mathrm{O}\left(2^{\mathrm{i}-1}(\mathrm{~m}+1-\mathrm{i})\right)$, and the space occupation of this algorithm will decrease to 0 after its execution process.

Since the upper bound of this algorithm's repeat time is $\operatorname{Min}(n, m)$, the time complexity of this algorithm is $\mathrm{O}(\operatorname{Min}(\mathrm{n}, \mathrm{m}))$, the space complexity of this algorithm is:

$$
\begin{aligned}
& \operatorname{Max}_{\mathrm{ia}}[1, \operatorname{Min}(\mathrm{n}, \mathrm{~m})] \mathrm{n},\left(\operatorname { M a x } \left(\mathrm{O}\left(2^{\mathrm{i}-1}(\mathrm{~m}+1-\mathrm{i})(\mathrm{n}+1-\mathrm{i})\right)+\mathrm{O}\left(2^{\mathrm{i}-1}(\mathrm{~m}+1-\mathrm{i})(\mathrm{n}+1-\mathrm{i})\right)\right.\right. \\
& \left.\left.+\mathrm{O}\left(2^{i}(\mathrm{~m}-\mathrm{i})\right)\right), \mathrm{O}\left(2^{\mathrm{i}-1}(\mathrm{~m}+1-\mathrm{i})(\mathrm{n}+1-\mathrm{i})\right)+\mathrm{O}\left(2^{\mathrm{i}-1}(\mathrm{~m}+1-\mathrm{i})\right)(\mathrm{n}+1-\mathrm{i})\right), \\
& \left.\mathrm{O}\left(2^{\mathrm{i}-1}(\mathrm{~m}+1-\mathrm{i})(\mathrm{n}+1-\mathrm{i})\right)+\mathrm{O}\left(2^{\mathrm{i}-1}(\mathrm{n}+1-\mathrm{i})\right)+\mathrm{O}\left(2^{\mathrm{i}-1}(\mathrm{~m}+1-\mathrm{i})\right)\right) \\
& =\operatorname{Max}_{\mathrm{ia}}[1, \operatorname{Min}(\mathrm{n}, \mathrm{~m})] \mathrm{n},\left(\mathrm{O}\left(2^{\mathrm{i}}(\mathrm{~m}-\mathrm{i})(\mathrm{n}-\mathrm{i})\right)\right)<\mathrm{O}\left(2^{\mathrm{n}} \mathrm{~nm}\right) .
\end{aligned}
$$

It is clear that the new algorithm is more efficient than the traditional algorithm. To be noted, the new algorithm's computing complexity is worked out based on its worst case, which almost never happens, such as assuming that no pure-literal and one-literal clause exist before the final repeat, but the traditional algorithm's computing complexity is worked out based on the general change of the time and space which it occupies, and therefore, in practice, the difference between the two algorithm will be much more significant.

In order to describe the difference between the new algorithm's computing complexity and its general time and space occupation, work out the three situations of the time and space occupation of the step 2's execution on a 2 nd membrane in the ith repeat, of which the ith repeat is not the finial repeat as follows:

If the 2 nd membrane whose inside clause set has no single literals and pure literals, the time complexity is $\mathrm{O}(1)$, the largest increase in space occupation of this 2 nd membrane, during the execution process, is no more than $\mathrm{O}((\mathrm{m}+1-\mathrm{i})(\mathrm{n}+1-\mathrm{i}))+\mathrm{O}(2(\mathrm{~m}-\mathrm{i}))$, and the space occupation of this 2nd membrane will decrease to no more than $\mathrm{O}(2(\mathrm{~m}-\mathrm{i})(\mathrm{n}-\mathrm{i}))$ after the execution process, the new algorithm's computing complexity is worked out based on this situation;

If the 2 nd membrane whose inside clause set contains a complemental pair of single literals, the time complexity is $\mathrm{O}(1)$, the largest increase in space occupation of this 2nd membrane during the execution process is 0 , and the space occupation of this 2 nd membrane will decrease to 0 after the execution process;

If the 2 nd membrane whose inside clause set has single literals or pure literals and excludes any complemental pair of single literals, the time complexity is $\mathrm{O}(1)$, the largest increase in space occupation of this 2nd membrane during the execution process is no more than $\mathrm{O}((\mathrm{m}-\mathrm{i})(\mathrm{n}+1-\mathrm{i}))$,
and the space occupation of this 2nd membrane will decrease to no more than $\mathrm{O}((\mathrm{m}-\mathrm{i})(\mathrm{n}-\mathrm{i}))$ after the execution process. In this situation, assume the inside clause set of this 2 nd membrane has $\mathrm{k}(\mathrm{k} \leq \mathrm{n}+1-\mathrm{i})$ single literals and pure literals, then k atoms of it have been assigned values simultaneously by this step.

Since the upper bound of the new algorithm's rest repeat time is no more than the biggest number of unassigned atoms of the then 2nd membranes' inside clause sets, the above step makes a contribution to reducing the repeat time of the new algorithm, namely reducing the time complexity of the new algorithm in the second and the third situations.

According to the above flow chart and program modules, we get the program of the object algorithm:

$$
\begin{aligned}
& R_{M_{i}}: \quad \mathrm{r}_{1}=\left(\mathrm{zp}_{\mathrm{j}} \mathrm{~h}^{2} \mathrm{x}_{\mathrm{i}} \mathrm{y}_{\mathrm{i}} \rightarrow \mathrm{~s}, 1\right) \\
& \mathrm{r}_{2}=\left(\mathrm{t}_{\mathrm{i}} \mathrm{zp}_{\mathrm{j}} \mathrm{hx} \mathrm{X}_{\mathrm{i}} \rightarrow \mathrm{~s}, 1\right) \\
& \mathrm{r}_{3}=\left(\mathrm{f}_{\mathrm{i}} \mathrm{zp}_{\mathrm{j}} \mathrm{hy}_{\mathrm{i}} \rightarrow \mathrm{~s}, 1\right) \\
& \mathrm{r}_{4}=\left(\mathrm{h} \mathrm{x}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{s}, 1\right) \\
& r_{5}=\left(h_{i} \rightarrow \lambda \mid s, 1\right) \\
& r_{6}=\left(t_{i} \rightarrow \lambda \mid s, 1\right) \\
& \mathrm{r}_{7}=\left(\mathrm{f}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{s}, 1\right) \\
& r_{8}=(\mathrm{c} \rightarrow \lambda \mid \mathrm{s}, 1) \\
& \mathrm{r}_{9}=(\mathrm{s} \rightarrow \delta, 1) \\
& \mathrm{r}_{10}=\left(\mathrm{t}_{\mathrm{i}} \mathrm{hy}_{\mathrm{i}} \rightarrow \lambda, 2\right) \\
& \mathrm{r}_{11}=\left(\mathrm{f}_{\mathrm{i}} \mathrm{~h} \mathrm{x}_{\mathrm{i}} \rightarrow \lambda, 2\right) \\
& r_{12}=\left(t_{i} \rightarrow \lambda \mid h, 3\right) \\
& \mathrm{r}_{13}=\left(\mathrm{f}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{h}, 3\right) \\
& \mathrm{r}_{14}=\left(\mathrm{zp}_{\mathrm{j}} \rightarrow \delta(\mathrm{~N}, \text { out }) \mid \neg h, 3\right) \\
& \mathrm{r}_{15}=(h \rightarrow \lambda \mid \mathrm{c}, 4) \\
& r_{16}=(\mathrm{c} \rightarrow \delta \mid \neg \mathrm{s}, 4) \\
& \begin{array}{l}
\mathrm{r}_{17}=\left(\mathrm{x}_{\mathrm{i}} \rightarrow \mathrm{x}_{\mathrm{i}}\left(\mathrm{gt}_{\mathrm{i}}, \text { out }\right) \mid \neg \mathrm{h}^{2}, 5\right) \\
\mathrm{r}_{18}=\left(\mathrm{y}_{\mathrm{i}} \rightarrow \mathrm{y}_{\mathrm{i}}(\mathrm{gf}, \text { out }) \mid \neg \mathrm{h}^{2} 5\right)
\end{array} \\
& R_{2}: \quad \mathrm{r}_{19}=\left(\mathrm{g}^{2} \mathrm{t}_{\mathrm{i}} \mathrm{f}_{\mathrm{i}} \rightarrow \mathrm{~N} \mid \neg \mathrm{N}, 1\right) \\
& R_{1}: \quad r_{51}=(d \rightarrow a \mid \neg a, 1) \\
& \mathrm{r}_{20}=\left(\mathrm{t}_{\mathrm{i}} \mathrm{p}_{\mathrm{j}} \rightarrow\left(\mathrm{t}_{\mathrm{i}} \mathrm{zp}_{\mathrm{j}}, \text { inM } \mathrm{m}_{\mathrm{j}}\right) \neg \mathrm{z}, 1\right) \\
& r_{52}=(d \rightarrow \lambda \mid a, 1) \\
& \mathrm{r}_{21}=\left(\mathrm{f}_{\mathrm{i}} \mathrm{p}_{\mathrm{j}} \rightarrow\left(\mathrm{f}_{\mathrm{i}} z \mathrm{p}_{\mathrm{j}}, \mathrm{inM}_{\mathrm{j}}\right) \neg \mathrm{z}, 1\right) \\
& r_{53}=\left([p]_{2} \rightarrow[N]_{2} \mid Y, 1\right) \\
& \mathrm{r}_{22}=\left(\mathrm{bp} \rightarrow \mathrm{bq}[]_{3} \mid \neg \mathrm{g}, 1\right) \\
& r_{54}=\left([q]_{2} \rightarrow[N]_{2} \mid Y, 1\right) \\
& \mathrm{r}_{23}=\left(\mathrm{bt}_{\mathrm{i}} \rightarrow\left(\mathrm{t}_{\mathrm{i}}, \mathrm{in}_{3}\right), 1\right) \\
& r_{55}=\left(a[q]_{2} \rightarrow Y[Y]_{2}, 2\right) \\
& \mathrm{r}_{24}=\left(\mathrm{bf}_{\mathrm{i}} \rightarrow\left(\mathrm{f}_{\mathrm{i}}, \mathrm{in}_{3}\right), 1\right) \\
& r_{56}=(Y \rightarrow \lambda, 3) \\
& \mathrm{r}_{25}=\left([]_{3} \mathrm{zp}_{\mathrm{j}} \rightarrow[]_{3}\left([\delta]_{3} \mathrm{zp}_{\mathrm{j}}, \mathrm{inM}_{\mathrm{j}}\right) \mid \neg \mathrm{b}, 1\right) \\
& \mathrm{r}_{26}=\left(\mathrm{q} \rightarrow \mathrm{p}\left(\mathrm{~s}, \mathrm{in}_{3}\right) \mid \neg \mathrm{z}, 1\right) \\
& \mathrm{r}_{27}=\left(\mathrm{x}_{\mathrm{i}} \rightarrow \mathrm{c}_{\mathrm{i}} \mid \neg \mathrm{c}_{\mathrm{i}}, 1\right) \\
& \mathrm{r}_{28}=\left(\mathrm{y}_{\mathrm{i}} \rightarrow \mathrm{e}_{\mathrm{i}} \mid \neg \mathrm{e}_{\mathrm{i}}, 1\right) \\
& \mathrm{r}_{29}=\left(\mathrm{x}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{c}_{\mathrm{i}}, 1\right) \\
& r_{30}=\left(y_{i} \rightarrow \lambda \mid e_{i}, 1\right) \\
& r_{31}=\left(c_{i} e_{i} \rightarrow \lambda, 1\right) \\
& r_{32}=\left(c_{i} \rightarrow \mathrm{gt}_{\mathrm{i}} \mid \neg \mathrm{e}_{\mathrm{i}}, 1\right) \\
& r_{33}=\left(e_{i} \rightarrow g f_{i} \mid \neg c_{i}, 1\right) \\
& \mathrm{r}_{34}=\left(\mathrm{zp}_{\mathrm{j}} \rightarrow\left(\operatorname{szp}_{\mathrm{j}}, \mathrm{inM}_{\mathrm{j}}\right) \mid \mathrm{N}, 1\right) \\
& \mathrm{r}_{35}=\left(\mathrm{a}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{N}, 1\right) \\
& \mathrm{r}_{36}=\left(\mathrm{gt}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{N}, 1\right) \\
& \mathrm{r}_{37}=\left(\mathrm{gf}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{N}, 1\right) \\
& \mathrm{r}_{38}=(\mathrm{p} \rightarrow \lambda \mid \mathrm{N}, 1) \\
& \mathrm{r}_{39}=\left(\mathrm{T}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{N}, 1\right) \\
& \mathrm{r}_{40}=\left(F_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{N}, 1\right) \\
& \mathrm{r}_{41}=(\mathrm{N} \rightarrow \delta, 1) \\
& \mathrm{r}_{42}=\left(\mathrm{a}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{Y}, 1\right) \\
& \mathrm{r}_{43}=(\mathrm{Y} \rightarrow \delta, 1) \\
& \mathrm{r}_{44}=\left(\mathrm{gt}_{\mathrm{i}} \rightarrow \lambda \mid T_{\mathrm{i}}, 1\right) \\
& \mathrm{r}_{45}=\left(\mathrm{gf}_{\mathrm{i}} \rightarrow \lambda \mid F_{\mathrm{i}}, 1\right) \\
& \mathrm{r}_{46}=\left(\mathrm{ga}_{\mathrm{i}} \mathrm{t}_{\mathrm{i}} \rightarrow \mathrm{bt}_{\mathrm{i}} T_{\mathrm{i}} \mid \neg T_{\mathrm{i}}, 2\right) \\
& \mathrm{r}_{47}=\left(\mathrm{ga}_{\mathrm{i}} \mathrm{f}_{\mathrm{i}} \rightarrow \mathrm{bf}_{\mathrm{i}} \mathrm{~F}_{\mathrm{i}} \mid \neg \mathrm{F}_{\mathrm{i}}, 2\right) \\
& \mathrm{r}_{48}=\left(\left[\mathrm{zp}_{\mathrm{j}}\right]_{M_{i}} \rightarrow[]_{M_{i}}[c]_{M_{i}}\left(\mathrm{zp}_{\mathrm{j}}, \text { out }\right), 2\right) \\
& \mathrm{r}_{49}=\left(\left[a_{\mathrm{i}} \mathrm{z}^{\mathrm{j}}\right]_{2} \rightarrow\left[\mathrm{t}_{\mathrm{i}}^{\mathrm{j}} \mathrm{~T}_{\mathrm{i}}\right]_{2}\left[\mathrm{f}_{\mathrm{i}}^{\mathrm{j}} \mathrm{~F}_{\mathrm{i}}\right]_{2} \mid j \in Q^{+}, 3\right) \\
& \mathrm{r}_{50}=(\mathrm{p} \rightarrow \mathrm{q}(\mathrm{~d}, \text { out }), 4)
\end{aligned}
$$

The following is the explanation:
First, delete the membrane $M_{i} \mathrm{~S}$ which contain tautologies and their content with a delete symbol

$$
\begin{aligned}
\mathrm{r}_{4} & =\left(\mathrm{h} \mathrm{x}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{s}, 1\right) \\
\mathrm{r}_{5} & =\left(\mathrm{hy}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{s}, 1\right) \\
\mathrm{r}_{6} & =\left(\mathrm{t}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{s}, 1\right) \\
\mathrm{r}_{7} & =\left(\mathrm{f}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{s}, 1\right) \\
\mathrm{r}_{8} & =(\mathrm{c} \rightarrow \lambda \mid \mathrm{s}, 1) \\
\mathrm{r}_{9} & =(\mathrm{s} \rightarrow \delta, 1)
\end{aligned}
$$

$\mathrm{s}: \mathrm{r}_{1}=\left(\mathrm{zp}_{\mathrm{j}} \mathrm{h}^{2} \mathrm{x}_{\mathrm{i}} \mathrm{y}_{\mathrm{i}} \rightarrow \mathrm{s} \mid \neg \mathrm{s}, 1\right)$, this is how delete symbol s works in this algorithm:

Then filtrate single literals and pure literals from the clause set in each 2nd membrane respectively. First, execute the 22th rule to copy each membrane $M_{i}$ and its contents into two copies, $\mathrm{r}_{48}=\left(\left[\mathrm{zp}_{\mathrm{j}}\right]_{M_{i}} \rightarrow[]_{M_{i}}[c]_{M_{i}}\left(\mathrm{zp}_{\mathrm{j}}\right.\right.$, out $\left.), 2\right)$, then for copy with mark c , release all literals of its inside clause to the 2nd membrane which contains it and generate literal symbols of all pure literals of

$$
\begin{aligned}
\mathrm{r}_{15} & =(h \rightarrow \lambda \mid \mathrm{c}, 4) \\
r_{16} & =(\mathrm{c} \rightarrow \delta \mid \neg \mathrm{s}, 4) \\
\mathrm{r}_{27} & =\left(\mathrm{x}_{\mathrm{i}} \rightarrow \mathrm{c}_{\mathrm{i}} \mid \neg \mathrm{c}_{\mathrm{i}}, 1\right) \\
\mathrm{r}_{28} & =\left(\mathrm{y}_{\mathrm{i}} \rightarrow \mathrm{e}_{\mathrm{i}} \mid \neg \mathrm{e}_{\mathrm{i}}, 1\right) \\
\mathrm{r}_{29} & =\left(\mathrm{x}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{c}_{\mathrm{i}}, 1\right) \quad, \text { and for } \\
\mathrm{r}_{30} & =\left(\mathrm{y}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{e}_{\mathrm{i}}, 1\right) \\
\mathrm{r}_{31} & =\left(\mathrm{c}_{\mathrm{i}} \mathrm{e}_{\mathrm{i}} \rightarrow \lambda, 1\right) \\
\mathrm{r}_{32} & =\left(\mathrm{c}_{\mathrm{i}} \rightarrow \mathrm{gt}_{\mathrm{i}} \mid \neg \mathrm{e}_{\mathrm{i}}, 1\right) \\
\mathrm{r}_{33} & =\left(\mathrm{e}_{\mathrm{i}} \rightarrow \mathrm{gf}_{\mathrm{i}} \mid \neg \mathrm{c}_{\mathrm{i}}, 1\right)
\end{aligned}
$$

the copy without mark $c$, if its inside clause is a one-literal clause, mark the literal of this inside clause
with one-literal symbol and send the one-literal symbol outside:

$$
\begin{aligned}
& \mathrm{r}_{17}=\left(\mathrm{x}_{\mathrm{i}} \rightarrow \mathrm{x}_{\mathrm{i}}\left(\mathrm{gt}_{\mathrm{i}}, \text { out }\right) \mid \neg \mathrm{h}^{2}, 5\right) \\
& \mathrm{r}_{18}=\left(\mathrm{y}_{\mathrm{i}} \rightarrow \mathrm{y}_{\mathrm{i}}\left(\mathrm{gf}_{\mathrm{i}}, \text { out }\right) \mid \neg \mathrm{h}^{2}, 5\right)
\end{aligned}
$$

Now execute following three operations on the 2nd membranes which contain different types of clause sets respectively:
(a) For the 2nd membrane whose inside clause set has no single literals and pure literals, pick one of the atoms of the inside clause set which the splitting rules of it hasn't been executed in the calculation process, and copy this 2nd membrane and its contents into two copies, allocate the picked literal and its negation to two copies, then add the picked atom and its negation into the literal list of two copies respectively, $\mathrm{r}_{49}=\left(\left[a_{\mathrm{i}} \mathrm{z}^{\mathrm{j}}\right]_{2} \rightarrow\left[\mathrm{t}_{\mathrm{i}}^{\mathrm{j}} \mathrm{T}_{\mathrm{i}}\right]_{2}\left[\mathrm{f}_{\mathrm{i}}^{\mathrm{j}} \mathrm{F}_{\mathrm{i}}\right]_{2} \mid j \in Q^{+}, 3\right)$, then for each membrane $M_{i}$ inside these two copies, judge the type of its inside clause:

$$
\begin{aligned}
& \mathrm{r}_{20}=\left(\mathrm{t}_{\mathrm{i}} \mathrm{p}_{\mathrm{j}} \rightarrow\left(\mathrm{t}_{\mathrm{i}} z \mathrm{p}_{\mathrm{j}}, \mathrm{inM}_{\mathrm{j}}\right) \mid \neg z, 1\right) \\
& \mathrm{r}_{21}=\left(\mathrm{f}_{\mathrm{i}} \mathrm{p}_{\mathrm{j}} \rightarrow\left(\mathrm{f}_{\mathrm{i}} z \mathrm{p}_{\mathrm{j}}, \mathrm{inM}_{\mathrm{j}}\right) \mid \neg z, 1\right)
\end{aligned}
$$

if its inside clause contains the allocated literal of the 2nd membrane which contains it, delete the membrane $M_{i}$ and its contents, if its inside clauses exclude the allocated literal of the 2nd membrane which contains this membranes $M_{i}$, but contain its negation, delete this negation:

$$
\begin{aligned}
& \mathrm{r}_{2}=\left(\mathrm{t}_{\mathrm{i}} \mathrm{zp}_{\mathrm{j}} \mathrm{hx}_{\mathrm{i}} \rightarrow \mathrm{~s}, 1\right) \\
& \mathrm{r}_{3}=\left(\mathrm{f}_{\mathrm{i}} \mathrm{zp}_{\mathrm{j}} h \mathrm{y}_{\mathrm{i}} \rightarrow \mathrm{~s}, 1\right) \\
& \mathrm{r}_{10}=\left(\mathrm{t}_{\mathrm{i}} \mathrm{hy} \mathrm{y}_{\mathrm{i}} \rightarrow \lambda, 2\right) \\
& \mathrm{r}_{11}=\left(\mathrm{f}_{\mathrm{i}} \mathrm{hx} \rightarrow \lambda, 2\right) \\
& \mathrm{r}_{12}=\left(\mathrm{t}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{h}, 3\right) \\
& \mathrm{r}_{13}=\left(\mathrm{f}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{h}, 3\right)
\end{aligned}
$$

(b) For the 2nd membrane whose inside clause set contains a complemental pair of single literals, delete this 2 nd membrane and its contents with a unsatisfiable symbol $N: r_{19}=\left(g^{2} \mathrm{t}_{\mathrm{i}} \mathrm{f}_{\mathrm{i}} \rightarrow \mathrm{N} \mid \neg \mathrm{N}, 1\right)$,

$$
\begin{aligned}
\mathrm{r}_{34} & =\left(\mathrm{zp}_{\mathrm{j}} \rightarrow\left(\mathrm{szp}_{\mathrm{j}}, \mathrm{inM}_{\mathrm{j}}\right) \mid \mathrm{N}, 1\right) \\
\mathrm{r}_{35} & =\left(\mathrm{a}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{N}, 1\right) \\
\mathrm{r}_{36} & =\left(\mathrm{gt}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{N}, 1\right) \\
\mathrm{r}_{37} & =\left(\mathrm{gf}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{N}, 1\right) \\
\mathrm{r}_{38} & =(\mathrm{p} \rightarrow \lambda \mid \mathrm{N}, 1) \\
\mathrm{r}_{39} & =\left(\mathrm{T}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{N}, 1\right) \\
\mathrm{r}_{40} & =\left(F_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{N}, 1\right) \\
\mathrm{r}_{41} & =(\mathrm{N} \rightarrow \delta, 1)
\end{aligned}
$$

if all 2 nd membranes have been deleted, there's no rule can be executed, the membrane structure
has only the membrane which stores the final result left and this membrane is empty at this point, it means that S is unsatisfiable;
(c) For the 2nd membrane whose inside clause set has single literals or pure literals and excludes any complemental pair of single literals, first add these single literals and pure literals into the literal
list of this 2nd membrane:

$$
\begin{aligned}
& \mathrm{r}_{44}=\left(\mathrm{gt}_{\mathrm{i}} \rightarrow \lambda \mid T_{\mathrm{i}}, 1\right) \\
& \begin{array}{l}
\mathrm{r}_{45}=\left(\mathrm{gf}_{\mathrm{i}} \rightarrow \lambda \mid F_{\mathrm{i}}, 1\right) \\
\mathrm{r}_{46}=\left(\mathrm{ga}_{\mathrm{i}} \mathrm{t}_{\mathrm{i}} \rightarrow \mathrm{bt}_{\mathrm{i}} T_{\mathrm{i}} \mid \neg T_{\mathrm{i}}, 2\right) \quad, \text { then for each membrane } M_{i} \text { inside this } . ~
\end{array} \\
& \text { ) } \\
& \mathrm{r}_{47}=\left(\mathrm{ga}_{\mathrm{i}} \mathrm{f}_{\mathrm{i}} \rightarrow \mathrm{bf}_{\mathrm{i}} F_{\mathrm{i}} \mid \neg F_{\mathrm{i}}, 2\right) \\
& \mathrm{r}_{22}=\left(\mathrm{bp} \rightarrow \mathrm{bq}[]_{3} \mid \neg \mathrm{g}, 1\right) \\
& \mathrm{r}_{23}=\left(\mathrm{bt}_{\mathrm{i}} \rightarrow\left(\mathrm{t}_{\mathrm{i}}, \mathrm{in}_{3}\right), 1\right) \\
& \text { 2nd membrane, judge the type of its inside clause: } r_{24}=\left(\operatorname{bf}_{\mathrm{i}} \rightarrow\left(\mathrm{f}_{\mathrm{i}}, \mathrm{in}_{3}\right), 1\right) \\
& \mathrm{r}_{25}=\left([]_{3} \mathrm{zp}_{\mathrm{j}} \rightarrow[]_{3}\left([\delta]_{3} \mathrm{zp}_{\mathrm{j}}, \mathrm{inM}_{\mathrm{j}}\right) \mid \neg \mathrm{b}, 1\right) \\
& \mathrm{r}_{26}=\left(\mathrm{q} \rightarrow \mathrm{p}\left(\mathrm{~s}, \mathrm{in}_{3}\right) \mid \neg \mathrm{z}, 1\right)
\end{aligned}
$$

if its inside clause contains one of these single literals and pure literals, delete the membrane
$M_{\mathrm{i}}$ and its contents: $\quad \begin{aligned} & r_{2}=\left(t_{i} z p_{j} h x_{i} \rightarrow s, 1\right) \\ & r_{3}=\left(f_{i} z p_{j} h y_{i} \rightarrow s, 1\right)\end{aligned} \quad$, or else delete the negations of single literals

$$
r_{3}=\left(f_{i} z p_{j} h y_{i} \rightarrow s, 1\right)
$$

$$
\left.\begin{array}{rl}
\mathrm{r}_{10} & =\left(\mathrm{t}_{\mathrm{i}} \mathrm{hy}\right. \\
\mathrm{i}
\end{array} \rightarrow \lambda, 2\right),
$$

from the clauses inside the left membrane $M_{i} s: \quad r_{11}=\left(f_{i} h x_{i} \rightarrow \lambda, 2\right)$, if there's a membrane
$M_{i}$ whose inside clause is empty at this point, delete this 2 nd membrane and its contents: $\mathrm{r}_{14}=\left(\mathrm{zp}_{\mathrm{j}} \rightarrow \delta(\mathrm{N}\right.$, out $\left.) \mid \neg h, 3\right)$.
If there's a 2 nd membrane in which all membrane $M_{\mathrm{i}} \mathrm{s}$ have been deleted, S is satisfied by S's assignments which assign all literals in the literal list of this 2nd membrane as true, so what needs to be done is that pick a 2nd membrane like this, and delete all 2nd membrane and their contents except

$$
\begin{aligned}
\mathrm{r}_{50} & =(\mathrm{p} \rightarrow \mathrm{q}(\mathrm{~d}, \text { out }), 4) \\
r_{51} & =(d \rightarrow a \mid \neg a, 1) \\
r_{52} & =(d \rightarrow \lambda \mid a, 1) \\
r_{53} & =\left([p]_{2} \rightarrow[N]_{2} \mid Y, 1\right) \\
r_{54} & =\left([q]_{2} \rightarrow[N]_{2} \mid Y, 1\right) \\
r_{55} & =\left(a[q]_{2} \rightarrow Y[Y]_{2}, 2\right) \\
r_{56} & =(Y \rightarrow \lambda, 3) \\
\mathrm{r}_{42} & =\left(\mathrm{a}_{\mathrm{i}} \rightarrow \lambda \mid \mathrm{Y}, 1\right) \\
\mathrm{r}_{43} & =(\mathrm{Y} \rightarrow \delta, 1)
\end{aligned}
$$

the literal list of the picked 2nd membrane $r_{54}=\left([q]_{2} \rightarrow[N]_{2} \mid Y, 1\right)$.

## 4. Example Illustration

In this section, we use an example to show how to solve a SAT problem with this new algorithm, we use clause set $\left\{x_{1}, y_{1} x_{2} y_{3}, x_{3} x_{4}, y_{1} y_{3} y_{4}\right\}$ :

Figure 4 show the initial membrane structure of the given clause set.


Figure 4. The initial membrane structure of the given clause set.
Delete tautologies from the given clause set $\left(r_{1}\right):\left\{x_{1}, y_{1} x_{2} y_{3}, x_{3} x_{4}, y_{1} y_{3} y_{4}\right\}$ includes no tautology.

Filtrate single literals and pure literals from the clause set in each 2nd membrane respectively:

1. Copy each membrane $M_{i}$ and its contents into two copies $\left(\mathrm{r}_{48}\right)$, Figure 5 shows the membrane structure of this time.


Figure 5. The membrane structure during calculation (1).
2. Then for copy with mark c, release all literals of its inside clause to the 2 nd membrane which contains it and generate literal symbols of all pure literals of this 2nd membrane's inside clause set with these released literals $\left(\mathrm{r}_{(15,16,27-33)}\right)$, and for the copy without mark c , if its inside clause is a one-literal clause, mark the literal of this inside clause with one-literal symbol and send the one-literal symbol outside $\left(\mathrm{r}_{(17,18)}\right)$, Figure 6 shows the membrane structure of this time.


Figure 6. The membrane structure during calculation (2).
Execute the following operations on the 2nd membrane bases on the type of its inside clause set:

1. Add these single literals and pure literals into the literal list of this 2nd membrane $\left(\mathrm{r}_{(44-47)}\right)$, Figure 7 shows the membrane structure of this time.


Figure 7. The membrane structure during calculation (3).
2. Then for each membrane $M_{i}$ inside this 2nd membrane, judge the type of its inside clause $\left(\mathrm{r}_{(22-26)}\right)$, Figure 8 shows the membrane structure of this time.


Figure 8. The membrane structure during calculation (4).

At this time, two of the S's atoms have been assigned, the membrane structures of the tradition algorithm which reach the same assign effect is as Figure 9.


Figure 9. The membrane structure during calculation (5).
3. Next execute following three operations respectively on the membrane $M_{i}$ s which contain different types of clauses $\left(r_{(2,3,10-13)}\right)$, Figure 10 shows the membrane structure of this time.


Figure 10. The membrane structure during calculation (6).
Filtrate single literals and pure literals from the clause set in each 2nd membrane respectively:

1. Copy each membrane $M_{i}$ and its contents into two copies ( $r_{48}$ ), Figure 11 shows the membrane structure of this time.


Figure 11. The membrane structure during calculation (7).
2. Then for the copy with mark c, release all literals of its inside clause to the 2nd membrane which contains it and generate literal symbols of all pure literals of this 2nd membrane's inside clause
set with these released literals $\left(\mathrm{r}_{(15,16,27-33)}\right)$, and for the copy without mark c , if its inside clause is a one-literal clause, mark the literal of this inside clause with one-literal symbol and send the one-literal symbol outside $\left(r_{(17,18)}\right)$, Figure 12 shows the membrane structure of this time.


Figure 12. The membrane structure during calculation (8).
Execute the following operations on the 2nd membrane bases on the type of its inside clause set:

1. Pick one of the atoms of the inside clause set which the splitting rules of it hasn't been executed in the calculation process, and copy this 2nd membrane and its contents into two copies, allocate the picked literal and its negation to two copies, then add the picked atom and its negation into the literal list of two copies respectively $\left(r_{49}\right)$, Figure 13 shows the membrane structure of this time.


Figure 13. The membrane structure during calculation (9).
At this time, two of the S's atoms have been assigned, the membrane structures of the tradition algorithm which reach the same assign effect is as Figure 14.
2. Then for each membrane $M_{i}$ inside these two copies, judge the type of its inside clause $\left(\mathrm{r}_{(20,21)}\right)$, Figure 15 shows the membrane structure of this time.
3. Next execute following three operations respectively on the membrane $M_{i}$ s which contain different types of clauses $\left(r_{(2,3,10-13)}\right)$, Figure 16 shows the membrane structure of this time.


Figure 14. The membrane structure during calculation (10).


Figure 15. The membrane structure during calculation (11).


Figure 16. The membrane structure during calculation (12).
Filtrate single literals and pure literals from the clause set in each 2nd membrane respectively:

1. Copy each membrane $M_{i}$ and its contents into two copies ( $\mathrm{r}_{48}$ ), Figure 17 shows the membrane structure of this time.


Figure 17. The membrane structure during calculation (13).
2. Then for the copy with mark c, release all literals of its inside clause to the 2nd membrane which contains it and generate literal symbols of all pure literals of this 2nd membrane's inside clause set with these released literals $\left(\mathrm{r}_{(15,16,27-33)}\right)$, and for the copy without mark c , if its inside clause is a one-literal clause, mark the literal of this inside clause with one-literal symbol and send the one-literal symbol outside $\left(\mathrm{r}_{(17,18)}\right)$, Figure 18 shows the membrane structure of this time.


Figure 18. The membrane structure during calculation (14).
Execute the following operations on the 2nd membrane bases on the type of its inside clause set:

1. Add these single literals and pure literals into the literal list of this 2 nd membrane $\left(\mathrm{r}_{(44-47)}\right)$, then for each membrane $M_{i}$ inside this 2nd membrane, judge the type of its inside clause $\left(\mathrm{r}_{(22-26)}\right)$, Figure 19 shows the membrane structure of this time.


Figure 19. The membrane structure during calculation (15).
At this time, two of the S's atoms have been assigned, the membrane structures of the tradition algorithm which reach the same assign effect is as Figure 20.


Figure 20. The membrane structure during calculation (16).
2. Next execute following three operations respectively on the membrane $M_{i}$ s which contain different types of clauses $\left(r_{(2,3,10-13)}\right)$, Figure 21 shows the membrane structure of this time.


Figure 21. The membrane structure during calculation (17).
3. Pick a 2 nd membrane like this, and delete all 2nd membrane and their contents except the literal list of the picked 2nd membrane $\left(r_{(50-56,42,43)}\right)$, Figure 22 shows the membrane structure of this time.

$$
T_{1}, T_{2}, F_{3}, T_{4}
$$

Figure 22. The membrane structure during calculation (18).
So we get the calculation result: the given clause set $\left\{x_{1}, y_{1} x_{2} y_{3}, x_{3} x_{4}, y_{1} y_{3} y_{4}\right\}$ is satisfied by assignment $\left\{x_{1}=1 ; x_{2}=1 ; y_{3}=1 ; x_{4}=1\right\}$.

## 5. Conclusions

Membrane computing is a type of natural computing, similar to the neural algorithm which has been widely used, however, unlike the neural algorithm, membrane computing is still not a reality, because its infinite parallel computing mode cannot be realized under current technical conditions, Nevertheless, calculating it as the way living bodies deal with data is desired, and therefore work towards it has never stopped as it is still just a fantasy. Even if it is realized and it works as well as our body cells, simplifying the algorithms based on it is still necessary because of their unimaginable but still limited computational power and the predictable crazy growing scale and needs of data treatment in the future. The work in this paper combines the membrane computing system with the traditional SAT problem simplification rules and obtains a fairly good effect, which has certain promotion and reference significance for the research field of membrane computing model and SAT problem solving model, and therefore has research value for related research fields. Meanwhile, this research indicates a feasible direction to improve membrane computing systems for different practice problems, which is to optimize the theoretical basis of this problem based on the character of P system. In addition, with respect to this research, in order to realize the membrane computing system, the strategy could be changed. Because membrane computing is a compute process which imitates the way cells work, the use of cells to simulate the compute process of SAT problems altogether should be considered. Although this has not been considered in this paper because of a lack of biological knowledge, it is a method that should be undertaken.
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#### Abstract

The paradigm shift prompted by Zadeh's fuzzy sets in 1965 did not end with the fuzzy model and logic. Extensions in various lines have produced e.g., intuitionistic fuzzy sets in 1983, complex fuzzy sets in 2002, or hesitant fuzzy sets in 2010. The researcher can avail himself of graphs of various types in order to represent concepts like networks with imprecise information, whether it is fuzzy, intuitionistic, or has more general characteristics. When the relationships in the network are symmetrical, and each member can be linked with groups of members, the natural concept for a representation is a hypergraph. In this paper we develop novel generalized hypergraphs in a wide fuzzy context, namely, complex intuitionistic fuzzy hypergraphs, complex Pythagorean fuzzy hypergraphs, and complex $q$-rung orthopair fuzzy hypergraphs. Further, we consider the transversals and minimal transversals of complex $q$-rung orthopair fuzzy hypergraphs. We present some algorithms to construct the minimal transversals and certain related concepts. As an application, we describe a collaboration network model through a complex $q$-rung orthopair fuzzy hypergraph. We use it to find the author having the most outstanding collaboration skills using score and choice values.
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## 1. Introduction

In 1965, fuzzy sets (FSs) were originally defined by Zadeh [1] as a novel approach to represent uncertainty arising in various fields. The idea of "partial membership" was questioned by many researchers at that time. The extension of crisp sets to FSs, i.e., the extension of membership function $\mu(x)$ from $\{0,1\}$ to $[0,1]$, bears comparison to the generalization of $\mathbb{Q}$ to $\mathbb{R}$. Just like $\mathbb{R}$ was extended to $\mathbb{C}$ with the incorporation of imaginary quantities, FSs have been extended to complex fuzzy sets (CFSs) by Ramot et al. [2]. A CFS is characterized by a membership function $\mu(x)$ whose range is not limited to $[0,1]$ but extends to the unit circle in the complex plane. Hence, $\mu(x)$ is a complex-valued function that assigns a grade of membership of the form $v(x) e^{i \alpha(x)}, i=\sqrt{-1}$ to any element $x$ in the universe of discourse. The membership function $\mu(x)$ of CFS consists of two terms, namely, an amplitude term $v(x)$ which lies in the unit interval $[0,1]$ and a phase term (periodic term) $\alpha(x)$ which lies in the interval $[0,2 \pi]$. During the last few years, many researchers have paid special attention to CFSs. Yazdanbakhsh and Dick [3] gives an updated review of the development of CFSs.

Atanassov [4] had proposed a different extension of FSs by intuitionistic fuzzy sets (IFSs). Fuzzy sets give the degree of membership of an element in a given set (the non-membership of degree equals one minus the degree of membership), while IFSs give both a degree of membership and a degree of non-membership, which are to some extent independent from each other. The truth (T) and falsity (F)
membership functions are used to characterize an IFS in such a way that the sum of truth and falsity degrees should not be greater than one at any point. These figures allow for some indeterminacy in the expression of memberships. Progress on the investigation of IFSs and related extensions of the FS concept continues to be made. Liu et al. [5] introduced different types of centroid transformations of IF values. Feng et al. [6] defined various new operations for generalized IF soft sets. Recently, Shumaiza et al. [7] have proposed group decision-making based on the VIKOR method with trapezoidal bipolar fuzzy information. Akram and Arshad [8] proposed a novel trapezoidal bipolar fuzzy TOPSIS method for group decision-making. Alcantud et al [9] proposed a novel modelization of the party formation process, in which citizens' private opinions are described by means of continuous fuzzy profiles. A novel hesitant fuzzy model for group decision-making was proposed by Alcantud and Giarlotta [10].

Of particular importance are two extensions of IFSs proposed by Yager [11-13]. In these papers he introduced Pythagorean fuzzy sets (PFSs) and $q$-rung orthopair fuzzy sets ( $q$-ROFSs). A $q$-ROFS is characterized by means of truth and falsity degrees satisfying the constraint that the sum of the $q$ th powers of both degrees should be less than one. PFSs consist of the case where $q=2$. Thus, $q$-ROFSs generalize both the notions of IFSs and PFSs so that the uncertain information can be dealt with in a more widened range. After that, Liu and Wang [14] applied certain simple weighted operators to aggregate $q$-ROFSs in decision-making. Intertemporal choice problems have been investigated with the help of fuzzy soft sets [15]. These problems appear in the analysis of environmental issues and sustainable development with an infinitely long horizon, project evaluations, or health care [16,17]. In multi-attribute decision making, $q$-ROF Heronian mean operators were defined by Wei et al. [18]. For further applications of $q$-ROFSs, we refer the readers to the work presented in $[19,20]$. Complex intuitionistic fuzzy sets (CIFSs) were introduced by Alkouri and Salleh [21] in order to generalize IFSs in the spirit of [2] by adding non-membership degree $v(x)=s(x) e^{i \beta(x)}$ to the CFSs subjected to the constraint $0 \leq r+s \leq 1$. The CIFSs are used to handle information about uncertainty and periodicity simultaneously. As an extension of both PFSs and CIFSs, Ullah et al. [22] proposed complex Pythagorean fuzzy sets (CPFSs) and discussed some applications.

The vagueness in the representation of various objects and the uncertain interactions between them originated the necessity of fuzzy graphs (FGs), that were first defined by Rosenfeld [23] (see also the remarks made by Bhattacharya [24]). The notion of FGs was extended to complex fuzzy graphs (CFGs) by Thirunavukarasu et al. [25]. Intuitionistic fuzzy graphs (IFGs) were defined by Parvathi and Karunambigai [26]. The energy of Pythagorean fuzzy graphs (PFGs) was discussed by Akram and Naz [27]. Akram and Habib [28] defined $q$-ROF competition graphs and discussed their applications. Akram et al. [29] proposed a novel description on edge-regular $q$-ROFGs. Yaqoob et al. [30] defined complex intuitionistic fuzzy graphs (CIFGs) and discussed an application of CIFGs in cellular networks to test the proposed model. Later on, complex neutrosophic graphs were studied by Yaqoob and Akram [31]. Recently, complex Pythagorean fuzzy graphs (CPFGs) and their applications in decision making have been put forward by Akram and Naz [32].

A hypergraph, as an extension of a crisp graph, is a powerful tool to model different practical problems in various fields, including biological sciences, computer science, sustainable development and social networks [33-35]. Co-authorship networks, an important type of social network, have been studied extensively from various angles such as degree distribution analysis, social community extraction and social entity ranking. Most of the previous studies consider the co-authorship relation between two or more authors as a collaboration using crisp hypergraphs. Han et al. [36] proposed a hypergraph analysis approach to understand the importance of collaborations in co-authorship networks. Zhang and Liu [37] proposed a hypergraph model of social tagging networks. Ouvrard et al. [38] studied the hypergraph modeling and visualization of collaboration networks.

In order to allow for uncertainty in crisp hypergraphs, fuzzy hypergraphs (FHGs) were defined by Kaufmann [39] as an extension of FGs. Lee-Kwang and Lee [40] discussed fuzzy partitions using FHGs. A valuable contribution to FGs and FHGs has been proposed by Mordeson and Nair [41]. Fuzzy transversals of FHGs were studied by Goetschel et al. [42]. Intuitionistic fuzzy hypergraphs (IFHGs)
were defined by Parvathi et al. [43]. Further discussion on IFHGs can be seen in [44,45]. Akram and Luqman [46] defined bipolar neutrosophic hypergraphs with applications. Transversals and minimal transversals of $m$-polar FHGs were studied by Akram and Sarwar [47]. Luqman et al. [48] presented $q$-ROFHGs and their applications. Further, Luqman et al. [49,50] have proposed $m$-polar and $q$-rung picture fuzzy hypergraph models of granular computing.

The proposed research generalizes the concepts of CIFGs and CPFGs. These existing models can only depict the uncertainty having periodic nature occurring in pairwise relationships. The existence of various complex network models in which the relationships are more generalized rather than the pairwise relationships motivates the extension of CIFGs and CPFGs to complex intuitionistic fuzzy and complex Pythagorean fuzzy hypergraphs. Let us consider the modeling of research collaborations through CIFGs and CPFGs. The uncertainty and periodicity of the given data are dealt with with the help of phase terms and amplitude terms, respectively. Two research articles are connected through an edge if both have the same author but if more than two articles are written by the same author then CIFGs and CPFGs fail to model this situation. Thus the main objective of this study is to generalize the concepts of CIFGS and CPFGs to complex $q$-rung orthopair fuzzy hypergraphs. As argued above, complex $q$-ROF models provide more flexibility than IFSs and FSs. Therefore a complex $q$-rung orthopair fuzzy hypergraph model proves to be a very general framework to deal with vagueness in complex hypernetworks when the symmetrical relationships go beyond pairwise interactions. The generality of the proposed model can be observed from the reduction of complex $q$-rung orthopair fuzzy models to CIF and CPF models for $q=1$ and $q=2$, respectively. Moreover, most of the previous studies consider the co-authorship relation between two or more authors as a collaboration using crisp hypergraphs. Here we consider a complex $q$-rung orthopair fuzzy hypergraph model of co-authorship network to represent the collaboration relations between authors having uncertainty and vagueness of periodic nature simultaneously.

The contents of this paper are as follows. In Sections 2 and 3, we define complex intuitionistic fuzzy hypergraphs and complex Pythagorean fuzzy hypergraphs, respectively. In Section 4, complex $q$-ROF hypergraphs are discussed. In Section 5, we define the $q$-ROF transversals and minimal transversals of $q$-ROF hypergraphs. Section 6 illustrates an application of $q$-ROF hypergraphs in research collaboration networks. We also present an algorithm to select an author with powerful collaboration characteristics using the score and choice values of $q$-rung orthopair fuzzy hypergraphs and give a brief comparison of our proposed model with CIF and CPF models. The final Section 7 contains conclusions and future research directions.

## 2. Complex Intuitionistic Fuzzy Hypergraphs

In this section, we define the notion of complex intuitionistic fuzzy hypergraphs. A complex intuitionistic fuzzy hypergraph extends the concept of CIFGs. The proposed hypergraph model is used to handle the uncertain and periodic real-life situations when the relationships are analyzed between more than two objects. The main model that we use in our research design is given in the next definition:

Definition 1. [21] A complex intuitionistic fuzzy set (CIFS) I on the universal set $Y$ is defined as,

$$
I=\left\{\left(u, T_{I}(u) e^{i \phi_{I}(u)}, F_{I}(u) e^{i \psi_{I}(u)}\right) \mid u \in Y\right\},
$$

where $i=\sqrt{-1}, T_{I}(u), F_{I}(u) \in[0,1], \phi_{I}(u), \psi_{I}(u) \in[0,2 \pi]$, and for every $u \in Y, 0 \leq T_{I}(u)+F_{I}(u) \leq 1$.
For every $u \in Y, T_{I}(u)$ and $F_{I}(u)$ are the amplitude terms for membership and non-membership of $u$, and $\phi_{I}(u)$ and $\psi_{I}(u)$ are the phase terms for membership and non-membership of $u$. CIFSs where the phase terms equal zero (for all $u$ ) reduce to ordinary IFSs. When in addition, the amplitude terms for non-membership of all elements equal zero, we obtain a FS.

The application of this concept to graphs was produced in [30]. We represent definition of complex intuitionistic fuzzy graphs as follows:

Definition 2. A complex intuitionistic fuzzy graph (CIFG) on $Y$ is an ordered pair $G=(A, B)$, where $A$ is a complex intuitionistic fuzzy set on $Y$ and $B$ is complex intuitionistic fuzzy relation on $Y$ such that,

$$
\begin{aligned}
& T_{B}(a b) \leq \min \left\{T_{A}(a), T_{A}(b)\right\}, F_{B}(a b) \leq \max \left\{F_{A}(a), F_{A}(b)\right\},(\text { for amplitude terms }) \\
& \phi_{B}(a b) \leq \min \left\{\phi_{A}(a), \phi_{A}(b)\right\}, \psi_{B}(a b) \leq \max \left\{\psi_{A}(a), \psi_{A}(b)\right\},(\text { for phase terms })
\end{aligned}
$$

$0 \leq T_{B}(a b)+F_{B}(a b) \leq 1$, and $\phi, \psi \in[0,2 \pi]$, for all $a, b \in Y$.
When we apply Definition 1 to hypergraphs we obtain the following structure that generalizes Definition 2:

Definition 3. Let $Y$ be a non-trivial set of universe. A complex intuitionistic fuzzy hypergraph (CIFHG) is defined as an ordered pair $H=(\mathcal{C}, \mathcal{D})$, where $\mathcal{C}=\left\{\alpha_{1}, \alpha_{2}, \cdots, \alpha_{k}\right\}$ is a finite family of complex intuitionistic fuzzy sets on $Y$ and $\mathcal{D}$ is a complex intuitionistic fuzzy relation on complex intuitionistic fuzzy sets $\alpha_{j}$ 's such that the following conditions hold:
(i)

$$
\begin{aligned}
T_{\mathcal{D}}\left(\left\{r_{1}, r_{2}, \cdots, r_{l}\right\}\right) & \leq \min \left\{T_{\alpha_{j}}\left(r_{1}\right), T_{\alpha_{j}}\left(r_{2}\right), \cdots, T_{\alpha_{j}}\left(r_{l}\right)\right\}, \\
F_{\mathcal{D}}\left(\left\{r_{1}, r_{2}, \cdots, r_{l}\right\}\right) & \leq \max \left\{F_{\alpha_{j}}\left(r_{1}\right), F_{\alpha_{j}}\left(r_{2}\right), \cdots, F_{\alpha_{j}}\left(r_{l}\right)\right\}, \text { (for amplitude terms) } \\
\phi_{\mathcal{D}}\left(\left\{r_{1}, r_{2}, \cdots, r_{l}\right\}\right) & \leq \min \left\{\phi_{\alpha_{j}}\left(r_{1}\right), \phi_{\alpha_{j}}\left(r_{2}\right), \cdots, \phi_{\alpha_{j}}\left(r_{l}\right)\right\}, \\
\psi_{\mathcal{D}}\left(\left\{r_{1}, r_{2}, \cdots, r_{l}\right\}\right) & \leq \max \left\{\psi_{\alpha_{j}}\left(r_{1}\right), \psi_{\alpha_{j}}\left(r_{2}\right), \cdots, \psi_{\alpha_{j}}\left(r_{l}\right)\right\}, \text { (for phase terms) }
\end{aligned}
$$

$0 \leq T_{\mathcal{D}}+F_{\mathcal{D}} \leq 1$, and $\phi_{\mathcal{D}}, \psi_{\mathcal{D}} \in[0,2 \pi]$, for all $r_{1}, r_{2}, \cdots, r_{l} \in Y$.
(ii) $\bigcup_{j} \operatorname{supp}\left(\alpha_{j}\right)=Y$, for all $\alpha_{j} \in \mathcal{C}$.

Notice that $E_{k}=\left\{r_{1}, r_{2}, \cdots, r_{l}\right\}$ is the crisp hyperedge of $H=(\mathcal{C}, \mathcal{D})$.
Note that the above formula reduces to Definition 2 if we consider only two vertices in an hyperedge.

We illustrate the previous definition with a graphical example.
Example 1. Consider a CIFHG $H=(\mathcal{C}, \mathcal{D})$ on $Y=\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$. The CIFR is defined as, $\mathcal{D}\left(\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}\right)=\left(0.2 e^{i 0.4 \pi}, 0.6 e^{i 0.3 \pi}\right), \mathcal{D}\left(\left\{v_{1}, v_{2}\right\}\right)=\left(0.3 e^{i 0.6 \pi}, 0.6 e^{i 0.3 \pi}\right)$, and $\mathcal{D}\left(\left\{v_{3}, v_{4}\right\}\right)=$ $\left(0.2 e^{i 0.4 \pi}, 0.5 e^{i 0.3 \pi}\right)$. The corresponding CIFHG is shown in Figure 1.


Figure 1. Complex intuitionistic fuzzy hypergraph.
Simple CIFHGs are the following special types of CIFHGs:

Definition 4. A CIFHG $H=(\mathcal{C}, \mathcal{D})$ is simple if whenever $\mathcal{D}_{j}, \mathcal{D}_{k} \in \mathcal{D}$ and $\mathcal{D}_{j} \subseteq \mathcal{D}_{k}$, then $\mathcal{D}_{j}=\mathcal{D}_{k}$. A CIFHG $H=(\mathcal{C}, \mathcal{D})$ is support simple if whenever $\mathcal{D}_{j}, \mathcal{D}_{k} \in \mathcal{D}, \mathcal{D}_{j} \subseteq \mathcal{D}_{k}$, and $\operatorname{supp}\left(\mathcal{D}_{j}\right)=\operatorname{supp}\left(\mathcal{D}_{k}\right)$, then $\mathcal{D}_{j}=\mathcal{D}_{k}$.

Our next notion produces a link between CIFHGs and crisp hypergraphs. The subsequent example illustrates this construction.

Definition 5. Let $H=(\mathcal{C}, \mathcal{D})$ be a CIFHG. Suppose that $\alpha, \beta \in[0,1]$ and $\theta, \varphi \in[0,2 \pi]$ such that $0 \leq \alpha+\beta \leq 1$. The $\left(\alpha e^{i \theta}, \beta e^{i \varphi}\right)$-level hypergraph of $H$ is defined as an ordered pair $H^{\left(\alpha e^{i \theta}, \beta e^{i \varphi}\right)}=$ $\left(\mathcal{C}^{\left(\alpha e^{i \theta}, \beta e^{i \varphi}\right)}, \mathcal{D}^{\left(\alpha e^{i \theta},\right.}, e^{i \varphi}\right)$, where
(i) $\mathcal{D}^{\left(\alpha e^{i \theta}, \beta e^{i \varphi}\right)}=\left\{D_{j}^{\left(\alpha e^{i \theta}, \beta e^{i \varphi}\right)}: D_{j} \in \mathcal{D}\right\}$ and $D_{j}^{\left(\alpha e^{i \theta}, \beta e^{i \varphi}\right)}=\left\{u \in Y: T_{D_{j}}(u) \geq \alpha, \phi_{D_{j}}(u) \geq\right.$ $\theta$, and $\left.F_{D_{j}}(u) \leq \beta, \psi_{D_{j}}(u) \leq \varphi\right\}$,
(ii) $\mathcal{C}^{\left(\alpha e^{i \theta}, \beta e^{i \varphi}\right)}=\bigcup_{D_{j} \in \mathcal{D}} D_{j}^{\left(\alpha e^{i \theta}, \beta e^{i \varphi}\right)}$.

Note that the $\left(\alpha e^{i \theta}, \beta e^{i \varphi}\right)$-level hypergraph of $H$ is a crisp hypergraph.
Example 2. Consider a CIFHG $H=(\mathcal{C}, \mathcal{D})$ as shown in Figure 1. Let $\alpha=0.2, \beta=0.5, \theta=0.5 \pi$, and $\varphi=0.2 \pi$. The $\left(\alpha e^{i \theta}, \beta e^{i \varphi}\right)$-level hypergraph of $H$ is shown in Figure 2.


Figure 2. $\left(0.2 e^{i(0.5) \pi}, 0.5 e^{i(0.2) \pi}\right)$-level hypergraph of $H$.
Definition 6. Let $H=(\mathcal{C}, \mathcal{D})$ be a CIFHG. The complex intuitionistic fuzzy line graph of $H$ is defined as an ordered pair $l(H)=\left(\mathcal{C}_{l}, \mathcal{D}_{l}\right)$, where $\mathcal{C}_{l}=\mathcal{D}$ and there exists an edge between two vertices in $l(H)$ if $\left|\operatorname{supp}\left(D_{j}\right) \cap \operatorname{supp}\left(D_{k}\right)\right| \geq 1$. The membership degrees of $l(H)$ are given as,
(i) $\mathcal{C}_{l}\left(E_{k}\right)=\mathcal{D}\left(E_{k}\right)$,
(ii) $\mathcal{D}_{l}\left(E_{j} E_{k}\right)=\left(\min \left\{T_{\mathcal{D}}\left(E_{j}\right), T_{\mathcal{D}}\left(E_{k}\right)\right\} e^{i \min \left\{\phi_{\mathcal{D}}\left(E_{j}\right), \phi_{\mathcal{D}}\left(E_{k}\right)\right\}}, \max \left\{F_{\mathcal{D}}\left(E_{j}\right), F_{\mathcal{D}}\left(E_{k}\right)\right\} e^{i \max \left\{\psi_{\mathcal{D}}\left(E_{j}\right), \psi_{\mathcal{D}}\left(E_{k}\right)\right\}}\right)$.

Definition 7. A CIFHG $H=(\mathcal{C}, \mathcal{D})$ is said to be linear if for every $D_{j}, D_{k} \in \mathcal{D}$,
(i) $\operatorname{supp}\left(D_{j}\right) \subseteq \operatorname{supp}\left(D_{k}\right) \Rightarrow j=k$,
(ii) $\left|\operatorname{supp}\left(D_{j}\right) \cap \operatorname{supp}\left(D_{k}\right)\right| \leq 1$.

Example 3. Consider a CIFHG $H=(\mathcal{C}, \mathcal{D})$ as shown in Figure 1. By direct calculations, we have

$$
\operatorname{supp}\left(\mathcal{D}_{1}\right)=\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}, \operatorname{supp}\left(\mathcal{D}_{2}\right)=\left\{v_{1}, v_{2}\right\}, \operatorname{supp}\left(\mathcal{D}_{3}\right)=\left\{v_{3}, v_{4}\right\} .
$$

Note that, $\operatorname{supp}\left(D_{j}\right) \subseteq \operatorname{supp}\left(D_{k}\right) \Rightarrow j \neq k$ and $\left|\operatorname{supp}\left(D_{j}\right) \cap \operatorname{supp}\left(D_{k}\right)\right| \not \leq 1$. Hence, CIFHG $H=(\mathcal{C}, \mathcal{D})$ is not linear. The corresponding CIFHG $H=(\mathcal{C}, \mathcal{D})$ and its line graph is shown in Figure 3.

Theorem 1. A simple strong CIFG is the complex intuitionistic line graph of a linear CIFHG.


Figure 3. Complex intuitionistic fuzzy line graph of $H$.

Definition 8. The 2-section $H_{2}=\left(\mathcal{C}_{2}, \mathcal{D}_{2}\right)$ of a CIFHG $H=(\mathcal{C}, \mathcal{D})$ is a CIFG having same set of vertices as that of $H, \mathcal{D}_{2}$ is a CIFS on $\left\{e=u_{j} u_{k} \mid u_{j}, u_{k} \in E_{l}, l=1,2,3, \cdots\right\}$, and $\mathcal{D}_{2}\left(u_{j} u_{k}\right)=$ $\left(\min \left\{\min T_{\alpha_{l}}\left(u_{j}\right), \min T_{\alpha_{l}}\left(u_{k}\right)\right\} e^{i \min \left\{\min \phi_{\alpha_{l}}\left(u_{j}\right), \min \phi_{\alpha_{l}}\left(u_{k}\right)\right\}}, \max \left\{\max F_{\alpha_{l}}\left(u_{j}\right), \max F_{\alpha_{l}}\left(u_{k}\right)\right\}\right.$ $\left.e^{i \max \left\{\max \psi_{\alpha_{l}}\left(u_{j}\right), \max \psi_{\alpha_{l}}\left(u_{k}\right)\right\}}\right)$ such that $0 \leq T_{\mathcal{D}_{2}}\left(u_{j} u_{k}\right)+F_{\mathcal{D}_{2}}\left(u_{j} u_{k}\right) \leq 1, \phi_{\mathcal{D}_{2}}, \psi_{\mathcal{D}_{2}} \in[0,2 \pi]$.

Example 4. An example of a CIFHG is given in Figure 4. The 2-section of H is presented with dashed lines.


Figure 4. Two-section of complex intuitionistic fuzzy hypergraph.

Definition 9. Let $H=(\mathcal{C}, \mathcal{D})$ be a CIFHG. A complex intuitionistic fuzzy transversal (CIFT) $\tau$ is a CIFs of $Y$ satisfying the condition $\rho^{h(\rho)} \cap \tau^{h(\rho)} \neq \varnothing$, for all $\rho \in \mathcal{D}$, where $h(\rho)$ is the height of $\rho$.

A minimal complex intuitionistic fuzzy transversal $t$ is the CIFT of $H$ having the property that if $\tau \subset t$, then $\tau$ is not a CIFT of $H$.

## 3. Complex Pythagorean Fuzzy Hypergraphs

We now turn our attention to the next class of hypergraphs called complex Pythagorean fuzzy hypergraphs. A complex Pythagorean fuzzy hypergraph is the generalization of CPFGs and CIFHGs. The occurrence of truth and falsity degrees whose sum is not less than one but the sum of squares does not exceed one in complex hypernetworks motivates the necessity of this proposed model.

Definition 10. [32] A complex Pythagorean fuzzy graph (CPFG) on $Y$ is an ordered pair $G^{*}=(C, D)$, where $C$ is a CPFS on $Y$ and $D$ is CPFR on $Y$ such that,

$$
\begin{aligned}
& T_{D}(a b) \leq \min \left\{T_{C}(a), T_{C}(b)\right\}, F_{D}(a b) \leq \max \left\{F_{C}(a), F_{C}(b)\right\}, \text { for amplitude terms } \\
& \phi_{D}(a b) \leq \min \left\{\phi_{C}(a), \phi_{C}(b)\right\}, \psi_{D}(a b) \leq \max \left\{\psi_{C}(a), \psi_{C}(b)\right\}, \text { for phase terms } \\
& 0 \leq T_{D}^{2}(a b)+F_{D}^{2}(a b) \leq 1, \text { and } \phi_{D}, \psi_{D} \in[0,2 \pi], \text { for all } a, b \in Y .
\end{aligned}
$$

Definition 11. A complex Pythagorean fuzzy hypergraph (CPFHG) on $Y$ is defined as an ordered pair $H^{*}=$ $\left(\mathcal{C}^{*}, \mathcal{D}^{*}\right)$, where $\mathcal{C}^{*}=\left\{\beta_{1}, \beta_{2}, \cdots, \beta_{k}\right\}$ is a finite family of CPFSs on $Y$ and $\mathcal{D}^{*}$ is a CPFR on CPFSs $\beta_{j}$ 's such that,
(i)

$$
\begin{aligned}
& T_{\mathcal{D}^{*}}\left(\left\{s_{1}, s_{2}, \cdots, s_{l}\right\}\right) \leq \min \left\{T_{\beta_{j}}\left(s_{1}\right), T_{\beta_{j}}\left(s_{2}\right), \cdots, T_{\beta_{j}}\left(s_{l}\right)\right\}, \\
& F_{\mathcal{D}^{*}}\left(\left\{s_{1}, s_{2}, \cdots, s_{l}\right\}\right) \leq \max \left\{F_{\beta_{j}}\left(s_{1}\right), F_{\beta_{j}}\left(s_{2}\right), \cdots, F_{\beta_{j}}\left(s_{l}\right)\right\}, \text { for amplitude terms } \\
& \phi_{\mathcal{D}^{*}}\left(\left\{s_{1}, s_{2}, \cdots, s_{l}\right\}\right) \leq \min \left\{\phi_{\beta_{j}}\left(s_{1}\right), \phi_{\beta_{j}}\left(s_{2}\right), \cdots, \phi_{\beta_{j}}\left(s_{l}\right)\right\}, \\
& \psi_{\mathcal{D}^{*}}\left(\left\{s_{1}, s_{2}, \cdots, s_{l}\right\}\right) \leq \max \left\{\psi_{\beta_{j}}\left(s_{1}\right), \psi_{\beta_{j}}\left(s_{2}\right), \cdots, \psi_{\beta_{j}}\left(s_{l}\right)\right\}, \text { for phase terms }
\end{aligned}
$$

$0 \leq T_{\mathcal{D}^{*}}^{2}+F_{\mathcal{D}^{*}}^{2} \leq 1$, and $\phi_{\mathcal{D}^{*}}, \psi_{\mathcal{D}^{*}} \in[0,2 \pi]$, for all $s_{1}, s_{2}, \cdots, s_{l} \in Y$.
(ii) $\bigcup_{j} \operatorname{supp}\left(\beta_{j}\right)=Y$, for all $\beta_{j} \in \mathcal{C}^{*}$.
j
Note that, $E_{k}=\left\{s_{1}, s_{2}, \cdots, s_{l}\right\}$ is the crisp hyperedge of $H^{*}=\left(\mathcal{C}^{*}, \mathcal{D}^{*}\right)$.
Example 5. Consider a CPFHG $H^{*}=\left(\mathcal{C}^{*}, \mathcal{D}^{*}\right)$ on $Y=\left\{s_{1}, s_{2}, s_{3}, s_{4}, s_{5}, s_{6}\right\}$. The CPFR is defined as, $\mathcal{D}^{*}\left(s_{1}, s_{2}, s_{3}\right)=\left(\left(0.6 e^{i(0.2) \pi}, 0.5 e^{i(0.9) \pi}\right)\right), \mathcal{D}^{*}\left(s_{4}, s_{5}, s_{6}\right)=\left(0.6 e^{i(0.4) \pi}, 0.4 e^{i(0.6) \pi}\right), \mathcal{D}^{*}\left(s_{3}, s_{6}\right)=$ $\left(0.6 e^{i(0.6) \pi}, 0.5 e^{i(0.6) \pi}\right), \mathcal{D}^{*}\left(s_{2}, s_{5}\right)=\left(0.6 e^{i(0.4) \pi}, 0.5 e^{i(0.6) \pi}\right)$, and $\mathcal{D}^{*}\left(s_{1}, s_{4}\right)=\left(0.6 e^{i(0.2) \pi}, 0.9 e^{i(0.9) \pi}\right)$. The corresponding CPFHG is shown in Figure 5.


Figure 5. Complex Pythagorean fuzzy hypergraph.

Definition 12. A CPFHG $H^{*}=\left(\mathcal{C}^{*}, \mathcal{D}^{*}\right)$ is simple if whenever $\mathcal{D}_{j}^{*}, \mathcal{D}_{k}^{*} \in \mathcal{D}^{*}$ and $\mathcal{D}_{j}^{*} \subseteq \mathcal{D}_{k}^{*}$, then $\mathcal{D}_{j}^{*}=\mathcal{D}_{k}^{*}$. A CPFHG $H^{*}=\left(\mathcal{C}^{*}, \mathcal{D}^{*}\right)$ is support simple if whenever $\mathcal{D}_{j}^{*}, \mathcal{D}_{k}^{*} \in \mathcal{D}^{*}, \mathcal{D}_{j}^{*} \subseteq \mathcal{D}_{k}^{*}$, and $\operatorname{supp}\left(\mathcal{D}_{j}^{*}\right)=$ $\operatorname{supp}\left(\mathcal{D}_{k}^{*}\right)$, then $\mathcal{D}_{j}^{*}=\mathcal{D}_{k}^{*}$.

Definition 13. Let $H^{*}=\left(\mathcal{C}^{*}, \mathcal{D}^{*}\right)$ be a CPFHG. Suppose that $\alpha_{1}, \beta_{1} \in[0,1]$ and $\theta, \varphi \in[0,2 \pi]$ such that $0 \leq \alpha_{1}^{2}+\beta_{1}^{2} \leq 1$. The $\left(\alpha_{1} e^{i \theta}, \beta_{1} e^{i \varphi}\right)$-level hypergraph of $H^{*}$ is defined as an ordered pair $H^{*\left(\alpha_{1} e^{i \theta}, \beta_{1} e^{i \varphi}\right)}=$ $\left(\mathcal{C}^{*\left(\alpha_{1} e^{i \theta}, \beta_{1} e^{i \varphi}\right)}, \mathcal{D}^{*\left(\alpha_{1} e^{i \theta}, \beta_{1} e^{i \varphi}\right)}\right)$, where
(i) $\mathcal{D}^{*\left(\alpha_{1} e^{i \theta}, \beta_{1} e^{i \varphi}\right)}=\left\{D_{j}^{*\left(\alpha_{1} e^{i \theta}, \beta_{1} e^{i \varphi}\right)}: D_{j}^{*} \in \mathcal{D}^{*}\right\}$ and $D_{j}^{*\left(\alpha_{1} e^{i \theta}, \beta_{1} e^{i \varphi}\right)}=\left\{y \in Y: T_{D_{j}^{*}}(y) \geq \alpha_{1}, \phi_{D_{j}^{*}}(y) \geq\right.$ $\theta$, and $\left.F_{D_{j}^{*}}(y) \leq \beta_{1}, \psi_{D_{j}^{*}}(y) \leq \varphi\right\}$,
(ii) $\mathcal{C}^{*\left(\alpha_{1} e^{i \theta}, \beta_{1} e^{i \varphi}\right)}=\bigcup_{D_{j}^{*} \in \mathcal{D}^{*}} D_{j}^{*\left(\alpha_{1} e^{i \theta}, \beta_{1} e^{i \varphi}\right)}$.

Note that, $\left(\alpha_{1} e^{i \theta}, \beta_{1} e^{i \varphi}\right)$-level hypergraph of $H^{*}$ is a crisp hypergraph.
Example 6. Consider a CPFHG $H^{*}=\left(\mathcal{C}^{*}, \mathcal{D}^{*}\right)$ as shown in Figure 5. Let $\alpha_{1}=0.5, \beta_{1}=0.6, \theta=0.3 \pi$, and $\varphi=0.7 \pi$. Then, $\left(\alpha_{1} e^{i \theta}, \beta_{1} e^{i \varphi}\right)$-level hypergraph of $H^{*}$ is shown in Figure 6.


Figure 6. $\left(\alpha_{1} e^{i \theta}, \beta_{1} e^{i \varphi}\right)$-level hypergraph of $H^{*}$.
Definition 14. Let $H^{*}=\left(\mathcal{C}^{*}, \mathcal{D}^{*}\right)$ be a CPFHG. The complex Pythagorean fuzzy line graph of $H^{*}$ is defined as an ordered pair $l\left(H^{*}\right)=\left(\mathcal{C}_{l}^{*}, \mathcal{D}_{l}^{*}\right)$, where $\mathcal{C}_{l}^{*}=\mathcal{D}^{*}$ and there exists an edge between two vertices in $l\left(H^{*}\right)$ if $\left|\operatorname{supp}\left(D_{j}\right) \cap \operatorname{supp}\left(D_{k}\right)\right| \geq 1$, for all $D_{j}, D_{k} \in \mathcal{D}^{*}$. The membership degrees of $l\left(H^{*}\right)$ are given as,
(i) $\mathcal{C}_{l}^{*}\left(E_{k}\right)=\mathcal{D}^{*}\left(E_{k}\right)$,
(ii) $\mathcal{D}_{l}^{*}\left(E_{j} E_{k}\right)=\left(\min \left\{T_{\mathcal{D}^{*}}\left(E_{j}\right), T_{\mathcal{D}^{*}}\left(E_{k}\right)\right\} e^{i \min \left\{\phi_{\mathcal{D}^{*}}\left(E_{j}\right), \phi_{\mathcal{D}^{*}}\left(E_{k}\right)\right\}, \max \left\{F_{\mathcal{D}^{*}}\left(E_{j}\right), F_{\mathcal{D}^{*}}\left(E_{k}\right)\right\}}\right.$ $\left.e^{i \max \left\{\psi_{\mathcal{D}^{*}}\left(E_{j}\right), \psi_{\mathcal{D}^{*}}\left(E_{k}\right)\right\}}\right)$.

Definition 15. A CPFHG $H^{*}=\left(\mathcal{C}^{*}, \mathcal{D}^{*}\right)$ is said to be linear if for every $D_{j}, D_{k} \in \mathcal{D}^{*}$,
(i) $\operatorname{supp}\left(D_{j}\right) \subseteq \operatorname{supp}\left(D_{k}\right) \Rightarrow j=k$,
(ii) $\left|\operatorname{supp}\left(D_{j}\right) \cap \operatorname{supp}\left(D_{k}\right)\right| \leq 1$.

Example 7. Consider a CPFHG $H^{*}=\left(\mathcal{C}^{*}, \mathcal{D}^{*}\right)$ as shown in Figure 5. By direct calculations, we have

$$
\begin{aligned}
& \operatorname{supp}\left(\mathcal{D}_{1}\right)=\left\{s_{1}, s_{2}, s_{3}\right\}, \operatorname{supp}\left(\mathcal{D}_{2}\right)=\left\{s_{4}, s_{5}, s_{6}\right\}, \operatorname{supp}\left(\mathcal{D}_{3}\right)=\left\{s_{1}, s_{4}\right\}, \\
& \operatorname{supp}\left(\mathcal{D}_{4}\right)=\left\{s_{2}, s_{5}\right\}, \operatorname{supp}\left(\mathcal{D}_{5}\right)=\left\{s_{3}, s_{6}\right\}
\end{aligned}
$$

Note that, $\operatorname{supp}\left(D_{j}\right) \subseteq \operatorname{supp}\left(D_{k}\right) \Rightarrow j=k$ and $\left|\operatorname{supp}\left(D_{j}\right) \cap \operatorname{supp}\left(D_{k}\right)\right| \leq 1$. Hence, CPFHG $H^{*}=$ $\left(\mathcal{C}^{*}, \mathcal{D}^{*}\right)$ is linear. The corresponding CPFHG $H^{*}=\left(\mathcal{C}^{*}, \mathcal{D}^{*}\right)$ and its line graph is shown in Figure 7.


Figure 7. Line graph of complex Pythagorean fuzzy hypergraph $H^{*}$.

Theorem 2. A simple strong CPFG is the complex Pythagorean fuzzy line graph of a linear CPFHG.
Definition 16. The 2-section $H_{2}^{*}=\left(\mathcal{C}_{2}^{*}, \mathcal{D}_{2}^{*}\right)$ of a CPFHG $H^{*}=\left(\mathcal{C}^{*}, \mathcal{D}^{*}\right)$ is a CPFG having same set of vertices as that of $H^{*}, \mathcal{D}_{2}^{*}$ is a CPFS on $\left\{e=u_{j} u_{k} \mid u_{j}, u_{k} \in E_{l}, l=1,2,3, \cdots\right\}$, and $\mathcal{D}_{2}^{*}\left(u_{j} u_{k}\right)=$ $\left(\min \left\{\min T_{\beta_{l}}\left(u_{j}\right), \min T_{\beta_{l}}\left(u_{k}\right)\right\} e^{i \min \left\{\min \phi_{\beta_{l}}\left(u_{j}\right), \min \phi_{\beta_{l}}\left(u_{k}\right)\right\}}, \max \left\{\max F_{\beta_{l}}\left(u_{j}\right), \max F_{\beta_{l}}\left(u_{k}\right)\right\}\right.$
$\left.e^{i \max \left\{\max \psi_{\beta_{l}}\left(u_{j}\right), \max \psi_{\beta_{l}}\left(u_{k}\right)\right\}}\right)$ such that $0 \leq T_{\mathcal{D}_{2}^{*}}^{2}\left(u_{j} u_{k}\right)+F_{\mathcal{D}_{2}^{*}}^{2}\left(u_{j} u_{k}\right) \leq 1, \phi_{\mathcal{D}_{2}^{*}}, \psi_{\mathcal{D}_{2}^{*}} \in[0,2 \pi]$.
Example 8. An example of a CPFHG is given in Figure 8. The 2-section of $H^{*}$ is presented with dashed lines.


Figure 8. Two-section of complex Pythagorean fuzzy hypergraph $H^{*}$.

Definition 17. Let $H^{*}=\left(\mathcal{C}^{*}, \mathcal{D}^{*}\right)$ be a CPFHG. A complex Pythagorean fuzzy transversal (CPFT) $\tau$ is a CPFS of $Y$ satisfying the condition $\rho^{h(\rho)} \cap \tau^{h(\rho)} \neq \varnothing$, for all $\rho \in \mathcal{D}^{*}$, where $h(\rho)$ is the height of $\rho$.

A minimal complex Pythagorean fuzzy transversal the the CPFT of $H^{*}$ having the property that if $\tau \subset t$, then $\tau$ is not a CPFT of $H^{*}$.

## 4. Complex $q$-Rung Orthopair Fuzzy Hypergraphs

This section explores the class of complex $q$-rung orthopair fuzzy graphs and complex $q$-rung orthopair fuzzy hypergraphs. Complex $q$-rung orthopair fuzzy hypergraphs generalize the notions of CIFHGs and CPFHGs. The class of Cq-ROFSs extends the classes of CIFSs and CPFSs. The space of $\mathrm{C} q$-ROFSs increases as the value of parameter $q$ increases. Based on these advantages of $\mathrm{C} q$-ROFSs, we combine the theories of $\mathrm{C} q$-ROFSs and graphs to define complex $q$-rung orthopair fuzzy graphs and complex $q$-rung orthopair fuzzy hypergraphs.

Definition 18. [13] A q-rung orthopair fuzzy set ( $q$-ROFS) $Q$ in the universal set $Y$ is defined as, $Q=$ $\left\{\left(u, T_{Q}(u), F_{Q}(u)\right) \mid u \in Y\right\}$, where the function $T_{Q}: Y \rightarrow[0,1]$ defines the truth-membership and $F_{Q}: Y \rightarrow[0,1]$ defines the falsity-membership of the element $u \in Y$ and for every $u \in Y, 0 \leq T_{Q}^{q}(u)+F_{Q}^{q}(u) \leq 1, q \geq 1$. Furthermore, $\pi_{Q}(u)=\sqrt[q]{1-T_{Q}^{q}(u)-F_{Q}^{q}(u)}$ is called the indeterminacy degree or $q$-ROF index of $u$ to the set $Q$.

Definition 19. A complex q-rung orthopair fuzzy set (Cq-ROFS) $S$ in the universal set $Y$ is given as,

$$
S=\left\{\left(u, T_{S}(u) e^{i \phi_{S}(u)}, F_{S}(u) e^{i \psi_{S}(u)}\right) \mid u \in Y\right\},
$$

where $i=\sqrt{-1}, T_{S}(u), F_{S}(u) \in[0,1], \phi_{S}(u), \psi_{S}(u) \in[0,2 \pi]$, and for every $u \in Y, 0 \leq T_{S}^{q}(u)+F_{S}^{q}(u) \leq 1$, $q \geq 1$.

## Remark 1.

- When $q=1$, C1-ROFS is called a CIFS.
- When $q=2, C 2-R O F S$ is called a CPFS.

Definition 20. Let $S_{1}=\left\{\left(u, T_{S_{1}}(u) e^{i \phi_{S_{1}}(u)}, F_{S_{1}}(u) e^{i \psi_{S_{1}}(u)}\right) \mid u \in Y\right\}$ and $S_{2}=\left\{\left(u, T_{S_{2}}(u) e^{i \phi_{S_{2}}}(u)\right.\right.$, $\left.\left.F_{S_{2}}(u) e^{i \psi_{S_{2}}}(u)\right) \mid u \in Y\right\}$ be two Cq-ROFSs in $Y$, then
(i) $S_{1} \subseteq S_{2} \Leftrightarrow T_{S_{1}} \leq T_{S_{2}}(u), F_{S_{1}}(u) \geq F_{S_{2}}(u)$, and $\phi_{S_{1}}(u) \leq \phi_{S_{2}}(u), \psi_{S_{1}}(u) \geq \psi_{S_{2}}(u)$ for amplitudes and phase terms, respectively, for all $u \in Y$.
(ii) $S_{1}=S_{2} \Leftrightarrow T_{S_{1}}=T_{S_{2}}(u), F_{S_{1}}(u)=F_{S_{2}}(u)$, and $\phi_{S_{1}}(u)=\phi_{S_{2}}(u), \psi_{S_{1}}(u)=\psi_{S_{2}}(u)$ for amplitudes and phase terms, respectively, for all $u \in Y$.

Definition 21. Let $S_{1}=\left\{\left(u, T_{S_{1}}(u) e^{i \phi_{S_{1}}(u)}, F_{S_{1}}(u) e^{i \psi_{S_{1}}(u)}\right) \mid u \in Y\right\}$ and $S_{2}=\left\{\left(u, T_{S_{2}}(u) e^{i \phi_{S_{2}}}(u)\right.\right.$, $\left.\left.F_{S_{2}}(u) e^{i \psi_{S_{2}}}(u)\right) \mid u \in Y\right\}$ be two Cq-ROFSs in $Y$, then
(i) $S_{1} \cup S_{2}=\left\{\left(u, \max \left\{T_{S_{1}}(u), T_{S_{2}}(u)\right\} e^{i \max \left\{\phi_{S_{1}}(u), \phi_{S_{2}}(u)\right\}}, \min \left\{F_{S_{1}}(u), F_{S_{2}}(u)\right\} e^{i \min \left\{\psi_{S_{1}}(u), \psi_{S_{2}}(u)\right\}}\right)\right.$ $\mid u \in Y\}$.
(ii) $S_{1} \cap S_{2}=\left\{\left(u, \min \left\{T_{S_{1}}(u), T_{S_{2}}(u)\right\} e^{i \min \left\{\phi_{S_{1}}(u), \phi_{S_{2}}(u)\right\}}, \max \left\{F_{S_{1}}(u), F_{S_{2}}(u)\right\} e^{i \max \left\{\psi_{S_{1}}(u), \psi_{S_{2}}(u)\right\}}\right)\right.$ $\mid u \in Y\}$.

Definition 22. A complex q-rung orthopair fuzzy relation (Cq-ROFR) is a $C q-R O F S$ in $Y \times Y$ given as,

$$
R=\left\{\left(r s, T_{R}(r s) e^{i \phi_{R}(r s)}, F_{R}(r s) e^{i \psi_{R}(r s)}\right) \mid r s \in Y \times Y\right\}
$$

where $i=\sqrt{-1}, T_{R}: Y \times Y \rightarrow[0,1], F_{R}: Y \times Y \rightarrow[0,1]$ characterize the truth and falsity degrees of $R$, and $\phi_{R}(r s), \psi_{R}(r s) \in[0,2 \pi]$ such that for all $r s \in Y \times Y, 0 \leq T_{R}^{q}(r s)+F_{R}^{q}(r s) \leq 1, q \geq 1$.

Example 9. Let $Y=\left\{b_{1}, b_{2}, b_{3}\right\}$ be the universal set and $\left\{b_{1} b_{2}, b_{2} b_{3}, b_{1} b_{3}\right\}$ be the subset of $Y \times Y$. Then, the C5-ROFR $R$ is given as,

$$
R=\left\{\left(b_{1} b_{2}, 0.9 e^{i(0.7) \pi}, 0.7 e^{i(0.9) \pi}\right),\left(b_{2} b_{3}, 0.6 e^{i(0.7) \pi}, 0.8 e^{i(0.9) \pi}\right),\left(b_{1} b_{3}, 0.7 e^{i(0.8) \pi}, 0.5 e^{i(0.6) \pi}\right)\right\}
$$

Note that, $0 \leq T_{R}^{5}(x y)+F_{R}^{5}(x y) \leq 1$, for all $x y \in Y \times Y$. Hence, $R$ is a C5-ROFR on $Y$.
Definition 23. A complex q-rung orthopair fuzzy graph $(C q-R O F G)$ on $Y$ is an ordered pair $\mathcal{G}=(\mathcal{A}, \mathcal{B})$, where $\mathcal{A}$ is a complex $q$-rung orthopair fuzzy set on $Y$ and $\mathcal{B}$ is complex $q$-rung orthopair fuzzy relation on $Y$ such that,

$$
\begin{aligned}
& T_{\mathcal{B}}(a b) \leq \min \left\{T_{\mathcal{A}}(a), T_{\mathcal{A}}(b)\right\}, \\
& F_{\mathcal{B}}(a b) \leq \max \left\{F_{\mathcal{A}}(a), F_{\mathcal{A}}(b)\right\},(\text { for amplitude terms }) \\
& \phi_{\mathcal{B}}(a b) \leq \min \left\{\phi_{\mathcal{A}}(a), \phi_{\mathcal{A}}(b)\right\}, \\
& \psi_{\mathcal{B}}(a b) \leq \max \left\{\psi_{\mathcal{A}}(a), \psi_{\mathcal{A}}(b)\right\}, \text { (for phase terms) }
\end{aligned}
$$

$$
0 \leq T_{\mathcal{B}}^{q}(a b)+F_{\mathcal{B}}^{q}(a b) \leq 1, q \geq 1, \text { for all } a, b \in Y
$$

Remark 2. Note that,

- When $q=1$, C1-ROFG is called a CIFG.
- When $q=2, C 2-R O F G$ is called a CPFG.

Example 10. Let $\mathcal{G}=(\mathcal{A}, \mathcal{B})$ be a C6-ROFG on $Y=\left\{s_{1}, s_{2}, s_{3}, s_{4}\right\}$, where $\mathcal{A}=\left\{\left(s_{1}, 0.7 e^{i(0.9) \pi}\right.\right.$, $\left.\left.0.9 e^{i(0.7) \pi}\right),\left(s_{2}, 0.5 e^{i(0.6) \pi}, 0.6 e^{i(0.5) \pi}\right),\left(s_{3}, 0.7 e^{i(0.4) \pi}, 0.4 e^{i(0.7) \pi}\right),\left(s_{4}, 0.8 e^{i(0.5) \pi}, 0.5 e^{i(0.8) \pi}\right)\right\}$ and $\mathcal{B}=$ $\left\{\left(s_{1} s_{4}, 0.7 e^{i(0.7) \pi}, 0.8 e^{i(0.8) \pi}\right),\left(s_{2} s_{4}, 0.5 e^{i(0.5) \pi}, 0.6 e^{i(0.8) \pi}\right),\left(s_{3} s_{4}, 0.7 e^{i(0.4) \pi}, 0.5 e^{i(0.8) \pi}\right)\right\}$ are C6-ROFS and C6-ROFR on $Y$, respectively. The corresponding C6-ROFG $\mathcal{G}$ is shown in Figure 9.


Figure 9. Complex six-rung orthopair fuzzy graph.

We now define the more extended concept of complex $q$-ROF hypergraphs.

Definition 24. The support of a Cq-ROFS $S=\left\{\left(u, T_{S}(u) e^{i \phi_{S}(u)}, F_{S}(u) e^{i \psi_{S}(u)}\right) \mid u \in Y\right\}$ is defined as $\operatorname{supp}(S)=\left\{u \mid T_{S}(u) \neq 0, F_{S}(u) \neq 1,0<\phi_{S}(u), \psi_{S}(u)<2 \pi\right\}$. The height of a Cq-ROFS $S=\left\{\left(u, T_{S}(u) e^{i \phi_{S}(u)}, F_{S}(u) e^{i \psi_{S}(u)}\right) \mid u \in Y\right\}$ is defined as

$$
h(S)=\left\{\max _{u \in Y} T_{S}(u) e^{i \max _{u \in Y} \phi_{S}(u)}, \min _{u \in Y} F_{S}(u) e^{i \min _{u \in Y} \psi_{S}(u)}\right\}
$$

If $h(S)=\left(1 e^{i 2 \pi}, 0 e^{i 0}\right)$, then $S$ is called normal.
Definition 25. Let $Y$ be a non-trivial set of universe. A complex $q$-rung orthopair fuzzy hypergraph (Cq-ROFHG) is defined as an ordered pair $\mathcal{H}=(\mathcal{Q}, \eta)$, where $\mathcal{Q}=\left\{Q_{1}, Q_{2}, \cdots, Q_{k}\right\}$ is a finite family of complex $q$-rung orthopair fuzzy sets on $Y$ and $\eta$ is a complex $q$-rung orthopair fuzzy relation on complex $q$-rung orthopair fuzzy sets $Q_{j}$ 's such that,
(i)

$$
\begin{aligned}
T_{\eta}\left(\left\{a_{1}, a_{2}, \cdots, a_{l}\right\}\right) & \leq \min \left\{T_{Q_{j}}\left(a_{1}\right), T_{Q_{j}}\left(a_{2}\right), \cdots, T_{Q_{j}}\left(a_{l}\right)\right\}, \\
F_{\eta}\left(\left\{a_{1}, a_{2}, \cdots, a_{l}\right\}\right) & \leq \max \left\{F_{Q_{j}}\left(a_{1}\right), F_{Q_{j}}\left(a_{2}\right), \cdots, F_{Q_{j}}\left(a_{l}\right)\right\}, \text { (for amplitude terms) } \\
\phi_{\eta}\left(\left\{a_{1}, a_{2}, \cdots, a_{l}\right\}\right) & \leq \min \left\{\phi_{Q_{j}}\left(a_{1}\right), \phi_{Q_{j}}\left(a_{2}\right), \cdots, \phi_{Q_{j}}\left(a_{l}\right)\right\}, \\
\psi_{\eta}\left(\left\{a_{1}, a_{2}, \cdots, a_{l}\right\}\right) & \leq \max \left\{\psi_{Q_{j}}\left(a_{1}\right), \psi_{Q_{j}}\left(a_{2}\right), \cdots, \psi_{Q_{j}}\left(a_{l}\right)\right\}, \text { (for phase terms) }
\end{aligned}
$$

$0 \leq T_{\eta}^{q}+F_{\eta}^{q} \leq 1, q \geq 1$, for all $a_{1}, a_{2}, \cdots, a_{l} \in Y$.
(ii) $\bigcup_{j} \operatorname{supp}\left(Q_{j}\right)=X$, for all $Q_{j} \in \mathcal{Q}$.

Note that, $E_{k}=\left\{a_{1}, a_{2}, \cdots, a_{l}\right\}$ is the crisp hyperedge of $\mathcal{H}=(\mathcal{Q}, \eta)$.
Remark 3. Note that,

- When $q=1$, C1-ROFHG is a CIFHG.
- When $q=2$, C2-ROFHG is a CPFHG.

Definition 26. Let $\mathcal{H}=(\mathcal{Q}, \eta)$ be a Cq-ROFHG. The height of $\mathcal{H}$, given as $h(\mathcal{H})$, is defined as $h(\mathcal{H})=$ $\left(\max \eta_{l} e^{i \max \phi}, \min \eta_{m} e^{i \min \psi}\right)$, where $\eta_{l}=\max T_{\rho_{j}}\left(x_{k}\right), \phi=\max \phi_{\rho_{j}}\left(x_{k}\right), \eta_{m}=\min F_{\rho_{j}}\left(x_{k}\right), \psi=$ $\min \psi_{\rho_{j}}\left(x_{k}\right)$. Here, $T_{\rho_{j}}\left(x_{k}\right)$ and $F_{\rho_{j}}\left(x_{k}\right)$ denote the truth and falsity degrees of vertex $x_{k}$ to hyperedge $\rho_{j}$, respectively.

Definition 27. Let $\mathcal{H}=(\mathcal{Q}, \eta)$ be a Cq-ROFHG. Suppose that $\mu, v \in[0,1]$ and $\theta, \varphi \in[0,2 \pi]$ such that $0 \leq \mu^{q}+v^{q} \leq 1$. The $\left(\mu e^{i \theta}, v e^{i \varphi}\right)$-level hypergraph of $\mathcal{H}$ is defined as an ordered pair $\mathcal{H}^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)}=$ $\left(\mathcal{Q}^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)}, \eta^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)}\right)$, where
(i) $\eta^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)}=\left\{\rho_{j}^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)}: \rho_{j} \in \eta\right\}$ and $\rho_{j}^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)}=\left\{u \in Y: T_{\rho_{j}}(u) \geq \mu, \phi_{\rho_{j}}(u) \geq \theta\right.$, and $F_{\rho_{j}}(u) \leq$ $\left.v, \psi_{\rho_{j}}(u) \leq \varphi\right\}$,
(ii) $\mathcal{Q}^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)}=\bigcup_{\rho_{j} \in \eta} \rho_{j}^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)}$.

Note that, $\left(\mu e^{i \theta}, v e^{i \varphi}\right)$-level hypergraph of $\mathcal{H}$ is a crisp hypergraph.
Example 11. Consider a C6-ROFHG $\mathcal{H}=(\mathcal{Q}, \eta)$ on $Y=\left\{u_{1}, u_{2}, u_{3}, u_{4}, u_{5}, u_{6}\right\}$. The C6-ROFR $\eta$ is given as, $\eta\left(u_{1}, u_{2}, u_{3}\right)=\left(0.7 e^{i(0.7) \pi}, 0.8 e^{i(0.8) \pi}\right), \eta\left(u_{3}, u_{4}, u_{5}\right)=\left(0.6 e^{i(0.6) \pi}, 0.8 e^{i(0.8) \pi}\right), \eta\left(u_{1}, u_{6}\right)=$ $\left(0.8 e^{i(0.8) \pi}, 0.8 e^{i(0.8) \pi}\right)$ and $\eta\left(u_{4}, u_{6}\right)=\left(0.7 e^{i(0.7) \pi}, 0.8 e^{i(0.8) \pi}\right)$. The incidence matrix of $\mathcal{H}$ is given in Table 1 .

Table 1. Incidence matrix of C6-ROFHG $\mathcal{H}$.

| $u \in Y$ | $\eta_{1}$ | $\eta_{2}$ | $\eta_{3}$ | $\eta_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $u_{1}$ | $\left(0.8 e^{i(0.8) \pi}, 0.6 e^{i(0.6) \pi}\right)$ | $(0,0)$ | $(0,0)$ | $\left(0.8 e^{i(0.8) \pi}, 0.6 e^{i(0.6) \pi}\right)$ |
| $u_{2}$ | $\left(0.7 e^{i(0.7) \pi}, 0.6 e^{i(0.6) \pi}\right)$ | $(0,0)$ | $(0,0)$ | $(0,0)$ |
| $u_{3}$ | $\left(0.7 e^{i(0.7) \pi}, 0.8 e^{i(0.8) \pi}\right)$ | $\left(0.7 e^{i(0.7) \pi}, 0.8 e^{i(0.8) \pi}\right)$ | $(0,0)$ | $(0,0)$ |
| $u_{4}$ | $(0,0)$ | $\left(0.7 e^{\left.i(0.7) \pi, 0.8 e^{i(0.8) \pi}\right)}\right.$ | $\left(0.7 e^{i(0.7) \pi}, 0.8 e^{i(0.8) \pi}\right)$ | $(0,0)$ |
| $u_{5}$ | $(0,0)$ | $\left(0.6 e^{i(0.6) \pi}, 0.8 e^{i(0.8) \pi}\right)$ | $(0,0)$ | $(0,0)$ |
| $u_{6}$ | $(0,0)$ | $(0,0)$ | $\left(0.9 e^{i(0.9) \pi}, 0.8 e^{i(0.8) \pi}\right)$ | $\left(0.9 e^{i(0.9) \pi}, 0.8 e^{i(0.8) \pi}\right)$ |

The corresponding C6-ROFHG $\mathcal{H}=(\mathcal{Q}, \eta)$ is shown in Figure 10.


Figure 10. Complex six-rung orthopair fuzzy hypergraph.
Let $\mu=0.7, v=0.6, \theta=0.7 \pi$, and $\varphi=0.6 \pi$, then $\left(0.7 e^{i(0.7) \pi}, 0.6 e^{i(0.6) \pi}\right)$-level hypergraph of $\mathcal{H}$ is shown in Figure 11.


Figure 11. The $\left(0.7 e^{i(0.7) \pi}, 0.6 e^{i(0.6) \pi}\right)$-level hypergraph of $\mathcal{H}$.

Note that,

$$
\begin{aligned}
& \eta_{1}^{\left(0.7 e^{i(0.7) \pi}, 0.6 e^{i(0.6) \pi}\right)}=\left\{u_{1}, u_{2}\right\}, \eta_{2}^{\left(0.7 e^{i(0.7) \pi}, 0.6 e^{i(0.6) \pi}\right)}=\{\varnothing\} \\
& \eta_{3}^{\left(0.7 e^{i(0.7) \pi}, 0.6 e^{i(0.6) \pi}\right)}=\{\varnothing\}, \eta_{4}^{\left(0.7 e^{i(0.7) \pi}, 0.6 e^{i(0.6) \pi}\right)}=\left\{u_{1}\right\}
\end{aligned}
$$

## 5. Transversals of Complex $q$-Rung Orthopair Fuzzy Hypergraphs

In this section we study transversality. Prior to the main definition we need the following auxiliary concept:

Definition 28. Let $\mathcal{H}=(\mathcal{Q}, \eta)$ be a Cq-ROFHG and for $0<\mu \leq T(h(\mathcal{H})), v \geq F(h(\mathcal{H}))>0,0<\theta \leq$ $\phi(h(\mathcal{H}))$, and $\varphi \geq \psi(h(\mathcal{H}))>0$ let $\mathcal{H}^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)}=\left(\mathcal{Q}^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)}, \eta \eta^{\left(\mu e^{i \theta}, \text { ve }\right.}{ }^{i \varphi}\right)$ be the level hypergraph of $\overline{\mathcal{H}}$. The sequence of complex numbers $\left\{\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right),\left(\mu_{2} e^{i \theta_{2}}, v_{2} e^{i \varphi_{2}}\right), \cdots,\left(\mu_{n} e^{i \theta_{n}}, v_{n} e^{i \varphi_{n}}\right)\right\}$ such that $0<\mu_{1}<$ $\mu_{2}<\cdots<\mu_{n}=T(h(\mathcal{H})), v_{1}>v_{2}>\cdots>v_{n}=F(h(\mathcal{H}))>0,0<\theta_{1}<\theta_{2}<\cdots<\theta_{n}=\phi(h(\mathcal{H}))$, and $\varphi_{1}>\varphi_{2}>\cdots>\varphi_{n}=\psi(h(\mathcal{H}))>0$ satisfying the conditions,
(i) if $\mu_{k+1}<\alpha \leq \mu_{k}, v_{k+1}>\beta \geq v_{k}, \theta_{k+1}<\phi \leq \theta_{k}, \varphi_{k+1}>\psi \geq \varphi_{k}$, then $\eta^{\left(\alpha e^{i \phi}, \beta e^{i \psi}\right)}=\eta^{\left(\mu_{k} e^{i \theta_{k}, v_{k}} e^{i \varphi_{k}}\right)}$, and

is called the fundamental sequence of $\mathcal{H}=(\mathcal{Q}, \eta)$, denoted by $\mathcal{F}_{s}(\mathcal{H})$. The set of $\left(\mu_{j} e^{i \theta_{j}}, v_{j} e^{i \varphi_{j}}\right)$-level hypergraphs $\left\{\mathcal{H}^{\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right)}, \mathcal{H}^{\left(\mu_{2} e^{i \theta_{2}}, v_{2} e^{i \varphi_{2}}\right)}, \ldots, \mathcal{H}^{\left(\mu_{n} e^{i \theta_{n}}, v_{n} e^{i \varphi_{n}}\right)}\right\}$ is called the set of core hypergraphs or the core set of $\mathcal{H}$, denoted by $\operatorname{cor}(\mathcal{H})$.

Now we are ready to define:
Definition 29. Let $\mathcal{H}=(\mathcal{Q}, \eta)$ be a Cq-ROFHG. A complex q-rung orthopair fuzzy transversal (C $q$-ROFT) $\tau$ is a Cq-ROFs of $Y$ satisfying the condition $\rho^{h(\rho)} \cap \tau^{h(\rho)} \neq \varnothing$, for all $\rho \in \eta$, where $h(\rho)$ is the height of $\rho$.

A minimal complex $q$-rung orthopair fuzzy transversal tis the Cq-ROFT of $\mathcal{H}$ having the property that if $\tau \subset t$, then $\tau$ is not a Cq-ROFT of $\mathcal{H}$.

Let us denote the family of minimal C $q$-ROFTs of $\mathcal{H}$ by $t_{r}(\mathcal{H})$.
Example 12. Consider a C5-ROFHG $\mathcal{H}=(\mathcal{Q}, \eta)$ on $Y=\left\{a_{1}, a_{2}, a_{3}, a_{4}, a_{5}\right\}$. The C5-ROFR $\eta$ is given as, $\eta\left(\left\{a_{1} a_{3}, a_{4}\right\}\right)=\left(0.6 e^{i(0.6) \pi}, 0.9 e^{i(0.9) \pi}\right), \eta\left(\left\{a_{2}, a_{3}, a_{5}\right\}\right)=\left(0.7 e^{i(0.7) \pi}, 0.9 e^{i(0.9) \pi}\right)$, and $\eta\left(\left\{a_{1}, a_{2}, a_{4}\right\}\right)=$ $\left(0.6 e^{i(0.6) \pi}, 0.9 e^{i(0.9) \pi}\right)$. The incidence matrix of $\mathcal{H}$ is given in Table 2.

Table 2. Incidence matrix of C5-ROFHG $\mathcal{H}$.

| $a \in \boldsymbol{Y}$ | $\eta_{\mathbf{1}}$ | $\eta_{\mathbf{2}}$ | $\eta_{\mathbf{3}}$ |
| :---: | :---: | :---: | :---: |
| $a_{1}$ | $\left(0.8 e^{i(0.8) \pi}, 0.6 e^{i(0.6) \pi}\right)$ | $\left(0.8 e^{i(0.8) \pi}, 0.6 e^{i(0.6) \pi}\right)$ | $(0,0)$ |
| $a_{2}$ | $\left(0.7 e^{i(0.7) \pi}, 0.9 e^{i(0.9) \pi}\right)$ | $(0,0)$ | $\left(0.7 e^{i(0.7) \pi}, 0.9 e^{i(0.9) \pi}\right)$ |
| $a_{3}$ | $(0,0)$ | $\left(0.8 e^{i(0.8) \pi}, 0.5 e^{i(0.5) \pi}\right)$ | $\left(0.8 e^{i(0.8) \pi}, 0.5 e^{i(0.5) \pi}\right)$ |
| $a_{4}$ | $\left(0.6 e^{i(0.6) \pi}, 0.8 e^{i(0.8) \pi}\right)$ | $\left(0.6 e^{i(0.6) \pi}, 0.8 e^{i(0.8) \pi}\right)$ | $(0,0)$ |
| $a_{5}$ | $(0,0)$ | $(0,0)$ | $\left(0.7 e^{i(0.7) \pi}, 0.5 e^{i(0.5) \pi}\right)$ |

The corresponding C5-ROFHG is shown in Figure 12.


Figure 12. Complex five-rung orthopair fuzzy hypergraph.

By routine calculations, we have $h\left(\eta_{1}\right)=\left(0.8 e^{i(0.8) \pi}, 0.6 e^{i(0.6) \pi}\right), h\left(\eta_{2}\right)=\left(0.8 e^{i(0.8) \pi}, 0.5 e^{i(0.5) \pi}\right)$, and $h\left(\eta_{3}\right)=\left(0.8 e^{i(0.8) \pi}, 0.5 e^{i(0.5) \pi}\right)$. Consider a C5-ROFS $\tau_{1}$ of $Y$ such that $\tau_{1}=\left\{\left(a_{1}, 0.8 e^{i(0.8) \pi}, 0.6 e^{i(0.6) \pi}\right)\right.$, $\left.\left(a_{2}, 0.7 e^{i(0.7) \pi}, 0.9 e^{i(0.9) \pi}\right),\left(a_{3}, 0.8 e^{i(0.8) \pi}, 0.5 e^{i(0.5) \pi}\right)\right\}$. Note that,

$$
\begin{aligned}
& \eta_{1}^{\left(0.8 e^{i(0.8) \pi}, 0.6 e^{i(0.6) \pi}\right)}=\left\{a_{1}\right\}, \eta_{2}^{\left(0.8 e^{i(0.8) \pi}, 0.5 e^{i(0.5) \pi}\right)}=\left\{a_{3}\right\}, \eta_{3}^{\left(0.8 e^{i(0.8) \pi}, 0.5 e^{i(0.5) \pi}\right)}=\left\{a_{3}\right\} \\
& \tau_{1}^{\left(0.8 e^{i(0.8) \pi}, 0.6 e^{i(0.6) \pi}\right)}=\left\{a_{1}, a_{3}\right\}, \tau_{1}^{\left(0.8 e^{i(0.8) \pi}, 0.5 e^{i(0.5) \pi}\right)}=\left\{a_{3}\right\}, \tau_{1}^{\left(0.8 e^{i(0.8) \pi}, 0.5 e^{i(0.5) \pi}\right)}=\left\{a_{3}\right\}
\end{aligned}
$$

Thus, we have $\eta_{j}^{h\left(\eta_{j}\right)} \cap \tau_{1}^{h\left(\eta_{j}\right)} \neq \varnothing$, for all $\eta_{j} \in \eta$. Hence, $\tau_{1}$ is a C5-ROFT of $\mathcal{H}$. Similarly,

$$
\begin{aligned}
& \tau_{2}=\left\{\left(a_{1}, 0.8 e^{i(0.8) \pi}, 0.6 e^{i(0.6) \pi}\right),\left(a_{3}, 0.8 e^{i(0.8) \pi}, 0.5 e^{i(0.5) \pi}\right)\right\}, \\
& \tau_{3}=\left\{\left(a_{1}, 0.8 e^{i(0.8) \pi}, 0.6 e^{i(0.6) \pi}\right),\left(a_{3}, 0.8 e^{i(0.8) \pi}, 0.5 e^{i(0.5) \pi}\right),\left(a_{4}, 0.6 e^{i(0.6) \pi}, 0.8 e^{i(0.8) \pi}\right)\right\}, \\
& \tau_{4}=\left\{\left(a_{1}, 0.8 e^{i(0.8) \pi}, 0.6 e^{i(0.6) \pi}\right),\left(a_{3}, 0.8 e^{i(0.8) \pi}, 0.5 e^{i(0.5) \pi}\right),\left(a_{5}, 0.7 e^{i(0.7) \pi}, 0.5 e^{i(0.5) \pi}\right)\right\},
\end{aligned}
$$

are $\mathrm{C} 5-\mathrm{ROFTs}$ of $\mathcal{H}$.

Definition 30. A Cq-ROFHG $\mathcal{H}_{1}=\left(\mathcal{Q}_{1}, \eta_{1}\right)$ is a partial Cq-ROFHG of $\mathcal{H}_{2}=\left(\mathcal{Q}_{2}, \eta_{2}\right)$ if $\eta_{1} \subseteq \eta_{2}$, denoted by $\mathcal{H}_{1} \subseteq \mathcal{H}_{2}$. A Cq-ROFHG $\mathcal{H}_{1}=\left(\mathcal{Q}_{1}, \eta_{1}\right)$ is ordered if the core set $\operatorname{cor}(\mathcal{H})=\left\{\mathcal{H}^{\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right)}\right.$,



Definition 31. $A$ Cq-ROFS $S$ on $Y$ is elementary if $S$ is single-valued on $\operatorname{supp}(S)$. $A$ Cq-ROFHG $\mathcal{H}=(\mathcal{Q}, \eta)$ is elementary if every $Q_{j} \in \mathcal{Q}$ and $\eta$ are elementary.

Proposition 1. If $\tau$ is a Cq-ROFT of $\mathcal{H}=(\mathcal{Q}, \eta)$, then $h(\tau) \geq h(\rho)$, for all $\rho \in \eta$. Furthermore, if $\tau$ is minimal Cq-ROFT of $\mathcal{H}=(\mathcal{Q}, \eta)$, then $h(\tau)=\max \{h(\rho) \mid \rho \in \eta\}=h(\mathcal{H})$.

Lemma 1. Let $\mathcal{H}_{1}=\left(\mathcal{Q}_{1}, \eta_{1}\right)$ be a partial Cq-ROFHG of $\mathcal{H}_{2}=\left(\mathcal{Q}_{2}, \eta_{2}\right)$. If $\tau_{2}$ is minimal Cq-ROFT of $\mathcal{H}_{2}$, then there is a minimal Cq-ROFT of $\mathcal{H}_{1}$ such that $\tau_{1} \subseteq \tau_{2}$.

Proof. Let $S_{1}$ be a C $q$-ROFS on $Y$, which is defined as $S_{1}=\tau_{2} \cap\left(\cup_{Q_{1 j \in \mathcal{Q}}} Q_{1 j}\right)$. Then, $S_{1}$ is a C $q$-ROFT of $\mathcal{H}_{1}=\left(\mathcal{Q}_{1}, \eta_{1}\right)$. Thus, there exists a minimal C $q$-ROFT of $\mathcal{H}_{1}$ such that $\tau_{1} \subseteq S_{1} \subseteq \tau_{2}$.

Lemma 2. Let $\mathcal{H}=(\mathcal{Q}, \eta)$ be a $C q$-ROFHG then $f_{s}\left(t_{r}(\mathcal{H})\right) \subseteq f_{s}(\mathcal{H})$.
Proof. Let $f_{s}(\mathcal{H})=\left\{\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right),\left(\mu_{2} e^{i \theta_{2}}, v_{2} e^{i \varphi_{2}}\right), \cdots,\left(\mu_{n} e^{i \theta_{n}}, v_{n} e^{i \varphi_{n}}\right)\right\}$ and $\tau \in t_{r}(\mathcal{H})$. Suppose that for $u \in \operatorname{supp}(\tau),\left(T_{\tau}(u), F_{\tau}(u)\right) \in\left(\mu_{j+1}, \mu_{j}\right] \times\left(v_{j+1}, v_{j}\right], \phi_{\tau}(u) \in\left(\theta_{j+1}, \theta_{j}\right]$, and $\psi_{\tau}(u) \in\left(\varphi_{j+1}, \varphi_{j}\right]$. Define a function $\lambda$ by

$$
T_{\lambda}(v) e^{i \phi}=\left\{\begin{array}{ll}
\mu_{j} e^{i \theta_{j}}, & \text { if } u=v, \\
T_{\tau}(u) e^{i \phi_{\tau}(u)}, & \text { otherwise. }
\end{array}, \quad F_{\lambda}(v) e^{i \psi}= \begin{cases}\mu_{j} e^{i \varphi_{j}}, & \text { if } u=v, \\
F_{\tau}(u) e^{i \psi_{\tau}(u)}, & \text { otherwise } .\end{cases}\right.
$$

From definition of $\lambda$, we have $\lambda^{\left(\mu_{j} e^{i \theta_{j}}, v_{j} e^{i \varphi_{j}}\right)}=\tau^{\left(\mu_{j} e^{i \theta_{j}}, v_{j} e^{i \varphi_{j}}\right)}$. Definition 28 implies that for every $t \in\left(\mu_{j+1} e^{i \theta_{j+1}}, \mu_{j} e^{\theta_{j}}\right] \times\left(v_{j+1} e^{i \varphi_{j+1}}, v_{j} e^{i \varphi_{j}}\right], \mathcal{H}^{t}=\mathcal{H}{ }^{\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right)}$. Thus, $\lambda^{\left(\mu_{j} e^{i \theta_{j}}, v_{j} e^{i \varphi_{j}}\right)}$ is a C $q$-ROFT of $\mathcal{H}^{t}$. Since, $\tau$ is minimal C $q$-ROFT and $\lambda^{t}=\tau^{t}$, for all $t \notin\left(\mu_{j+1} e^{i \theta_{j+1}}, \mu_{j} e^{\theta_{j}}\right] \times\left(v_{j+1} e^{i \varphi_{j+1}}, v_{j} e^{i \varphi_{j}}\right]$. This implies that $\lambda$ is also a C $q$-ROFT and $\lambda \leq \tau$ but the minimality of $\tau$ implies that $\lambda=\tau$. Hence, $\tau(u)=\lambda(u)=$ $\left(\mu_{j} e^{i \theta_{j}}, v_{j} e^{i \varphi_{j}}\right)$, which implies that for every $\mathrm{C} q$-ROFT $\tau \in t_{r}(\mathcal{H})$ and for each $u \in Y, \tau(u) \in f_{s}(\mathcal{H})$ and so we have $f_{s}\left(t_{r}(\mathcal{H})\right) \subseteq f_{s}(\mathcal{H})$.

We now illustrate a recursive procedure to find $t_{r}(\mathcal{H})$ in Algorithm 1.

Algorithm 1: To find the family of minimal C $q$-ROFTs $t_{r}(\mathcal{H})$.
Let $\mathcal{H}=(\mathcal{Q}, \eta)$ be a C $q$-ROFHG having the fundamental sequence $f_{s}(\mathcal{H})=\left\{\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right)\right.$, $\left.\left(\mu_{2} e^{i \theta_{2}}, v_{2} e^{i \varphi_{2}}\right), \cdots,\left(\mu_{n} e^{i \theta_{n}}, v_{n} e^{i \varphi_{n}}\right)\right\}$ and core set $\operatorname{cor}(\mathcal{H})=\left\{\mathcal{H}^{\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right)}, \mathcal{H}^{\left(\mu_{2} e^{i \theta_{2}}, v_{2} e^{i \varphi_{2}}\right)}, \cdots\right.$, $\left.\mathcal{H}^{\left(\mu_{n} e^{i \theta_{n}}, v_{n} e^{i \varphi_{n}}\right)}\right\}$. The minimal transversal of $\mathcal{H}=(\mathcal{Q}, \eta)$ is determined as follows,

1. Determine a crisp minimal transversal $t_{1}$ of $\mathcal{H}^{\left(\mu_{1} e^{i \theta_{1}}, \nu_{1} e^{i \varphi_{1}}\right)}$.
2. Determine a crisp minimal transversal $t_{2}$ of $\mathcal{H}^{\left(\mu_{2} e^{i \theta_{2}, v_{2}} e^{i \varphi_{2}}\right)}$ satisfying the condition $t_{1} \subseteq t_{2}$, i.e., obtain an hypergraph $H_{2}$ having the hyperedges $\eta\left(\mu_{2} e^{\left.i \theta_{2}, v_{2} e^{i \varphi_{2}}\right)}\right.$ and a loop at every vertex $u \in t_{1}$. Thus, we have $\eta\left(H_{2}\right)=\eta\left(\mu_{2} e^{i \theta_{2}}, v_{2} e^{i \varphi_{2}}\right) \cup\left\{\left\{u \in t_{1}\right\}\right\}$.
3. Let $t_{2}$ be the minimal transversal of $H_{2}$.
4. Obtain a sequence of minimal transversals $t_{1} \subseteq t_{2} \subseteq \cdots \subseteq t_{j}$ such that $t_{j}$ is the minimal transversal of $\mathcal{H}^{\left(\mu_{j} e^{i \theta_{j}}, v_{j} e^{i \varphi_{j}}\right)}$ satisfying the condition $t_{j-1} \subseteq t_{j}$.
5. Define an elementary C $q$-ROFS $S_{j}$ having the support $t_{j}$ and $h\left(S_{j}\right)=\left(\mu_{j} e^{i \theta_{j}}\right.$, $\left.v_{j} e^{i \varphi_{j}}\right), 1 \leq j \leq n$.
6. Determine a minimal C $q$-ROFT of $\mathcal{H}$ as $\tau=\bigcup_{j=1}^{n}\left\{S_{j} \mid 1 \leq j \leq n\right\}$.

Example 13. Consider a C5-ROFHG $\mathcal{H}=(\mathcal{Q}, \eta)$ on $Y=\left\{v_{1}, v_{2}, v_{3}, v_{4}, v_{5}, v_{6}\right\}$ as shown in Figure 13. Let $\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right)=\left(0.9 e^{i(0.9) \pi}, 0.7 e^{i(0.7) \pi}\right),\left(\mu_{2} e^{i \theta_{2}}, v_{2} e^{i \varphi_{2}}\right)=\left(0.8 e^{i(0.8) \pi}, 0.5 e^{i(0.5) \pi}\right)$, $\left(\mu_{3} e^{i \theta_{3}}, v_{3} e^{i \varphi_{3}}\right)=\left(0.6 e^{i(0.6) \pi}, 0.4 e^{i(0.4) \pi}\right)$, and $\left(\mu_{4} e^{i \theta_{4}}, v_{4} e^{i \varphi_{4}}\right)=\left(0.3 e^{i(0.3) \pi}, 0.2 e^{i(0.2) \pi}\right)$. Clearly, the sequence $\left\{\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right),\left(\mu_{2} e^{i \theta_{2}}, v_{2} e^{i \varphi_{2}}\right),\left(\mu_{3} e^{i \theta_{3}}, v_{3} e^{i \varphi_{3}}\right),\left(\mu_{4} e^{i \theta_{4}}, v_{4} e^{i \varphi_{4}}\right)\right\}$ satisfies all the conditions of Definition 28. Hence, it is the fundamental sequence of $\mathcal{H}$.



$$
\begin{aligned}
& S_{1}=\left\{\left(v_{4}, 0.9 e^{i(0.9) \pi}, 0.7 e^{i(0.7) \pi}\right)\right\}=S_{2} \\
& S_{3}=\left\{\left(v_{1}, 0.8 e^{i(0.8) \pi}, 0.5 e^{i(0.5) \pi}\right)\right\} \\
& S_{4}=\left\{\left(v_{1}, 0.8 e^{i(0.8) \pi}, 0.5 e^{i(0.5) \pi}\right),\left(v_{4}, 0.9 e^{i(0.9) \pi}, 0.7 e^{i(0.7) \pi}\right)\right\} .
\end{aligned}
$$

Hence, $\bigcup_{j=1}^{4}=\left\{\left(v_{1}, 0.8 e^{i(0.8) \pi}, 0.5 e^{i(0.5) \pi}\right),\left(v_{4}, 0.9 e^{i(0.9) \pi}, 0.7 e^{i(0.7) \pi}\right)\right\}$ is a C5-ROFT of $\mathcal{H}$.


Figure 13. Complex five-rung orthopair fuzzy hypergraph.

Lemma 3. Let $\mathcal{H}=(\mathcal{Q}, \eta)$ be a C $q$-ROFHG with $f_{s}(\mathcal{H})=\left\{\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right),\left(\mu_{2} e^{i \theta_{2}}, v_{2} e^{i \varphi_{2}}\right), \cdots\right.$, $\left.\left(\mu_{n} e^{i \theta_{n}}, v_{n} e^{i \varphi_{n}}\right)\right\}$. If $\tau$ is a Cq-ROFT of $\mathcal{H}$, then $h(\tau) \geq h\left(Q_{j}\right)$, for every $Q_{j} \in \mathcal{Q}$. If $\tau \in t_{r}(\mathcal{H})$ then $h(\tau)=\max \left\{h\left(Q_{j}\right) \mid Q_{j} \in \mathcal{Q}\right\}=\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right)$.

Proof. Since $\tau$ is a C $q$-ROFT of $\mathcal{H}$, implies that $\tau^{h\left(Q_{j}\right)} \cap Q_{j}^{h\left(Q_{j}\right)} \neq \varnothing$. Let $a \in \operatorname{supp}(\tau)$, then $T_{\tau}(a) \geq$ $T\left(h\left(Q_{j}\right)\right), F_{\tau}(a) \leq F\left(h\left(Q_{j}\right)\right), \phi_{\tau}(a) \geq \phi\left(h\left(Q_{j}\right)\right)$, and $\psi_{\tau}(a) \leq \psi\left(h\left(Q_{j}\right)\right)$. This shows that $h(\tau) \geq h\left(Q_{j}\right)$. If $\tau \in t_{r}(\mathcal{H})$, i.e., $\tau$ is minimal C $q$-ROFT then $h\left(Q_{j}\right)=\left(\max T_{Q_{j}}(a) e^{i \max \phi_{Q_{j}}(a)}, \min F_{Q_{j}}(a) e^{i \min \psi_{Q_{j}}(a)}\right)=$ $\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right)$. Thus, we have $h(\tau)=\max \left\{h\left(Q_{j}\right) \mid Q_{j} \in \mathcal{Q}\right\}=\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right)$.

Lemma 4. Let $\beta$ be a Cq-ROFT of a Cq-ROFHG $\mathcal{H}$. Then, there exists $\gamma \in t_{r}(\mathcal{H})$ such that $\gamma \leq \beta$.
Proof. Let $f_{s}(\mathcal{H})=\left\{\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right),\left(\mu_{2} e^{i \theta_{2}}, v_{2} e^{i \varphi_{2}}\right), \cdots,\left(\mu_{n} e^{i \theta_{n}}, v_{n} e^{i \varphi_{n}}\right)\right\}$. Suppose that $\lambda^{\left(\mu_{k} e^{i \theta_{k}}, v_{k} e^{i \varphi_{k}}\right)}$ is a transversal of $\mathcal{H}^{\left(\mu_{k} e^{i \theta_{k}}, v_{k} e^{i \varphi_{k}}\right)}$ and $\tau^{\left(\mu_{k} e^{i \theta_{k}}, v_{k} e^{i \varphi_{k}}\right)} \in t_{r}\left(\mathcal{H}^{\left(\mu_{k} e^{i \theta_{k}}, v_{k} e^{i \varphi_{k}}\right)}\right)$, for $1 \leq k \leq n$ such that $\tau^{\left(\mu_{k} e^{i \theta_{k}}, v_{k} e^{i \varphi_{k}}\right)} \subseteq \lambda^{\left(\mu_{k} e^{i \theta_{k}}, v_{k} e^{i \varphi_{k}}\right)}$. Let $\beta_{k}$ be an elementary C $q$-ROFS having support $\lambda_{k}$ and $\gamma_{k}$ be an elementary C $q$-ROFS having support $\tau_{k}$, for $1 \leq k \leq n$. Then, Algorithm 1 implies that $\beta=\bigcup_{k=1}^{n} \beta_{k}$ is a C $q$-ROFT of $\mathcal{H}$ and $\gamma=\bigcup_{k=1}^{n} \gamma_{k}$ is minimal C $q$-ROFT of $\mathcal{H}$ such that $\gamma \leq \beta$.

Theorem 3. Let $\mathcal{H}_{1}=\left(\mathcal{Q}_{1}, \eta_{1}\right)$ and $\mathcal{H}_{2}=\left(\mathcal{Q}_{2}, \eta_{2}\right)$ be Cq-ROFHGs. Then, $\mathcal{Q}_{2}=t_{r}\left(\mathcal{H}_{1}\right) \Leftrightarrow \mathcal{H}_{2}$ is simple, $\mathcal{Q}_{2} \subseteq \mathcal{Q}_{1}, h\left(\eta_{k}\right)=h\left(\mathcal{H}_{1}\right)$, for every $\rho_{k} \in \eta_{2}$, and for every Cq-ROFS $\xi \in \mathcal{P}(Y)$, exactly one of the conditions must satisfy,
(i) $\rho \leq \xi$, for some $\rho \in \mathcal{Q}_{2}$ or
(ii) there is $Q_{j} \in \mathcal{Q}_{1}$ and $\left(\mu e^{i \theta}, v e^{i \varphi}\right)$, where $(\mu, v) \in\left[0, T_{h\left(Q_{j}\right)}\right] \times\left[0, F_{h\left(Q_{j}\right)}\right], \theta \in\left[0, \phi_{h\left(Q_{j}\right)}\right], \varphi \in\left[0, \psi_{h\left(Q_{j}\right)}\right]$ such that $Q_{j}^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)} \cap \xi^{\left(\mu e^{i \theta}, \nu e^{i \varphi}\right)}=\varnothing$, i.e., $\xi$ is not a $C q-R O F T$ of $\mathcal{H}_{1}$.

Proof. Let $\mathcal{Q}_{2}=t_{r}\left(\mathcal{H}_{1}\right)$. Since, the family of all minimal C $q$-ROFTs form a simple C $q$-ROFHG on $Y_{1} \subseteq Y_{2}$. Lemma 3 implies that every edge of $t_{r}\left(\mathcal{H}_{1}\right)$ has height $\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right)=h\left(\mathcal{H}_{1}\right)$. Let $\xi$ be an arbitrary Cq-ROFS.

Case(i) If $\xi$ is a C $q$-ROFT of $\mathcal{H}_{1}$ ), then Lemma 4 implies the existence of a minimal $\subset q$-ROFT $\rho$ such that $\rho \leq \xi$. Thus, the condition (i) holds and (ii) violates.
Case(ii) If $\xi$ is nota $C q$-ROFT of $\left.\mathcal{H}_{1}\right)$, then there is an edge $Q_{j} \in \mathcal{Q}_{1}$ such that $Q_{j}^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)} \cap \xi^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)}=$ $\varnothing$. If condition (i) holds, $\rho \leq \xi$ implies that $Q_{j}^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)} \cap \rho^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)}=\varnothing$, which is the contradiction against the fact that $\rho$ is $\mathrm{C} q$-ROFT. Hence, condition (i) does not hold and (ii) is satisfied.

Conversely, suppose that $\mathcal{Q}_{2}$ satisfies all properties as mentioned above and $\rho \in \mathcal{Q}_{2}$. Let $\rho=\xi$, then we obtain $\rho \leq \rho$ and conditions (ii) is not satisfied, so $\rho$ is $\mathrm{C} q$-ROFT of $\mathcal{H}_{1}$. If $t$ is minimal $\mathrm{C} q$-ROFT of $\mathcal{H}_{1}$ and $t \leq \rho, t$ does not satisfy (ii), this implies the existence of $\rho_{2} \in \mathcal{Q}_{2}$ such that $\rho_{2} \leq t$, hence $\mathcal{Q}_{2} \subseteq t_{r}\left(\mathcal{H}_{1}\right)$. Since, $t$ is minimal C $q$-ROF which implies that $\rho=t, \rho$ and $t$ were chosen arbitrarily therefore, we have $\mathcal{Q}_{2}=t_{r}\left(\mathcal{H}_{1}\right)$.

The construction of fundamental subsequence and subcore of $\operatorname{Cq}$-ROFHG $\mathcal{H}=(\mathcal{Q}, \eta)$ is discussed in Algorithm 2.

```
Algorithm 2: Construction of fundamental subsequence and subcore.
    Let \(\mathcal{H}=(\mathcal{Q}, \eta)\) be a \(\mathfrak{C}\)-ROFHG and \(\mathcal{H}_{1}=\left(\mathcal{Q}_{1}, \eta_{1}\right)\) be a partial \(\mathbf{C} q\)-ROFHG of \(\mathcal{H}\). The
    fundamental subsequence \(f_{s s}(\mathcal{H})\) is constructed as follows:
```

    Let \(f_{s}(\mathcal{H})=\left\{\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right),\left(\mu_{2} e^{i \theta_{2}}, v_{2} e^{i \varphi_{2}}\right), \cdots,\left(\mu_{n} e^{i \theta_{n}}, v_{n} e^{i \varphi_{n}}\right)\right\}\) and
        \(\operatorname{cor}(\mathcal{H})=\left\{\mathcal{H}^{\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right.}, \mathcal{H}^{\left(\mu_{2} e^{i \theta^{i \theta}}, v_{2} e^{i \varphi_{2}}\right)}, \cdots, \mathcal{H}^{\left(\mu_{n} e^{i \theta_{n}}, v_{n} e^{i \varphi_{n}}\right)}\right\}\).
    1. Construct \(\tilde{\mathcal{H}}^{\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right)}\), a partial hypergraph of \(\mathcal{H}^{\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right)}\), by removing all hyperedges
        of \(\mathcal{H}\left(\mu_{1} e^{i \theta_{1}, \nu_{1}} e^{i \varphi_{1}}\right)\), which contain properly any other hyperedge of \(\mathcal{H}\left(\mu_{1} e^{i \theta_{1}}, v_{1} v^{i \varphi_{1}}\right)\).
    2. In the same way, a partial hypergraph \(\widetilde{\mathcal{H}}\left(\mu_{\left.2^{i \theta_{2}}, v_{2} e^{i \varphi_{2}}\right)}\right.\) of \(\mathcal{H}^{\left(\mu_{2} e^{i \theta_{2}}, v_{2} e^{i \varphi_{2}}\right)}\) is constructed by
        removing all hyperedges of \(\mathcal{H}^{\left(\mu_{2} e^{i \theta}, v_{2} e^{i q_{2}}\right)}\), which contain properly any other hyperedge of
        \(\mathcal{H}^{\left(\mu_{2} e^{i \theta_{2}}, v_{2} e^{i \varphi_{2}}\right)}\) or any other hyperedge of \(\mathcal{H}^{\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right)} . \widetilde{\mathcal{H}}^{\left(\mu_{2} e^{i \theta_{2}}, v_{2} e^{i \varphi_{2}}\right)}\) is non-trivial iff there
    
$\left(T_{\tau}(u) e^{i \phi_{\tau}(u)}, F_{\tau}(u) e^{i \psi_{\tau}(u)}\right)=\left(\mu_{2} e^{i \theta_{2}}, \nu_{2} e^{i \varphi_{2}}\right)$.
3. Continuing the same procedure, construct $\widetilde{\mathcal{H}}\left(\mu_{k} e^{\left.i \theta_{k}, v_{k} e^{i \varphi_{k}}\right)}\right.$, a partial hypergraph of
$\mathcal{H}^{\left(\mu_{k} e^{i \theta_{k}}, v_{k} e^{i \varphi_{k}}\right)}$, by removing all hyperedges of $\mathcal{H}^{\left(\mu_{k} e^{i \theta_{k}}, v_{k} e^{i \varphi_{k}}\right)}$, which contain properly any
other hyperedge of $\mathcal{H}\left(\mu_{k} i^{i \theta_{k}}, v_{k}{ }^{i{ }^{i}{ }_{k}}\right)$ or contain any other hyperedge of
$\mathcal{H}^{\left(\mu_{1} e^{i \theta_{1}}, v_{1} 1^{i \varphi_{1}}\right)}, \mathcal{H}^{\left(\mu_{2} e^{i \theta_{2}}, v_{2} e^{i \varphi_{2}}\right)}, \cdots, \mathcal{H}^{\left(\mu_{k-1} e^{i \theta_{k-1}}, v_{k-1} e^{i \varphi_{k-1}}\right)}$. $\widetilde{\mathcal{H}}^{\left(\mu_{k} e^{i \theta_{k}}, v_{k} e^{i \varphi_{k}}\right)}$ is non-trivial iff
there exists a C $q$-ROFT $\tau \in t_{r}(\mathcal{H})$ and an element $u \in \mathcal{Q}^{\left(\mu_{k} e^{i \theta_{k}}, v_{k} e^{i q_{k}}\right)}$ such that
$\left(T_{\tau}(u) e^{i \phi_{\tau}(u)}, F_{\tau}(u) e^{i \psi_{\tau}(u)}\right)=\left(\mu_{k} e^{i \theta_{k}}, v_{k} e^{i \varphi_{k}}\right)$.
4. Let $\left\{\left(\tilde{\mathcal{H}}_{1} e^{i \tilde{\theta}_{1}}, \tilde{\nu}_{1} e^{i \bar{\varphi}_{1}}\right),\left(\tilde{\mathcal{H}}_{2} e^{i \tilde{\theta}_{2}}, \tilde{\nu}_{2} e^{i \bar{\varphi}_{2}}\right), \cdots,\left(\tilde{\mathcal{H}}_{l} e^{i \hat{\theta}_{1}}, \tilde{\nu}_{l} e^{i \tilde{\varphi}_{l}}\right)\right\}$ be the set of complex numbers such

non-empty.
5. Then, $f_{s s}(\mathcal{H})=\left\{\left(\tilde{\mu}_{1} e^{i \tilde{\theta}_{1}}, \tilde{v}_{1} e^{i \tilde{\varphi}_{1}}\right),\left(\tilde{\mu}_{2} e^{i \tilde{\theta}_{2}}, \tilde{v}_{2} e^{i \tilde{\boldsymbol{q}}_{2}}\right), \cdots,\left(\tilde{\mu}_{l} e^{i \tilde{\theta}_{l}}, \tilde{v}_{l} e^{i \tilde{\varphi}_{l}}\right)\right\}$ and

set of $\mathcal{H}$, respectively.

Definition 32. Let $\mathcal{H}=(\mathcal{Q}, \eta)$ be a $\mathbb{C}$-ROFHG having fundamental subsequence $f_{s s}(\mathcal{H})$ and subcore $\widetilde{\operatorname{cor}}(\mathcal{H})$ of $\mathcal{H}$. The Cq-ROFT core of $\mathcal{H}$ is defined as an elementary Cq-ROFHG $\widehat{\mathcal{H}}=(\widehat{\mathcal{Q}}, \widehat{\eta})$ such that,
(i) $f_{s s}(\mathcal{H})=f_{s s}(\widehat{\mathcal{H}})$, i.e., $f_{s s}(\mathcal{H})$ is also a fundamental subsequence of $\widehat{\mathcal{H}}$,

Theorem 4. For every Cq-ROFHG, we have $t_{r}(\mathcal{H})=t_{r}(\widehat{\mathcal{H}})$.
Proof. Let $t \in t_{r}(\mathcal{H})$ and $\widehat{Q}_{j} \in \widehat{\mathcal{Q}}$. Definition 32 implies that $h\left(\widehat{Q}_{j}\right)=\left(\tilde{\mu}_{j} e^{i \tilde{\theta}_{j}}, \tilde{v}_{j} e^{i \tilde{\varphi}_{j}}\right)$ and $\widehat{Q}_{j}^{\left(\tilde{\mu}_{j} e^{i \tilde{\theta}_{j}}, \tilde{v}_{j} e^{i \tilde{\varphi}_{j}}\right)}$ is an hyperedge of $\widetilde{\mathcal{H}}^{\left(\tilde{\mu}_{j} e^{i \tilde{\theta}_{j}}, \tilde{v}_{j} e^{i \tilde{\varphi}_{j}}\right)}$. Since $\widetilde{\mathcal{H}}^{\left(\tilde{\mu}_{j} e^{i \tilde{\theta}_{j}}, \tilde{v}_{j} e^{i \tilde{\varphi}_{j}}\right)} \subseteq \mathcal{H}^{\left(\tilde{\mu}_{j} e^{i \tilde{\theta}_{j}}, \tilde{v}_{j} e^{i \tilde{\mu}_{j}}\right)}$ and $\tau^{\left(\mu_{j} e^{i \theta_{j}}, v_{j} e^{i \varphi_{j}}\right)}$ is a transversal of $\mathcal{H}^{\left(\tilde{\mu}_{j} e^{i \tilde{\theta}_{j}}, \tilde{v}_{j} e^{i \tilde{\varphi}_{j}}\right)}$ therefore $\widehat{Q}_{j}^{\left(\tilde{\mu}_{j} e^{i \tilde{\theta}_{j}}, \tilde{v}_{j} e^{i \tilde{\Phi}_{j}}\right)} \cap \tau^{\left(\mu_{j} e^{i \theta}, v_{j} e^{i \varphi_{j}}\right)} \neq \varnothing$. Thus, $\tau$ is a C $q$-ROFT of $\widehat{\mathcal{H}}$.

Let $\widehat{\tau} \in t_{r}(\widehat{\mathcal{H}})$ and $Q_{j} \in \mathcal{Q}$. Definition 28 implies that $Q_{j}^{h\left(Q_{j}\right)} \in \mathcal{H}^{\left(\mu_{j} e^{i \theta_{j}}, v_{j} e^{i \varphi_{j}}\right)}$, for $h\left(Q_{j}\right) \leq$ $\left(\mu_{j} e^{i \theta_{j}}, v_{j} e^{i \varphi_{j}}\right) \in f_{s}(\mathcal{H})$. Definition of subcore $\widetilde{\operatorname{cor}}(\mathcal{H})$ implies the existence of an hyperedge $\widehat{Q}_{j}^{\left(\mu_{j} e^{i \theta_{j}}, v_{j} e^{i \varphi_{j}}\right)}$ of $\widetilde{\mathcal{H}} \widetilde{\mu}^{\left(\mu_{j} e^{i \theta_{j}}, v_{j} e^{i \varphi_{j}}\right)}$ such that $\widehat{Q}_{j}^{\left(\mu_{j} e^{i \theta_{j}}, v_{j} e^{i \varphi_{j}}\right)} \subseteq Q_{j}^{h\left(Q_{j}\right)}$ and $\left(\mu_{k} e^{i \theta_{k}}, v_{k} e^{i \varphi_{k}}\right) \geq\left(\mu_{j} e^{i \theta_{j}}, v_{j} e^{i \varphi_{j}}\right)$
 Cq-ROFT of $\mathcal{H}$.

Let $\tau \in t_{r}(\mathcal{H}) \Rightarrow \tau$ is a C $q$-ROFT of $\widehat{\mathcal{H}}$. This implies that there is $\widehat{\tau}$ such that $\widehat{\tau} \subseteq \tau$. But $\widehat{\tau}$ is a C $q$-ROFT of $\mathcal{H}$ and $\tau \in t_{r}(\mathcal{H})$ implies that $\widehat{\tau}=\tau$. Thus, $t_{r}(\mathcal{H}) \subseteq t_{r}(\widehat{\mathcal{H}})$. Also $t_{r}(\widehat{\mathcal{H}}) \subseteq t_{r}(\mathcal{H})$ implies that $t_{r}(\mathcal{H})=t_{r}(\widehat{\mathcal{H}})$.

Although $\tau$ can be taken as minimal transversal of $\mathcal{H}$, it is not necessary for $\tau^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)}$ to be the minimal transversal of $\mathcal{H}^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)}$, for all $\mu, v \in[0,1]$, and $\theta, \varphi \in[0,2 \pi]$. Furthermore, it is not necessary for the family of minimal $C q$-ROFTs to form a hypergraph on $Y$. For those $C q$-ROFTs that satisfy the above property, we have:

Definition 33. A Cq-ROFT $\tau$ having the property that $\tau^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)} \in t_{r}\left(\mathcal{H}^{\left(\mu e^{i \theta}, v e^{i \varphi}\right)}\right)$, for all $\mu, v \in[0,1]$, and $\theta, \varphi \in[0,2 \pi]$ is called the locally minimal $C q-R O F T$ of $\mathcal{H}$. The collection of all locally minimal $C q-R O F T s$ of $\mathcal{H}$ is represented by $t_{r}^{*}(\mathcal{H})$.

Note that, $t_{r}^{*}(\mathcal{H}) \subseteq t_{r}(\mathcal{H})$, but the converse is not generally true.
Example 14. Consider a C6-ROFHG $\mathcal{H}=(\mathcal{Q}, \eta)$ as shown in Figure 14. The C6-ROFS

$$
\left\{\left(x_{1}, 0.6 e^{i(0.6) \pi}, 0.4 e^{i(0.4) \pi}\right),\left(x_{5}, 0.4 e^{i(0.4) \pi}, 0.7 e^{i(0.7) \pi}\right),\left(x_{6}, 0.4 e^{i(0.4) \pi}, 0.7 e^{i(0.7) \pi}\right)\right\}
$$

is a locally minimal C6-ROFT of $\mathcal{H}$.
Theorem 5. Let $\mathcal{H}=(\mathcal{Q}, \eta)$ be an ordered C $q$-ROFHG with $f_{s}(\mathcal{H})=\left\{\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right),\left(\mu_{2} e^{i \theta_{2}}\right.\right.$, $\left.\left.v_{2} e^{i \varphi_{2}}\right), \cdots,\left(\mu_{n} e^{i \theta_{n}}, v_{n} e^{i \varphi_{n}}\right)\right\}$. If $\lambda_{k}$ is a minimal transversal of $\mathcal{H}\left(\mu_{k} e^{i \theta_{k}}, v_{k} e^{i \varphi_{k}}\right)$, then there exists $\alpha \in t_{r}(\mathcal{H})$ such that $\alpha^{\left(\mu_{k} e^{i \theta_{k}}, v_{k} e^{i \varphi_{k}}\right)}=\lambda_{k}$ and $\alpha^{\left(\mu_{l} e^{i \theta_{l}}, v_{l} e^{i \varphi_{l}}\right)}$ is a minimal transversal of $\mathcal{H}^{\left(\mu_{l} e^{i \theta_{l}}, v_{l} e^{i \varphi_{l}}\right)}$, for all $l<k$. In particular, if $\lambda_{j} \in t_{r}\left(\mathcal{H}^{\left(\mu_{j} e^{i \theta_{j}}, v_{j} e^{i \varphi_{j}}\right)}\right)$, then there exists a locally minimal Cq-ROFT $\alpha^{\left(\mu_{j} e^{i \theta_{j}}, v_{j} e^{i \varphi_{j}}\right)}=\lambda_{j}$ and $t_{r}^{*}(\mathcal{H}) \neq \varnothing$.

Proof. Let $\lambda_{k} \in t_{r}\left(\mathcal{H}^{\left(\mu_{k} e^{i \theta_{k}, v_{k}} e^{i \varphi_{k}}\right)}\right.$ ). Since, $\mathcal{H}=(\mathcal{Q}, \eta)$ is an ordered $\mathbb{C} q$-ROFHG, therefore
 that $\lambda_{k-1} \subseteq \lambda_{k}$. Following this iterative procedure, we have a nested sequence $\lambda_{1} \subseteq \lambda_{2} \subseteq$ $\ldots \subseteq \lambda_{k-1} \subseteq \lambda_{k}$ of minimal transversals, where every $\lambda_{l} \in t_{r}\left(\mathcal{H}^{\left(\mu_{l} e^{i \theta_{l}, v_{l} e^{i \varphi_{l}}}\right)}\right)$. Let $\alpha_{l}$ be an elementary C $q$-ROFS having height $\left(\mu_{l} e^{i \theta_{l}}, v_{l} e^{i \varphi_{l}}\right)$ and support $\alpha_{l}$. Let us define $\alpha(x)$ such that $\alpha(x)=\left\{\left(\max T_{\alpha_{l}}(x) e^{i \max \phi_{\alpha_{l}}(x)}, \min F_{\alpha_{l}}(x) e^{i \min \psi_{\alpha_{l}}(x)}\right) \mid 1 \leq l \leq n\right\}$, that generates the required minimal C $q$-ROFT of $\mathcal{H}$. If $k=n, \alpha$ is locally minimal $\mathrm{C} q$-ROFT of $\mathcal{H}$. Hence, $t_{r}^{*}(\mathcal{H}) \neq \varnothing$.


Figure 14. Complex six-rung orthopair fuzzy hypergraph.

Theorem 6. Let $\mathcal{H}=(\mathcal{Q}, \eta)$ be a simply ordered Cq-ROFHG with $f_{s}(\mathcal{H})=\left\{\left(\mu_{1} e^{i \theta_{1}}, v_{1} e^{i \varphi_{1}}\right),\left(\mu_{2} e^{i \theta_{2}}\right.\right.$, $\left.\left.v_{2} e^{i \varphi_{2}}\right), \cdots,\left(\mu_{n} e^{i \theta_{n}}, v_{n} e^{i \varphi_{n}}\right)\right\}$. If $\lambda_{k} \in t_{r}\left(\mathcal{H}^{\left(\mu_{k} e^{i \theta_{k}}, v_{k} e^{i \varphi_{k}}\right)}\right)$, then there exists $\alpha \in t_{r}^{*}(\mathcal{H})$ such that $\alpha^{\left(\mu_{k} e^{i \theta_{k}, v_{k}} e^{i \varphi_{k}}\right)}=\lambda_{k}$.
 that a nested sequence $\lambda_{1} \subseteq \lambda_{2} \subseteq \cdots \subseteq \lambda_{k-1} \subseteq \lambda_{k}$ of minimal transversals can be constructed. Let Let $\alpha_{l}$ be an elementary C $q$-ROFS having height $\left(\mu_{l} e^{i \theta_{l}}, v_{l} e^{i \varphi_{l}}\right)$ and support $\alpha_{l}$ such that $\alpha(x)=$ $\left\{\left(\max T_{\alpha_{l}}(x) e^{i \max \phi_{\alpha_{l}}(x)}, \min F_{\alpha_{l}}(x) e^{i \min \psi_{\alpha_{l}}(x)}\right) \mid 1 \leq l \leq n\right\}$ generates the locally minimal C $q$-ROFT of $\mathcal{H}$ with $\alpha^{\left(\mu_{k} e^{i \theta_{k}, v_{k}} e^{i \varphi_{k}}\right)}=\lambda_{k}$.

## 6. Application

Most of the previous studies use crisp hypergraphs to analyze the co-authorship relation between two or more authors as a collaboration. In this section, we consider a Cq-ROFHG model of co-authorship network to represent the collaboration relations between authors having uncertainty and vagueness of periodic nature simultaneously. The next comparison law between $\mathrm{C} q$-ROFNs will be helpful in our application:

Definition 34. Let $\mathcal{Q}=\left(T e^{i \phi}, F e^{i \psi}\right)$ be a $C q-R O F N$. Then, the score function of $\mathcal{Q}$ is defined as,

$$
s(\mathcal{Q})=\left(T^{q}-F^{q}\right)+\frac{1}{2^{q} \pi^{q}}\left(\phi^{q}-\psi^{q}\right) .
$$

The accuracy of $\mathcal{Q}$ is defined as,

$$
a(\mathcal{Q})=\left(T^{q}+F^{q}\right)+\frac{1}{2^{q} \pi^{q}}\left(\phi^{q}+\psi^{q}\right)
$$

For two Cq-ROFNs $\mathcal{Q}_{1}$ and $\mathcal{Q}_{2}$,

1. if $s\left(\mathcal{Q}_{1}\right)>s\left(\mathcal{Q}_{2}\right)$, then $\mathcal{Q}_{1} \succ \mathcal{Q}_{2}$,
2. if $s\left(\mathcal{Q}_{1}\right)=s\left(\mathcal{Q}_{2}\right)$, then

- if $a\left(\mathcal{Q}_{1}\right)>a\left(\mathcal{Q}_{2}\right)$, then $\mathcal{Q}_{1} \succ \mathcal{Q}_{2}$,
- if $a\left(\mathcal{Q}_{1}\right)=a\left(\mathcal{Q}_{2}\right)$, then $\mathcal{Q}_{1} \sim \mathcal{Q}_{2}$.


### 6.1. A C6-ROFHG Model of Research Collaboration Network

A collaboration network is a group of independent organizations or people that interact to complete a particular goal for achieving better collective results by means of the joint execution of a task. The entities of a collaborative network may be geographically distributed and heterogeneous in terms of their culture, goals, and operating environment but they collaborate to achieve compatible or common goals. For decades, science academies have been interested in research collaboration. The most common reasons for research collaboration are funding, more experts working on the same project imply the more chances for effectiveness, productivity, and innovativeness. Nowadays, most of the public research is based on the collaboration of different types of expertise from different disciples and different economic sectors. In this section, we study a research collaboration network model through C6-ROFHG. Consider a science academy that wants to select an author among a group of researchers that has the best collaborative skills. For this purpose, the following characteristics can be considered:

- Cooperative spirit
- Mutual respect
- Critical thinking
- Innovations
- Creativity
- Embrace diversity

We construct a C6-ROFHG $\mathcal{H}=(\mathcal{Q}, \eta)$ on $Y=\left\{A_{1}, A_{2}, A_{3}, A_{4}, A_{5}, A_{6}, A_{7}, A_{8}, A_{9}, A_{10}\right\}$. The universe $Y$ represents the group of authors as the vertices of $\mathcal{H}$ and these authors are grouped through hyperedges if they have worked together on some projects. The truth-membership of each author represents the collaboration strength and falsity-membership describes the opposite behavior of the corresponding author. Suppose that a team of experts assigns that the collaboration power of $A_{1}$ is $60 \%$ and non-collaborative behavior is $50 \%$ after carefully observing the different attributes. The corresponding phase terms illustrate the specific period of time in which the collaborative behavior of an author varies. We model this data as $\left(A_{1}, 0.6 e^{i(0.5) \pi}, 0.5 e^{i(0.5) \pi}\right)$. The C6-ROFHG $\mathcal{H}=(\mathcal{Q}, \eta)$ model of collaboration network is shown in Figure 15.

The membership degrees of hyperedges represent the collective degrees of collaboration and non-collaboration of the corresponding authors combined through an hyperedge. The adjacency matrix of this network is given in Tables 3-5.

Table 3. Adjacency matrix of collaboration network.

| $\eta$ | $A_{1}$ | $A_{2}$ | $A_{3}$ | $A_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $A_{1}$ | $(0,0)$ | $\left(0.6 e^{i(0.5) \pi}, 0.6 e^{i(0.5) \pi}\right)$ | $\left(0.6 e^{i(0.5) \pi}, 0.6 e^{i(0.5) \pi}\right)$ | $\left(0.6 e^{i(0.5) \pi}, 0.6 e^{i(0.5) \pi}\right)$ |
| $A_{2}$ | $\left(0.6 e^{i(0.5) \pi}, 0.6 e^{i(0.5) \pi}\right)$ | $(0,0)$ | $\left(0.6 e^{i(0.5) \pi}, 0.6 e^{i(0.5) \pi}\right)$ | $(0,0)$ |
| $A_{3}$ | $\left(0.6 e^{i(0.5) \pi}, 0.6 e^{i(0.5) \pi}\right)$ | $\left(0.6 e^{i(0.5) \pi}, 0.6 e^{i(0.5) \pi}\right)$ | $(0,0)$ | $(0,0)$ |
| $A_{4}$ | $\left(0.6 e^{i(0.5) \pi}, 0.7 e^{i(0.5) \pi}\right)$ | $(0,0)$ | $(0,0)$ | $(0,0)$ |
| $A_{5}$ | $(0,0)$ | $(0,0)$ | $(0,0)$ | $(0,0)$ |
| $A_{6}$ | $(0,0)$ | $(0,0)$ | $(0,0)$ | $(0,0)$ |
| $A_{7}$ | $(0,0)$ | $(0,0)$ | $(0,0)$ | $(0,0)$ |
| $A_{8}$ | $(0,0)$ | $(0,0)$ | $\left(0.4 e^{i(0.5) \pi}, 0.6 e^{i(0.5) \pi}\right)$ | $(0,0)$ |
| $A_{9}$ | $(0,0)$ | $(0,0)$ | $(0,0)$ | $(0,0)$ |
| $A_{10}$ | $(0,0)$ | $(0,0)$ | $(0,0)$ | $(0,0)$ |



Figure 15. Complex six-rung orthopair fuzzy hypergraph model of collaboration network.
Table 4. Adjacency matrix of collaboration network.

| $\eta$ | $A_{5}$ | $A_{6}$ | $A_{7}$ | $A_{8}$ |
| :---: | :---: | :---: | :---: | :---: |
| $A_{1}$ | $(0,0)$ | $(0,0)$ | $(0,0)$ | $(0,0)$ |
| $A_{2}$ | $(0,0)$ | $(0,0)$ | $(0,0)$ | $(0,0)$ |
| $A_{3}$ | $(0,0)$ | $(0,0)$ | $(0,0)$ | $\left(0.4 e^{i(0.5) \pi}, 0.6 e^{i(0.5) \pi}\right)$ |
| $A_{4}$ | $(0,0)$ | $(0,0)$ | $(0,0)$ | $(0,0)$ |
| $A_{5}$ | $(0,0)$ | $\left(0.4 e^{i(0.5) \pi}, 0.7 e^{i(0.5) \pi}\right)$ | $\left(0.6 e^{i(0.5) \pi}, 0.7 e^{i(0.5) \pi}\right)$ | $\left(0.4 e^{i(0.5) \pi}, 0.7 e^{i(0.5) \pi}\right)$ |
| $A_{6}$ | $\left(0.4 e^{i(0.5) \pi}, 0.7 e^{i(0.5) \pi}\right)$ | $(0,0)$ | $(0,0)$ | $\left(0.4 e^{i(0.5) \pi}, 0.7 e^{i(0.5) \pi}\right)$ |
| $A_{7}$ | $\left(0.4 e^{i(0.5) \pi}, 0.7 e^{i(0.5) \pi}\right)$ | $(0,0)$ | $(0,0)$ | $(0,0)$ |
| $A_{8}$ | $\left(0.4 e^{i(0.5) \pi}, 0.7 e^{i(0.5) \pi}\right)$ | $\left(0.4 e^{i(0.5) \pi}, 0.7 e^{i(0.5) \pi}\right)$ | $(0,0)$ | $(0,0)$ |
| $A_{9}$ | $(0,0)$ | $(0,0)$ | $(0,0)$ | $\left(0.4 e^{i(0.5) \pi}, 0.7 e^{i(0.5) \pi}\right)$ |
| $A_{10}$ | $\left(0.4 e^{i(0.5) \pi}, 0.7 e^{i(0.5) \pi}\right)$ | $(0,0)$ | $\left(0.4 e^{i(0.5) \pi}, 0.7 e^{i(0.5) \pi}\right)$ | $\left(0.4 e^{i(0.5) \pi}, 0.7 e^{i(0.5) \pi}\right)$ |

Table 5. Adjacency matrix of collaboration network.

| $\eta$ | $A_{9}$ | $A_{\mathbf{1 0}}$ |
| :---: | :---: | :---: |
| $A_{1}$ | $(0,0)$ | $(0,0)$ |
| $A_{2}$ | $(0,0)$ | $(0,0)$ |
| $A_{3}$ | $(0,0)$ | $(0,0)$ |
| $A_{4}$ | $(0,0)$ | $(0,0)$ |
| $A_{5}$ | $(0,0)$ | $\left(0.6 e^{\left.i(0.5) \pi, 0.7 e^{i(0.5) \pi}\right)}(0,0)\right.$ |
| $A_{6}$ | $(0,0)$ | $\left(0.4 e^{\left.i(0.5) \pi, 0.7 e^{i(0.5) \pi}\right)}\right.$ |
| $A_{7}$ | $(0,0)$ | $\left(0.4 e^{\left.i(0.5) \pi, 0.7 e^{i(0.5) \pi}\right)}\right.$ |
| $A_{8}$ | $\left(0.4 e^{\left.i(0.5) \pi, 0.7 e^{i(0.5) \pi}\right)}\right.$ |  |
| $A_{9}$ | $(0,0)$ | $\left(0.4 e^{i(0.5) \pi}, 0.7 e^{i(0.5) \pi}\right)$ |
| $A_{10}$ | $\left(0.4 e^{i(0.5) \pi}, 0.7 e^{i(0.5) \pi}\right)$ | $(0,0)$ |

The score values and choice values of a C6-ROFHG $\mathcal{H}=(\mathcal{Q}, \eta)$ are calculated as follows,

$$
s_{j k}=\left(T_{j k}^{q}+F_{j k}^{q}\right)+\frac{1}{2^{q} \pi^{q}}\left(\phi_{j k}^{q}+\psi_{j k}^{q}\right), c_{j}=\sum_{k} s_{j k}+\left(T_{j}^{q}+F_{j}^{q}\right)+\frac{1}{2^{q} \pi^{q}}\left(\phi_{j}^{q}+\psi_{j}^{q}\right),
$$

respectively. These values are given in Table 6.
Table 6. Score and choice values.

| $s_{j k}$ | $A_{\mathbf{1}}$ | $A_{\mathbf{2}}$ | $A_{\mathbf{3}}$ | $A_{\mathbf{4}}$ | $A_{\mathbf{5}}$ | $A_{\mathbf{6}}$ | $A_{\boldsymbol{7}}$ | $A_{\mathbf{8}}$ | $A_{9}$ | $A_{\mathbf{1 0}}$ | $c_{j}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{1}$ | 0 | 0.1245 | 0.1245 | 0.1245 | 0 | 0 | 0 | 0 | 0 | 0 | 0.88690 |
| $A_{2}$ | 0.1245 | 0 | 0.1245 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.41377 |
| $A_{3}$ | 0.1245 | 0.1245 | 0 | 0 | 0 | 0 | 0 | 0.0820 | 0 | 0 | 0.67105 |
| $A_{4}$ | 0.1955 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.60654 |
| $A_{5}$ | 0 | 0 | 0 | 0 | 0 | 0.1529 | 0.1955 | 0.1529 | 0 | 0.1955 | 1.37714 |
| $A_{6}$ | 0 | 0 | 0 | 0 | 0.1529 | 0 | 0 | 0.1529 | 0 | 0 | 0.53480 |
| $A_{7}$ | 0 | 0 | 0 | 0 | 0.1955 | 0 | 0 | 0 | 0 | 0.1529 | 0.50139 |
| $A_{8}$ | 0 | 0 | 0.0820 | 0 | 0.1529 | 0.1529 | 0 | 0 | 0.1529 | 0.1529 | 0.74457 |
| $A_{9}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.1529 | 0 | 0.1529 | 0.38780 |
| $A_{10}$ | 0 | 0 | 0 | 0 | 0.1529 | 0 | 0.1529 | 0.1529 | 0.1529 | 0 | 0.76459 |

The choice values of Table 6 show that $A_{5}$ is the author having maximum strength of collaboration and good collective skills among all the authors. Similarly, the choice values of all authors represent the strength of their respective collaboration skills in a specific period of time. The method adopted in our model to select the author having best collaboration skills is given in Algorithm 3.

```
Algorithm 3: Selection of author having maximum collaboration skills.
    Input the set of vertices (authors) \(A_{1}, A_{2}, \cdots, A_{j}\).
    2. Input the \(C q\)-ROFS \(Q\) of vertices such that \(Q\left(A_{k}\right)=\left(T_{k} e^{i \phi_{k}}, F_{k} e^{i \psi_{k}}\right), 1 \leq k \leq j\),
    \(0 \leq T_{k}^{q}+F_{k}^{q} \leq 1, q \geq 1\). Here, \(k=1,2, \cdots, j\) denotes the number of authors, \(q \geq 1\) is the
    parameter, \(T\) and \(F\) characterize the truth and falsity membership degrees of
    corresponding authors.
    Input the adjacency matrix \(\eta=\left[\left(T_{k l} e^{i \phi_{k l}}, F_{k l} e^{i \psi_{k l}}\right)\right]_{j \times j}\) of vertices.
        do \(k\) from \(1 \rightarrow j\)
                    \(c_{k}=0\)
            do \(l\) from \(1 \rightarrow j\)
                \(s_{j k}=\left(T_{k l}^{q}+F_{k l}^{q}\right)+\frac{1}{2^{q} \pi^{q}}\left(\phi_{k l}^{q}+\psi_{k l}^{q}\right)\)
                \(c_{k}=c_{k}+s_{j k}\)
            end do
                \(c_{k}=c_{k}+\left(T_{k}^{q}+F_{k}^{q}\right)+\frac{1}{2^{q} \pi^{q}}\left(\phi_{k}^{q}+\psi_{k}^{q}\right)\)
            do
        Select a vertex of \(\mathcal{H}=(\mathcal{Q}, \eta)\) having maximum choice value as the author possessing
        strong collaboration powers.
```


### 6.2. Comparative Analysis

The proposed Cq-ROF model is more flexible and compatible to the system when the given data ranges over complex subset with unit disk instead of real subset with $[0,1]$. We illustrate the flexibility of our proposed model by taking an example. Consider an educational institute that wants to establish its minimum branches in a particular city in order to facilitate the maximum number of students according to some parameters such as transportation, suitable place, connectivity with the main branch, and expenditures. Suppose a team of three decision-makers selects the different places.

Let $Y=\left\{p_{1}, p_{2}, p_{3}\right\}$ be the set of places where the team is interested to establish the new branches. After carefully observing the different attributes, the first decision-makers assign the membership and non-membership degrees to support the place $p_{1}$ as $60 \%$ and $40 \%$, respectively. The phase terms represent the period of time for which the place $p_{1}$ can attract maximum number of students. This information is modeled using a CIFS as $\left(p_{1}, 0.6 e^{i(0.6) \pi}, 0.4 e^{i(0.4) \pi}\right)$. Note that, $0 \leq 0.6+0.4 \leq 1$ and $0 \leq(0.6) \pi+(0.4) \pi \leq \pi$. Similarly, he models the other places as, $\left(p_{2}, 0.7 e^{i(0.7) \pi}, 0.2 e^{i(0.2) \pi}\right)$, $\left(p_{3}, 0.5 e^{i(0.5) \pi}, 0.2 e^{i(0.2) 2 \pi}\right)$. We denote this CIF model as

$$
I=\left\{\left(p_{1}, 0.6 e^{i(0.6) \pi}, 0.4 e^{i(0.4) \pi}\right),\left(p_{2}, 0.7 e^{i(0.7) \pi}, 0.2 e^{i(0.2) \pi}\right),\left(p_{3}, 0.5 e^{i(0.5) \pi}, 0.2 e^{i(0.2) \pi}\right)\right\}
$$

All CIF grades are CPF as well as C $q$-ROF grades. We find the score functions of the above values using the formulas $s\left(p_{j}\right)=(T-F)+\frac{1}{2 \pi}(\phi-\psi), s\left(p_{j}\right)=\left(T^{2}-F^{2}\right)+\frac{1}{2^{2} \pi^{2}}\left(\phi^{2}-\psi^{2}\right)$, and $s\left(p_{j}\right)=$ $\left(T^{3}-F^{3}\right)+\frac{1}{2^{3} \pi^{3}}\left(\phi^{3}-\psi^{3}\right)$. The results corresponding to these three approaches are given in Table 7 .

Table 7. Comparative analysis of CIF, CPF, and C3-ROF models.

| Methods | Score Values | Ranking |
| :--- | :--- | :---: |
| CIF model | 0.41 .00 .6 | $p_{2}>p_{3}>p_{1}$ |
| CPF model | 0.40 .90 .42 | $p_{2}>p_{3}>p_{1}$ |
| C3-ROF model | 0.1040 .670 .234 | $p_{2}>p_{3}>p_{1}$ |

Suppose that the second decision-maker assigns the membership values to these places as, ( $p_{1}$, $\left.0.6 e^{i(0.6) \pi}, 0.4 e^{i(0.4) \pi}\right),\left(p_{2}, 0.7 e^{i(0.7) \pi}, 0.2 e^{i(0.2) \pi}\right),\left(p_{3}, 0.7 e^{i(0.7) \pi}, 0.5 e^{i(0.5) \pi}\right)$. This information can not be modeled using CIFS as $0.7+0.5=1.2>1$. We model this information using a CPFS and the corresponding model is given as,

$$
P=\left\{\left(p_{1}, 0.6 e^{i(0.6) \pi}, 0.4 e^{i(0.4) \pi}\right),\left(p_{2}, 0.7 e^{i(0.7) \pi}, 0.2 e^{i(0.2) \pi}\right),\left(p_{3}, 0.7 e^{i(0.7) \pi}, 0.5 e^{i(0.5) \pi}\right)\right\}
$$

All CPF grades are also $\mathrm{C} q$-ROF grades. We find the score functions of the above values using the formulas $s\left(p_{j}\right)=\left(T^{2}-F^{2}\right)+\frac{1}{2^{2} \pi^{2}}\left(\phi^{2}-\psi^{2}\right)$ and $s\left(p_{j}\right)=\left(T^{3}-F^{3}\right)+\frac{1}{2^{3} \pi^{3}}\left(\phi^{3}-\psi^{3}\right)$. The results corresponding to these two approaches are given in Table 8.

Table 8. Comparative analysis of CPF, and C3-ROF models.

| Methods | Score Values | Ranking |
| :--- | :--- | :---: |
| CPF model | 0.40 .90 .48 | $p_{2}>p_{3}>p_{1}$ |
| C3-ROF model | 0.1040 .670 .436 | $p_{2}>p_{3}>p_{1}$ |

We now suppose that the third decision-maker assigns the membership values to these places as, $\left(p_{1}, 0.6 e^{i(0.6) \pi}, 0.4 e^{i(0.4) \pi}\right),\left(p_{2}, 0.8 e^{i(0.8) \pi}, 0.7 e^{i(0.7) \pi}\right),\left(p_{3}, 0.7 e^{i(0.7) \pi}, 0.5 e^{i(0.5) \pi}\right)$. This information can not be modeled using CIFS and CPFS as $0.7+0.8=1.5>1,0.7^{2}+0.8^{2}=1.13>1$. We model this information using a C3-ROFS and the corresponding model is given as,

$$
Q=\left\{\left(p_{1}, 0.6 e^{i(0.6) \pi}, 0.4 e^{i(0.4) \pi}\right),\left(p_{2}, 0.8 e^{i(0.8) \pi}, 0.7 e^{i(0.7) \pi}\right),\left(p_{3}, 0.7 e^{i(0.7) \pi}, 0.5 e^{i(0.5) \pi}\right)\right\}
$$

We find the score functions of the above values using the formula $s\left(p_{j}\right)=\left(T^{3}-F^{3}\right)+\frac{1}{2^{3} \pi^{3}}\left(\phi^{3}-\right.$ $\left.\psi^{3}\right)$. The score values of C3-ROF information are given as,

$$
s\left(p_{1}\right)=0.304, s\left(p_{2}\right)=0.438, s\left(p_{3}\right)=0.436
$$

Note that $p_{2}$ is the best optimal choice to establish a new branch according to the given parameters. We see that every CIF grade is a CPF grade, as well as a $C q$-ROF grade, however there are $C q$-ROF
grades that are not CIF nor CPF grades. This implies the generalization of $\mathrm{C} q-\mathrm{ROF}$ values. Thus the proposed $\mathrm{C} q$-ROF model provides more flexibility due to its most prominent feature that is the adjustment of the range of demonstration of given information by changing the value of parameter $q$, $q \geq 1$. The generalization of our proposed model can also be observed from the reduction of $\mathrm{C} q-\mathrm{ROF}$ model to CIF and CPF models for $q=1$ and $q=2$, respectively.

## 7. Conclusions and Future Directions

Fuzzy sets and intuitionistic fuzzy sets cannot handle imprecise, inconsistent, and incomplete information of periodic nature. They lack the capability to model two-dimensional phenomena. To vercome this difficulty, the concept of complex fuzzy sets was introduced by Ramot et al. [2]. Their phase term is the critical feature of the complex fuzzy set model. The potential of a complex fuzzy set for representing two-dimensional phenomena makes it superior when it comes to handle ambiguous and intuitive information, especially in time-periodic phenomena.

A C $q$-ROF model is a generalized form of both the complex intuitionistic fuzzy and complex Pythagorean fuzzy models. Indeed, a C $q$-ROF model reduces to a CIF model when $q=1$, and it becomes a CPF model when $q=2$. The C $q$-ROF model provides a sufficiently wide space of permissible complex orthopairs.

Hypergraphs are mathematical tools for the representation and understanding of problems in a wide variety of scientific fields. In this article, we have applied the most fruitful concept of $\mathrm{C} q$-ROFSs to hypergraphs. We have defined the novel concepts of $\mathrm{C} q$-ROFSs, $\mathrm{C} q$-ROFGs, $\mathrm{C} q$-ROFHGs, level hypergraphs, and $\mathrm{C} q$-ROF transversals of $\mathrm{C} q$-ROFHGs. Further, we have proved that a C1-ROFHG is a CIFHG and a C2-ROFHG is a CPFHG. We have also designed algorithms to construct minimal transversals, fundamental subsequence and subcore of a $\mathrm{C} q$-ROFHG. Finally, we have illustrated a real-life application of $\mathrm{C} q$-ROFHGs in collaboration networks that enhances the motivation of this research article.

We aim to broaden our study in the future with the analysis of (1) Complex fuzzy directed hypergraphs, (2) Complex bipolar neutrosophic hypergraphs, (3) Fuzzy rough soft directed hypergraphs and (4) Fuzzy rough neutrosophic hypergraphs.
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#### Abstract

Handling complexity and symmetry in the identification of services for the management of information technology (IT) emerged as a serious challenge in recent times. One of the most important elements that must be defined in the management of information technology services is the construction and management of a service catalog. However, in order to create this catalog, it is necessary to correctly identify the services to be formed. So far, there are several proposals that serve to identify information technology services in public organizations. However, there are several inherent drawbacks to these processes, whereby many organizations are yet to adapt to the services. The main objective of this research is to present a proposal for the identification of information technology services and the construction of an information technology catalog. For this, the following methodology was applied: (a) a review of the literature, identifying the research that addressed the process of the identification of services; (b) a proposal based on automatic learning to identify information technology services in public organizations, adapting the catalog of services and taking as its main input the history of requests and incidents accredited by the department of information technologies in public organizations in the Republic of Ecuador. In conclusion, this work leads to satisfactory results for the identification of technology services used to construct its catalog.
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## 1. Introduction

As the importance of information technology (IT) increases, the requirements placed on IT service (ITS) providers by ITS seekers are changing. In order to meet these requirements, many methods and approaches are being discussed and studied in science and in practice. Indeed, issues such as the orientation of ITS, the management of ITS (ITSM), and the industrialization of IT gained importance in recent years [1].

An ITS can be defined as a package of services provided by an IT system or the IT department to support business processes [2]. An ITS covers the development, customization, and operation of IT applications, as well as the IT infrastructure. In addition, an ITS must correspond to the needs of the clients and provide them with a benefit they can perceive [3]. This last criterion was reaffirmed by Simonova and Foltanova [4], who stated that the requirements of the users must be essential inputs for the development of services, as the initial identification of these requirements is essential.

In service engineering, the identification of services plays a fundamental role since this identification establishes the basis for subsequent processes [5]. Then, if the services are poorly identified, these subsequent processes are negatively influenced [6]. Although there are several techniques that identify each service [7], none of them are conventional or standard. Some techniques were not tested, while others
are extremely difficult to execute, and some of them are not linked with the organization. According to Huego et al. [8], during the last few decades, several methods for the identification of services (SIM) were suggested. However, there is no consensus on the "best method" or a predominant approach to identify these services.

The identification of ITS is an inescapable process for the construction of an ITS catalog (ITSC). Indeed, Meister and Jetschni [9] affirmed that one of the first recommended steps toward service orientation is the implementation of an ITSC, even affirming that the ITSC is the cornerstone in the definition of IT business needs [10]. An ITSC can be defined as a subset of the ITS portfolio (ITSP) that includes the services offered to clients, whether internal or external. This requires that the services listed in the ITSC be standardized so that they can be offered to different clients [11]. Therefore, the ITSC is an ideal entry point when it comes to developing rich content and offering a functional capacity based on the portfolio strategy [12].

Frey et al. [13] affirmed that, in some projects, the process of identification is developed intuitively when it is based on the individual experiences of the people involved, without a defined or heuristic method [14]. For example, Kalia et al. [15] showed that the automation of services improves the efficiency of ITSM processes, despite the fact that these authors proposed an automatic method based on requests. This process allows users to specify their requests for sentence changes in natural language and recommends the most appropriate options within the ITSC. Therefore, when the management of services is developed, it is not used for the construction of the ITSC. Another investigation that works with natural language is the one carried out by Rosa et al. [16], which took a set of registered incidents to add services and categories to the ITSC, without this process being automatic. According to what was proposed, there is no proposal that takes as its input both requests for change and the registration of organization incidents for the identification of ITS or for the construction of the ITSC.

The main objective of this research is to present a proposal for the identification of ITS and the construction of an ITS catalog.

As a research methodology, three fundamental tasks were considered:
Task 1. A systematic review of the literature that allowed the identification of 30 studies related to the process of identifying ITS.

Task 2. A proposal for the identification of ITS and the construction of the ITSC, which takes as its main input the history of requests and incidents of the four organizations so that services can be identified through the use of machine learning, thus building the ITSC automatically.

Task 3. A case study applied to a public organization in the Republic of Ecuador, which was used to implement the proposal and obtain the necessary results to analyze its efficiency levels.

Through the tasks outlined above, we tried to find a technological solution that allows the identification of the ITS and the construction of an ITSC automatically for public organizations (since, according to the literature review carried out in this research, there were few SIMs tested for this type of organization) by applying machine learning, and using as the main input the change requests and the incidents provided by the IT users registered by the IT department or area of a public organization, so that these processes are more precise and based on the real needs of the organization's IT users.

This paper is structured as follows: Section 2 shows the conceptual framework, explaining the ITSP, the ITSC (including the process of identifying services and the management of the ITSC), and the management of IT demand. Section 3 shows the methodology that includes the guidelines used to review the literature, the framework of the proposal, and the considerations that serve to develop the case study. Section 4 details the results of the literature review. Firstly, the background of the investigation is exposed. Then, the list of selected articles inherent in the process of identification of services and construction of the ITSC is chronologically detailed. Finally, we provide an analysis of the studies found, which is the basis for the development of the proposal detailed in this document. Section 5 shows the structure of the proposal, explaining in detail the corresponding phases. Section 6 details the results of the application of the proposal in the case study, which in this case was a public
institution in the province of Manabí, Republic of Ecuador. A discussion about the results obtained is also shown. Finally, we detail the conclusions.

## 2. Conceptual Framework

### 2.1. The Portfolio of ITS

The service portfolio is the complete set of services managed by a service provider and represents the commitments and investments of the service provider for all customers and market spaces. The portfolio also represents current contractual commitments, the development of new services, and the continuous service improvement plans initiated by the continuous improvement of the service [17]. The ITSP contains an ITSC and financial planning to execute the services offered by an organization. The service portfolio management (which includes the service catalog) and financial management (FM) of the ITS are included in the service strategy phase. Detailed information on the ITSC is also included in the ITSC management process (ITSCM) that is included in the service design phase [18].

The portfolio management process at a general level is defined as a dynamic decision-making process to evaluate, select, request adaptation or approval, or cancel the versions and variety of products and services [19]. The characteristics of the services contained in the portfolio may include the functionality of individual software components, as well as packages of software components, infrastructural elements, and additional services. Additional services are usually information services, consulting services, training services, problem-solving services, or update services [2]. One of the fundamental components of the ITSP is the ITSC, which is defined below.

### 2.2. The ITS Catalog

The ITSC (consisting of two words: service and catalog [20]) is a structure that contains the list of ITSs offered by IT departments to provide direct assistance to other departments of the organization [21]. Figure 1 shows part of a standard technical ITSC, which can be considered an ITS reference catalog (ITSRC). This catalog consists of categories at the top, and each category groups a list of the possible ITSs in a given organization. In other words, the catalog services are logically grouped according to activity, giving rise to a defined set of services that the IT department provides to a business [10].


Figure 1. Part of a standard technical information technology service catalog (ITSC).
An ITSC presents an ITS that can be provided and supports customers/users. This influences the decisions that customers make regarding the IT help they require. The purpose of the ITSCM process is to ensure that this catalog is produced and maintained and that it contains accurate information on all operational services and those that are prepared to operate in an operational manner. Therefore, it is necessary to define the services and produce and maintain an accurate ITSC [18]. One of the most important processes for the construction of the ITSC is the identification of ITSs. This process is explained below.

### 2.2.1. The Process of Identifying ITSs

As mentioned above, in service engineering, the identification of services plays a fundamental role, since it establishes the basis for subsequent processes [5]. A study by Souza et al. [22] showed that the methods of analysis and the design of services aim to identify services and organize them into a manageable hierarchy of compound services to support the processes carried out by a company. These methods use different service identification techniques, which go from the top down (decomposition of the problem until the service level (SL) is reached), or downward (the composition of services in more general parts, to develop business processes) [23].

An important method for the identification of services was proposed by Lee et al. [24]. The methodology for the identification of services proposed contains four levels or stages: the level of business, the SL, the level of interaction, and the level of convergence.

- Business level: The objective of this level is to identify the final purpose of the system. At this level, it is assumed that the business requirements are given by an organization or a person who plays the role of business analyst.
- Service level: This level aims to identify the services that a system must provide an organization to meet the business requirements.
- Level of interaction: The level of interaction addresses the interactions between the system and its external entities, such as users and other systems. These interactions are necessary to achieve the services assigned to the system in the SL.
- Level of convergence: This level focuses on integrating the necessary technologies to provide the services that create a good "customer experience". By integrating several technologies, they can add additional requirements that must be addressed from the point of view of the joint creation of values.

The process of identifying services can be varied. Even natural language was already used as a basis to perform this task. Indeed, the process of identifying ITS can use both the requests (text) of users (as stated by Kalia et al. [15]) and the incidents (text) that may arise during the development of the ITSM (as stated by Rosa et al. [16]) as inputs. However, both inputs are yet to be used together to build an ITSC automatically.

### 2.2.2. The Management of the ITSC

Often, ITSCs are established within ITSM tools that include two views of the ITSC [21]: technical and business. For identification of the services that the IT area offers to its internal and external clients, a review of elements of the base infrastructure must be carried out. Based on subsequent revisions, an ITSC is built [25]. To start applying the ITSCM, organizations must begin with service identification, an activity that most organizations do not perform correctly. There are several types of information that should be included for all ITSs within an organization in the ITSC. This information includes service description, service type, policy, and service level agreement (SLA) [16]. Clients can use the ITSC to understand what service providers can do for them and to interact with the service provider to discuss those services. Users or individual consumers of a service can use the ITSC to understand the scope of the services available and to learn how to make service requests and/or report incidents associated with the services provided [17]. The ITSCM process is responsible for directing all catalog information and ensuring that the data are correct and up to date. Therefore, it is responsible for activities like defining, standardizing, refreshing, publishing, communicating, protecting, and ensuring the quality of an ITSC [21].

The activities for the identification of ITSs and the construction of the ITSC can be carried out automatically and precisely, including novel principles like text mining and machine learning, which offer improvements that could lead to the optimization of resources, which is precisely what is proposed in this paper.

### 2.3. IT Demand Management

Within an organization, whether public or private, it is necessary that the IT department properly manages the various requirements of their internal clients. This range of requests based on IT requirements is part of the "IT demand management". According to Legner and Löhe [26], organizations convert their IT demands into IT solutions through multiple steps as follows:

- Collection and detention;
- Evaluation, prioritization, and planning;
- Specification and realization;
- Deployment and operation.

For Aguilar et al. [27], the importance of demand management lies in the achievement of benefits for the company, and, to achieve them, it is necessary that they take into account the life cycle of business demand. Therefore, the demand for IT products and services comes from the needs of the different business processes of the clients. These processes can be in the form of ideas, new well-founded business opportunities, delivery dates, costs, and benefits [28], because the demand for IT is very broad. These processes are classified differently in different IT portfolios so they can be managed in an appropriate way. One of these portfolios is the ITSP, as explained above.

## 3. Methodology

### 3.1. Guidelines for the Systematic Review of Literature

For the development of the systematic review of the literature in this investigation, we followed the guidelines set forth by Kitchenham and Charters [29], who determined three phases that must be followed:

- Review planning: In this phase, the review process is planned. Here, the research questions, search chains, inclusion and exclusion criteria, consultation sources, and the review protocol must be considered.
- Carrying out the review: In this phase, the process is developed, following the guidelines outlined in the planning phase. Primary studies are selected here in a methodical manner.
- Results of the review: In this phase, the results and analysis of the studies are shown.


### 3.1.1. Planning the Review

In order to understand the various investigations carried out to identify the ITSs and construct the ITSC, the following sources were searched: IEEE Xplore, ACM Digital Library, SpringerLink, AIS Electronic Library, and Science Direct.

To carry out the literature review, the following research question was posed:
What research was done to identify services in the conformation of the ITSC?
Likewise, the terms for the search string were defined as follows: (IT OR TECHNOLOGY) AND SERVICE AND (CATALOG OR IDENTIFICATION).

Likewise, the inclusion and exclusion criteria detailed in Table 1 were established.
Table 1. Inclusion and exclusion criteria. ITSC-information technology service catalog.

| Inclusion Criteria | Exclusion Criteria |
| :---: | :---: |
| Articles related to research questions | Studies in a language other than English |
| Studies from 2008 to 2018 | Studies that do not meet the inclusion criteria |
| Studies related to service identification and ITSC |  |
| Articles that are in journals or congresses |  |
| Complete studies |  |

### 3.1.2. Carrying out the Review

To develop the review, a discrimination process was followed according to the criteria established in Table 1 and applying the terms of the search chain set forth above. The protocol that was used to perform the review is shown in Figure 2.


Figure 2. Protocol for the review and selection of articles.

### 3.1.3. Results of the Review

Initially, 5352 articles were obtained via this systematic search process, of which 109 were relevant. Ultimately, 30 studies were selected, as shown in Table 2.

Table 2. Potentially eligible studies, relevant studies, and selected studies.

| Reference Source | Potentially <br> Eligible Studies | Relevant Studies | Selected Studies | Percentage |
| :---: | :---: | :---: | :---: | :---: |
| ACM Digital Library | 322 | 6 | 2 | $7 \%$ |
| IEEE Xplore | 1722 | 47 | 21 | $70 \%$ |
| Springer Link | 1625 | 22 | 5 | $17 \%$ |
| AIS Electronic Library | 83 | 27 | 1 | $3 \%$ |
| Science Direct | 1600 | 7 | 1 | $3 \%$ |
| Total | 5352 | 109 | 30 | $100 \%$ |

Most of the studies found corresponded to IEEE Xplore (with 70\% of the total), and the sources with the fewest studies were the AIS Electronic Library and Science Direct with $3 \%$, as shown in Table 2. A detailed explanation of the 30 selected articles can be found in Sections 4.2 and 4.3.

### 3.2. Framework for the Construction of the Proposal

This proposal was constructed based on the framework shown in Figure 3.
As shown in Figure 3, phase 1 covers the construction of the solution, where a model is initially defined to learn from a knowledge base. This learning is done using the requests (or incidents) and its cataloging of the departments or IT areas of organizations that have the ITSC implemented. Phase 2 can be executed N times in institutions that wish to build an ITSC.


Figure 3. Framework for the construction of the proposal.

### 3.3. Considerations for the Development of the Case Study

Phase 1, corresponding to the "construction of the solution", was created with a knowledge base of four public institutions, in this case, corresponding to decentralized municipal autonomous governments, from which 1699 requests (requirements or incidents) were recovered with their respective catalogs.

To develop the case study (that is, to apply phase 2 of the proposal), a public institution was chosen from the province of Manabí, Republic of Ecuador. Specifically, we chose a municipal decentralized autonomous government with an IT department and no ITSC. The IT department has a chief or area coordinator and six IT workers who attend to the requests of IT users that provide ITSs to the department in which the proposal was applied. Therefore, a registry of requests available for the department to identify their services and build an ITSC was included. To evaluate this proposal, we used the quality factors to evaluate artifacts for the construction of an ITSC, as proposed by Moody et al. [30] (see Appendix A), since it was used in several investigations, such as those carried out by Mendes et al. [6], Rosa et al. [16], and Gama et al. [31].

## 4. Review of the Literature

### 4.1. Background

When talking about ITSM, it is necessary to mention the fundamental role that the ITS Management Forum (ITSMF) has. The ITSMF is a global, independent, and non-profit organization dedicated to continuous improvement of ITSM [32]. According to Clacy and Jennings [32], the ITSMF was established in the United Kingdom in 1991, and the founding chapter of the United Kingdom made significant contributions over the years in establishing the ITSMF as an international organization, as well as supporting the development of the library of infrastructure and information technologies (ITIL) and the associated schemes for qualification and certification. These authors state that this forum continues to be one of the most mature chapters, although it now manages several initiatives to continue developing and sharing these activities throughout the world. The identification, classification, and deregistration of ITSs are very important tasks for the ITSM—as important as the management of IT demand, as well as the financial planning, which represents the cost for the provision of these services.

Since 1998, Niessin and van Vliet [33] worked on a mature model of ITS capabilities that originated from the idea of developing a framework for quality improvement that was oriented to help service organizations become more efficient. One of the most important parts of the work was the ITSC, which requires catalogs to have experience with SLA and services. In 2001, Walker [34] included a section dedicated to the maintenance of the ITSC in his book, "IT problem management", where he addressed the process to add services and to remove services. However, no evidence was found to corroborate the effectiveness of the processes proposed. Then, in 2002, Sullivan, Edmond, and Hofstede [35] worked on a description of the general nature of these services based on a review of the literature, where they defined the ITSC as the list of services categorized according to classification schemes.

In 2004, Sallé [36] reviewed the literature up to that point and noted the importance of the design, development, operation, and delivery of services as fundamental aspects of the management of services, in reference to several frameworks, such as ITIL, British Standards (BS) 15,000, the Hewlett-Packard (HP)

ITS Management Reference Model, the Microsoft Operations Framework (MOF), and IBM's Systems Management Solution Life Cycle. The ITSC is one of the most valuable elements of a comprehensive approach in the provision of services and, as such, should receive due care and attention from its construction.

### 4.2. Research Conducted to Identify ITS

According to the systematic review of the literature that was carried out in this research, since 2008, 30 articles were identified to be related to the process of identifying ITSs. These articles are detailed in Table 3.

Table 3. Research conducted on the identification of information technology services (ITS). SOA - service-oriented architecture; DEMO—design and engineering methodology for organizations.

| Year | Title |
| :---: | :---: |
| 2008 | Decomposition of IT service processes and alternative service identification using ontologies |
| 2008 | A method of service identification for product line |
| 2009 | Design rules for user-oriented IT service descriptions |
| 2009 | Toward an operationalization of governance and strategy for service identification and design |
| 2009 | Rule-based service modeling |
| 2009 | Service identification in SOA governance literature review and implications for a new method |
| 2009 | Information security pre-evaluation model for u-IT services |
| 2010 | Implementing the service catalog management |
| 2010 | Research on service identification methods based on SOA |
| 2010 | Dynamic life-cycle management of IT services in corporate information systems |
| 2011 | An approach for service identification using value co-creation and IT convergence |
| 2011 | A survey of service identification strategies |
| 2011 | Conceptualization of hybrid service models: an open model approach |
| 2011 | Towards a method for service design |
| 2012 | Supplier portfolio management for IT services considering diversification effects |
| 2012 | A method for identifying IT services using incidents |
| 2012 | Using DEMO to identify IT services |
| 2012 | Creating composite IT services in the global enterprise |
| 2012 | A conceptual framework of service innovation and its implications for future research |
| 2013 | IT services reference catalog |
| 2013 | From service design to innovation through services: emergence of a methodological and systemic |
| 2013 | framework |
| 2014 | Building an IT service catalog in a small company as the main input for the IT financial manager |
| 2014 | A method to identify services using master data and artifact-centric modeling approach |
| 2014 | A decision model for optimizing the service portfolio in SOA governance |
| 2015 | Process-oriented dependency modeling for service identification |
| 2017 | Capability-based service identification in service-oriented legacy modernization |
| 2017 | Implementation of quality principles for IT service requirements analysis |
| 2017 | An approach to align business and IT perspectives during the SOA services identification |
| 2018 | Cataloger-catalog recommendation service for IT change request |
|  | Review of proposals for the construction and management of the catalog of information technology |

According to Table 3, the first work identified in this review is the research carried out by Bartsch et al. [37] in 2008, who proposed an approach to the identification and decomposition of hierarchical services based on ontologies to support service providers in the management of operational service processes through the characterization and exploitation of the processes of elementary services. In that same year, Kang et al. [38] proposed an SIM for a product line with appropriate granularity, which used ontology to avoid ambiguous inconsistencies, reaching the conclusion that the proposed method provides adequate granularity for the service and improves reuse in a service-oriented product line. Next, Brocke et al. [39] proposed a way to describe ITS that follows the paradigm of "dominant service logic". If a service provider manages to understand the needs of their client and can create
a solution for him or her, the description reflects this and, therefore, offers an advantage over the competitors for organizations that provide ITSs for other entities. In the same way, Borner et al. [40] contributed to governance and strategy of management issues with a focus on individual services, focusing especially on the identification and design of services that belong to the initial phases of the life cycle of the service architecture.

In 2009, Gebhart and Abeck [41] proposed a set of rules to systematically derive a service inventory model from a customized business model that captures the most relevant requirements. An investigation conducted by Boerner and Goeken [42] proposed a process-oriented SIM. This approach incorporated a business point of view, strategic and economic aspects, and technical feasibility. Heo et al. [43] decided to present a methodology for the prior evaluation of information security for a u-ITS that analyzes information security threats and vulnerabilities for a u-ITS provider that develops a service and provides the methods and procedures for preparing countermeasures to support the identification of potential risks and how to address them.

In 2010, an investigation carried out by Zimin and Kulakov [44] formulated an approach for the organizational regulation of the ITS in external and internal conditions that change rapidly. This study also has a relationship with the ITSC and the ITSP. Mendes and Silva [45] affirmed that the ITSC is integrated with processes like the SL, FM, request management, and demand management. This research proposed some solutions that tried to mitigate the risks of implementing an ITSC without neglecting the identification of ITSs. Tian et al. [46] conducted an investigation that analyzed how the implementation of a service-oriented architecture (SOA) materializes in the achievements of several applicable IT functions in the form of the encapsulation of services and the interconnection and interoperation of services in the form of flexible coupling. For this, the authors analyzed the structural model in the SOA, in combination with the development code of the unified rational process (RUP), and showed the three SIMs most commonly used in service oriented analysis and design (SOAD) procedures. However, future research should include analyses of different services at all levels of abstraction.

Continuing with the work related to the identification of services, Lee et al. [24] (2011) proposed an SIM based on the modeling of scenarios and the joint creation of values. However, as part of future work, they proposed to refine the approach and apply it to other domains. A prototype environment was also developed to help identify the services and perform an empirical validation of the approach to ensure that unexpected changes in the companies can be treated with care. Another work on the identification of services was developed by Cai et al. [47], who proposed a complete understanding of the service's identification with the service engineering process and the SOA adoption objectives, illustrated the different meanings, positions, and activities of service identification in existing jobs for top-down and bottom-up approaches, presented the common high-value activities in several SIMs, and presented details for these activities.

However, these authors stated that it remains to be determined how high-value activities could be integrated to form an appropriate SIM for a given environment. Research conducted by Utz et al. [48] presented a hybrid modeling approach for services. This research was based on meta-model concepts that resulted in six axioms for combining perspective and modeling aspects in an open environment. However, the additional work needed is related to the identification and formalization of the conceptualization process at a level of detail where the compilation can build on the definition of the identified model goal and provide mechanisms for the reuse of concepts, references, and remarks, as well as their translation and transformation. In that same year (2011), Levina et al. [49] proposed a service design approach that combines several existing methods and approaches. The objective was to develop a method for "service design" in research and industry. The authors also stated that verifiable propositions should be defined and applied in a subsequent case study. Therefore, to be able to refer to an approach as a "method", that approach must provide the definition and description of the construct, the revision of the principles of form and function, and verifiable propositions.

In 2012, Schwarz et al. [50] proposed a research portfolio that classifies the research questions that need to be addressed. This portfolio was developed based on a conceptual framework for service innovation research. The main results show the specific challenges of research in improving the knowledge base of service innovation. Then, Probst and Buhl [51] analyzed how the design of SOA processes is based on selection decisions among the ITSs offered by different providers. They also developed a procedural model for value-based management that considers the dependencies between selection decisions. However, the authors stated that this approach needs to be further developed in the future. Also, in 2012, a study by Rosa et al. [16] stated that the main objective of the ITSM is to guarantee the quality of the ITS and that ITIL is the most commonly adopted best practice framework for implementing ITSM within organizations. They also proposed an SIM through incidents based on an ITSRC. This document's contribution was to help organizations provide quality ITS. However, despite the good results of this work, it remains necessary to continue putting the proposed artifact into practice. The goal of future research should be based on applying the artifact to other organizations to confirm its applicability, ease, and efficiency in achieving a more accurate and better quality ITSRC.

Also in 2012, Mendes et al. [6] analyzed how one of the most important elements of the ITSM is the ITSC, which is described in a formal document listing the available services provided by IT organizations. Likewise, a method based on the design and engineering methodology for organizations (DEMO) was proposed to identify the ITS. However, in future work, the authors intend to apply this proposal to more complex situations, in which the service provider has a broader catalog of services. Likewise, McCarthy et al. [12] described the process used in the IBM company to create and distribute service packages. Finally, the authors stated that an IT organization or service provider can have hundreds of individual services in their catalog, which could be optimized through simple packages or integrated composite services.

In 2013, Gama et al. [31] stated that, until then, there were difficulties in implementing an ITSC. Due to the complexity of an ITSC and other aspects, including the identification of services, the authors proposed an ITSRC to resolve the absence of a foundation for an ITSC. Similarly, Bugeaud et al. [52] presented a dedicated framework based on four basic components throughout the service design process: knowledge, software tools, communities, and places. This research focused mainly on the first two components. In the same year, Arcilla et al. [18] focused on providing useful information for companies interested in defining their own ITSC from a standard ITSC. The purpose of this research was to create a standard ITSC to help microenterprises and small businesses define their own ITSCs as one of the main inputs for their IT FM processes.

In 2014, Huergo et al. [8] proposed an SIM that uses master data and logical data models as inputs. The proposed method also uses an artifact-centered modeling technique to detail the life cycle of the master data and the business rules it contains. However, this method must still be tested in a real business scenario to identify problems and opportunities for improvement. In that same year, the authors Kim et al. [53] analyzed how the governance of SOA requires an adequate process through which the services described by the service model become candidates to enter the portfolio of services. In addition, the authors presented a decision model to evaluate the services according to metrics, where a comparison of the relative value of each service with its development or maintenance cost should be used to establish priorities. This work sought to complement existing governance standards, such as the SOA governance framework, thereby creating a reasonable service development priority. As in 2014, in an investigation carried out by Rong et al. [5], a SIM was proposed from the perspective of the business process. In addition, the authors stated that the proposed framework is being created but still requires some improvements. The application of this method challenges researchers to concentrate their work on designing a special service identification tool and validate it in other domains in the future.

In 2015, Frey et al. [13] introduced a capacity-based service pattern, which helps overcome the challenges associated with identifying the correct services in the analysis phase of large IT modernization programs. This pattern was discovered and derived from practical experience. However, additional
research is needed to clarify how capacity-based services can be leveraged to define the architecture, evaluate legacy applications, and determine the roadmap for a program.

Recently, in 2017, Simonova and Foltanova [4] conducted research that focused on the application of business process tools and principles to identify and model the requirements of individual ITSs, with the aim of increasing the quality of information services as part of the quality of business performance. The answers to this research serve as a basis for further discussion and analysis of requirements.

Likewise, in 2017, Souza et al. [54] proposed an approach that focused on business value modeling and used model-based techniques to generate the information required by current methods for identifying software services, thereby aligning business and software perspectives. The results show that this proposal is a promising approach for the alignment of business and IT perspectives during SOA service identification activities. Kalia et al. [15] stated that the automation of services improves the efficiency of ITSM processes. Therefore, the authors proposed a tool called Cataloger, which is a recommendation system that allows humans to specify their requests for change in natural language sentences and generates the most appropriate recommendations. However, this approach has several limitations. Firstly, the dataset that was used is not balanced for all actions. Therefore, grouping-based approaches must be used to minimize the labeling effort and obtain more labels. Secondly, the datasets that were created for specific actions to identify parameters are not large. Thirdly, in the feedback approach, a heuristic approach to decision-making is proposed. In the future, the authors plan to improve this heuristic approach to improve the results.

Recently, in 2018, Mera and Aguilar [55] carried out a systematic review of the literature on existing proposals for the construction and management of the ITSC. In this study, 14 proposals were identified to include methods, framework, approaches, and models, showing that $43 \%$ of these proposals were not applied to real environments (that is, they were not checked in public or private organizations), leaving the field open to check these proposals or propose more feasible methods to be applied and evaluated in real environments.

### 4.3. Analysis of the Studies Found in the Review

This sub-section shows a comparison of the studies found with their respective analyses. The compared attributes are detailed in Table 4.

According to Table 4, three types of studies were found. There were 11 articles that detailed literature reviews. There were also 17 articles that corresponded to proposals without verification or application. Finally, there were proposals that were verified to relate them to 10 other articles ( $33.33 \%$ of the studies found). These results show the approximate systematic review of the literature shown by Mera and Aguilar [55]. The percentage relates to the studies tested or applied in a real environment, since most of the articles found appear to correspond to literature reviews and proposals without verification.

Regarding the general activities for the construction of the ITSC covered by the proposals found, the most studied activity was to "define the ITS to be provided", which 22 of the studies developed. This activity is directly related to the ITS identification process. However, of this total, only eight items were tested in real environments. Therefore, for the identification of ITS, there are only a few proven proposals that carried out this process.

Another general activity for the construction of the ITSC that stands out and relates to the identification of ITS is the "initial collection of information", which seven of the studies developed. However, of that total, only one study was carried out, reaffirming the scarce application of the proposals in real environments.

A relevant aspect that should be highlighted is that only two of the studies that correspond to proposals with results were tested in public organizations, and none applied automatic mechanisms (machine learning) for the identification of ITSs or the construction of an ITSC. Therefore, the possibility is open to develop proposals for the identification of ITSs and the construction of ITSCs in public organizations, which provides sufficient information to develop the proposal detailed in this paper.
Table 4. Comparison of the studies found in the review. SLA—service level agreement.


## 5. Proposal

The proposed solution is based on the structure of the framework shown in Figure 3, which has two phases that are explained below.

### 5.1. Phase 1-Construction of the Solution

Taking into account the study conducted by Mera and Aguilar [56], Figure 4 shows the scheme currently used by the few organizations that implemented an ITSC to manage requests from the various departments of the organization to the IT department or area.


IT users across the organization

Figure 4. Process of IT demand management.
According to the literature reviewed, the ITSC, in addition to containing properly categorized services, must also provide an access method to request such services. However, the field study on public organizations conducted by Mera and Aguilar [56] determined that IT users do not mostly use ITSC to choose the service they need (in this study, only $20 \%$ of users claimed to use a catalog to request a service). Instead, these users prefer to perform requests through e-mail, calls, WhatsApp messages, memoranda, and internal messaging, in that order. Thus, the "message" is firstly processed by the person in charge of the help desk. Then, one must locate or verify that message within the ITSC of the IT service to which this request belongs. This information is registered in a database together with the solution offered or delivered to the IT user.

With this background, phase 1 of the proposal is proposed. This phase consists of constructing a solution, where, from the "knowledge" generated by organizations that have a record of requests for requirements or IT incidents within their respective catalogs, this knowledge can be used to build a solution tailored to the real needs of public organizations, including the identification of ITSs and the construction of an ITSC.

### 5.1.1. Extraction of Knowledge

In this part, we extract the knowledge of organizations (in this case, municipal autonomous governments) that implemented an ITSC that registers requests, catalogs, and solutions, to empty them into their own structure. This process is detailed in Figure 5.


Figure 5. Process for the extraction of knowledge.
(a) Select the knowledge source database

Each selected database corresponds to an organization that fully implemented the ITSC and necessarily registers requests (requirements and incidents), catalogs, and solutions (optional) that were registered based on the management of the demand for ITS in recent years, with the aim of obtaining a list of categories, services, and requests (messages) $M$. Therefore, in this study, four institutions that meet these parameters were selected (located via the field study conducted by Mera et al. [57]), whose request databases were named $B D 1, B D 2, B D 3$, and $B D 4$.
(b) Standardization of the ITSC in relation to the single ITSRC

Using the unique ITSRC obtained through the process detailed in Appendix B, the names of the categories and services of the ITSC for the four organizations chosen as the knowledge base were normalized, so that the services and categories had uniform names or denominations. In this way, the conformation of the resulting structure detailed in the next section could be created correctly. The procedure to normalize the ITSC of each organization or entity was the same as that used to create the unique ITSRC. Firstly, the catalog that was taken as the primary reference was a unique ITSRC. Moreover, all the requests or messages were placed according to the services and categories, thereby yielding the ITSC of each organization after the comparison process. A new service was also included, as detailed below.

Service, security cameras, in Category, security management
This service arose from the comparison made with the ITSC of the organizations that had this service registered in their ITSC.
(c) Create the structure

The next step was the creation of the structure. To build a structure called "knowledge" C, from the $B D$ database of each organization, the first level corresponded to the Cat categories, which were the IT categories established in the ITSC used in these institutions. The second level corresponded to the $S$ services identified in these institutions, which were categorized in the ITSC. In this way, we obtained the following:

Organization 1: BD1

$$
\begin{aligned}
& \text { BD1 }=\{\text { Cat1, Cat2, } \ldots . \text { Catn }\} \text {, } \\
& \text { Cat } 1 \subset B D 1=\{S 1, S 2, \ldots \ldots S x\}, \\
& S 1 \subset \text { Cat } 1 \subset B D 1=\{M 1, M 2, \ldots . . M n\}, \\
& S 2 \subset \text { Cat } 1 \subset B D 1=\{M 1, M 2, \ldots . . M n\} \text {, } \\
& S x \subset C a t 1 \subset B D 1=\{M 1, M 2, \ldots . . M n\}, \\
& \text { Cat } 2 \subset B D 1=\{S 4, S 5, \ldots \ldots S y\}, \\
& S 4 \subset \text { Cat } 2 \subset B D 1=\{M 1, M 2, \ldots \ldots M n\} \text {, } \\
& S 5 \subset \text { Cat } 2 \subset B D 1=\{M 1, M 2, \ldots \ldots . M n\} \text {, } \\
& \text { Sy } \subset \text { Cat } 2 \subset B D 1=\{M 1, M 2, \ldots \ldots . M n\}, \\
& \text { Catn } \subset B D 1=\{S 7, S 8, \ldots . . S z\} \text {, } \\
& \text { S7 C Catn } \subset B D 1=\{M 1, M 2, \ldots \ldots . M n\}, \\
& S 8 \subset \text { Catn } \subset B D 1=\{M 1, M 2, \ldots . . M n\} \text {, } \\
& S z \subset \text { Catn } \subset B D 1=\{M 1, M 2, \ldots \ldots . M n\},
\end{aligned}
$$

Organization 2: BD2

$$
\begin{aligned}
& B D 2=\{\text { Cat1, Cat2, } \ldots . \text { Catn }\} \text {, } \\
& \text { Cat } 1 \subset B D 2=\{S 1, S 2, \ldots \ldots S x\} \text {, } \\
& S 1 \subset \text { Cat } 1 \subset B D 2=\{M 1, M 2, \ldots . . M n\}, \\
& S 2 \subset \text { Cat1 } \subset B D 2=\{M 1, M 2, \ldots . . M n\} \text {, } \\
& S x \subset \text { Cat } 1 \subset B D 2=\{M 1, M 2, \ldots . . M n\}, \\
& \text { Cat2 } \subset B D 2=\{S 4, S 5, \ldots . . S y\} \text {, } \\
& S 4 \subset C a t 2 \subset B D 2=\{M 1, M 2, \ldots \ldots M n\} \text {, } \\
& S 5 \subset \text { Cat } 2 \subset B D 2=\{M 1, M 2, \ldots . . M n\} \text {, } \\
& S y \subset C a t 2 \subset B D 2=\{M 1, M 2, \ldots . . M n\}, \\
& \text { Catn } \subset B D 2=\{S 7, S 8, \ldots \ldots S z\} \text {, } \\
& \text { S7 C Catn } \subset B D 2=\{M 1, M 2, \ldots . . M n\}, \\
& \text { S8 C Catn } \subset B D 2=\{M 1, M 2, \ldots . . M n\} \text {, } \\
& S z \subset \text { Catn } \subset B D 2=\{M 1, M 2, \ldots \ldots . M n\},
\end{aligned}
$$

Organization 3: BD3

```
BD3 = {Cat1,Cat2, \ldots...Catn},
    Cat1\subset BD3 = {S1,S2,\ldots...Sx},
                            S1\subset Cat1 \subset BD3 = {M1,M2, .....Mn},
                            S2 \subset Cat1 \subset BD3 = {M1, M2, .....Mn},
                            Sx\subsetCat1\subset BD3 = {M1,M2, \ldots...Mn},
    Cat2\subsetBD3 = {S4,S5,\ldots...Sy},
                            S4\subsetCat2\subset BD3 = {M1,M2,\ldots...Mn},
                            S5\subset Cat2\subset BD3 = {M1,M2,\ldots...Mn},
                            Sy\subset Cat2 \subset BD3 = {M1,M2, .....Mn},
    Catn \subsetBD3 ={S7,S8,\ldots...Sz},
                            S7 \subset Catn\subset BD3 = {M1,M2, .....Mn},
                            S8\subset Catn\subsetBD3 = {M1,M2,\ldots...Mn},
                            Sz\subsetCatn\subsetBD3 = {M1,M2,\ldots...Mn},
```

Organization 4: BD4

```
BD4 = {Cat1,Cat2, .....Catn},
    Cat1 \subset BD4 = {S1,S2, \ldots...Sx},
                            S1\subset Cat1 \subset BD4 = {M1,M2, .....Mn},
            S2\subsetCat1\subset BD4 = {M1,M2,\ldots...Mn},
            Sx\subsetCat1\subset BD4 = {M1,M2,\ldots...Mn},
    Cat2 \subsetBD4 = {S4,S5,\ldots...Sy},
                            S4\subsetCat2\subset BD4 = {M1,M2,\ldots...Mn},
                            S5 \subset Cat2 \subset BD4 = {M1, M2, .....Mn},
                            Sy\subset Cat2\subset BD4 = {M1,M2, \ldots...Mn},
    Catn \subsetBD4 ={S7,S8,\ldots...Sz},
                            S7\subset Catn\subsetBD4 = {M1,M2,\ldots...Mn},
                            S8\subset Catn\subsetBD4 ={M1,M2,\ldots...Mn},
                            Sz\subsetCatn\subsetBD4 ={M1,M2,\ldots...Mn},
```

where, to obtain the desired structure in relation to the Cat categories, the following operation was carried out:

$$
C=B D 1 \cup B D 2 \cup B D 3 \cup B D 4 .
$$

In relation to the $S$ services that go into each Cat category, the following operations were carried out:

$$
\begin{aligned}
& \text { Cat } 1 \subset C=\text { Cat } 1 \subset B D 1 \cup \text { Cat } 1 \subset B D 2 \cup \text { Cat } 1 \subset B D 3 \cup \text { Cat } 1 \subset \text { BD } 4 ; \\
& \text { Cat } 2 \subset C=\text { Cat } 2 \subset B D 1 \cup \text { Cat } 2 \subset B D 2 \cup \text { Cat } 2 \subset \text { BD } 3 \cup \text { Cat } 2 \subset \text { BD } 4 ; \\
& \text { Catn } \subset C=\text { Catn } \subset B D 1 \cup \text { Catn } \subset B D 2 \cup \text { Catn } \subset \text { BD } 3 \cup \text { Catn } \subset B D 4 .
\end{aligned}
$$

As a result, at the level of the directory structure, we obtained a result similar to the one shown in Figure 6.


Figure 6. Knowledge structure C and directories.
(d) Transfer requests in the created structure

Once the directory structure was created, each request (message) was distributed in the service that corresponds to it in the structure created. What was expressed up to now is summarized in the following processes:

$$
\begin{aligned}
& S 1 \subset C a t 1 \subset C=S 1 \subset C a t 1 \subset B D 1 \cup S 1 \subset C a t 1 \subset B D 2 \cup S 1 \subset C a t 1 \subset B D 3 \cup S 1 \subset \text { Cat } 1 \subset B D 4 ; \\
& S 2 \subset C a t 1 \subset C=S 2 \subset C a t 1 \subset B D 1 \cup S 2 \subset C a t 1 \subset B D 2 \cup S 2 \subset C a t 1 \subset B D 3 \cup S 2 \subset C a t 1 \subset B D 4 ; \\
& S 3 \subset C a t 2 \subset C=S 1 \subset C a t 2 \subset B D 1 \cup S 1 \subset C a t 2 \subset B D 2 \cup S 1 \subset C a t 2 \subset B D 3 \cup S 1 \subset C a t 2 \subset B D 4 ; \\
& S 4 \subset C a t 2 \subset C=S 2 \subset C a t 2 \subset B D 1 \cup S 2 \subset C a t 2 \subset B D 2 \cup S 2 \subset C a t 2 \subset B D 3 \cup S 2 \subset \text { Cat } 2 \subset B D 4 .
\end{aligned}
$$

Explained graphically, the entire process was as shown in Figure 7:


Figure 7. Knowledge extraction process.
Once the procedures explained above were applied, the resulting catalog corresponding to the "knowledge" structure was as shown in Figure 8.


| Accounts and |
| :--- |
| passwords |
| -Active directory |
| -Authentication |
| and authorization |
| -File sharing |


| Equipment |
| :---: |
| management |
| - Material purchase |
| -Material budgeting |
| -Software purchase |




Figure 8. An ITSC that corresponds to the knowledge structure.

### 5.1.2. Appropriation of Knowledge

In this phase, a process based on text mining is proposed. This process was founded on the requests categorized in the "knowledge" structure that allowed a model based on Bayesian networks to "learn" where each request is located (that is, to which service and to what category each request corresponds). For the construction of this process, the Rapid Miner tool was used. This tool is generally structured as shown in Figure 9.


Figure 9. Rapid Miner-based learning process.
Below, each of the operators involved in knowledge learning is described.
(a) Process Documents from Files Operator

With this operator, requests are collected from the "knowledge" structure. Within this "process documents from files" structure, the operations proposed in Figure 10 are specified.


Figure 10. Internal process of the "process documents from files" operator.
The internal operations performed in this operator are the following:

- Tokenize. This operator divides the text of the document into a sequence of tokens that are used to construct the word vector.
- Filter Stop words. This operator filters the words considered "stop words", i.e., words like in, the, if, for, where, etc.
- Transform Cases. This operator transforms the characters to lowercase.
- Generate n-Grams. With this operator, "phrases" of up to three words are generated.
(b) Operator Naïve Bayes

This is the model that is used to "learn" the word structure of the different requests of each service in the categories specified in the "knowledge" structure. This learning is done through a simple probabilistic classification model. This operator can establish the characteristics to build classifications based on few data.
(c) Storage Operators (Sentence and Model)

Storage operators are used to store the characteristics and models already learned from the requests found in the knowledge structure. With this last process, the solution is ready to be used in the identification of ITSs and, therefore, for the construction of an ITSC in a number of organizations.

### 5.2. Phase 2-Identification of Services and the Construction of an ITSC

Once the solution was finished, it was ready to be executed in a number of organizations. To accomplish this task, it was necessary to follow the processes detailed below.

### 5.2.1. Identification of ITS

A fundamental task in the construction of an ITSC is the identification and subsequent classification of services, since a service is the most fundamental component of an ITSC. Therefore, its correct identification is crucial when initiating an ITSCM. In fact, identification is the first activity. In order to execute the identification of ITSs, the processes detailed in Figure 11 were used.


Figure 11. General processes for the identification of services.
(a) Select the organization

The first thing to do in this phase was to select the organization, which must meet the following requirements:

- It must have a department or IT area.
- It must have a record of service requests or IT incidents (for at least the last year, preferably).
(b) Extract the request record

After selecting the organization, it was necessary to extract the record of requests, remembering that the $M$ requests could come from different $F R$ files, such as Excel sheets, emails, internal messaging, etc. The idea was to extract the requests from all the data sources and centralize them in a $B D S$ database, as follows:

According to the request files:

$$
\begin{aligned}
& F R 1=\{M 1, M 2, \ldots M x\}, \\
& F R 2=\{M 4, M 5, \ldots M y\}, \\
& F R 3=\{M 6, M 7, \ldots M z\} .
\end{aligned}
$$

The operation to be performed was as follows:

$$
B D S=F R 1 \cup F R 2 \cup F R 3 \ldots, F R n
$$

which graphically translates to the scheme shown in Figure 12.


Figure 12. Graphical scheme of the collection of requests.
(c) Execute automatic service identification

Once the requests were ready in a $B D S$ central database and in the same format, a process was applied to identify the services based on the requests made in the "construction of the solution" phase using the Rapid Miner tool to process each request. This process was structured as shown in Figure 13.

- Storage operators (models and sentences). The first step is to establish that the service identification activity is carried out based on the characteristics and the models that were "learned". For this purpose, the operators specify that these inputs leave the previously prepared repositories.
- Process Document from File Operator. With this operator, requests are collected from BDS. Within this "process documents from files", the solutions for phase 1 are specified via the same operations used in Section 5.1.2 ("appropriation of knowledge").
- Apply model operator. With this operator, the service identification process is performed based on the requests that the model "learned" in the "construction of the solution" phase from the "knowledge" database $C$. The process then verifies each request stored in the BDS to review its characteristics to determine which ITS corresponds to that service. This ITS is then registered in the "list of found ITSs". The process of identifying such services is summarized in the algorithm shown in Figure 14.


Figure 13. Text mining process for the automatic identification of services.


Figure 14. Algorithm for the automatic identification of services.

In this classification process, there is the possibility that some of the requests do not correspond to any service that was learned. In this case, the IT worker(s) must discern which services correspond to the request or discard the request because its content is inconsistent and, thus, possibly a wrong request registered with the $B D S$.

### 5.2.2. Classification of Services and Generation of the ITSC

Once the ITSs were identified, it was necessary to classify them. For this task, it was necessary to compare the list of services found with the ITSRC, thereby registering each service with its corresponding category. The algorithm for this process is represented in Figure 15.


Figure 15. Algorithm for the classification of services and generation of the ITSC.
With the application of the previous algorithm, a result similar to that shown in Table 5 was generated.

Table 5. Result of the classification of services at the table level.

| Category | Service |
| :--- | :--- |
| Category 1 | Service 1 |
| Category 1 | Service 2 |
| Category 2 | Service 3 |
| Category 2 | Service 4 |

## 6. Case Study

To develop the "identification of services and construction of the ITSC" (that is, phase 2 of the proposal), a municipal autonomous decentralized government of the province of Manabí, Republic of Ecuador, was chosen. This government met the following conditions: (a) it had a department or IT area with a coordinator or head and several IT workers (six); (b) it did not have an ITSC implemented; and (c) it had a record of requests (requirements or incidents).

From this institution, 415 requests expressed in natural language were obtained. These requests served as a basis to identify ITSs and generate an appropriate ITSC. From the 415 requests (requirements or incidents), 23 ITSs were ultimately identified: LAN admin, WAN admin, authentication and
authorization, file sharing, material purchase, software purchase, backup and recovery, create/integrate applications, active directory, hardware, printer maintenance, maintenance and support, apps maintenance and support, network monitoring, antivirus service, firewall service, video conferencing, VoIP service, software, application support, technical/user support, security cameras, email, and collaboration services. These ITSs corresponded to 11 categories. As a result of the classification process, the ITSC of the institution in question was formed as shown in Figure 16.


Figure 16. An ITSC corresponding to the knowledge structure.
Once the ITSC of the institution was generated, a survey was applied to the head and the six workers of the IT department. This survey was elaborated based on the quality factors of Moody et al. [30] to evaluate the artifacts of this type. These factors (F) were as follows: (F1) completeness, (F2) integrity, (F3) flexibility, (F4) understandability, (F5) correctness, (F6) simplicity, (F7) integration, and (F8) implementation, where each factor corresponded to a survey question applied. These questions are shown in Appendix A.

### 6.1. Results

According to Figure 17, the results were very satisfactory, since, in most of the factors, the respondents answered affirmatively. Next, each of the factors was analyzed.

To qualify the assessment of the respondents' responses, a Likert scale was used with the following values for each questioned factor: 1 (poor), 2 (fair), 3 (average), 4 (good), 5 (excellent). To verify the consistency of the survey, Cronbach's alpha coefficient was used to quantify the level of reliability of the measurement scale. The result obtained was 0.845 , which means that our instrument is reliable. Below, the results obtained for each of the factors analyzed in our proposal are shown.

In relation to F1 (completeness), the respondents were asked if the device is sufficiently complete for the identification of the ITS required by the organization. Ultimately, $57.1 \%$ of the respondents said that the ITS is excellent in this aspect, and $42.9 \%$ said that the ITS is good (that is, that it is sufficiently complete).

Regarding F2 (integrity), the respondents were asked if the device has an integrated structure for the identification of services and the construction of the ITSC. A total of $71.4 \%$ of respondents said that the structure is excellent, while $28.6 \%$ said that it was good (i.e., sufficiently intact).


Figure 17. Survey results statistics.
For F3 (flexibility), the question to the respondents was the following: Is the device flexible enough to adapt to the diverse requirements of the organization in relation to the identification of services and the construction of the ITSC? To this question, $42.9 \%$ of the respondents stated that the artifact is excellent, while $57.1 \%$ of the respondents said that it was good (i.e., that the proposed artifact is very flexible).

In relation to F4 (understandability), it was asked if the device is easy to understand for those in charge and for IT workers. To this, $42.9 \%$ said that the device is excellent, while $57.1 \%$ said that it is good. This shows that the proposed artifact is very easy to understand.

Regarding F5 (correctness), respondents were asked if the structure of the artifact is clear due to the notation used. A total of $57.1 \%$ of respondents said it is excellent, while $14.3 \%$ said it is good, and $28.6 \%$ said that it is average. This shows that the structure of the artifact is clear.

For F6 (simplicity), it was asked if the artifact is simple in its ability to identify the services and construction of the ITSC. A total of $42.9 \%$ of the respondents said the artifact is excellent, while $28.6 \%$ said it is good; $28.6 \%$ also said that it is average, which shows that the simplicity levels are high.

For F7 (integration), respondents were asked if the ITSC built after the application of the device reflects the ITS required by the institution. A total of $71.4 \%$ said that the tool is excellent, while $28.6 \%$ said it is good, which shows that the device integrates very well with the organization's IT aspects.

Finally, for F8 (implementation), respondents were asked if it is feasible to implement the device in organizations that wish to identify their ITSs and build their ITSC. A total of $57.1 \%$ of respondents said that it is excellent, while $42.9 \%$ stated that it is good, meaning that the tool has high levels of implementation in municipal organizations.

Thus, the assessment provided by the respondents is highly positive. To this, we add that the number of services identified corresponded $100 \%$ to the services that should have been identified based on the historical data of the organization for which the identification process was carried out for the ITS and construction of the ITSC.

### 6.2. Discussion

The proposal detailed in this document allows identification of the ITSs and the construction of the ITSC. This proposal was developed considering several important aspects obtained from other SIM and research works dedicated to the construction of the ITSC (mainly in relation to the identification process of ITS). As described above, in phase 1 of the proposal, machine learning was used to generate a model that carried out its "learning" process based on 1699 applications (IT requirements and incidents) cataloged in departments or areas of IT from four public organizations (municipal autonomous decentralized government of Ecuador). Therefore, the possibility remains that more public organizations can be used as a reference to enrich the initial "knowledge" and, thus, have a greater capacity for automatic identification of the ITS.

Although identification of the ITS is a process that can be carried out through different SIMs, with the proposed method, it was possible to use requests and IT incidents registered by the coordinator and IT workers of a public organization as the input (case study, the municipal autonomous decentralized government of Ecuador) to identify their ITSs and to build their ITSC. This approach achieved very satisfactory results, as evidenced by the survey applied to the coordinator and the IT area workers. The success achieved was subject to the fact that the learning carried out in phase 1 of the proposal was based on the applications cataloged by four public organizations of the same type as the organization chosen to develop the case study, since the nature of the requests was similar, and they belonged to the same context at the level of daily operations carried out by IT users.

When technological solutions, such as the one described in this paper, are proposed, they are expected to have the approval of the personnel working in the area involved, since these personnel are the people who will use this tool. In this case, one of the most relevant aspects is the necessarily high level of understanding of the staff needed to use the proposal to identify ITSs and construct an ITSC. This was evidenced in the responses of respondents regarding factors of understandability, correctness, and simplicity. These results should be considered since there are studies (such as that conducted by Mera et al. [57]) that showed how many public institutions do not have an ITSC. One of the factors highlighted in that study is the "complexity of applying existing standards" to build the ITSC.

Another important result that should be highlighted is the high levels of efficiency and effectiveness of the proposal. For efficiency, we highlighted the high levels obtained for the factors of completeness, integrity, flexibility, integration, and implementation, which evaluated the proposal itself. At the level of structure, the levels of adaptability, the degree of integration of the results with the needs of those involved, and the levels of implementation of the proposal are important. On the other hand, when talking about effectiveness, it is necessary to highlight that, according to the historical data of requests that were analyzed with those involved, the results obtained for the amount of identified ITS were very satisfactory, based on all possible services that could result after applying the proposal for that data.

An important contribution of this proposal is the inclusion of machine learning for the identification of ITSs and the automatic construction of the ITSC, since this technique was previously used for the identification of ITSs, but only at the level of request management when the ITSC was already in operation [15] and not for the construction of the ITSC (in addition to the registration of IT requests and also to the registration of IT incidents for these tasks).

## 7. Conclusions

Once the present research was concluded, the conclusions below were reached.
As science and technology advances, it is necessary to have efficient SIMs built with a consistent knowledge base, which allows workers and IT coordinators to have appropriate tools to carry out their activities related to ITSM, taking advantage of technologies like machine learning to give added value to these activities. The ITS identification process is a fundamental aspect in building an ITSC; therefore, it is very important to perform ITS identification correctly, since the ITSC is a fundamental component of the ITSP, which in turn is the basis for deploying a correct ITSM.

According to the systematic review of the literature, 5352 articles were identified, and 30 articles were selected for our study. It can be seen that there are several SIMs that were used, none of which became a standard for the identification of ITSs, nor is there a standard for the construction of the ITSC. Of the SIMs identified, there were proposals that used natural language as an input to identify ITS. However, none of the investigations conducted were able to integrate the change requests and the incident register to build an ITSC.

A proposal was submitted for the identification of ITS and construction of the ITSC, which consists of two phases. The first phase corresponds to a learning stage, from which knowledge of the four public institutions that have an ITSC generated a model that uses Bayesian networks as a classification system. The second phase corresponds to the implementation stage of the ITSC, which can be replicated in a number of organizations. This process can be applied to identify ITSs and build the ITSC in several institutions, based on their history of IT requests and incidents (text).

The proposal presented was applied to a public institution, specifically, a municipal autonomous decentralized government of Ecuador, whose history of requests and incidents was used to identify ITSs and build the ITSC. After creating the ITSC, it was possible to show that the proposal is highly effective, since, through the application of a survey, the coordinator and the IT workers were able to assess the quality factors of the proposal presented for the creation of the ITSC.

Making a comparison between our proposal and the SIMs detailed in Table 4, three aspects were highlighted. Firstly, the proposal present in this document is a "proposal with results", which were obtained through its application in a real environment, adding to the limited list of proposals with results detailed in Table 4. Secondly, this proposal complies with four of the general activities for the construction of the ITSC: the initial collection of information, the identification of ITSs (ITS definition), and the refinement and the publication of the ITSC (which is generated from the classification of the ITSs). What makes the difference, compared to the SIMs detailed in Table 4, is the application of machine learning with the characteristics described in Section 5, which include the requests and incidents of registered ITSs, taking them as input to build the ITSC, unlike the SIMs identified in Table 4. Thirdly, another important aspect is that the proposal was applied in a public organization, adding to only two SIMs in Table 4 that were tested in this type of organization, contributing to the generation of important data for this type of proposal, which must continue to be tested in real environments.

In future work, it will be necessary to replicate the proposals in other public organizations in order to obtain the necessary feedback to improve them. It will also be necessary to integrate them with other ITSCM activities at the ITSC architecture level, such as ITSC feedback, and the elimination or withdrawal of services, as well as other activities.
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## Appendix A

Table A1. Quality factors and questions to evaluate the artifacts for ITSC construction.

| Factor | Question |
| :---: | :---: |
| (F1) Completeness | is the device sufficiently complete to identify the IT services required by the |
| organization? |  | \(\left.\begin{array}{cc}(F2) Integrity \& Does the artifact have an integrated structure for the identification of services and <br>


construction of the ITSC?\end{array}\right]\)| (F3) Flexibility | Is the device flexible enough to adapt to different requirements of the organization <br> in relation to the identification of the services and construction of the ITSC? |
| :---: | :---: |
| (F4) Understandability | Is the device easy to understand for managers and IT workers? |
| (F5) Correctness | Is the structure of the artifact clear due to the notation used? |
| (F7) Integration | Does the ITSC built after the application of the device reflect the IT services |
| required by the institution? |  |
| construction of the ITSC? |  |

## Appendix B

To carry out the process of obtaining the ITSRC, it was necessary to start from several previously proposed catalogs; the catalogs considered for obtaining the single ITSRC are shown below.

Table A2. ITSCs found in the review.

| Number | Title of the Research Work Year | Year |
| :---: | :---: | :---: |
| 1 | A method for identifying IT services using incidents | 2012 |
| 2 | IT services reference catalog | 2013 |
| 3 | Building an IT service catalog in a small company as the main input for the IT financial |  |
| manager |  |  |

After showing each catalog, it is necessary to specify that catalog 2 is the result of an improvement made by the researchers who are the authors of said work. We needed catalogs 2 and 4 to have the same structure; therefore, the comparison was done using catalogs 2 and 3.

With these two catalogs, where each catalog $C$ has several Cat categories,

$$
C=\{\text { Cat } 1, \text { Cat } 2, \ldots \text { Catn }\} .
$$

Each category has one or more services, that is,

$$
\begin{aligned}
& \text { Cat } 1 \subset C=\{S 1, S 2, \ldots . . S n\} \\
& \text { Cat } 2 \subset C=\{S 3, S 4, \ldots . S S y\} \\
& \text { Catn } \subset C=\{S 5, S 6, \ldots . S \text {. },
\end{aligned}
$$

A comparison was made between the catalogs to obtain a unique ITSRC, according to the relationship between the definitions of the categories and the services provided by the researchers who developed those catalogs, considering the following criteria:
(a) Catalog 2 was taken as the first reference, because it contains a greater number of ITSs.
(b) If a category from catalog 2 did not appear in catalog 3, the category of catalog 2 was included in the single ITSRC with all of its services.
(c) If a category from catalog 3 did not appear in catalog 2, the category of catalog 3 was included in the single ITSRC.
(d) If there was a relationship between a service from one catalog and several from another catalog, this service was included because it is of greater importance, together with its category (also, the category that has more services prevails) in the single ITSRC, and the other related services were absorbed.
(e) If there was a unique relationship between a service from catalog 2 and one from catalog 3, the service of greater hierarchy was maintained and its category was the one of greater importance, according to the previous precepts.
(f) If a service from catalog 2 was not included in catalog 3, the service of catalog 2 was included in the single ITSRC together with its category, if it did not violate the precepts of previous categories.
(g) If a service of catalog 3 was not included in catalog 2, the service of catalog 3 was included in the single ITSRC together with its category, if it did not violate the precepts of previous categories.

The results of the comparison between the services and the categories of each ITSC are shown below in the relationship table.


Figure A1. Comparison of services and ITSC categories.
Based on the above relationship chart, the resulting unique ITSRC consisted of the following categories (Cat.) and services:
(Cat. 2) Desktop/laptop management;

- Hardware ((Cat. 3) add hardware, maintenance of hardware);
- Software ((Cat. 3) installation of base software, updating base software, maintenance of base software);
- Material Request
(Cat. 2) LAN and WAN management;
- LAN admin;
- WAN admin;
- VPN connections
(Cat. 2) Email and messaging;
- Email and collaboration service ((Cat. 3) installation of email account, updating email account, maintenance email account);
- Mobile email ((Cat. 3) installation of email account, updating email account, of maintenance email account);
(Cat. 2) Security management;
- Firewall service;
- Antivirus service;
- Network monitoring;
(Cat. 2) Accounts and passwords;
- Active directory;
- Authentication and authorization;
- File sharing;
(Cat. 2) Equipment management;
- Loan of material;
- Material purchase;
- Material budgeting;
- Software purchase;
(Cat. 2) Help desk support;
- Technical/user support;
- Application support ((Cat. 3) installation of internet browser, updating internet browser, maintenance of internet browser, installation of specific software, updating specific software, maintenance of specific software);
(Cat. 2) Infrastructure management;
- Datacenter admin;
- Web hosting;
- Housing;
(Cat. 2) Hosted (apps/DB) management;
- Create/integrate applications;
- Apps maintenance and support ((Cat. 3) maintenance of web site);
- DB backup and recovery ((Cat. 3) data backup, backup web site);
- Database management;
- DB installation/configuration;
(Cat. 2) Telecommunication management;
- VoIP service ((Cat. 3) fixed phone);
- Fax service ((Cat. 3) fixed phone);
- Mobile phone service ((Cat. 3) mobile phone);
- Video conferencing service;
- (Cat. 3) Maintenance switchboard;
(Cat. 2) Printer management;
- External support to printer;
- Printer maintenance ((Cat. 3) maintenance of hardware);
(Cat. 2) Server management;
- Maintenance and support;
- Backup and recovery ((Cat. 3) data backup);
(Cat. 3) Quality management;
- Review data protection law;
- Review ISO 9001:2008.
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#### Abstract

The usual thermodynamic formalism is uniform in all directions and, therefore, it is not adapted to study multi-dimensional functions with various directional behaviors. It is based on a scaling function characterized in terms of isotropic Sobolev or Besov-type norms. The purpose of the present paper was twofold. Firstly, we proved wavelet criteria for a natural extended directional scaling function expressed in terms of directional Sobolev or Besov spaces. Secondly, we performed the directional multifractal formalism, i.e., we computed or estimated directional Hölder spectra, either directly or via some Legendre transforms on either directional scaling function or anisotropic scaling functions. We obtained general upper bounds for directional Hölder spectra. We also showed optimal results for two large classes of examples of deterministic and random anisotropic self-similar tools for possible modeling turbulence (or cascades) and textures in images: Sierpinski cascade functions and fractional Brownian sheets.
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## 1. Introduction

Multifractal models were originally proposed to describe the intermittent behavior of fully-developed turbulence [1,2] and also chaotic features in dynamical systems [3,4]. If $T$ is the time and $v(T)$ is a the stream-wise component of the velocity of a turbulent flow at a given point, Kolmogorov [5] expected a power law behavior:

$$
\begin{equation*}
\int_{\mathbb{R}}|v(T+t)-v(T)|^{p} d T \sim|t|^{\eta_{L}(p)} \quad \text { for small }|t| \tag{1}
\end{equation*}
$$

with $\eta_{L}(p)=p / 3$. Kolmogorov and Oboukhov and [6,7] have refined this prediction into a quadratic behavior.

Various experimental results and other models have confirm the nonlinear behavior. Mandelbrot [2,8,9] has introduced multiplicative cascades for the dissipation of energy in turbulent flows and thus has associated fractals to measures (or functions). Frisch and Parisi [10] conjectured that $\eta_{L}(p)$ describes the statistical repartition of the pointwise Lipschitz regularities. The Lipschitz
spectrum of $v$ is the map which associates to each $0<H<1$ the Hausdorff dimension $d(H)$ of the set of times $T$ where $v$ has a given pointwise Lipschitz regularity $h_{v}(T)=H$ in the sense that:

$$
\begin{equation*}
|v(T+t)-v(T)| \sim|t|^{H} \quad \text { for small }|t| . \tag{2}
\end{equation*}
$$

By heuristic arguments, the thermodynamic formalism [10] states that $d(H)$ is given by the following Legendre transform of $\eta_{L}(p)$ :

$$
\begin{equation*}
d(H)=\inf _{p}\left(H p-\eta_{L}(p)+1\right) \tag{3}
\end{equation*}
$$

A similar formalism for measures has been derived; if $\mu$ is a probability measure on $\mathbb{R}^{d}$, the notion of pointwise Lipschitz regularity is replaced by the local regularity of $\mu$ defined as:

$$
\begin{equation*}
h_{\mu}(x)=\liminf _{r \rightarrow 0} \frac{\log \mu(B(x, r))}{\log r} \tag{4}
\end{equation*}
$$

(see $[3,4,11-20] \ldots$ ). Note that if $d=1$ and $h_{\mu}(T) \in[0,1)$, then $h_{f}(T)=h_{\mu}(T)$ for $f(x)=\mu((-\infty, x])$.
In [21], Daubechies and Lagarias proved the validity of the thermodynamic formalism (3) for some refinement functions used in the construction of orthonormal wavelet bases in one dimension.

An alternative formulation of the Lipschitz scaling function $\eta_{L}(p)$ in terms of continuous wavelet transform $C_{a, b}=\frac{1}{a^{d}} \int_{\mathbb{R}^{d}} f(x) \psi\left(\frac{x-b}{a}\right) d x\left(a>0\right.$ and $\left.b \in \mathbb{R}^{d}\right)$ was proposed by Arneodo, Bacry and Muzy in $\mathbb{R}^{d}$ with $d=1$ (see [22-24]). The corresponding thermodynamic formalism was proved in [22] for the primitive of a multinomial measure or a $C^{1}$ perturbation of such a measure.

Jaffard [25] extended these formulae in $\mathbb{R}^{d}$ and showed the link between them via the function space interpretation of the scaling function in terms of (isotropic) Sobolev or Besov-type norms. Such spaces for smoothness index higher than 1 are also characterized by finite order differences. The corresponding scaling function $\eta(p)$ (given in (14)) is expected to give information for the Hölder spectrum $d(H)$ for any value of $H$. The scaling function $\eta(p)$ is also characterized by either isotropic wavelet bases (i.e., decompositions on tensor products of one-dimensional wavelets with the same dilation factor $2^{j}$ at scale $j$ in all coordinate axes) or continuous wavelet transform (in fact, $\left.\eta(p)=\liminf _{a \rightarrow 0} \frac{\log \int\left|C_{a, b}\right|^{p} d b}{\log a}\right)$.

The scope of the mathematical validity of the thermodynamic formalism,

$$
\begin{equation*}
d(H)=\inf _{p}(H p-\eta(p)+d) \tag{5}
\end{equation*}
$$

has become an important issue. The general rule for a good multifractal formalism is to get optimal upper bounds for the spectra. Optimality is obtained for examples that saturate the upper bound, i.e., the upper bound becomes equality.

If the range $P$ of $p^{\prime}$ s over which one computes the Legendre transform is chosen appropriately:

$$
\begin{equation*}
P=\{p: \quad \eta(p)>d\} \tag{6}
\end{equation*}
$$

then (5) yields an upper bound for all functions [25].
The optimality has been either studied or proved under self-similarity assumptions [21,22,25-31], or for a class of particular random processes [32], or for specific functions [33,34], or even generically in either Baire's categories [35] or prevalence sense [36,37].

Alternatively, Kestener and Arneodo (see [38] and references therein) proposed, also for $d=2$ and $d=3$, different vectoriel wavelet transform formulas. They applied them to turbulent velocity and vorticity 3D numerical data.

Unfortunately, for $d \geq 2$, the scaling functions $\eta_{L}(p)$ and $\eta(p)$ are uniform in all directions, and, therefore, are not adapted to study images and multi-dimensional signals with various directional behaviors. These behaviors are important for detection of edges, efficient image compression, texture classification, etc., (see, for instance, [39-51] and the references therein). They also appear in partial differential equations, pseudo-differential operators theory, approximation theory, etc. (for example, see [52] or [53] and references therein). In that case, signals present anisotropies quantified through regularity characteristics and features that strongly differ when measured in different directions [17,19,46,47,49,54-56]. Classes of functions that satisfy different scaling properties according the coordinate axes have been studied in $[29,42,44,46,49-51,53-55,57-72]$. For an a priori prescribed anisotropy $\alpha=\left(\alpha_{1}, \cdots, \alpha_{d}\right)$ with $0<\alpha_{1}, \cdots, \alpha_{d}$ and $\sum_{i=1}^{d} \alpha_{i}=d$, such signals can be expanded in Triebel bases (i.e., tensor products of one-dimensional wavelets that allow dilations factors about $2^{j \alpha_{1}}, \cdots, 2^{j_{d}}$ in coordinate axes [69,70]). Alternatively, we can also use anisotropic continuous wavelet transform $\frac{1}{a^{d}} \int_{\mathbb{R}^{d}} f(x) \psi\left(\frac{x_{1}-b_{1}}{a^{\alpha_{1}}}, \cdots, \frac{x_{d}-b_{d}}{a^{\alpha_{d}}}\right) d x$ (see [45,48]). Signals where no a priori anisotropy is prescribed, can be expanded in DeVore, Konyagin, and Temlyakov hyperbolic wavelet bases [73], i.e., tensor products of one-dimensional wavelets that allow different dilations factors $2^{j_{1}}, \cdots, 2^{j_{d}}$ in coordinate axes (see also [39,74-76]. Hyperbolic wavelet bases contain all possible anisotropies.

Both Triebel and hyperbolic bases characterize anisotropic Besov spaces [39,70].
Let $d \geq 2$ be a positive integer. Let $e$ be a fixed vector in the unit sphere $S^{d-1}$. We will focus on the following global and local directional behaviors:

- A natural directional Lipschitz scaling function $\eta_{L}(p, e)$ of $v$ in direction $e$ can be given by:

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}|v(y+t e)-v(y)|^{p} d y \sim|t|^{\eta_{L}(p, e)} \quad \text { for small }|t| \tag{7}
\end{equation*}
$$

It can be extended to a directional scaling function $\eta(p, e)$ that involves any finite order differences in direction $e$ (see Definition 1). It can be also restricted to a bounded domain (see Definition 3).

- A natural directional pointwise Lipschitz regularity $h_{L}(y, e)$ of $v$ at $y$ in direction $e$ can be given by:

$$
\begin{equation*}
|v(y+t e)-v(y)| \sim|t|^{h_{L}(y, e)} \quad \text { for small }|t| . \tag{8}
\end{equation*}
$$

It can be extended to a directional pointwise Hölder regularity $h(y, e)$ (see Definition 5).
In this paper, we want to understand how singularities given by directional pointwise Hölder regularities fluctuate from point to point for a fixed direction $e$. These singularities may share a given value on a fractal set. One wishes to compute the Hausdorff dimension of this set. One also wishes to derive this size from global quantities extracted from the signal, given by either a directional scaling function or anisotropic scaling functions. Firstly, we prove wavelet criteria for the directional scaling function $\eta(p, e)$ (see Sections 1-3). Secondly, we perform directional multifractal formalism (see Sections 4-6), i.e., we compute or estimate directional Hölder spectra either directly or via some Legendre transforms on either directional scaling function or anisotropies scaling functions.
Two types of results will be performed:

- We will obtain general upper bounds for the directional Hölder spectra.
- We will show optimal results for two large classes of examples of deterministic and random anisotropic self-similar tools for possible modeling turbulence (or cascades) and textures in images (see [50]): Sierpinski cascade functions introduced by the first author in [29] and fractional Brownian sheets introduced by both Kamont in [67] and Pesquet-Popesu and Lévy-Véhel in [77], and revisited by Ayache, Léger, and Pontier [78] for extra properties.

Note that the heuristic classical arguments from which the thermodynamic formalism for pointwise Lipschitz regularity was derived (see, for example, [25], pp. 947-948) cannot be applied to the directional pointwise Lipschitz regularity; near a point $y$ such that $h(y)=H$, we have
$|v(y+t)-v(y)| \sim|t|^{H}$ in a cube of radius $|t|$. There are about $|t|^{-d(H)}$ such cubes, so that the total contribution to $\int_{\mathbb{R}^{d}}|v(y+t)-v(y)|^{p} d y$ is $|t|^{H p+d-d(H)}$. It follows that $\eta_{L}(p)=\inf _{H}(H p-d(H)+d)$. If $d(H)$ is concave, it is recovered by an inverse Legendre transform formula which yields $d(H)=\inf _{p}\left(H p-\eta_{L}(p)+d\right)$. In the context of directional pointwise Lipschitz regularity, we want to calculate the contribution of critical directional pointwise Lipschitz regularity of order $H$ in direction $e$ to the integral $\int_{\mathbb{R}^{d}}|v(y+t e)-v(y)|^{p} d y$ : near a point $y$ such that $h(y, e)=H$, we have $|v(y+t e)-v(y)| \sim|t|^{H}$ in a small segment of length $|t|$. So, we cannot pursue the above heuristic arguments.

To overcome this inconvenience, we will use a criterion of directional pointwise Hölder regularity $h(y, e)$ in terms of rapid decay of highly oriented multi-scaled wavelet coefficients. Actually, $h(y, e)$ is related to anisotropic pointwise Hölder regularities $h_{\alpha}(y)$, for all anisotropies $\alpha$ (see [43,44]). The anisotropic pointwise regularity $h_{\alpha}(y)$ was already introduced in [29] and characterized with either anisotropic continuous wavelets or in Triebel bases [43,44].

Alternatively, we will use a characterization of directional pointwise Lipschitz regularity obtained in [58] directly (i.e., without passing through anisotropies) in terms of decay conditions for the coefficients of the expansion in the hyperbolic Schauder basis.

Note that partial characterizations for the directional pointwise Hölder regularity have been obtained by Sampo and Sumetkijakan [51,79,80] (respective to Jaffard [48]), when using parabolic basis, i.e., curvelets and Hart-Smith transform (respective to the anisotropic Gabor-wavelet transform).

Note that other directional behaviors have been studied. Donoho [81], Guo, and Labate [82] have used wedgelets and shearlets for the detection of discontinuities along smooth edges. Candes, Donoho [83], and Mallat [84] have used wavelet bases elongated in particular directions (ridgelets and bandelets) to deal with singularities along lines, along hyperplanes, etc. Fell, Führ, and Voigtlaender [85] characterized the wavefront set in terms of rapid continuous wavelet decay, for a large variety of dilation groups. For the shearlet groups single wavelets suffice, whereas similitude and diagonal groups need suitable families of wavelets. Recently, by using the harmonic wavelet, Sun, Leng, and Cattani [86] constructed a new multilevel system in the Fourier domain, which has the circular shape. This new system is more suitable for the distribution of general images in the Fourier domain.

In the next section, we first give the definition of the directional scaling function $\eta(p, e)$ in terms of directional Sobolev or Besov spaces (expressed by finite order differences) to which $v$ belongs. We then make the connection between directional scaling function and anisotropic scaling functions analyzed in anisotropic function spaces (see Theorem 1).

In Section 3, using the characterization of the anisotropic scaling function in Triebel wavelet bases [69,70], we deduce a criterion of directional scaling function in these bases (see Theorem 2). Then, using the characterization of the anisotropic scaling function in hyperbolic wavelet bases [39], we deduce a criterion of directional scaling function in these bases (see Theorem 3). Finally, using a result of Kamont [87], we deduce a criterion of directional Lipschitz scaling function in hyperbolic Schauder bases without passing through anisotropies (see Theorem 4).

In Section 4, we recall the connection between both directional and anisotropic Hölder regularities (see Proposition 9). We first deduce a general upper bound for the directional Hölder spectrum by anisotropic Hölder spectra (i.e., Hausdorff dimension of anisotropic Hölder sets) (see Theorem 5). Note that in [58], we characterized directional pointwise Lipschitz regularity in terms of decay conditions for the coefficients of the expansion of $f$ in the hyperbolic basis of tensor products of Schauder functions, but we do not yet succeed to deduce a general upper bound for the directional Lipschitz spectrum. We will instead recall a result of [59] in which we adapted the notion of Hausdorff dimension to the anisotropy, we used a criterion of [43] for anisotropic pointwise regularity in terms of conditions on Triebel wavelet coefficients and deduced a general upper bound for the adapted anisotropic Hölder spectrum by means a Legendre transform of the anisotropic scaling function.

Both this upper bound and Theorem 5 yield a general upper bound for the directional spectrum (see Theorem 6).

In Section 5, we apply Theorem 4 for fractional Brownian sheets to show that unlike the Lipschitz scaling function $\eta_{L}(p)$ and the Lipschitz spectum $d(H)$ which are uniform in all directions, the directional scaling function $\eta_{L}(p, e)$ and the directional spectrum $d(H, e)$ are tools that detect directional behaviors (see Theorems 7 and 8). We also prove that if the corresponding appropriate range $P$ of $p^{\prime}$ s over which one will computes the Legendre transform is:

$$
\begin{equation*}
P=\left\{p \geq 1: \quad \eta_{L}(p)>1\right\}=\left\{p \geq 1: \eta_{L}\left(p, e_{i}\right)>1 \forall i \in\{1, \cdots, d\}\right\} \tag{9}
\end{equation*}
$$

then $\inf _{p \in P}\left(H p-\eta_{L}(p, e)+1\right)$ provides a common directional Lipschitz scaling based directional thermodynamic formalism for these examples (see Theorem 8).

In Section 6, we apply Theorem 4 for Sierpinski cascade functions to show that the directional scaling function $\eta_{L}(p, e)$ and the directional spectrum $d(H, e)$ are tools that detect directional behaviors. We also show that contrary to $\eta_{L}(p, e)$, the directional spectrum $d(H, e)$ depends on the geometric disposition of the chosen contractions for each cascade function. We also provide non common directional Lipschitz scaling based directional thermodynamic formalisms for these examples (see Theorems 9 and 11). These formalisms depend on the geometric disposition of contractions for each cascade function. Nevertheless, all obtained formalisms share the same corresponding appropriate range $P$ of $p$ 's over which one will compute the Legendre transform given in (9). Moreover, we show the optimality of Theorem 6 for Sierpinski cascade functions corresponding to a large class of geometric disposition of contractions (see Theorem 12). Finally, we modify the notion of the Hausdorff dimension to provide a new common directional Lipschitz scaling based directional thermodynamic formalism for all Sierpinski cascade functions (see Theorem 13).

Finally Section 7 motivates the anisotropic cascade model on the physics side.

## 2. Directional Scaling Function and Its Connection with Anisotropic Scaling Functions

### 2.1. Directional Scaling Function

For the definitions of Besov spaces stated in this section, we refer the reader to [69]. Let $d \geq 2$ be a positive integer. Let $e$ be a fixed vector in the unit sphere $S^{d-1}$. For $t \in \mathbb{R}$ and $y \in \mathbb{R}^{d}$, define the difference $\Delta_{t, e} f$ in direction $e$ by the standard formula:

$$
\begin{equation*}
\Delta_{t, e} f(y)=f(y+t e)-f(y) \tag{10}
\end{equation*}
$$

Define the iterated differences in direction $e$ inductively by

$$
\Delta_{t, e}^{1} f=\Delta_{t, e} f \quad \text { and } \quad \Delta_{t, e}^{n+1} f=\Delta_{t, e}^{1}\left(\Delta_{t, e}^{n} f\right) .
$$

Definition 1. Let $0<s<M$ and $M \in \mathbb{N}, 1 \leq p<\infty$ and $f \in L^{p}\left(\mathbb{R}^{d}\right)$. We say that $f \in B_{p}^{s}\left(\mathbb{R}^{d}, e\right)$ if there exists $C>0$ such that:

$$
\begin{equation*}
\forall 0<t \leq 1 \quad \int_{\mathbb{R}^{d}}\left|\Delta_{t, e}^{M} f(y)\right|^{p} d y \leq C|t|^{s p} . \tag{11}
\end{equation*}
$$

Define the directional scaling function $\eta(p, e)$ of $f$ in direction e by:

$$
\begin{equation*}
\eta(p, e)=\sup \left\{s p: f \in B_{p}^{s}\left(\mathbb{R}^{d}, e\right)\right\} \tag{12}
\end{equation*}
$$

We say that $f$ belongs to the usual isotropic Besov space $B_{p, \infty}^{s}\left(\mathbb{R}^{d}\right)$ (we will ignore $\infty$ and write $B_{p}^{s}\left(\mathbb{R}^{d}\right)$ ) if there exists $C>0$ such that:

$$
\begin{equation*}
\forall e \in S^{d-1} \forall 0<t \leq 1 \quad \int_{\mathbb{R}^{d}}\left|\Delta_{t, e}^{M} f(y)\right|^{p} d y \leq C|t|^{s p} \tag{13}
\end{equation*}
$$

Define the scaling function $\eta(p)$ of $f$ by:

$$
\begin{equation*}
\eta(p)=\sup \left\{s p: f \in B_{p}^{s}\left(\mathbb{R}^{d}\right)\right\} \tag{14}
\end{equation*}
$$

Anisotropic Besov spaces were introduced for the study of semi-elliptic pseudo-differential operators whose symbols have different degrees of smoothness along different directions (see [52]; see also [53] and references therein, for a recent use of such spaces for optimal regularity results for the heat equation).

Definition 2. Let $1 \leq p<\infty$. Denote by $\mathcal{D}$ the set $\{1, \cdots, d\}$. For $i \in \mathcal{D}$, let $M_{i} \in \mathbb{N}, 0<s_{i}<M_{i}$ and $e_{i}=\left(\delta_{1, i} \cdots, \delta_{d, i}\right)$ denotes the $i$-th coordinate vector in $\mathbb{R}^{d}$. The so-called classical anisotropic Besov space $B_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(\mathbb{R}^{d}\right)$ is defined as

$$
B_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(\mathbb{R}^{d}\right)=\bigcap_{i \in \mathcal{D}} B_{p}^{s_{i}}\left(\mathbb{R}^{d}, e_{i}\right)
$$

Remark 1. When $s_{1}, \cdots, s_{d}=s$, the space $B_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(\mathbb{R}^{d}\right)$ coincides with $B_{p}^{s}\left(\mathbb{R}^{d}\right)$.
We will be interested in the characterization of $\eta(p, e)$ in terms of decay conditions for a structure function of the coefficients of the expansion of $f$ in either Triebel anisotropic wavelet bases [69,70] (see Section 3), or hyperbolic wavelet bases [68,73-76] (see Section 4). Without any loss of generality, we can assume that $e=e_{1}$, because we can take coordinates on an orthonormal basis $\mathcal{B}$ of $\mathbb{R}^{d}$ that starts with $e$. Using the partial ordering property,

$$
\begin{equation*}
B_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(\mathbb{R}^{d}\right) \subset B_{p}^{\left(s_{1}^{\prime}, \cdots, s_{d}^{\prime}\right)}\left(\mathbb{R}^{d}\right) \quad \forall s_{i}^{\prime} \leq s_{i} \quad \forall i \in \mathcal{D}, \tag{15}
\end{equation*}
$$

we introduce the following substitute for $\eta(p, e)$,

$$
\begin{equation*}
\breve{\eta}(p, e)=\sup \left\{s_{1} p: \exists 0<\varepsilon \leq s_{1} \quad f \in B_{p}^{\left(s_{1}, \varepsilon, \cdots, \varepsilon\right)}\left(\mathbb{R}^{d}\right)\right\} \tag{16}
\end{equation*}
$$

We obtain the following result.
Proposition 1. 1. If $\eta(p, e)=0$ then $\breve{\eta}(p, e)=0$.
2. We have always:

$$
\begin{equation*}
\breve{\eta}(p, e) \leq \eta(p, e) \tag{17}
\end{equation*}
$$

3. If $\eta(p)>0$ then $\breve{\eta}(p, e)=\eta(p, e)$.

Proof. Both first and second points follow directly from Definition 2.
Assume that $\eta(p)>0$, then $f \in B_{p}^{(\delta, \cdots, \delta)}\left(\mathbb{R}^{d}\right)$ for $0<p \delta<\eta(p)$. Clearly, $f \in B_{p}^{\delta}\left(\mathbb{R}^{d}, e_{i}\right)$ for all $i \in \mathcal{D}$. Let $p \beta_{1}<\eta(p, e)$. Since $f \in B_{p}^{\beta_{1}}\left(\mathbb{R}^{d}, e\right)$, then Definition 2 and the partial ordering property (15) yield the third point.

### 2.2. Connection Between the Directional Scaling Function and Anisotropic Scaling Functions

Space $B_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(\mathbb{R}^{d}\right)$ is related to the anisotropic Besov space $B_{p, \infty}^{\hat{s},\left(\alpha_{1}, \ldots, \alpha_{d}\right)}\left(\mathbb{R}^{d}\right)$ introduced in $[60,61]$ using an anisotropic Littlewood Paley analysis. We will drop $\infty$. Let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{R}^{d}$ be an anisotropy, i.e.,

$$
\begin{equation*}
\alpha_{1}>0, \cdots, \alpha_{d}>0 \text { and } \sum_{i \in \mathcal{D}} \alpha_{i}=d . \tag{18}
\end{equation*}
$$

For $r>0$ and $x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$, we define the anisotropic map:

$$
\begin{equation*}
r^{\alpha} x=\left(r^{\alpha_{1}} x_{1}, \ldots, r^{\alpha_{d}} x_{d}\right) . \tag{19}
\end{equation*}
$$

Define the mean smoothness $\hat{s}$ of $\left(s_{1}, \cdots, s_{d}\right)$ and the anisotropic indices by:

$$
\begin{equation*}
\frac{1}{\hat{s}}=\frac{1}{d} \sum_{i \in \mathcal{D}} \frac{1}{s_{i}} \quad \text { and } \quad \alpha_{i}=\frac{\hat{s}}{s_{i}} . \tag{20}
\end{equation*}
$$

Then,

$$
\begin{equation*}
B_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(\mathbb{R}^{d}\right)=B_{p}^{\hat{s}_{p}, \alpha}\left(\mathbb{R}^{d}\right) . \tag{21}
\end{equation*}
$$

If $s_{1}, \cdots, s_{d}=s$ then $\hat{s}=s$ and $\alpha$ is the isotropy $(1, \ldots, 1)$. Thus,

$$
\begin{equation*}
B_{p}^{(s, \cdots, s)}\left(\mathbb{R}^{d}\right)=B_{p}^{s}\left(\mathbb{R}^{d}\right)=B_{p}^{s,(1, \ldots, 1)}\left(\mathbb{R}^{d}\right) . \tag{22}
\end{equation*}
$$

For a fixed anisotropy $\alpha$, define the anisotropic scaling function by:

$$
\begin{equation*}
\eta_{\alpha}(p)=\sup \left\{\tau p: f \in B_{p}^{\tau, \alpha}\left(\mathbb{R}^{d}\right)\right\} . \tag{23}
\end{equation*}
$$

Clearly, using relation (21), the substitute $\breve{\eta}(p, e)$ for $\eta(p, e)$ given in (16) satisfies the following result.
Theorem 1. Let $\mathcal{B}$ denotes any orthonormal basis of $\mathbb{R}^{d}$ starting with e. Let $\Omega$ be the set of all anisotropies $\alpha$ satisfying (18) and $\alpha_{2}=\cdots=\alpha_{d}$. Then:

$$
\begin{equation*}
\breve{\eta}(p, e)=\sup _{\alpha \in \Omega}\left(\frac{\eta_{\alpha}(p)}{\alpha_{1}}\right) . \tag{24}
\end{equation*}
$$

If $\eta(p)>0$ then:

$$
\begin{equation*}
\eta(p, e)=\sup _{\alpha \in \Omega}\left(\frac{\eta_{\alpha}(p)}{\alpha_{1}}\right) . \tag{25}
\end{equation*}
$$

## 3. Criteria of Directional Scaling Function

### 3.1. Criterion of Directional Scaling Function in Triebel Wavelet Bases

We will use Theorem 1 to characterize the directional scaling function $\eta(p, e)$ in Triebel anisotropic wavelet bases [69,70].

Triebel anisotropic wavelets characterize anisotropic Besov spaces; if $\psi_{-1}$ and $\psi_{1}$ are the Lemarié-Meyer [88,89] (respective to Daubechies [90]) father and mother wavelets in the Schwartz class (respective to compactly supported and finitely smooth with a large enough smoothness), such that all moments (respective to a large enough finite number of moments) of $\psi_{1}$ vanish, $\int_{\mathbb{R}} \psi_{-1}(x) d x=1$ and the collection $\left(\psi_{-1}(x-k)\right)_{k \in \mathbb{Z}}$ and $\left(2^{j / 2} \psi_{1}\left(2^{j} x-k\right)\right)_{j \in \mathbb{N}_{0}, k \in \mathbb{Z}}$ is an orthonormal basis of $L^{2}(\mathbb{R})$. Let $\alpha$
an anisotropy as in (18). For $j \in \mathbb{N}_{0}$, let $I_{j, \alpha}$ be the set of pairs $(G, l)$ where $G=\left(G_{1}, \ldots, G_{d}\right) \in\{-1,1\}^{d}$ such that at least one component $G_{i}$ is -1 and $l=\left(l_{1}, \ldots, l_{d}\right) \in \mathbb{N}_{0}^{d}$ where:

$$
\begin{gather*}
l_{i}=\left[j \alpha_{i}\right] \text { if } G_{i}=-1,  \tag{26}\\
{\left[j \alpha_{i}\right] \leq l_{i}<\left[(j+1) \alpha_{i}\right] \text { if } G_{i}=1 \text { and }\left[(j+1) \alpha_{i}\right]>\left[j \alpha_{i}\right],} \tag{27}
\end{gather*}
$$

and

$$
\begin{equation*}
l_{i}=\left[j \alpha_{i}\right] \text { if } G_{i}=1 \text { and }\left[(j+1) \alpha_{i}\right]=\left[j \alpha_{i}\right] . \tag{28}
\end{equation*}
$$

(Clearly, in the isotropic setting $\alpha=(1, \ldots, 1)$ and $l=(j, \ldots, j)$ ).
The cardinality of $I_{j, \alpha}$ is bounded independently of $j$, more precisely:

$$
\begin{equation*}
1 \leq \sharp I_{j, \alpha} \leq\left(2^{d}-1\right) \prod_{i \in \mathcal{D}}\left(2+\alpha_{i}\right) . \tag{29}
\end{equation*}
$$

The following proposition is given in [69,70].
Proposition 2. For all $x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$ and all $k=\left(k_{1}, \ldots, k_{d}\right) \in \mathbb{Z}^{d}$, we put:

$$
\begin{equation*}
\Psi_{-1, \cdots,-1, k}(x):=\prod_{i \in \mathcal{D}} \psi_{-1}\left(x_{i}-k_{i}\right), \tag{30}
\end{equation*}
$$

and:

$$
\begin{equation*}
\Psi_{j, k, \alpha}^{(G, l)}(x)=\prod_{i \in \mathcal{D}} \psi_{G_{i}}\left(2^{l_{i}} x_{i}-k_{i}\right) . \tag{31}
\end{equation*}
$$

Set $|\boldsymbol{l}|:=\sum_{i \in \mathcal{D}} l_{i}$. The collection of the union of $\left(\Psi_{-1, \cdots,-1, k}\right)$ for $k \in \mathbb{Z}^{d}$ and $\left(2^{|l| / 2} \Psi_{j, k, \alpha}^{(G, l)}\right)$ for $j \in \mathbb{N}_{0}$, $(G, l) \in I_{j, \alpha}$ and $k \in \mathbb{Z}^{d}$, is then an orthonormal basis of $L^{2}\left(\mathbb{R}^{d}\right)$. Thus any function $f \in L^{2}\left(\mathbb{R}^{d}\right)$ can be written as:

$$
\begin{align*}
f(x) & =\sum_{k \in \mathbb{Z}^{d}} c_{-1, \cdots,-1, k} \Psi_{-1, \cdots,-1, k}(x),  \tag{32}\\
& +\sum_{j \in \mathbb{N}_{0}} \sum_{k \in \mathbb{Z}^{d}} \sum_{(G, l) \in I_{j, \alpha}} c_{j, k, \alpha}^{(G, l)} \Psi_{j, k, \alpha}^{(G, l)}(x), \tag{33}
\end{align*}
$$

with:

$$
\begin{equation*}
c_{-1, \cdots,-1, k}=\int_{\mathbb{R}^{d}} f(x) \Psi_{-1, \cdots,-1, k}(x) d x \tag{34}
\end{equation*}
$$

and:

$$
\begin{equation*}
c_{j, k, \alpha}^{(G, l)}=2^{|l|} \int_{\mathbb{R}^{d}} f(x) \Psi_{j, k, \alpha}^{(G, l)}(x) d x . \tag{35}
\end{equation*}
$$

The following result was obtained in [69,70].
Proposition 3. Let $p>0$ and $s \in \mathbb{R}$. Then, $f \in B_{p}^{s, \alpha}\left(\mathbb{R}^{d}\right)$ if and only if:

$$
\begin{equation*}
\sup _{j \in \mathbb{N}_{0}} 2^{(s p-d) j} \sum_{k \in \mathbb{Z}^{d}} \sum_{(G, l) \in I_{j, \alpha}}\left|c_{j, k, \alpha}^{(G, l)}\right|^{p}<\infty . \tag{36}
\end{equation*}
$$

Using (25), we deduce the following theorem.

Theorem 2. The anisotropic Besov exponent is given by:

$$
\begin{equation*}
\eta_{\alpha}(p)=\liminf _{j \rightarrow \infty} \frac{\log \left(2^{-d j} \sum_{k \in \mathbb{Z}^{d}} \sum_{(G, l) \in I_{j, \alpha}}\left|c_{j, k, \alpha}^{(G, l)}\right|^{p}\right)}{\log \left(2^{-j}\right)} \tag{37}
\end{equation*}
$$

Let $\mathcal{B}$ and $\Omega$ be as in Theorem 1. If $\eta(p)>0$ then:

$$
\begin{equation*}
\eta(p, e)=\sup _{\alpha \in \Omega}\left(\liminf _{j \rightarrow \infty} \frac{\log \left(2^{-d j} \sum_{k \in \mathbb{Z}^{d}} \sum_{(G, l) \in I_{j, \alpha}}\left|c_{j, k, \alpha}^{(G, l)}\right|^{p}\right)}{\log \left(2^{-j \alpha_{1}}\right)}\right) \tag{38}
\end{equation*}
$$

### 3.2. Criterion of Directional Scaling Function in Hyperbolic Wavelet Bases

We will use Theorem 1 to characterize the directional scaling function $\eta(p, e)$ in hyperbolic wavelet bases [68,73-76]. As in [39], without any loss of generality take $d=2$. For $x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$ and $k=\left(k_{1}, k_{2}\right) \in \mathbb{Z}^{2}$, we put $\Psi_{-1,-1, k}(x)$ as in (30) for $d=2$,

$$
\begin{aligned}
& \Psi_{j_{1}, j_{2}, k}(x)=\psi_{1}\left(2^{j_{1}} x_{1}-k_{1}\right) \psi_{1}\left(2^{j_{2}} x_{2}-k_{2}\right), \\
& \Psi_{j_{1},-1, k}(x)=\psi_{1}\left(2^{j_{1}} x_{1}-k_{1}\right) \psi_{-1}\left(x_{2}-k_{2}\right), \\
& \Psi_{-1, j_{2}, k}(x)=\psi_{-1}\left(x_{1}-k_{1}\right) \psi_{1}\left(2^{j_{2}} x_{2}-k_{2}\right) .
\end{aligned}
$$

The collection of the union of $\left\{\Psi_{-1,-1, k}: k \in \mathbb{Z}^{2}\right\},\left\{2^{\left(j_{1}+j_{2}\right) / 2} \Psi_{j_{1}, j_{2}, k}: \quad\left(j_{1}, j_{2}\right) \in \mathbb{N}_{0}^{2}, k \in \mathbb{Z}^{2}\right\}$, $\left\{2^{j_{1} / 2} \Psi_{j_{1},-1, k}: j_{1} \in \mathbb{N}_{0}, k \in \mathbb{Z}^{2}\right\}$, and $\left\{2^{j_{2} / 2} \Psi_{-1, j_{2}, k}: j_{2} \in \mathbb{N}_{0}, k \in \mathbb{Z}^{2}\right\}$, is then an orthonormal basis of $L^{2}\left(\mathbb{R}^{2}\right)$. Thus any function $f \in L^{2}\left(\mathbb{R}^{2}\right)$ can be written as:

$$
\begin{align*}
f(x) & =\sum_{k \in \mathbb{Z}^{2}} c_{-1,-1, k} \Psi_{-1,-1, k}(x)+\sum_{\left(j_{1}, j_{2}\right) \in \mathbb{N}_{0}^{2}} \sum_{k \in \mathbb{Z}^{2}} c_{j_{1}, j_{2}, k} \Psi_{j_{1}, j_{2}, k}(x),  \tag{39}\\
& +\sum_{j_{1} \in \mathbb{N}_{0}} \sum_{k \in \mathbb{Z}^{2}} c_{j_{1},-1, k} \Psi_{j_{1},-1, k}(x)+\sum_{j_{2} \in \mathbb{N}_{0}} \sum_{k \in \mathbb{Z}^{2}} c_{-1, j_{2}, k} \Psi_{-1, j_{2}, k}(x), \tag{40}
\end{align*}
$$

with $c_{-1,-1, k}$ as in (34) for $d=2$,

$$
\begin{gather*}
c_{j_{1}, j_{2}, k}=2^{\left(j_{1}+j_{2}\right)} \int_{\mathbb{R}^{2}} f(x) \Psi_{j_{1}, j_{2}, k}(x) d x  \tag{41}\\
c_{j_{1},-1, k}=2^{j_{1}} \int_{\mathbb{R}^{2}} f(x) \Psi_{j_{1},-1, k}(x) d x \tag{42}
\end{gather*}
$$

and:

$$
\begin{equation*}
c_{-1, j_{2}, k}=2^{j_{2}} \int_{\mathbb{R}^{2}} f(x) \Psi_{-1, j_{2}, k}(x) d x \tag{43}
\end{equation*}
$$

Let $\left(\alpha_{1}, \alpha_{2}\right)$ an anisotropy as in (18) (with $d=2$ ). For $j \in \mathbb{N}_{0}$, set:

$$
\begin{equation*}
\Gamma_{j}\left(\alpha_{1}, \alpha_{2}\right)=\Gamma_{j}^{h, l}\left(\alpha_{1}, \alpha_{2}\right) \cup \Gamma_{j}^{l, h}\left(\alpha_{1}, \alpha_{2}\right) \cup \Gamma_{j}^{h, h}\left(\alpha_{1}, \alpha_{2}\right) \tag{44}
\end{equation*}
$$

with

$$
\begin{gather*}
\Gamma_{j}^{h, h}\left(\alpha_{1}, \alpha_{2}\right)=\prod_{i=1}^{2}\left\{\left[(j-1) \alpha_{i}\right]-1, \cdots,\left[j \alpha_{i}\right]+1\right\},  \tag{45}\\
\Gamma_{j}^{h, l}\left(\alpha_{1}, \alpha_{2}\right)=\left\{\left[(j-1) \alpha_{1}\right]-1, \cdots,\left[j \alpha_{1}\right]+1\right\} \times\left\{0, \cdots,\left[(j-1) \alpha_{2}\right]-1\right\}, \tag{46}
\end{gather*}
$$

and

$$
\begin{equation*}
\Gamma_{j}^{l, h}\left(\alpha_{1}, \alpha_{2}\right)=\left\{0, \cdots,\left[(j-1) \alpha_{1}\right]-1\right\} \times\left\{\left[(j-1) \alpha_{2}\right]-1, \cdots,\left[j \alpha_{2}\right]+1\right\} \tag{47}
\end{equation*}
$$

The following result was obtained in [39].
Proposition 4. Let $p>0$ and $s \in \mathbb{R}$. Then, $f \in B_{p}^{s,\left(\alpha_{1}, \alpha_{2}\right)}\left(\mathbb{R}^{2}\right)$ if and only if:

$$
\begin{equation*}
\sup _{j \in \mathbb{N}_{0}} \sup _{\left(j_{1}, j_{2}\right) \in \Gamma_{j}\left(\alpha_{1}, \alpha_{2}\right)} 2^{s p j-\left(j_{1}+j_{2}\right)} \sum_{k \in \mathbb{Z}^{2}}\left|c_{j_{1}, j_{2}, k}\right|^{p}<\infty . \tag{48}
\end{equation*}
$$

Using (25), we deduce the following theorem.
Theorem 3. The anisotropic Besov exponent is given by:

$$
\begin{equation*}
\eta_{\left(\alpha_{1}, \alpha_{2}\right)}(p)=\liminf _{j \rightarrow \infty,\left(j_{1}, j_{2}\right) \in \Gamma_{j}\left(\alpha_{1}, \alpha_{2}\right)} \frac{\log \left(2^{-\left(j_{1}+j_{2}\right)} \sum_{k \in \mathbb{Z}^{2}}\left|c_{j_{1}, j_{2}, k}\right|^{p}\right)}{\log \left(2^{-j}\right)} . \tag{49}
\end{equation*}
$$

Let $\mathcal{B}$ and $\Omega$ be as in Theorem 1. If $\eta(p)>0$ then:

$$
\begin{equation*}
\eta(p, e)=\sup _{\left(\alpha_{1}, \alpha_{2}\right) \in \Omega}\left(\liminf _{j \rightarrow \infty,\left(j_{1}, j_{2}\right) \in \Gamma_{j}\left(\alpha_{1}, \alpha_{2}\right)} \frac{\log \left(2^{-\left(j_{1}+j_{2}\right)} \sum_{k \in \mathbb{Z}^{2}}\left|c_{j_{1}, j_{2}, k}\right|^{p}\right)}{\log \left(2^{-\alpha_{1} j}\right)}\right) . \tag{50}
\end{equation*}
$$

### 3.3. Criterion of Directional Lipschitz Scaling Function of $f$ on Hyperbolic Schauder Bases

We will characterize the directional Lipschitz scaling function restricted to a bounded domain on hyperbolic Schauder functions without passing through anisotropies as done previously. Without any loss of generality, we will work on the unit cube $I^{d}$. For this purpose we have to adapt the difference $\Delta_{t, e} f$ in direction $e$ by the standard formula

$$
\Delta_{t, e} f(y)= \begin{cases}f(y+t e)-f(y) & \text { if } y+t e \in I^{d}  \tag{51}\\ 0 & \text { if } y+t e \notin I^{d}\end{cases}
$$

Definition 3. Let $0<s<1,1 \leq p<\infty$ and $f \in L^{p}\left(I^{d}\right)$. We say that $f \in \operatorname{Lip}_{p}^{s}\left(I^{d}, e\right)$ if there exists $C>0$ such that:

$$
\begin{equation*}
\forall 0<t \leq 1 \quad \int_{I^{d}}\left|\Delta_{t, e} f(y)\right|^{p} d y \leq C|t|^{s p} . \tag{52}
\end{equation*}
$$

Define the directional Lipschitz scaling function of $f$ in direction $e$ by:

$$
\begin{equation*}
\eta_{L}(p, e)=p \sup \left\{0<s<1: \quad f \in \operatorname{Lip}_{p}^{s}\left(I^{d}, e\right)\right\} \tag{53}
\end{equation*}
$$

We say that $f \in \operatorname{Lip} p_{p}^{s}\left(I^{d}\right)$ if there exists $C>0$ such that:

$$
\begin{equation*}
\forall e \in S^{d-1} \forall 0<t \leq 1 \quad \int_{I^{d}}\left|\Delta_{t, e} f(y)\right|^{p} d y \leq C|t|^{s p} \tag{54}
\end{equation*}
$$

Define the Lipschitz scaling function of $f$ by:

$$
\begin{equation*}
\eta_{L}(p)=p \sup \left\{0<s<1: \quad f \in \operatorname{Lip}_{p}^{s}\left(I^{d}\right)\right\} \tag{55}
\end{equation*}
$$

Remark 2. Fix $1 \leq p<\infty$. As in Bonami and Estrade [55], using triangular inequality, we can prove that if there exists $e_{0}$ such that $0<\eta_{L}\left(p, e_{0}\right)<p$ then the map $e \mapsto \eta_{L}(p, e)$ takes at most d different values. Moreover, it is constant except, perhaps, on the intersection of unit sphere $S^{d-1}$ with a subspace of dimension at most $d-1$ where it may take larger values. Therefore,

$$
\begin{equation*}
\eta_{L}(p)=\min _{e \in S^{d-1}} \eta_{L}(p, e)=\min _{i \in \mathcal{D}} \eta_{L}\left(p, e_{i}\right) \tag{56}
\end{equation*}
$$

Since we will use a Kamont result [67], we follow the same notations. Let $e_{i}$ and $\mathcal{D}$ be as in Definition 2. Write $\Delta_{t, i} f$ instead of $\Delta_{t, e_{i}} f$. Denote by 0 and 1, respectively, the vectors $(0, \cdots, 0)$ and $(1, \cdots, 1)$ in $\mathbb{R}^{d}$. Let $\mathbf{a}=\left(a_{1}, \cdots, a_{d}\right)$ and $\mathbf{b}=\left(b_{1}, \cdots, b_{d}\right)$ be two vectors of $\mathbb{R}^{d}$. Put $|\mathbf{a}|=\left|a_{1}\right|+\cdots+\left|a_{d}\right|$. If $A \subset \mathcal{D}$, put $\mathbf{a}(A)=\left(\tilde{a}_{1}, \cdots, \tilde{a}_{d}\right)$ where $\tilde{a}_{i}=a_{i}$ if $i \in A$, and $\tilde{a}_{i}=0$ if $i \notin A$. Write $\mathbf{a} \leq \mathbf{b}$ if $a_{i} \leq b_{i}$ for all $i \in \mathcal{D}$, and $\mathbf{a}<\mathbf{b}$ if $a_{i}<b_{i}$ for all $i \in \mathcal{D}$. Finally, write $\mathbf{a}^{\mathbf{b}}=\prod_{i \in \mathcal{D}} a_{i}^{b_{i}}$.
For $\mathbf{h}=\left(h_{1}, \cdots, h_{d}\right) \in \mathbb{R}^{d}$ and $A=\left\{i_{1}, \cdots, i_{k}\right\} \subset \mathcal{D}$, set:

$$
\begin{equation*}
\Delta_{\mathbf{h}, A} f=\Delta_{h_{i_{1}}, i_{1}} \circ \cdots \circ \Delta_{h_{i_{k}}, i_{k}} f \tag{57}
\end{equation*}
$$

Clearly,

$$
\begin{equation*}
\Delta_{h_{i}, i} \circ \Delta_{h_{j}, j} f=\Delta_{h_{j}, j} \circ \Delta_{h_{i}, i} f . \tag{58}
\end{equation*}
$$

For $f \in L^{p}\left(I^{d}\right)$, define:

$$
\begin{equation*}
\omega_{p, A}(f, \mathbf{t})=\sup _{\mathbf{0}<\mathbf{h} \leq \mathbf{t}}\left\|\Delta_{\mathbf{h}, A} f\right\|_{p} \quad \text { for } \quad \mathbf{t} \in \mathbb{R}^{d}, \mathbf{0}<\mathbf{t} \leq \mathbf{1} \tag{59}
\end{equation*}
$$

Remark 3. Clearly, $f \in \operatorname{Lip} p_{p}^{s_{i}}\left(I^{d}, e_{i}\right)$ is equivalent to $\omega_{p,\{i\}}(f, \mathbf{t})=O\left(t_{i}^{s_{i}}\right)$.
Let $\mathbf{0}<\left(s_{1}, \cdots, s_{d}\right)<\mathbf{1}$. For $\mathbf{t}=\left(t_{1}, \cdots, t_{d}\right)$, define:

$$
\begin{equation*}
\omega^{\left(s_{1}, \cdots, s_{d}\right)}(\mathbf{t})=\prod_{i \in \mathcal{D}} t_{i}^{s_{i}} \tag{60}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega^{\left(s_{1}, \cdots, s_{d}\right), \frac{1}{2}}(\mathbf{t})=\left(\prod_{i \in \mathcal{D}} t_{i}^{s_{i}}\right)\left(1-\sum_{i \in \mathcal{D}} \log \left(t_{i}\right)\right)^{1 / 2} . \tag{61}
\end{equation*}
$$

For a function $g$ given on $I^{d}, A \subset \mathcal{D}$, and $\mathbf{t} \in I^{d}$, put:

$$
\begin{equation*}
g(\mathbf{t} ; A)=g(\mathbf{t}(A)+\mathbf{1}(\mathcal{D} \backslash A)) \tag{62}
\end{equation*}
$$

Set:

$$
\begin{equation*}
\mathcal{D}^{*}=\{A \subset \mathcal{D}: A \neq \varnothing\} \tag{63}
\end{equation*}
$$

In [67], Kamont considered the following spaces described in terms of moduli of smoothness in the $L^{p}$-norm:

$$
\begin{align*}
\operatorname{Lip}_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(I^{d}\right) & =\left\{f \in L^{p}\left(I^{d}\right): \forall A \in \mathcal{D}^{*} \omega_{p, A}(f, \mathbf{t})=O\left(\omega^{\left(s_{1}, \cdots, s_{d}\right)}(\mathbf{t} ; A)\right)\right\},  \tag{64}\\
\operatorname{Lip}_{p}^{\left(s_{1}, \cdots, s_{d}\right), \frac{1}{2}}\left(I^{d}\right) & =\left\{f \in L^{p}\left(I^{d}\right): \forall A \in \mathcal{D}^{*} \omega_{p, A}(f, \mathbf{t})=O\left(\omega^{\left(s_{1}, \cdots, s_{d}\right), \frac{1}{2}}(\mathbf{t} ; A)\right)\right\}, \tag{65}
\end{align*}
$$

and

$$
\begin{equation*}
\operatorname{lip} p_{p}^{\left(s_{1}, \cdots, s_{d}\right), \frac{1}{2}}\left(I^{d}\right)=\left\{f \in \operatorname{Lip} p_{p}^{\left(s_{1}, \cdots, s_{d}\right), \frac{1}{2}}\left(I^{d}\right): \forall A \in \mathcal{D}^{*} \omega_{p, A}(f, \mathbf{t})=o\left(\omega^{\left(s_{1}, \cdots, s_{d}\right), \frac{1}{2}}(\mathbf{t} ; A)\right)\right\}, \tag{66}
\end{equation*}
$$

where $O(\mathbf{t}(A))$ and $o(\mathbf{t}(A))$ refer to $\min \left(t_{i}: i \in A\right) \rightarrow 0$.

The following embeddings hold.
Proposition 5. 1.

$$
\begin{equation*}
L i p_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(I^{d}\right) \subset \bigcap_{i \in \mathcal{D}} L i p_{p}^{s_{i}}\left(I^{d}, e_{i}\right) \tag{67}
\end{equation*}
$$

2. 

$$
\begin{equation*}
\bigcap_{i \in \mathcal{D}} \operatorname{Lip}_{p}^{s_{i}}\left(I^{d}, e_{i}\right) \subset \operatorname{Lip} p_{1}^{\left(\theta_{1} s_{1}, \cdots, \theta_{d} s_{d}\right)}\left(I^{d}\right) \quad \forall \mathbf{0}<\theta=\left(\theta_{1}, \cdots, \theta_{d}\right) \text { with }|\theta| \leq 1 \tag{68}
\end{equation*}
$$

## Proof of Proposition 5:

1. If $f \in \operatorname{Lip} p_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(I^{d}\right)$, then $\omega_{p,\{i\}}(f, \mathbf{t})=O\left(t_{i}^{s_{i}}\right)$ for all $i \in \mathcal{D}$. The result follows from Remark 3 .
2. Conversely, assume that $f \in \operatorname{Lip}_{p}^{s_{i}}\left(I^{d}, e_{i}\right)$ for all $i \in \mathcal{D}$. Let $A \subset \mathcal{D}$ be non-empty. Write $A=\left\{i_{1}, \cdots, i_{k}\right\}$, we have $\Delta_{h, A} f=\Delta_{h_{i_{1}}, i_{1}} g$ where $g=\Delta_{h_{i_{2}}, i_{2}} \circ \cdots \circ \Delta_{h_{i_{k}}, i_{k}} f$. Since $f \in \operatorname{Lip}_{p}^{s_{j}}\left(I^{d}, e_{i}\right)$ and $g$ is a linear combination of translated copies of $f$, then $\omega_{p, A}(f, \mathbf{t})=O\left(t_{i_{1}}^{s_{i_{1}}}\right)$. Similarly, using property (58), we have $\omega_{p, A}(f, \mathbf{t})=O\left(t_{i_{l}}^{s_{i_{l}}}\right)$ for all $2 \leq l \leq k$. On the other hand, since $f \in L^{p}\left(I^{d}\right)$ then $\omega_{A}(f, \mathbf{t})=O(1)$ for all $k+1 \leq l \leq d$. Therefore, (68) holds.

The following embeddings hold too.
Proposition 6. 1. We have $\operatorname{Lip}_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(I^{d}\right) \subset \operatorname{Lip}_{p}^{\left(s_{1}, \cdots, s_{d}\right), \frac{1}{2}}\left(I^{d}\right)$ and $\operatorname{lip} p_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(I^{d}\right) \subset l i p_{p}^{\left(s_{1}, \cdots, s_{d}\right), \frac{1}{2}}\left(I^{d}\right)$.
2. If $\left(s_{1}^{\prime}, \cdots, s_{d}^{\prime}\right)<\left(s_{1}, \cdots, s_{d}\right)$ then Lip $p_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(I^{d}\right) \subset \operatorname{lip} p_{p}^{\left(s_{1}^{\prime}, \cdots, s_{d}^{\prime}\right)}\left(I^{d}\right)$.
3. If $\left(s_{1}^{\prime}, \cdots, s_{d}^{\prime}\right)<\left(s_{1}, \cdots, s_{d}\right)$ then $\operatorname{Lip}_{p}^{\left(s_{1}, \cdots, s_{d}\right), \frac{1}{2}}\left(I^{d}\right) \subset \operatorname{Lip}_{p}^{\left(s_{1}^{\prime}, \cdots, s_{d}^{\prime}\right)}\left(I^{d}\right)$.

## Proof of Proposition 6:

1. The first point is a consequence of $\omega^{\left(s_{1}, \cdots, s_{d}\right)}(\mathbf{t}) \leq \omega^{\left(s_{1}, \cdots, s_{d}\right), \frac{1}{2}}(\mathbf{t})$.
2. Let $f \in \operatorname{Lip}_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(I^{d}\right)$ and $\left(s_{1}^{\prime}, \cdots, s_{d}^{\prime}\right)<\left(s_{1}, \cdots, s_{d}\right)$. We know from (69) that $f \in \operatorname{Lip} p_{p}^{\left(s_{1}^{\prime}, \cdots, s_{d}^{\prime}\right)}\left(I^{d}\right)$. Let $A \in \mathcal{D}^{*}$. Since $\left(s_{1}^{\prime}, \cdots, s_{d}^{\prime}\right)<\left(s_{1}, \cdots, s_{d}\right)$ then

$$
\frac{\omega_{A}(f, \mathbf{t})}{\omega^{\left(s_{1}^{\prime}, \cdots, s_{d}^{\prime}\right)}(\mathbf{t} ; A)} \leq C \omega^{\left(s_{1}, \cdots, s_{d}\right)-\left(s_{1}^{\prime}, \cdots, s_{d}^{\prime}\right)}(\mathbf{t} ; A)=o(\mathbf{t}(A))
$$

Hence $f \in l i p_{p}^{\left(s_{1}^{\prime}, \cdots, s_{d}^{\prime}\right)}\left(I^{d}\right)$.
3. Let $f \in \operatorname{Lip}_{p}^{\left(s_{1}, \cdots, s_{d}\right), \frac{1}{2}}\left(I^{d}\right)$ and $\left(s_{1}^{\prime}, \cdots, s_{d}^{\prime}\right)<\left(s_{1}, \cdots, s_{d}\right)$. Let $A \in \mathcal{D}^{*}$. Since $\left(s_{1}^{\prime}, \cdots, s_{d}^{\prime}\right)<$ $\left(s_{1}, \cdots, s_{d}\right)$ and $t \log t=o(1)$ when $t$ goes to 0 then

$$
\frac{\omega_{A}(f, \mathbf{t})}{\omega^{\left(s_{1}^{\prime}, \cdots, s_{d}^{\prime}\right)}(\mathbf{t} ; A)} \leq C \omega^{\left(s_{1}, \cdots, s_{d}\right)-\left(s_{1}^{\prime}, \cdots, s_{d}^{\prime}\right)}(\mathbf{t} ; A)\left(1-\sum_{i \in A} \log \left(t_{i}\right)\right)^{1 / 2}=o(\mathbf{t}(A))
$$

It follows that $f \in \operatorname{Lip} p_{p}^{\left(s_{1}^{\prime}, \cdots, s_{d}^{\prime}\right)}\left(I^{d}\right)$.
We will characterize $\eta_{L}(p, e)$ in terms of decay conditions for the coefficients of the expansion of $f$ in the basis of tensor products of Schauder functions. Without any loss of generality, the orthonormal basis $\mathcal{B}$ (on which coordinates are considered) can start with $e$.
Using the partial ordering property

$$
\begin{equation*}
L i p_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(I^{d}\right) \subset L i p_{p}^{\left(s_{1}^{\prime}, \cdots, s_{d}^{\prime}\right)}\left(I^{d}\right) \quad \forall\left(s_{1}^{\prime}, \cdots, s_{d}^{\prime}\right) \leq\left(s_{1}, \cdots, s_{d}\right) \tag{69}
\end{equation*}
$$

we introduce the following definition as a substitute for $\eta_{L}(p, e)$

$$
\begin{equation*}
\widetilde{\eta_{L}}(p, e)=p \sup \left\{s_{1} \in(0,1): \exists 0<\varepsilon<1 \quad f \in \operatorname{Lip}_{p}^{\left(s_{1}, \varepsilon, \cdots, \varepsilon\right)}\left(I^{d}\right)\right\} \tag{70}
\end{equation*}
$$

We will show the following proposition.
Proposition 7. 1. If $\eta_{L}(p, e)=0$ then $\widetilde{\eta_{L}}(p, e)=0$.
2. We have always

$$
\begin{equation*}
\widetilde{\eta_{L}}(p, e) \leq \eta_{L}(p, e) . \tag{71}
\end{equation*}
$$

3. If $\eta_{L}(p)>0$ then $\widetilde{\eta_{L}}(p, e)=\eta_{L}(p, e)$.

## Proof of Proposition 7:

Both first and second results are consequences of the first part of Proposition 5.
Assume that $\eta_{L}(p)>0$, then $f \in \operatorname{Lip} p_{p}^{\delta}\left(I^{d}\right)$ for $0<p \delta<\eta_{L}(p)$. Clearly, $f \in \operatorname{Lip} p_{p}^{\delta}\left(I^{d}, e_{i}\right)$ for all $i \in \mathcal{D}$ and $\eta_{L}(p, e) \geq p \delta$. Let $p s_{1}<\eta_{L}(p, e)$. Since $f \in \operatorname{Lip}_{p}^{s_{1}}\left(I^{d}, e\right)$, then the second result in Proposition 5 implies that $f \in \operatorname{Lip}_{p}^{\left((1-(d-1) \theta) s_{1}, \theta \delta, \cdots, \theta \delta\right)}\left(I^{d}\right)$ for all $0<\theta \leq \frac{1}{d-1}$. Letting $\theta$ tends to 0 , we obtain $\widetilde{\eta_{L}}(p, e) \geq \eta_{L}(p, e)$.

In $[67,87]$, Kamont characterized the space $\operatorname{Lip}_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(I^{d}\right)$ in terms of decay conditions for the coefficients of the expansion of $f$ in the basis of tensor products of Schauder functions.

Let $\left\{\phi_{k}, k \geq 0\right\}$ be the family of Schauder functions on $I$, normed in $L^{\infty}$, i.e., $\phi_{0}=1, \phi_{1}(t)=t$, and for $k \geq 2, k=2^{j}+n$ with $j \geq 0$ and $1 \leq n \leq 2^{j}, \phi_{k}(t)=\phi\left(2^{j+1} t-2 n+1\right)$ (with support $\left.\left[(n-1) 2^{-j}, n 2^{-j}\right]\right)$, where $\phi(t)=\max (0,1-|t|)$ (the so-called Schauder function).

In several dimensions, we consider the family $\left\{\Phi_{\mathbf{k}}, \mathbf{k} \geq 0\right\}$ of tensor products of Schauder functions, i.e., $\Phi_{\mathbf{k}}(x)=\phi_{k_{1}}\left(x_{1}\right) \cdots \phi_{k_{d}}\left(x_{d}\right)$ for $\mathbf{k}=\left(k_{1}, \cdots, k_{d}\right)$.

For $j \in M=\{-2,-1,0,1,2, \cdots\}$, let

$$
\begin{equation*}
\tilde{N}_{-2}=\{0\}, \tilde{N}_{-1}=\{1\}, \text { and } \tilde{N}_{j}=\left\{2^{j}+n: n=1, \cdots, 2^{j}\right\} \text { for } j \geq 0, \tag{72}
\end{equation*}
$$

and for a vector $\mathbf{j}=\left(j_{1}, \cdots, j_{d}\right)$ we put

$$
\begin{equation*}
\tilde{N}_{\mathfrak{j}}=\tilde{N}_{j_{1}} \times \cdots \tilde{N}_{j_{d}} \tag{73}
\end{equation*}
$$

Let for $f \in C\left(I^{d}\right), i \in \mathcal{D}, x \in I^{d}$ and $k \geq 0$

$$
\begin{equation*}
c_{i, 0}(f)(x)=f\left(x-x_{i} e_{i}\right), c_{i, 1}(f)(x)=f\left(x+\left(1-x_{i}\right) e_{i}\right)-f\left(x-x_{i} e_{i}\right), \tag{74}
\end{equation*}
$$

and for $k=2^{j}+n \in \tilde{N}_{j}$ with $j \geq 0$

$$
\begin{equation*}
c_{i, k}(f)(x)=f\left(x+\left(\frac{2 n-1}{2^{j+1}}-x_{i}\right) e_{i}\right)-\frac{1}{2}\left(f\left(x+\left(\frac{n-1}{2^{j}}-x_{i}\right) e_{i}\right)+f\left(x+\left(\frac{n}{2^{j}}-x_{i}\right) e_{i}\right)\right) . \tag{75}
\end{equation*}
$$

For $\mathbf{k}=\left(k_{1}, \cdots, k_{d}\right)$ we put

$$
\begin{equation*}
C_{\mathbf{k}}(f)=c_{1, k_{1}} \circ \cdots \circ c_{d, k_{d}}(f) . \tag{76}
\end{equation*}
$$

Then for any $f \in C\left(I^{d}\right)$ we have

$$
\begin{equation*}
f=\sum_{\mathbf{j} \in M^{d}} \sum_{\mathbf{k} \in \tilde{N}_{\mathbf{j}}} C_{\mathbf{k}}(f) \Phi_{\mathbf{k}} \tag{77}
\end{equation*}
$$

In $\sum_{\mathbf{j} \in M^{d}}$ we assume the following order: for $\mathbf{j}=\left(j_{l}, \ldots, j_{d}\right)$ and $\mathbf{j}^{\prime}=\left(j_{l^{\prime}}^{\prime}, \ldots, j_{d}^{\prime}\right)$, if $\max \left(j_{1}, \ldots, j_{d}\right)<$ $\max \left(j_{1}^{\prime}, \ldots, j_{d}^{\prime}\right)$, then $\mathbf{j}$ precedes $\mathbf{j}^{\prime}$.

For $f$ given by (77) we put

$$
\begin{equation*}
\tau_{\mathbf{j}, p}(f)=2^{-|\mathbf{j}| / p}\left(\sum_{\mathbf{k} \in \tilde{N}_{\mathbf{j}}}\left|C_{\mathbf{k}}(f)\right|^{p}\right)^{1 / p} . \tag{78}
\end{equation*}
$$

The following wavelet characterization of spaces $\operatorname{Lip}_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(I^{d}\right)$ is due to Kamont [67].
Proposition 8. Let:

$$
\begin{equation*}
\mathbf{t}_{\mathbf{j}}=\left(2^{-\max \left(j_{1}, 0\right)}, \ldots, 2^{-\max \left(j_{d}, 0\right)}\right) . \tag{79}
\end{equation*}
$$

Then, for $(1 / p, \cdots, 1 / p)<\left(s_{1}, \cdots, s_{d}\right)<\mathbf{1}$,

$$
\begin{equation*}
f \in \operatorname{Lip}_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(I^{d}\right) \quad \Leftrightarrow \quad \tau_{\mathbf{j}, p}(f)=O\left(\omega^{\left(s_{1}, \cdots, s_{d}\right)}\left(\mathbf{t}_{\mathbf{j}}\right)\right) \text { as }|\mathbf{j}| \rightarrow \infty \tag{80}
\end{equation*}
$$

Thanks to Proposition 7, the last result leads to the following characterization.
Theorem 4. Assume that $\eta_{L}(p)>0$. If:

$$
\begin{equation*}
\forall i \in \mathcal{D} \quad \liminf _{|\mathbf{j}| \rightarrow \infty} \frac{\log \tau_{\mathbf{j}, p}(f)}{\log \left(2^{-\max \left(j_{i}, 0\right)}\right)}>1 / p \tag{81}
\end{equation*}
$$

then:

$$
\widetilde{\eta_{L}}\left(p, e_{i}\right)=\eta_{L}\left(p, e_{i}\right)=p \min \left(1, \liminf _{|\mathbf{j}| \rightarrow \infty} \frac{\log \tau_{\mathbf{j}, p}(f)}{\log \left(2^{-\max \left(j_{i}, 0\right)}\right)}\right)
$$

Remark 4. We will see that assumption (81) yields the appropriate range $P$ given in (9) (thanks to (56)) for the directional thermodynamic formalisms that we will find in Section 7 (respective to Section 8) for fractional Brownian sheets (respective to Sierpinski cascade functions).

## 4. General Upper Bound for the Directional Hölder Spectrum

Let us first recall the notions of Hölder regularity, directional Hölder regularity and anisotropic Hölder regularity.

Definition 4. Let $h>0$ be non integer, $y \in \mathbb{R}^{d}$ and $f: \mathbb{R}^{d} \rightarrow \mathbb{C}$. We say that $f \in C^{h}(y)$ if there exists $C>0$ and a polynomial $P_{y}$ of degree at most the integer part $[h]$ of $h$ such that in a neighborhood of $y$ we have

$$
\begin{equation*}
\left|f(x)-P_{y}(x)\right| \leq C|x-y|^{h} \tag{82}
\end{equation*}
$$

The Hölder exponent (or regularity) of $f$ at $y$ is

$$
h(y)=\sup \left\{h: \quad f \in C^{h}(y)\right\}
$$

We say that $f \in C^{h}\left(\mathbb{R}^{d}\right)$ if $f \in L^{\infty}\left(\mathbb{R}^{d}\right)$ and if (82) holds for any $x$ and $y$ in $\mathbb{R}^{d}$ with uniform constant $C$.
The Hölder (upper-Hölder) spectrum of $f$ is the map which associates to each $H$ the Hausdorff dimension $d(H)$ (respective to $D(H)$ ) of the set of points $y$ where $h(y)=H$ (respective to $h(y) \leq H)$.

Definition 5. Let $h>0$ be non integer, $y \in \mathbb{R}^{d}$ and $f: \mathbb{R}^{d} \rightarrow \mathbb{C}$. Let $e \in S^{d-1}$. We say that $f \in C^{h}(y, e)$ if there exists $\delta>0, C>0$ and a polynomial $P_{y}$ of degree at most the integer part $[h]$ of $h$ such that for all $t \in(-\delta, \delta)$

$$
\begin{equation*}
\left|f(y+t e)-P_{y}(y+t e)\right| \leq C|t|^{h} \tag{83}
\end{equation*}
$$

The directional Hölder exponent (or regularity) of $f$ at $y$ in direction $e$ is

$$
h(y, e)=\sup \left\{h: \quad f \in C^{h}(y, e)\right\} .
$$

We say that $f \in C^{h}\left(\mathbb{R}^{d}, e\right)$ if $f \in L^{\infty}\left(\mathbb{R}^{d}\right)$ and if (83) holds for any $y \in \mathbb{R}^{d}$ and $t \in \mathbb{R}$ with uniform constant $C$.
The directional Hölder (upper-Hölder) spectrum of $f$ in direction $e$ is the map which associates to each $H$ the Hausdorff dimension $d(H, e)$ (respective to $D(H, e)$ ) of the set of points $y$ where $h(y, e)=H$ (respective to. $h(y, e) \leq H$ ).

In [44], we found a connection between both the notion of directional Hölder regularity and the anisotropic version of Definition 4 (see [29,43]).

Let $\alpha \in \mathbb{R}^{d}$ be an anisotropy as in (18). For $x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$, we set

$$
\begin{equation*}
|x|_{\alpha}=\max \left(\left|x_{1}\right|^{1 / \alpha_{1}}, \ldots,\left|x_{d}\right|^{1 / \alpha_{d}}\right) . \tag{84}
\end{equation*}
$$

The corresponding $\alpha$-ball $R_{\alpha}(x, r):=\left\{y \in \mathbb{R}^{d}:|x-y|_{\alpha}<r\right\}$ of $\alpha$-radius $r$ centered on $x$ is a rectangle with sides parallel to the axes of coordinates, centered at $x$ and with side-length $2 r^{\alpha_{i}}$ in the $x_{i}$-direction. If $P=\sum_{\left(i_{1}, \ldots, i_{d}\right) \in \mathbb{N}_{0}^{d}} a_{\left(i_{1}, \ldots, i_{d}\right)} x_{1}^{i_{1}} \cdots x_{d}^{i_{d}}$ is a polynomial, define its $\alpha$-homogeneous degree by

$$
d_{\alpha}^{o} P=\max \left\{\sum_{l \in \mathcal{D}} \alpha_{l} i_{l}: a_{\left(i_{1}, \ldots, i_{d}\right)} \neq 0\right\}
$$

Definition 6. Let $h>0$ and $y \in \mathbb{R}^{d}$. A function $f: \mathbb{R}^{d} \rightarrow \mathbb{C}$ belongs to $C_{\alpha}^{h}(y)$ if there exist $C>0$ and a polynomial $P$ of $\alpha$-homogeneous degree smaller than $h$ such that in a neighborhood of $y$

$$
\begin{equation*}
\left|f(x)-P_{y}(x)\right| \leq C|x-y|_{\alpha}^{h} . \tag{85}
\end{equation*}
$$

The $\alpha$-Hölder exponent of $f$ at $y$ is defined by:

$$
\begin{equation*}
h_{\alpha}(y)=\sup \left\{h: \quad f \in C_{\alpha}^{h}(y)\right\} . \tag{86}
\end{equation*}
$$

In [44], we found a connection between both directional and anisotropic pointwise Hölder exponents of $f$.

Proposition 9. Let $\mathcal{B}$ and $\Omega$ be as in Theorem 1. Then

$$
\begin{equation*}
h(x, e)=\sup _{\alpha \in \Omega}\left(\frac{h_{\alpha}(x)}{\alpha_{1}}\right) \tag{87}
\end{equation*}
$$

Proposition 9 yields the following general upper bound for the directional Hölder spectrum.
Theorem 5. Let $\mathcal{B}$ and $\Omega$ be as in Theorem 1. Then

$$
\begin{equation*}
D(H, e) \leq \inf _{\alpha \in \Omega} \operatorname{dim}\left\{x \in \mathbb{R}^{d}: h_{\alpha}(x) \leq \alpha_{1} H\right\} \tag{88}
\end{equation*}
$$

Remark 5. In [58], we characterized directional pointwise Lipschitz regularity in terms of decay conditions for the coefficients of the expansion of $f$ in the hyperbolic basis of tensor products of Schauder functions (see Section 8.2). Nevertheless, we do not yet deduce a general upper bound for the directional Lipschitz spectrum.

Let us now show how to use Theorem 5 in order to obtain a general upper bound for the directional spectrum. In [29,43], we adapted the notion of Hausdorff dimension to the anisotropy $\alpha$; if $E \subset \mathbb{R}^{d}$, we define its $\alpha$-diameter to be $|E|_{\alpha}:=\sup _{x, y \in E}|x-y|_{\alpha}$. By replacing in the definition of Hausdorff measure, the usual notion of diameter by the $\alpha$-diameter, we easily check (see [91]) that we get the following notion of anisotropic dimension.

Definition 7. Let $E \subset \mathbb{R}^{d}, \varepsilon>0$ and $R_{\varepsilon}$ the set of all coverings $R=\left(E_{n}\right)_{n \in \mathbb{N}}$ of $E$ by sets $E_{n}$ of $\alpha$-diameter $\left|E_{n}\right|_{\alpha}$ at most $\varepsilon$. Let

$$
M_{\varepsilon, \alpha}^{\delta}(E)=\inf _{R \in R_{\varepsilon}} \sum_{n \in \mathbb{N}}\left|E_{n}\right|_{\alpha}^{\delta} .
$$

The $\delta$-dimensional $\alpha$-Hausdorff measure of $E$ is

$$
M_{\alpha}^{\delta}(E)=\underset{\varepsilon \rightarrow 0}{\lim \sup } M_{\varepsilon, \alpha}^{\delta}(E)
$$

The $\alpha$-Hausdorff dimension of $E$ is

$$
\operatorname{dim}_{\alpha}(E)=\inf \left\{\delta: M_{\alpha}^{\delta}(E)=0\right\}=\sup \left\{\delta: M_{\alpha}^{\delta}(E)=\infty\right\}
$$

Note that we get the same value of $\operatorname{dim}_{\alpha}(E)$ if we use coverings $R=\left(E_{n}\right)_{n \in \mathbb{N}}$ of $E$ by rectangles $E_{n}$ with sides parallel to the axes of coordinates and with side-length $2 \varepsilon^{\alpha_{i}}$ in the $x_{i}$-direction.

In the isotropic case, $|\cdot|_{(1, \ldots, 1)}$ is equivalent to the Euclidean norm on $\mathbb{R}^{d}$ and $\operatorname{dim}_{(1, \ldots, 1)}(E)$ coincides with $\operatorname{dim} E$. But if $\alpha \neq(1, \ldots, 1)$, then $\operatorname{dim}_{\alpha}(E)$ doesn't necessarily coincide with $\operatorname{dim} E$. Actually, if

$$
\begin{equation*}
\alpha_{\min }=\min _{i \in \mathcal{D}} \alpha_{i} \quad \text { and } \quad \alpha_{\max }=\max _{i \in \mathcal{D}} \alpha_{i}, \tag{89}
\end{equation*}
$$

then there exists $C \geq 1$ such that

$$
\begin{equation*}
\forall x \in \mathbb{R}^{d} \quad \frac{1}{C} \min \left\{|x|^{1 / \alpha_{\min }},|x|^{1 / \alpha_{\max }}\right\} \leq|x|_{\alpha} \leq C \max \left\{|x|^{1 / \alpha_{\min }},|x|^{1 / \alpha_{\max }}\right\} \tag{90}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{\min } \operatorname{dim}(E) \leq \operatorname{dim}_{\alpha}(E) \leq \alpha_{\max } \operatorname{dim}(E) \tag{91}
\end{equation*}
$$

Definition 8. The $\alpha$-spectrum is:

$$
\begin{equation*}
d_{\alpha}(H)=\operatorname{dim}_{\alpha}\left\{x \in \mathbb{R}^{d}: h_{\alpha}(x)=H\right\} \tag{92}
\end{equation*}
$$

The $\alpha$-upper-spectrum is:

$$
\begin{equation*}
D_{\alpha}(H)=\operatorname{dim}_{\alpha}\left\{x \in \mathbb{R}^{d}: h_{\alpha}(x) \leq H\right\} \tag{93}
\end{equation*}
$$

The following upper bound was proved in [59].
Proposition 10. If $f$ is uniform Hölder on $\mathbb{R}^{d}$ in the sense that $f \in C^{\varepsilon}\left(\mathbb{R}^{d}\right)$ for $\varepsilon>0$, then:

$$
\begin{equation*}
D_{\alpha}(H) \leq \inf _{p \geq p_{\alpha}}\left(H p-\eta_{\alpha}(p)+d\right) \tag{94}
\end{equation*}
$$

where $\eta_{\alpha}$ is the anisotropic scaling function of $f$ given in (23) and $p_{\alpha}$ satisfies

$$
\begin{equation*}
\eta_{\alpha}\left(p_{\alpha}\right)=d \tag{95}
\end{equation*}
$$

Consequently, we obtain the following result.
Theorem 6. Let $\mathcal{B}$ and $\Omega$ be as in Theorem 1. If $f$ is uniform Hölder on $\mathbb{R}^{d}$, then

$$
\begin{equation*}
D(H, e) \leq \inf _{\alpha \in \Omega} \frac{1}{\alpha_{\min }} \inf _{p \geq p_{\alpha}}\left(\alpha_{1} H p-\eta_{\alpha}(p)+d\right) \tag{96}
\end{equation*}
$$

Proof. By (91)

$$
D(H, e) \leq \inf _{\alpha \in \Omega} \frac{1}{\alpha_{\min }} D_{\alpha}\left(\alpha_{1} H\right)
$$

Thus (94) yields (96).
Remark 6. Let us come back to the optimality of (91). For that, we will consider a general anisotropic Sierpinski carpet; let $s$ and $t$ be two integers with $s \leq t$. We divide the unit square $\Re=[0,1]^{2}$ into a uniform grid of rectangles of height $1 / t$ and width $1 / s$. Choose $A \subset\{0,1, \ldots, s-1\} \times\{0,1, \ldots, t-1\}$. For $\omega=(u, v) \in A$, the contraction $S_{\omega}\left(x_{1}, x_{2}\right)=\left(\frac{x_{1}}{s}+\frac{u}{s}, \frac{x_{2}}{t}+\frac{v}{t}\right)$ maps the unit square $\Re$ into the rectangle:

$$
\begin{equation*}
\Re_{\omega}=\left[\frac{u}{s}, \frac{u+1}{s}\right] \times\left[\frac{v}{t}, \frac{v+1}{t}\right] . \tag{97}
\end{equation*}
$$

The (general) Sierpinski carpet $K$ (see $[17,19,29]$ ) and references therein) is the unique non-empty compact set (see [16]) satisfying

$$
\begin{equation*}
K=\bigcup_{\omega \in A} S_{\omega}(K) \tag{98}
\end{equation*}
$$

It is given by:

$$
\begin{aligned}
K & =\left\{x \in \mathfrak{R}:\left(S_{\omega_{1}} \circ \cdots \circ S_{\omega_{n}}\right)^{-1}(x) \in \bigcup_{\omega \in A} \Re_{\omega} \quad \forall \omega=\left(\omega_{1}, \ldots, \omega_{n}\right) \in A^{n}\right\} \\
& =\bigcap_{n \in \mathbb{N}}\left(\bigcup_{\omega \in A^{n}} \Re_{\omega}\right)
\end{aligned}
$$

where

$$
\Re_{\omega}=\left(S_{\omega_{1}} \circ \cdots \circ S_{\omega_{n}}\right)(\Re) \quad \text { for } \quad \omega=\left(\omega_{1}, \ldots, \omega_{n}\right)
$$

Let $\sigma=\frac{\log s}{\log t}$ and

$$
\begin{equation*}
\left(\alpha_{1}, \alpha_{2}\right)=\left(\frac{2 \sigma}{1+\sigma}, \frac{2}{1+\sigma}\right)=\left(\frac{2 \log s}{\log (s t)}, \frac{2 \log t}{\log s}\right) \tag{99}
\end{equation*}
$$

By arguments similar to those of [15] pages 118-119, we can prove that $\operatorname{dim}_{\left(\alpha_{1}, \alpha_{2}\right)}(K)=2 \frac{\log a}{\log (s t)}$ where $a$ is the cardinality of $A$, whereas $\operatorname{dim}(K)=\frac{\log \left(\sum_{i=1}^{s} N_{i}^{\sigma}\right)}{\log s}$ where $N_{i}$ is the number of selected rectangles in A from the $i$-th column of the grid (see [15] page 129).

If $s \leq t$ then $\left(\alpha_{\min }, \alpha_{\max }\right)=\left(\alpha_{1}, \alpha_{2}\right)$. By restricting ourselves to the two cases below, we will show that the optimality of (91) may depend on the geometric arrangement of the chosen $\omega$ 's in A. Actually, the left-right side of (91) is optimal in case1 and non optimal in case2 if $s<t$.

1. Case1: assume that each column of the grid contains at most one $\mathfrak{R}_{\omega}, \omega \in A$. Then $\operatorname{dimK}=\frac{\log a}{\log s}$. Therefore, $\alpha_{1} \operatorname{dim} K=\operatorname{dim}_{\left(\alpha_{1}, \alpha_{2}\right)} K$.
2. Case2: assume that there is only one column containing all the $\Re_{\omega}, \omega \in A$. Then $\operatorname{dim} K=\frac{\sigma \log a}{\log s}$. Therefore, $\frac{\alpha_{2}}{2} \operatorname{dim} K=\operatorname{dim}_{\left(\alpha_{1}, \alpha_{2}\right)} K$.

## 5. Fractional Brownian Sheets

We will apply Theorem 4 for fractional Brownian sheets to show that unlike the Lipschitz scaling function $\eta_{L}(p)$ and the Lipschitz spectum $d(H)$ which are uniform in all directions, the directional scaling function $\eta_{L}(p, e)$ and the directional spectrum $d(H, e)$ are tools that detect directional behaviors. We also provide a directional thermodynamic formalism valid for all fractional Brownian sheets.

Actually, we will prove that if the corresponding appropriate range $P$ of $p^{\prime}$ s over which one will computes the Legendre transform is given by (9), then $\inf _{p \in P}\left(H p-\eta_{L}(p, e)+1\right)$ provides a common directional Lipschitz scaling based directional thermodynamic formalism.

### 5.1. Computation of the Directional Scaling Function

The fractional Brownian sheet $\left\{B^{\left(H_{1}, \cdots, H_{d}\right)}(y): y=\left(y_{1}, \cdots, y_{d}\right) \in \mathbb{R}^{d}\right\}$ was introduced by Kamont in [67], then redefined by Ayache, Léger, and Pontier in [78] through its harmonizable representation, for any $\left(H_{1}, \cdots, H_{d}\right) \in(0,1)^{d}$

$$
\begin{equation*}
B^{\left(H_{1}, \cdots, H_{d}\right)}(y)=\int_{\mathbb{R}^{d}} \prod_{i \in \mathcal{D}}\left(e^{i y_{i} \xi_{i}}-1\right)\left|\xi_{i}\right|^{-H_{i}-\frac{1}{2}} d \widehat{W}_{\left(\xi_{1}, \cdots, \xi_{d}\right)} \tag{100}
\end{equation*}
$$

where $\widehat{W}_{\left(\xi_{1}, \cdots, \xi_{d}\right)}$ is the Fourier transform of a Brownian measure $W_{\left(\xi_{1}, \cdots, \xi_{d)}\right)}$ on $\mathbb{R}^{d}$.
Fractional Brownian Sheet has stationary rectangular increments and satisfies the following anisotropic scaling relation

$$
\begin{equation*}
\left\{B^{\left(H_{1}, \cdots, H_{d}\right)}\left(a_{1} y_{1}, \cdots, a_{d} y_{d}\right)\right\}_{y \in \mathbb{R}^{d}}=\left\{\left(\prod_{i \in \mathcal{D}} a_{i}^{H_{i}}\right) B^{\left(H_{1}, \cdots, H_{d}\right)}(y)\right\}_{y \in \mathbb{R}^{d}} \quad \text { (same law). } \tag{101}
\end{equation*}
$$

In [67], Kamont proved that, if $\frac{1}{p}<H_{i}<1$ for all $i \in \mathcal{D}$, then with Probability 1, the restrictions $B_{I^{d}}^{\left(H_{1}, \cdots, H_{d}\right)}$ of realizations of $B^{\left(H_{1}, \cdots, H_{d}\right)}$ to $I^{d}$ satisfy

$$
\begin{equation*}
B_{I^{d}}^{\left(H_{1}, \cdots, H_{d}\right)} \in \operatorname{Lip} p_{p}^{\left(H_{1}, \cdots, H_{d}\right), \frac{1}{2}}\left(I^{d}\right), \tag{102}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{I^{d}}^{\left(H_{1}, \cdots, H_{d}\right)} \notin \operatorname{lip} p_{p}^{\left(H_{1}, \cdots, H_{d}\right), \frac{1}{2}}\left(I^{d}\right) . \tag{103}
\end{equation*}
$$

Put

$$
\begin{equation*}
H_{\min }=\min \left(H_{1}, \cdots, H_{d}\right) \tag{104}
\end{equation*}
$$

We will prove the following result.
Theorem 7. If $\frac{1}{p}<H_{i}<1$ for all $i \in \mathcal{D}$, then with Probability $1, B_{I^{d}}^{\left(H_{1}, \cdots, H_{d}\right)}$ satisfy

$$
\begin{equation*}
\forall i \in \mathcal{D} \quad \eta_{L}\left(p, e_{i}\right)=p H_{i}, \tag{105}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta_{L}(p)=p H_{\min } \tag{106}
\end{equation*}
$$

Proof. Using the third point in Proposition 6, relation (102) implies that, with Probability 1

$$
\begin{equation*}
B_{I^{d}}^{\left(H_{1}, \cdots, H_{d}\right)} \in \operatorname{Lip} p_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(I^{d}\right) \quad \forall\left(s_{1}, \cdots, s_{d}\right)<\left(H_{1}, \cdots, H_{d}\right) . \tag{107}
\end{equation*}
$$

Using the second point in Proposition 6, relation (103) implies that, with Probability 1

$$
\begin{equation*}
B_{I^{d}}^{\left(H_{1}, \cdots, H_{d}\right)} \notin \operatorname{Lip}_{p}^{\left(s_{1}, \cdots, s_{d}\right)}\left(I^{d}\right) \quad \forall\left(s_{1}, \cdots, s_{d}\right)>\left(H_{1}, \cdots, H_{d}\right) . \tag{108}
\end{equation*}
$$

Thanks to the first point in Proposition 5, relation (107) yields the lower bound in (106).

The optimality of this lower bound cannot be deduced from (108). Nevertheless, the coefficients of $B_{I^{d}}^{\left(H_{1}, \cdots, H_{d}\right)}$ in the tensor product Schauder basis were obtained in [67]; in fact

$$
\begin{equation*}
B_{I^{d}}^{\left(H_{1}, \cdots, H_{d}\right)}=\sum_{\mathbf{j} \in M^{d}} \sum_{\mathbf{k} \in \tilde{N}_{\mathbf{j}}} C_{\mathbf{k}} \Phi_{\mathbf{k}} \tag{109}
\end{equation*}
$$

where $\left(C_{\mathbf{k}}\right)_{\mathbf{k} \geq \mathbf{0}}$ is a Gaussian sequence, with $E C_{\mathbf{k}}=0$, and the variance given by the formula

$$
\begin{equation*}
E\left|C_{\mathbf{k}}\right|^{2}=\prod_{i \in \mathcal{D}} a_{k_{i}} \tag{110}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{0}=0, a_{1}=1 \text { and } a_{k_{i}}=\left(2^{-2 H_{i}}-2^{-2}\right) 2^{-2 j_{i} H_{i}} \text { for } k_{i} \in \tilde{N}_{j_{i}} j_{i} \geq 0 \tag{111}
\end{equation*}
$$

The above optimality follows immediately from Theorem 4 and arguments similar to those in [92] (p. 236), since both (102), the third result in Proposition 6 and the first result in Proposition 5 imply that $\eta_{L}(p) \geq p H_{\text {min }}>0$. The latest lower bound for $\eta_{L}(p)$ turned out to be equality thanks to (56).

Remark 7. If the unit cube $I^{d}$ is replaced by any arbitrary cube $Q \subset \mathbb{R}^{d}$ then the same arguments applied to the dilated and shifted field $\left\{\rho^{\left|\left(H_{1}, \cdots, H_{d}\right)\right|} B^{\left(H_{1}, \cdots, H_{d}\right)}\left(\rho^{-1} t-c\right): t \in I^{d}\right\},\left(\rho>0, c \in \mathbb{R}^{d}\right)$ give the same result as in Theorem 7.

### 5.2. Lipschitz and Directional Spectra and Thermodynamic Formalisms

We will now compute both Lipschitz spectrum $d(H)$ and directional Lipschitz spectra $d(H, e)$ for $B_{I^{d}}^{\left(H_{1}, \cdots, H_{d}\right)}$. Let us first recall these notions.

Definition 9. Let $f$ be a continuous function on $I^{d}$ (we write $f \in C\left(I^{d}\right)$ ). Let $y \in I^{d}$. Let $0<H<1$. We say that $f \in C^{H}(y)$ if there exists $C>0$, such that:

$$
\begin{equation*}
|f(y+t)-f(y)| \leq C|t|^{H} \quad \forall y+t \in I^{d} . \tag{112}
\end{equation*}
$$

The pointwise Lipschitz regularity of $f$ at $y$ is:

$$
\begin{equation*}
h(y)=\sup \left\{0<H<1: \quad f \in C^{H}(y)\right\} \tag{113}
\end{equation*}
$$

Define the Lipschitz spectrum (respective to upper Lipschitz spectrum) of $f$ as the function $d(H)$ (respective to $D(H)$ ) given by the Hausdorff dimension of the set of points $y$ where $h(y)=H$ (respective to $h(y) \leq H)$. We say that $f \in C^{H}\left(I^{d}\right)$, if there exists $C>0$ such that

$$
\begin{equation*}
|f(y+t)-f(y)| \leq C|t|^{H} \quad \forall(y, y+t) \in\left(I^{d}\right)^{2} . \tag{114}
\end{equation*}
$$

Definition 10. Let $0<H<1$ and $f \in C\left(I^{d}\right)$. Let $e \in S^{d-1}$. Let $y \in I^{d}$. We say that $f \in C^{H}(y, e)$ if there exists $C>0$ such that

$$
\begin{equation*}
|f(y+t e)-f(y)| \leq C|t|^{H} \quad \forall y+t e \in I^{d} \tag{115}
\end{equation*}
$$

The directional pointwise Lipschitz regularity of $f$ at $y$ in direction $e$ is

$$
\begin{equation*}
h(y, e)=\sup \left\{0<H<1: \quad f \in C^{H}(y, e)\right\} \tag{116}
\end{equation*}
$$

Define the directional Lipschitz spectrum (respective to directional upper Lipschitz spectrum) of $f$ in direction $e$ as the function $d(H, e)$ (respective to $D(H, e)$ ) given by the Hausdorff dimension of the set of points $y$ where $h(y, e)=H$ (respective to $h(y, e) \leq H)$.

The following theorem provides a common directional thermodynamic formalism for all fractional Brownian sheets.

Theorem 8. With probability 1, both Lipschitz and upper Lipschitz spectra of the restrictions $B_{I^{d}}^{\left(H_{1}, \cdots, H_{d}\right)}$ of realizations of $B\left(H_{1}, \cdots, H_{d}\right)$ are trivial and satisfy the following thermodynamic formalism

$$
\begin{gather*}
d(H)=\left\{\begin{array}{ll}
-\infty & \text { if } H \neq H_{\text {min }} \\
d & \text { if } H=H_{\text {min }}
\end{array}=\inf _{p>1 / H_{\text {min }}}\left(H p-\eta_{L}(p)+d\right) \quad \forall H \leq H_{\text {min }},\right.  \tag{117}\\
D(H)=\left\{\begin{array}{ll}
-\infty & \text { if } H<H_{\text {min }} \\
d & \text { if } H \geq H_{\text {min }}
\end{array}=\inf _{p>1 / H_{\text {min }}}\left(H p-\eta_{L}(p)+d\right) \quad \forall H \leq 1 .\right. \tag{118}
\end{gather*}
$$

With probability 1, both directional Lipschitz and directional upper Lipschitz spectra of the restrictions $B_{I^{d}}^{\left(H_{1}, \cdots, H_{d}\right)}$ of realizations of $B^{\left(H_{1}, \cdots, H_{d}\right)}$ are trivial and satisfy the following directional thermodynamic formalism

$$
d\left(H, e_{i}\right)=\left\{\begin{array}{ll}
-\infty & \text { if } H \neq H_{i}  \tag{119}\\
d & \text { if } H=H_{i}
\end{array}=\inf _{p>1 / H_{\text {min }}}\left(H p-\eta_{L}\left(p, e_{i}\right)+d\right) \quad \forall H \leq H_{i},\right.
$$

and

$$
D\left(H, e_{i}\right)=\left\{\begin{array}{ll}
-\infty & \text { if } H<H_{i}  \tag{120}\\
d & \text { if } H \geq H_{i}
\end{array}=\inf _{p>1 / H_{\text {min }}}\left(H p-\eta_{L}\left(p, e_{i}\right)+d\right) \quad \forall H \leq 1 .\right.
$$

Moreover, Remark 4 holds.
Proof. In [67], we have

$$
\begin{equation*}
B_{I^{d}}^{\left(H_{1}, \cdots, H_{d}\right)} \in C^{H_{\min }}\left(I^{d}\right) \tag{121}
\end{equation*}
$$

Let $y=\left(y_{1}, \cdots, y_{d}\right) \in I^{d}$. The unidimensional process $X\left(x_{1}\right)=B_{I^{d}}^{\left(H_{1}, \cdots, H_{d}\right)}\left(x_{1}, y_{2}, \cdots, y_{d}\right)$ is Gaussian, self-similar, with stationary increments and has $H_{1}$ as Hurst index. From the uniqueness of the fractional Brownian motion with Hurst index $H_{1}$, we deduce that $h\left(y, e_{1}\right)=H_{1}$. Similarly, we get $h\left(y, e_{i}\right)=H_{i}$ for all $i \in \mathcal{D}$. Using (121), we deduce that $h(y)=H_{\text {min }}$. The rest of the proof is straightforward.

## 6. Sierpinski Cascade Functions

We will apply Theorem 4 for Sierpinski cascade functions to show that unlike the Lipschitz scaling function $\eta_{L}(p)$ and the Lipschitz spectum $d(H)$ which are uniform in all directions, the directional scaling function $\eta_{L}(p, e)$ and the directional spectrum $d(H, e)$ are tools that detect directional behaviors. We also show that contrary to $\eta_{L}(p, e)$, the directional spectrum $d(H, e)$ depends on the geometric disposition of the chosen contractions for each cascade function. We also provide non common directional Lipschitz scaling based directional thermodynamic formalisms for these examples. These formalisms depend on the geometric disposition of contractions for each cascade function. Nevertheless, all obtained formalisms share the same corresponding appropriate range $P$ of $p^{\prime}$ s over which one will compute the Legendre transform given in (9). Moreover, we show the optimality of Theorem 6 for Sierpinski cascade functions corresponding to a large class of geometric disposition of contractions corresponding to case 1 described in Remark 6. Finally, we modify the notion of the Hausdorff dimension to provide a new common directional Lipschitz scaling based directional thermodynamic formalism for all Sierpinski cascade functions.

Without any loss of generality, we take $d=2$. A Sierpinski cascade function is a self-similar function adapted to the subdivision $A$ used for the construction of Sierpinski carpet $K$ given in (98). It is written as the superposition of similar anisotropic structures at different scales, reminiscent of some possible modelization of turbulence or cascade models. In [29], we proved that some Sierpinski cascade functions do not satisfy the thermodynamic formalism (5). Put $g(x)=\Lambda\left(x_{1}\right) \Lambda\left(x_{2}\right)$ with $\Lambda(t)=\min (t, 1-t)$ if $t \in[0,1]$ and 0 else. Clearly, $\Lambda(t)=\frac{1}{2} \Phi_{2}(t)$.

The Sierpinski cascade function adapted to the subdivision $A$ satisfies

$$
\begin{equation*}
\forall x \in \Re \quad F(x)=\sum_{\omega \in A} \lambda_{\omega} F\left(S_{\omega}^{-1}(x)\right)+g(x) . \tag{122}
\end{equation*}
$$

Define

$$
|\lambda|_{\max }=\max _{\omega \in A}\left|\lambda_{\omega}\right|,|\lambda|_{\min }=\min _{\omega \in A}\left|\lambda_{\omega}\right|, H_{\min }=-\frac{\log |\lambda|_{\max }}{\log t} \text { and } H_{\max }=-\frac{\log |\lambda|_{\min }}{\log t} .
$$

The following result was obtained in [29].
Proposition 11. Suppose that $\sum_{\omega \in A}\left|\lambda_{\omega}\right|<s t$, then the series:

$$
\begin{equation*}
F(x)=g(x)+\sum_{n=1}^{\infty} \sum_{\left(\omega_{1}, \ldots, \omega_{n}\right) \in A^{n}} \lambda_{\omega_{1}} \cdots \lambda_{\omega_{n}} g\left(S_{\omega_{n}}^{-1} \cdots S_{\omega_{1}}^{-1}(x)\right) . \tag{123}
\end{equation*}
$$

is a unique solution in $L^{1}(\mathfrak{R})$ for Equation (122).
If, furthermore, $\frac{1}{t}<|\lambda|_{\max }<1$, then $F \in C^{H_{\text {min }}}(\mathfrak{\Re})$ with $0<H_{\text {min }}<1$.
Clearly, if $\omega_{l}=\left(u_{l}, v_{l}\right)$ then

$$
g\left(S_{\omega_{n}}^{-1} \cdots S_{\omega_{1}}^{-1}(x)\right)=\Lambda\left(s^{n} x_{1}-s^{n-1} u_{1}-\cdots-s u_{n-1}-u_{n}\right) \Lambda\left(t^{n} x_{2}-t^{n-1} v_{1}-\cdots-t v_{n-1}-v_{n}\right)
$$

In [29], we proved that unlike the spectrum $d(H)$, the Lipschitz scaling function $\eta_{L}(p)$ (given in (55)) does not depend on the geometrical arrangement of the chosen $\mathfrak{R} \omega, \omega \in A$, and, so, the multifractal formalism $d(H)=\inf _{p}\left(H p-\eta_{L}(p)+2\right)$ may fail.

### 6.1. Computation of the Directional Lipschitz Scaling Function

Using Theorem 4 and Remark 2, we obtain the following result which shows that, unlike the Lipschitz scaling function $\eta_{L}(p)$ which is uniform in all directions, the directional scaling function $\eta_{L}(p, e)$ is a tool to detect directional behaviors.

Theorem 9. Let $S$ and $T$ be two positive integers. Assume that $s=2^{S}$ and $t=2^{T}$ and $s \leq t$. Assume that $\frac{1}{t}<|\lambda|_{\max }<1$.

Let $1 \leq p<\infty$. Set $\sigma=S / T$ and $\tau(p)=-\frac{\log _{2}\left(\sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p}\right)}{S}$. Let $F$ be the Sierpinski cascade function that corresponds to $A$.

- $\quad$ Suppose that $s<t$ (i.e., $\sigma<1$ ).
- We have $\frac{t}{s^{p-1}}<\sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p}<s$ is equivalent to $\left(1<\sigma+1+\sigma \tau(p)<p\right.$ and $1<1+\frac{1}{\sigma}+$ $\tau(p)<p)$. In that case,

$$
\eta_{L}\left(p, e_{1}\right)=1+\frac{1}{\sigma}+\tau(p), \eta_{L}\left(p, e_{2}\right)=\sigma+1+\sigma \tau(p)
$$

and

$$
\forall e \neq \pm e_{1} \quad \eta_{L}(p, e)=\sigma+1+\sigma \tau(p)=\eta_{L}(p)
$$

- We have $\frac{s}{t^{p-1}}<\sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p}<$ s and $\sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p} \leq \frac{t}{s^{p-1}}$ is equivalent to $(1<\sigma+1+\sigma \tau(p)<p$ and $\left.1+\frac{1}{\sigma}+\tau(p) \geq p\right)$. In that case

$$
\eta_{L}\left(p, e_{1}\right)=p, \eta_{L}\left(p, e_{2}\right)=\sigma+1+\sigma \tau(p)
$$

and

$$
\forall e \neq \pm e_{1} \quad \eta_{L}(p, e)=\sigma+1+\sigma \tau(p)=\eta_{L}(p)
$$

- In the case $\sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p} \leq \frac{s}{t^{p-1}}$, we have $\eta_{L}\left(p, e_{1}\right)=\eta_{L}\left(p, e_{2}\right)=p$.
- Suppose that $s=t$ (i.e., $\sigma=1$ ).
- We have $\frac{s}{s^{p-1}}<\sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p}<s$ is equivalent to $1<2+\tau(p)<p$. In that case,

$$
\eta_{L}\left(p, e_{1}\right)=2+\tau(p) \text { and } \eta_{L}\left(p, e_{2}\right)=2+\tau(p)
$$

- In the case where $\sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p} \leq \frac{s}{s^{p-1}}$, we have $2+\tau(p) \geq p$, therefore,

$$
\eta_{L}\left(p, e_{1}\right)=\eta_{L}\left(p, e_{2}\right)=p
$$

Proof. Of course, if $\frac{1}{t}<|\lambda|_{\max }<1$, then by Proposition $11 F \in C^{H_{\text {min }}}(\Re)$ with $0<H_{\text {min }}<1$ and, so, $\eta_{L}(p)>0$.

For $\mathbf{j}=\left(j_{1}, j_{2}\right)=(n S, n T)$, we have

$$
\tau_{\mathbf{j}, p}(f)=2^{-n(S+T) / p}\left(\sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p}\right)^{n / p}
$$

It follows that

$$
\frac{\log \tau_{\mathbf{j}, p}(f)}{\log \left(2^{-j_{1}}\right)}=\frac{1}{p}\left(1+\frac{T}{S}-\frac{1}{S} \log _{2}\left(\sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p}\right)\right)=\frac{1}{p}\left(1+\frac{1}{\sigma}+\tau(p)\right)
$$

and

$$
\frac{\log \tau_{\mathbf{j}, p}(f)}{\log \left(2^{-j_{2}}\right)}=\sigma \quad \frac{\log \tau_{\mathbf{j}, p}(f)}{\log \left(2^{-j_{1}}\right)}=\frac{1}{p}(\sigma+1+\sigma \tau(p)) .
$$

In order to apply Theorem 4 , we need that $\liminf _{|\mathrm{j}| \rightarrow \infty} \frac{\log \tau_{\mathfrak{j}, p}(f)}{\log \left(2^{-j_{i}}\right)}>1 / p$ for every $i=1,2$. Clearly,

$$
\underset{|\mathbf{j}| \rightarrow \infty}{\liminf } \frac{\log \tau_{\mathbf{j}, p}(f)}{\log \left(2^{-j_{2}}\right)}>1 / p \Leftrightarrow \sigma+1+\sigma \tau(p)>1 \Leftrightarrow \tau(p)>-1 \Leftrightarrow \sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p}<s,
$$

$$
\begin{gathered}
\liminf _{|\mathbf{j}| \rightarrow \infty} \frac{\log \tau_{\mathbf{j}, p}(f)}{\log \left(2^{-j_{2}}\right)}<1 \Leftrightarrow \sigma+1+\sigma \tau(p)<p \Leftrightarrow \frac{s}{t^{p-1}}<\sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p}, \\
\liminf _{|\mathbf{j}| \rightarrow \infty} \frac{\log \tau_{\mathbf{j}, p}(f)}{\log \left(2^{-j_{1}}\right)}>1 / p \Leftrightarrow 1+\frac{1}{\sigma}+\tau(p)>1 \Leftrightarrow \tau(p)>-1 / \sigma \Leftrightarrow \sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p}<t
\end{gathered}
$$

and

$$
\liminf _{|\mathbf{j}| \rightarrow \infty} \frac{\log \tau_{\mathbf{j}, p}(f)}{\log \left(2^{-j_{1}}\right)}<1 \Leftrightarrow 1+\frac{1}{\sigma}+\tau(p)<p \Leftrightarrow \frac{t}{s^{p-1}}<\sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p}
$$

Clearly, since $s \leq t$ then $\frac{s}{t^{p-1}} \leq \frac{t}{s^{p-1}}$.

- Suppose that $s<t$ (i.e., $\sigma<1$ ).
- If $\frac{t}{s^{p-1}}<\sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p}<s$ then $p>1 / \sigma, \eta_{L}\left(p, e_{1}\right)=1+\frac{1}{\sigma}+\tau(p)$ and $\eta_{L}\left(p, e_{2}\right)=\sigma+1+$ $\sigma \tau\left(p_{S}\right)$. So, using Remark 2, we deduce that $\eta_{L}(p, e)=\sigma+1+\sigma \tau(p)=\eta_{L}(p)$ for all $e \neq \pm e_{1}$.
- If $\frac{s}{t^{p-1}}<\sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p}<s$ and $\sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p} \leq \frac{t}{s^{p-1}}$ then $\eta_{L}\left(p, e_{1}\right)=p$ and $\eta_{L}\left(p, e_{2}\right)=\sigma+1+$ $\sigma \tau(p)$. So, using Remark 2, we deduce that $\eta_{L}(p, e)=\sigma+1+\sigma \tau(p)=\eta_{L}(p)$ for all $e \neq \pm e_{1}$. Note that $s \leq \frac{t}{s^{p-1}}$ iff $p \leq 1 / \sigma$.
- If $\sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p} \leq \frac{s^{p-1}}{t^{p-1}}$ then $\eta_{L}\left(p, e_{1}\right)=\eta_{L}\left(p, e_{2}\right)=p$.
- Suppose that $s=t$.
- We have $\frac{s}{s^{p-1}}<\sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p}<s$ is equivalent to $1<2+\tau(p)<p$. In that case

$$
\eta_{L}\left(p, e_{1}\right)=2+\tau(p) \text { and } \eta_{L}\left(p, e_{2}\right)=2+\tau(p)
$$

- In the case where $\sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p} \leq \frac{s}{s^{p-1}}$, we have $2+\tau(p) \geq p$, therefore,

$$
\eta_{L}\left(p, e_{1}\right)=\eta_{L}\left(p, e_{2}\right)=p
$$

Remark 8. Theorem 9 improves previous results in [29] without any assumptions on the choice of $\omega \in A$ and the positivity of the corresponding $\lambda_{\omega}$. Recall that in [29], we were interested in the computation of $\eta_{L}(p)$ by the increments method.

### 6.2. Directional Pointwise Lipschitz Regularity

We will now compute the pointwise directional Lipschitz regularity of the Sierpinski function. In [29], we were interested in the computation of the pointwise Lipschitz regularity. Let us recall the obtained results. Consider the "separated open set condition":

$$
\begin{equation*}
\forall\left(\omega, \omega^{\prime}\right) \in A^{2} \quad \omega \neq \omega^{\prime} \Rightarrow \Re_{\omega} \cap \Re_{\omega^{\prime}}=\varnothing \tag{124}
\end{equation*}
$$

Recall that $K$ is the Sierpinski carpet (98).

$$
\begin{equation*}
\forall x \notin K \quad h(x)=1 \tag{125}
\end{equation*}
$$

Define for $x \in K, \omega=\omega(x)=\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n}, \cdots\right) \in A^{\mathbb{N}}$ by $\omega_{l}=\left(u_{l}, v_{l}\right) \in A$ with $x=\left(\sum_{l=1}^{\infty} \frac{u_{l}}{s^{l}}, \sum_{l=1}^{\infty} \frac{v_{l}}{t^{l}}\right)$.

Denote by

$$
\begin{gathered}
\omega(n, x)=\left(\omega_{1}, \ldots, \omega_{n}\right), \lambda_{\omega(n, x)}=\lambda_{\omega_{1}} \cdots \lambda_{\omega_{n}} \\
a_{t}(x)=\liminf _{n \mapsto \infty} \frac{\log \left|\lambda_{\omega(n, x)}\right|}{\log t^{-n}} \text { and } a_{s}(x)=\liminf _{n \mapsto \infty} \frac{\log \left|\lambda_{\omega(n, x)}\right|}{\log s^{-n}} .
\end{gathered}
$$

In Proposition 3 in [29], using increments method for the Sierpinski cascade function, we proved that $h(x) \geq a_{t}(x)$ under assumptions (124), $a_{t}(x)<1$ and

$$
\begin{equation*}
\forall \omega \in A, \quad \Re_{\omega} \subset[1 / s, 1-1 / s] \times[1 / t, 1-1 / t] . \tag{126}
\end{equation*}
$$

This yields

$$
\begin{equation*}
h\left(x, e_{2}\right) \geq a_{t}(x) \tag{127}
\end{equation*}
$$

Similar arguments allow us to obtain

$$
\begin{equation*}
h\left(x, e_{1}\right) \geq a_{s}(x) \text { if } a_{s}(x)<1 \tag{128}
\end{equation*}
$$

In Proposition 4 in [29], using increments method, we proved that $h(x) \leq a_{t}(x)$ under assumptions (124), $a_{t}(x) \leq 1$

$$
\begin{equation*}
0<\lambda_{\omega}<1 \quad \forall \omega \in A \tag{129}
\end{equation*}
$$

and either:

$$
\begin{equation*}
\forall \omega \in A, \quad \Re_{\omega} \subset[1 / s, 1-1 / s] \times[1 / t, 1 / 2] \tag{130}
\end{equation*}
$$

or

$$
\begin{equation*}
\forall \omega \in A, \quad \Re_{\omega} \subset[1 / s, 1-1 / s] \times[1 / 2,1-1 / t] \tag{131}
\end{equation*}
$$

Actually, we proved that $h\left(x, e_{2}\right) \leq a_{t}(x)$. We deduce that:

$$
\begin{equation*}
h(x)=h\left(x, e_{2}\right)=a_{t}(x) . \tag{132}
\end{equation*}
$$

We will improve result (132) and obtain a similar result for $h\left(x, e_{1}\right)$ without adding assumption (130) nor (131). For that we will use Theorem 4 obtained in [58], in which we characterized directional pointwise Lipschitz regularity in terms of decay conditions for the coefficients $C_{\mathbf{k}}(f)$ (given in (76)) of the expansion of $f$ in the basis of tensor products of Schauder functions. Let us recall this result for $d=2$; if $k_{i} \in \tilde{N}_{j_{i}}$, with $k_{i} \geq 2$ then $\phi_{k_{i}}$ has support $\left[\left(n_{i}-1\right) 2^{-j_{i}}, n_{i} 2^{-j_{i}}\right.$. It follows that for $j_{i} \in M$ with $j_{i} \geq 0$ and $x \in I^{2}$, there exists a unique value of $k_{i}\left(x_{i}\right)$ for which $x_{i} \in\left[\left(n_{i}-1\right) 2^{-j_{i}}, n_{i} 2^{-j_{i}}\right)$. We keep the notation $\left.k_{i}(x)\right)$ even if $j_{i} \in\{-2,-1\}$.

Proposition 12. Let $x \in I^{2}$ and $f \in C\left(I^{2}\right)$. Set

$$
\rho\left(x, e_{1}\right)=\liminf _{j_{1} \rightarrow \infty} \inf _{k_{1} \in \tilde{N}_{j_{1}}} \inf _{j_{2} \in M} \frac{\log \left(\left|C_{\left(k_{1}, k_{2}\left(x_{2}\right)\right)}(f)\right| \phi_{k_{2}\left(x_{2}\right)}\left(x_{2}\right)\right)}{\log \left(2^{-j_{1}}+\left|n_{1} 2^{-j_{1}}-x_{1}\right|\right)}
$$

and

$$
\rho\left(x, e_{2}\right)=\liminf _{j_{2} \rightarrow \infty} \inf _{k_{2} \in \tilde{N}_{j_{2}}} \inf _{j_{1} \in M} \frac{\log \left(\left|C_{\left(k_{1}\left(x_{1}\right), k_{2}\right)}(f)\right| \phi_{k_{1}\left(x_{1}\right)}\left(x_{1}\right)\right)}{\log \left(2^{-j_{2}}+\left|n_{2} 2^{-j_{2}}-x_{2}\right|\right)}
$$

Assume that $f$ is uniformly Lipschitz regular on $I^{2}$ in direction $e_{1}$ in the sense that there exists $\delta>0$ and $C>0$, such that $\left|f\left(x+t e_{1}\right)-f(x)\right| \leq C|t|^{\delta}$ for all $x$ and $x+t e_{1} \in I^{2}$.

If:

$$
\begin{equation*}
\forall \mathbf{k} \quad C_{\left(k_{1}, k_{2}\left(x_{2}\right)\right)}(f) \geq 0 \tag{133}
\end{equation*}
$$

then:

$$
\begin{equation*}
h\left(x, e_{1}\right)=\min \left(1, \rho\left(x, e_{1}\right)\right) . \tag{134}
\end{equation*}
$$

Assume that $f$ is uniformly Lipschitz regular on $I^{2}$ in direction $e_{2}$.
If:

$$
\begin{equation*}
\forall \mathbf{k} \quad C_{\left(k_{1}\left(x_{1}\right), k_{2}\right)}(f) \geq 0, \tag{135}
\end{equation*}
$$

then:

$$
\begin{equation*}
h\left(x, e_{2}\right)=\min \left(1, \rho\left(x, e_{2}\right)\right) . \tag{136}
\end{equation*}
$$

Theorem 10. Assume $\lambda_{\max }>1 / t,(124),(126),(129)$ and (142). Then, for the Sierpinski cascade function:

$$
h\left(x, e_{1}\right)= \begin{cases}1 & \text { if } x \notin K  \tag{137}\\ a_{s}(x) & \text { if } x \in K\end{cases}
$$

and

$$
h\left(x, e_{2}\right)=h(x)= \begin{cases}1 & \text { if } x \notin K  \tag{138}\\ a_{t}(x) & \text { if } x \in K\end{cases}
$$

Proof. Results for $x \notin K$ follow from (125).
Assumption (129) yields both (133) and (135). On the other hand, by assumption $\lambda_{\max }>1 / t$, Proposition 11 implies that $F \in C^{H_{\text {min }}}(\Re)$ with $0<H_{\text {min }}<1$. This implies that $F$ is uniformly Lipschitz regular on $I^{2}$ in any direction. By Proposition 12 , for $x \in K$ and $i=1,2$ :

$$
\begin{equation*}
h\left(x, e_{i}\right)=\min \left(1, \rho\left(x, e_{i}\right)\right) \tag{139}
\end{equation*}
$$

Of course,

$$
\rho\left(x, e_{1}\right) \leq \liminf _{j_{1} \rightarrow \infty} \inf _{k_{1}\left(x_{1}\right) \in \tilde{N}_{j_{1}}} \inf _{j_{2} \in M} \frac{\log \left(C_{\left(k_{1}\left(x_{1}\right), k_{2}\left(x_{2}\right)\right)}(f) \phi_{k_{2}\left(x_{2}\right)}\left(x_{2}\right)\right)}{\log \left(2^{-j_{1}}+\left|n_{1} 2^{-j_{1}}-x_{1}\right|\right)}
$$

Assumption (126) yields:

$$
\begin{equation*}
\rho\left(x, e_{1}\right) \leq a_{s}(x) \tag{140}
\end{equation*}
$$

because from the definition of $\left(k_{1}\left(x_{1}\right), k_{2}\left(x_{2}\right)\right)$, we have $\left|n_{1} 2^{-j_{1}}-x_{1}\right| \leq 2^{-j_{1}}$ and if $x_{2}=\sum_{l=1}^{\infty} \frac{v_{l}}{t^{l}}$ then thanks to assumption (126):

$$
\phi_{k_{2}\left(x_{2}\right)}\left(x_{2}\right)=2 \Lambda\left(t^{n} x_{2}-t^{n-1} v_{1}-\cdots-t v_{n-1}-v_{n}\right)=2 \Lambda\left(\sum_{l=1}^{\infty} \frac{v_{n+l}}{t^{l}}\right) \geq \frac{1}{t}
$$

Similarly, assumption (126) yields:

$$
\begin{equation*}
\rho\left(x, e_{2}\right) \leq a_{t}(x) . \tag{141}
\end{equation*}
$$

Properties (139), (140), and (141) make equalities in results (127) and (128) (under assumptions (124) and (126)).

### 6.3. Directional Pointwise Lipschitz Spectrum and Directional Thermodynamic Formalisms

We will now compute the directional Lipschitz spectrum of the Sierpinski function and provide directional thermodynamic formalisms. We will see that, unlike the directional Lipschitz scaling function $\eta_{L}(p, e)$, the directional spectrum $d(H, e)$ (and, so, the directional thermodynamic formalisms) may depend on the geometric arrangement of the chosen $R_{\omega}$. Actually, in [29], we proved a similar property for the Lipschitz scaling function $\eta_{L}(p)$ and the Lipschitz spectrum $d(H)$. Nevertheless, we will show that unlike the Lipschitz spectrum $d(H)$ which is uniform in all directions, the directional Lipschitz spectrum $d(H, e)$ may depend on $e$ and consequently is a tool to detect directional behaviors.

Assume that if column $u$ of the grid contains points of $K$, then the two adjacent columns do not, i.e.,

$$
\begin{equation*}
\text { if } \quad \omega=(u, v) \in A \quad \text { then } \quad(u \pm 1, v) \notin A . \tag{142}
\end{equation*}
$$

The following theorem holds. It provides directional thermodynamic formalisms valid for the Sierpinski function.

Theorem 11. Assume $\lambda_{\max }>1 / t$, (124), (126), (129), and (142). Let $F$ be the corresponding Sierpinski cascade function.

The set $P$ given in (9) is:

$$
\begin{equation*}
P=\left\{p \geq 1: \frac{t}{s^{p-1}}<\sum_{\omega \in A}\left|\lambda_{\omega}\right|^{p}<s\right\} \tag{143}
\end{equation*}
$$

Put:

$$
\begin{equation*}
\tau^{\prime}(P)=\left\{\tau^{\prime}(p): p \in P\right\} \text { and } \sigma \tau^{\prime}(P)=\left\{\sigma \tau^{\prime}(p): p \in P\right\} \tag{144}
\end{equation*}
$$

1. Case 1: Assume that each column of the grid contains at most one $\mathfrak{R}_{\omega}, \omega \in A$. Then:

$$
d\left(H, e_{2}\right)=d(H)= \begin{cases}-\infty & \text { if } H<H_{\text {min }}  \tag{145}\\ \inf _{q}\left(q \sigma^{-1} H-\tau(q)\right) & \text { if } H \in\left[H_{\min }, \min \left(1, H_{\max }\right)\right]\end{cases}
$$

and

$$
d\left(H, e_{1}\right)=d\left(H \sigma, e_{2}\right)= \begin{cases}-\infty & \text { if } H \sigma<H_{\text {min }}  \tag{146}\\ \inf _{q}(q H-\tau(q)) & \text { if } H \sigma \in\left[H_{\min }, \min \left(1, H_{\max }\right)\right]\end{cases}
$$

The following directional thermodynamic formalisms hold:

$$
\begin{equation*}
\forall H \in \tau^{\prime}(P) \cap\left(-\infty, \frac{1}{\sigma} \min \left(1, H_{\max }\right)\right] \quad d\left(H, e_{1}\right)=\inf _{p \in P}\left(p H-\eta_{L}\left(p, e_{1}\right)+1+\frac{1}{\sigma}\right) \tag{147}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall H \in \sigma \tau^{\prime}(P) \cap\left(-\infty, \min \left(1, H_{\max }\right)\right] \quad d\left(H, e_{2}\right)=\frac{1}{\sigma} \inf _{p \in P}\left(p H-\eta_{L}\left(p, e_{2}\right)+1+\sigma\right) . \tag{148}
\end{equation*}
$$

2. Case 2: Assume that there is only one column containing all the $\Re_{\omega}, \omega \in A$. Then:

$$
d\left(H, e_{2}\right)=d(H)= \begin{cases}-\infty & \text { if } H<H_{\min }  \tag{149}\\ \inf _{q}(q H-\sigma \tau(q)) & \text { if } H \in\left[H_{\min }, \min \left(1, H_{\max }\right)\right]\end{cases}
$$

and

$$
d\left(H, e_{1}\right)=d\left(H \sigma, e_{2}\right)= \begin{cases}-\infty & \text { if } H \sigma<H_{\min }  \tag{150}\\ \sigma \inf _{q}(q H-\tau(q)) & \text { if } H \sigma \in\left[H_{\min }, \min \left(1, H_{\max }\right)\right]\end{cases}
$$

The following directional thermodynamic formalisms hold:

$$
\begin{equation*}
\forall H \in \tau^{\prime}(P) \cap\left(-\infty, \frac{1}{\sigma} \min \left(1, H_{\max }\right)\right] \quad d\left(H, e_{1}\right)=\sigma \inf _{p \in P}\left(p H-\eta_{L}\left(p, e_{1}\right)+1+\frac{1}{\sigma}\right) \tag{151}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall H \in \sigma \tau^{\prime}(P) \cap\left(-\infty, \min \left(1, H_{\max }\right)\right] \quad d\left(H, e_{2}\right)=\inf _{p \in P}\left(p H-\eta_{L}\left(p, e_{2}\right)+1+\sigma\right) . \tag{152}
\end{equation*}
$$

Proof. Relation (143) is direct consequence of Theorem 9.
Since $s \leq t$ then (132) yields $d(H)=d\left(H, e_{2}\right)$, therefore, results of Proposition 5 in [29] (respective to Proposition 6 in [29]) remain valid for $d(H)$ replaced by $d\left(H, e_{2}\right)$ with the same conditions except for (130) or (131) which can be replaced by the weaker condition (126) (see the previous section). Moreover, results (146) and (150) follow from the fact that $a_{s}(t)=\frac{1}{\sigma} a_{t}(x)$. The above thermodynamic formalisms follow directly from Theorem 9.

Remark 9. When $s=t$, the above thermodynamic formalisms coincide with the classical formalism.

### 6.4. Optimality of Theorem 6 in Case 1

We will prove that Theorem 6 is optimal in case1, in the sense that the upper bound (96) becomes equality.

Theorem 12. Let $\mathcal{B}$ and $\Omega$ be as in Theorem 1. Assume $\lambda_{\max }>1 / t,(124),(126)$, (129) and (142). Let $F$ be the corresponding Sierpinski cascade function.

Assume that each column of the grid contains at most one $\Re_{\omega}$. Then:

$$
\begin{equation*}
\forall H \leq 1 \quad D(H, e)=\inf _{\alpha \in \Omega} \frac{1}{\alpha_{\min }} \inf _{p \geq p_{\alpha}}\left(\alpha_{1} H p-\eta_{\alpha}(p)+d\right) \tag{153}
\end{equation*}
$$

Proof. If $\left(\alpha_{1}, \alpha_{2}\right)$ is given by (99), then $\alpha_{\min }=\alpha_{1}, p_{\left(\alpha_{1}, \alpha_{2}\right)}$ given in (95) satisfies $\tau\left(p_{\left(\alpha_{1}, \alpha_{2}\right)}\right)=0$, and

$$
\forall i \in\{1,2\} \quad \eta_{L}\left(p, e_{i}\right)=\frac{\eta_{\left(\alpha_{1}, \alpha_{2}\right)}(p)}{\alpha_{i}}
$$

Relations (147) and (148) (in case 1), respectively, can be rewritten as:

$$
\forall H \in \tau^{\prime}(P) \cap\left(-\infty, \frac{1}{\sigma} \min \left(1, H_{\max }\right)\right] \quad d\left(H, e_{1}\right)=\frac{1}{\alpha_{\min }} \inf _{p \in P}\left(\alpha_{1} H p-\eta_{\left(\alpha_{1}, \alpha_{2}\right)}(p)+2\right)
$$

and

$$
\forall H \in \sigma \tau^{\prime}(P) \cap\left(-\infty, \min \left(1, H_{\max }\right)\right] \quad d\left(H, e_{2}\right)=\frac{1}{\alpha_{\min }} \inf _{p \in P}\left(\alpha_{2} H p-\eta_{\left(\alpha_{1}, \alpha_{2}\right)}(p)+2\right) .
$$

Since:

$$
\left\{p \geq p_{\left(\alpha_{1}, \alpha_{2}\right)}\right\} \subset P,
$$

then the previous upper bounds become equalities and (153) holds.

### 6.5. Directional Thermodynamic Formalisms Independent on the Choice of $A$

We will modify the notion of the Hausdorff dimension to provide a new directional thermodynamic formalism independent on the choice of $A$. For any $n \geq 1, \mathcal{T}_{n}:=\left\{\Re_{\omega} ; \omega \in A^{n}\right\}$ is a partition of $K$. Let $\mathcal{T}=\bigcup_{n \geq 1} \mathcal{T}_{n}$. Define $\operatorname{dim}_{\mathcal{T}}$ in a similar way to the Hausdorff dimension but by considering only coverings by elements of $\mathcal{T}$. Note that such 'restriction' to the elements of dynamics was done by many authors (see $[11-14,20,30]$ ). Of course, the diameter $\left|\Re_{\omega}\right|$ for $\omega \in A^{n}$ can be replaced by $s^{-n}$ (because it is equivalent to $s^{-n}$ ). Define the modified directional Lipschitz $\mathcal{T}$ spectrum (respective to directional upper Lipschitz $\mathcal{T}$ spectrum) of $f$ in direction $e$ as the function $d_{\mathcal{T}}(H, e)$ (respective to $D_{\mathcal{T}}(H, e)$ ) given by the $\operatorname{dim}_{\mathcal{T}}$ of the set of points $y$ where $h(y, e)=H$ (respective to $h(y, e) \leq H)$.

Theorem 13. Assume $\lambda_{\max }>1 / t$, (124), (126), (129) and (142). Let $F$ be the corresponding Sierpinski cascade function. Let $P$ as in (143). Then the following directional thermodynamic formalisms hold:

$$
\begin{equation*}
\forall H \in \tau^{\prime}(P) \cap\left(-\infty, \min \left(1, H_{\max }\right)\right] \quad d_{\mathcal{T}}\left(H, e_{1}\right)=\inf _{p \in P}\left(p H-\eta_{L}\left(p, e_{1}\right)+1+\frac{1}{\sigma}\right) \tag{154}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall H \in \sigma \tau^{\prime}(P) \cap\left(-\infty, \min \left(1, H_{\max }\right)\right] \quad d_{\mathcal{T}}\left(H, e_{2}\right)=\frac{1}{\sigma} \inf _{p \in P}\left(p H-\eta_{L}\left(p, e_{2}\right)+1+\sigma\right) \tag{155}
\end{equation*}
$$

Proof. Set $P_{\omega}(q)=\lambda_{\omega}^{q} s^{\tau(q)}$ and let $\mu_{q}$ be a probability measure on $K$ such that:

$$
\forall\left(\omega_{1}, \ldots, \omega_{n}\right) \in A^{n} \quad \mu_{q}\left(\Re_{\omega_{1}, \ldots, \omega_{n}}\right)=P_{\omega_{1}}(q) \ldots P_{\omega_{n}}(q)
$$

Since:

$$
\mu_{q}\left(\Re_{\omega_{1}, \ldots, \omega_{n}, \omega_{1}^{\prime}, \ldots, \omega_{m}^{\prime}}\right)=\mu_{q}\left(\Re_{\omega_{1}, \ldots, \omega_{n}}\right) \mu_{q}\left(\Re_{\omega_{1}^{\prime}, \ldots, \omega_{m}^{\prime}}\right),
$$

then, as in $[25,30]$, we can concentrate a Gibbs measure $v_{p}$ on $E_{F}^{\varphi^{\prime}(p)}$, i.e.,

$$
\forall \omega \quad v_{p}\left(\Re_{\omega}\right) \simeq\left(\mu\left(\Re_{\omega}\right)\right)^{p}\left|\Re_{\omega}\right|^{-\varphi(p)}
$$

where $\varphi$ is defined as in [13], and, thus, we obtain:

$$
d_{\mathcal{T}}\left(H, e_{1}\right)=\inf _{q}(H q-\tau(q))
$$

and

$$
d_{\mathcal{T}}\left(H, e_{2}\right)=\inf _{q}\left(\frac{H}{\sigma} q-\tau(q)\right)=\frac{1}{\sigma} \inf _{q}(H q-\sigma \tau(q)) .
$$

Therefore, (154) and (155) hold.
Remark 10. The new formalism shows also that if $D(H, e)$ in Theorem 6 is replaced by $D_{\mathcal{T}}(H, e)$ then we get optimality independently on the choice of $A$.

## 7. Motivation of the Anisotropic Cascade Model on the Physics Side

In all realistic flows in turbulence, there always exists some anisotropy at all scales (for example, see [93] and references therein); the statistical properties of the velocity field are effected by the geometry of the boundaries or the driving mechanism, which are never rotationally invariant [94]. For example, all geophysical flows are subject to the rotation of the globe, which introduces anisotropy via the Coriolis forces [95]. There is also a whole literature on anisotropy in turbulence created by vortex stretching (for example, see [96] and references therein). It has been a grand challenge in the mathematical fluid mechanics community to try to explain/quantify the process of anisotropic dissipation in turbulent flows directly from the mathematical model the 3D Navier-Stokes equations NSE. In [97], Constantin derived a singular integral representation of the stretching factor in the evolution of the vorticity magnitude featuring a geometric kernel that is depleted by local coherence of the vorticity direction. In [98], Ran showed that there are dynamical systems that are much simpler than the NSE but that can still have turbulent states and for which many concepts developed in the theory of dynamical systems can be successfully applied.

Clearly, cascade models introduced to model turbulence (the cascade picture of turbulent flows takes its origin from Richardson in 1922) should be able to take into account anisotropy. If we want to be able to make model selection with, we must use an anisotropic multifractal formalism as the equality in (94).
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#### Abstract

In this paper, we provide a novel reversible data hiding method using adaptive block truncation coding based on an edge-based quantization (ABTC-EQ) approach. We exploit the characteristic not being used in ABTC-EQ. To accomplish this, we first utilized a Canny edge detector to obtain an edge image and classify each block in a cover image into two versions, edge-block and non-edge-block. Subsequently, k-means clustering was used to obtain three quantization levels and derive the corresponding bit map while the current processing block was the case of an edge-block. Then Zero-Point Fixed Histogram Shifting (ZPF-HS) was applied to embed the secret information into compressed code. The experimental results show that our method provides a high embedding capacity for each test image and performance is better than other methods.
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## 1. Introduction

Due to the continuing advance of networks in recent years, it has become increasingly convenient and necessary for users to transmit messages to each other through the Internet. This, however, also creates many security problems, including the opportunity for a malicious attacker to destroy the transmitted information or tamper with data due to the openness of the Internet. To address these issues, researchers have explored different approaches, such as conventional cryptographic algorithms and information hiding methods. The former transforms the encrypted message into a meaningless format, but may leave clues for attackers. In contrast, the latter un-perceptively embeds the protected message into cover media. In terms of avoiding attacker attention, the information hiding approach outperforms conventional cryptographic algorithms.

Over the past decade, a variety of information hiding schemes have been proposed [1-19]. These information hiding schemes can be divided into two categories based on the subject that is embedded into a cover media. One is used for secret message transmission $[1-4,6,7,10-19]$ and the other is used for claim of ownership $[5,8,9]$ which is also called watermark scheme. The cover media used to carry a secret message can be image, text, audio or video. Currently, images are the primary media used to conceal secret messages because they can be easily found from the Internet. To embed a secret message into a cover image, there are three alternatives, including: spatial domain [1-4], frequency domain [5-8] and compression domain [9-20]. Spatial domain-based information hiding schemes conceal a secret message into a cover image by simply modifying pixel values of the cover image. A representative
example is Least Significant Bit (LSB) substitution [1]. Frequency domain-based information hiding schemes need to transform a cover image into the frequency domain by using discrete wavelet transform (DWT) [21], discrete cosine transform (DCT) [22], etc. The frequency coefficients are then modified to carry a secret message. For compression domain-based information hiding, a secret message is embedded into the compression codes of a cover image and the compression codes are generated by any kind of compression algorithm, such as VQ [23], SMVQ [24], block truncation coding (BTC) [20] or JPEG. Among the above three types of information hiding schemes, frequency domain methods offer relatively higher protection compared to the others. Based on the reversibility feature of the proposed information hiding schemes, information hiding schemes can be further classified into those that are irreversible [1,2,5,6] and reversible [3,4,7-12,14-20,25-33]. The former can only extract information that is embedded in the media. Decoders still cannot completely restore the original cover image even after the hidden message has been extracted.

For example, in 2004, Chen et al. provided an irreversible scheme that embeds the secret data into a cover image by exploiting the Least Significant Bit (LSB) [1]. Decoders can determine the secret bit according to the LSB value of each pixel. However, decoders cannot recover each pixel back to the original, because this method directly changes the LSB value without recording any information regarding the replaced bits. However, irreversible information hiding schemes are not suitable for concealing a secret message into a cover image that requires exact restoration after data extraction, such as in military or medical applications.

In 1997, Barton [27] first proposed a reversible data hiding method. In this approach, the bits to be overlaid were compressed in advance and added to the bitstring. After that, the bitstring carrying hidden compressed bits was embedded into data block in the cover image. In 2002, Celik et al. [28] presented a method called generalized least significant bit, G-LSB for short, where they utilized a variant of an arithmetic compression algorithm (CALIC) [29] to encode a message and hide the resulting interval number along with extra information that was exploited to recover the cover image. In 2003, Tian [30] proposed a novel reversible information hiding method called difference expansion (DE) by embedding the secret message into the difference values between each pixel pair in a cover image. In 2004, Alattat [31] improved Tian's method by exploiting the difference in expansion of vectors instead of two adjacent pixels to enhance embedding capacity. In 2006, Ni et al. proposed a reversible scheme that hides secret data using histogram shifting [3]. They calculated the frequency of each pixel in the cover image and found zero and peak points to embed the secret data based on the histogram modification. When the receiver extracts the secret message from the cover image, the modified pixel can be recovered back to the original pixel value according to the modified method.

In 2009, Tai et al. [4] designed an efficient extension of the histogram modification technique by constructing a histogram of a cover image based on the differences between pixel values of each pixel pair to enhance the hiding capacity of Ni et al.'s scheme. In 2011, Li et al. [32] proposed a novel reversible watermarking scheme by exploiting prediction-error expansion (PEE), adaptive hiding and pixel selection. Their scheme concentrated on highly relevant regions and pixels of the cover image, and it obtains a high embedding capacity with less distortion. In 2012, in order to provide good visual quality and higher embedding capacity, Chang et al. [33] proposed a reversible data hiding scheme that determines whether a pixel is embeddable or not by calculating the absolute difference of its neighboring pixels. In Chang et al.'s scheme, once the derived absolute difference is larger than the predetermined threshold, the corresponding pixel remains unchanged to maintain a high image quality. However, these methods described above are mainly designed for the spatial domain rather than the compression domain. In general applications, images needed to be compressed before they are transmitted over the Internet because the size of raw images can be large. Since image compression is very popular, it is necessary to design reversible data hiding techniques for the compression domain.

Over the last few years, many hiding schemes designed for the compression domain have been proposed to reduce the transmission size of multimedia files during transmission and to increase the number of alternatives for cover media. Among these methods, many hiding schemes have been
proposed based on block truncation coding (BTC) [14-19], which has been the most efficient and fastest compression method. In 2008, Chang et al. presented an information hiding scheme based on BTC [14]. They applied a genetic algorithm to substitute the original three bitmaps by finding an approximate optimal common bit map. Subsequently, the common bit map and block quantization levels for each block are used to hide the secret information. Side matching and quantization level orders are utilized to make the method reversible. In 2011, Li et al. proposed a reversible data hiding scheme based on BTC [15]. In their scheme, they utilized two quantization levels to generate a histogram. Histogram shifting and bitplane flipping are used to hide the secret data into a compressed code stream to improve the hiding capacity and to retain acceptable image quality. For example, if the secret bit is 1 then the high value and low value will be swapped with each other in the compression code, etc. In 2013, Sun et al. presented a novel BTC-based reversible hiding scheme by adopting a joint neighbor coding technique to embed the secret data into quantization levels [16]. In 2015, Lin et al. also proposed a reversible information hiding method based on BTC. In their scheme, they embed the secret information into the bit map of each image block [19]. However, their method only utilized the concept of BTC, and they did not compress the image so that the stego-image is not the BTC codestream. Although many BTC-based reversible data hiding schemes have been proposed, we found that these schemes are limited by a blocking effect problem. As such, in this paper, we try to propose a BTC-based reversible data hiding scheme without a blocking effect problem. To solve the blocking effect problem while offering a reversibility feature, we utilized Zero-Point Fixed Histogram Shifting (ZPF-HS) to embed the secret information and adaptive block truncation coding based on edge-based quantization (ABTC-EQ) to improve image quality and obtain a high embedding capacity.

The reminder of this paper is divided into five sections. Section 2 introduces the ABTC-EQ method, which forms the basis of our proposed reversible data hiding scheme. Section 3 briefly describes our proposed reversible data hiding scheme. Section 4 presents experiments to prove the performance of the proposed scheme. Finally, conclusions are given in Section 5.

## 2. Related Work

### 2.1. Histogram Shifting Technique (HS)

In 2006, Ni et al. presented an information hiding method based on the histogram shifting technique (HS) [3]. HS is a simple and efficient reversible data hiding method. In their scheme, they calculated the frequency of each pixel value in a cover image and generated an image histogram. Some pixel values from the histogram are selected and modified to embed the secret data. The modified pixel values can be recovered when the secret information is extracted, such that reversible data hiding is achieved. Their scheme is described as follows:

Step 1. Input an $H \times W$ sized cover image $I$.
Step 2. Compute the frequency of each pixel value and construct an image histogram. Peak and zero are the values of peak point and zero point, respectively.
Step 3. Shift the pixel values according to a pair for peak and zero. If peak > zero, the histogram ranging from zero +1 to peak -1 will be shifted to the left side by decreasing 1. Otherwise, the histogram ranging from peak +1 to zero -1 will be shifted to the right side by adding 1 .

$$
I_{\text {row, col }}^{\prime}=\left\{\begin{array}{l}
I_{\text {row, col }}+1, \text { if peak }+1 \leq I_{\text {row, col }} \leq \text { zero }-1 \text { and peak }<\text { zero }  \tag{1}\\
I_{\text {row, col }}-1, \text { if zero }+1 \leq I_{\text {row, col }} \leq \text { peak }-1 \text { and peak }>\text { zero }
\end{array}\right.
$$

where $I_{\text {row, col }}$ and $I_{\text {row, col }}^{\prime}$ are the pixel values at the locations (row, col) of cover image $I$ and modified cover image $I^{\prime}$, respectively.

Step 4. Embed the secret information into the modified cover image $I^{\prime}$. If the secret bit S is " 1 " and the pixel value is equal to peak, it will be increased or decreased by 1. Otherwise, its value remains unchanged.

Step 5. Repeat Step 4 until all $I_{\text {row, col }}^{\prime}$ are processed.
Step 6. Output stego-cover image $I^{\prime \prime}$.

### 2.2. ABTC-EQ

In 2015, Mathews et al. [23] proposed a novel adaptive block truncation coding technique called ABTC-EQ. It is introduced in detail in this section to offer a better understanding of our proposed method. The cover image is compressed according to the result presented in the edge image that is derived by Canny edge detection [21]. Next, a quantization approach is processed based on the edge information of each block. If a block is determined as non-edge-block, it proceeds with bi-clustering. In contrast, an edge-block proceeds with tri-clustering. All steps are described as follows:

Step 1. Input cover image $I$ sized as $H \times W$ pixels and divide it into $k \times k$ non-overlapping blocks $b_{i}$ 's, where $i=0,1, \ldots, \frac{H}{k} \times \frac{W}{k}-1$ and $k=4,8, \ldots 32$.

$$
B=\left[\begin{array}{ccc}
b_{0} & \cdots & b_{\frac{H}{k}-1} \\
\vdots & \ddots & \vdots \\
. & \cdots & b_{\frac{H}{k} \times \frac{W}{k}-1}
\end{array}\right]
$$

Step 2. Utilize Canny edge detection to obtain the edge map of the whole cover image denoted as emp.
Canny edge detection is an optimal algorithm including three steps to detect edge information from the given cover image. The first step is to reduce the noise by using Gaussian filter. Next, find the gray levels and apply a non-maximum suppression technique to thin the edge. Then, utilize double thresholds and connectivity analysis to indicate the edge map emp for the given cover image $I$.
Step 3. Divide the emp into $k \times k$ non-overlapping edge-blocks $e_{i}$ 's.

$$
e m p=\left[\begin{array}{ccc}
e_{0} & \cdots & e_{\frac{H}{k}-1} \\
\vdots & \ddots & \vdots \\
\cdot & \cdots & e_{\frac{H}{k} \times \frac{W}{k}-1}
\end{array}\right]
$$

Step 4. Perform block classification based on edge-blocks generated by Step 3.
If there is only one edge value, it is 1 in edge-block $e_{i}$ and the rest of the values are 0 , and block $b_{i}$ can be determined as an edge-block with three quantization levels and goes to Step 5. Otherwise, it belongs to the non-edge-block with two quantization levels and goes to Step 6.
Step 5. Employ k-means clustering [22] to partition the pixels in the current block $b_{i}$ into three clusters, $C_{0}, C_{1}$ and $C_{2}$, respectively.

$$
C_{f}=\left\{\begin{array}{l}
C_{0}=\left\{x_{0}^{0}, x_{1}^{0}, \ldots, x_{r}^{0}\right\} \\
C_{1}=\left\{x_{0}^{1}, x_{1}^{1}, \ldots, x_{r}^{1}\right\} \\
C_{2}=\left\{x_{0}^{2}, x_{1}^{2}, \ldots, x_{r}^{2}\right\}
\end{array}\right.
$$

Then calculate the mean values of each cluster using Equation (3), and these three mean values will serve as three quantization levels.

$$
\begin{equation*}
\mu_{f}=\frac{1}{m_{f}} \sum_{r=0}^{m_{f}-1} x_{r}^{f} \tag{3}
\end{equation*}
$$

where $f=0,1$ or $2,0 \leq r \leq k \times k-1, m_{f}$ is the member of each cluster and $x_{r}^{f}$ 's mean the members in each cluster.

The $b p_{n}^{i}$ in $B M P^{i}$ will be defined according to Equation (4).

$$
B M P^{i}=\left[\begin{array}{ccc}
b p_{0}^{i} & \cdots & b p_{k-1}^{i}  \tag{4}\\
\vdots & \ddots & \vdots \\
. & \cdots & b p_{k \times \mathrm{k}-1}^{i}
\end{array}\right], \text { where } b p_{n}^{i}=\left\{\begin{array}{c}
00, \text { if } x_{r}^{f} \in C_{0} \\
01 \text { if } x_{r}^{f} \in C_{1}, \\
10 \text { if } x_{r}^{f} \in C_{2}
\end{array}\right.
$$

where $B M P^{i}$ is the bit map of $b_{i}, b p_{n}^{i}$ is the value in $B M P^{i}$ and $n=0,1, \ldots, k \times k-1$.
Step 6. Find the maximum (max) and minimum (min) values of gray levels in block $b_{i}$. Then, compute the average value $a v g$ of block $b_{i}$.

Calculate the value of threshold $T$ using Equation (5).

$$
\begin{equation*}
T=\frac{\max +\min +a v g}{3} . \tag{5}
\end{equation*}
$$

Construct the BMP ${ }^{i}$ by using Equation (6) and calculate the two quantization levels $h^{i}$ and $l^{i}$ by using Equations (7) and (8).

$$
\begin{gather*}
B M P^{i}=\left[\begin{array}{ccc}
b p_{0}^{i} & \cdots & b p_{k-1}^{i} \\
\vdots & \ddots & \vdots \\
\cdot & \cdots & b p_{k \times \mathrm{k}-1}^{i}
\end{array}\right], \text { where } b p_{n}^{i}=\left\{\begin{array}{l}
1, \text { if } p_{n}^{i}>T \\
0, \text { if } p_{n}^{i} \leq T
\end{array}\right.  \tag{6}\\
h^{i}=\frac{1}{n u m_{0}} \sum_{r=0}^{n u m_{0}-1} p_{n, \text { if } p_{n}^{i}>T}^{l^{i}}=\begin{array}{c}
1 \\
n u m_{1} \\
\sum_{r=0}^{n u m_{1}-1} p_{n}^{i}, \text { if } p_{n}^{i} \leq T
\end{array} \tag{7}
\end{gather*}
$$

Here $p_{n}^{i}$ is the pixel value in block $b_{i}, n u m_{0}$ is the number of pixels that are greater than $T$, num $m_{1}$ means the numbers that are smaller than or equal to $T, h^{i}$ is the high value in $b_{i}$ and $l^{i}$ is the low value. Step 7. Repeat Step 4 to Step 6 until all block $b_{i}{ }^{\prime}$ s are processed and then obtain ABTC-EQ compressed codes.

Figure 1a, b show the encoding flowcharts of BTC [13] and ABTC-EQ [23], respectively. To simplify our example shown in Figure 1, a single block $b_{i}$ sized $4 \times 4$ pixels using BTC and ABTC-EQ, respectively, is demonstrated. We used Equation (9) to calculate the Mean Square Error (MSE) of BTC and ABTC-EQ, whose values were 698 and 55, respectively. Obviously, ABTC-EQ has good performance when a block is in the complexity area.

$$
\begin{equation*}
M S E=\frac{1}{H \times W} \sum_{\text {row }=0}^{H-1} \sum_{\text {col }=0}^{W-1}\left(I_{\text {row, col }}^{\prime}-I_{\text {row, col }}\right)^{2} \tag{9}
\end{equation*}
$$

where $I_{\text {row, col }}^{\prime}$ and $I_{\text {row, col }}$ are the values of the decompressed pixel and the original pixel values.

Original block $b_{i}$

| 108 | 115 | 152 | 187 |
| :--- | :--- | :--- | :--- |
| 107 | 130 | 178 | 193 |
| 111 | 147 | 190 | 195 |
| 121 | 167 | 199 | 190 |

(a) The flowchart of BTC

Step 1.Calculate the mean value $\mu$ and standard deviation $\sigma$ of block $b_{i}$. $\mu=155$, and $\sigma=8.62183$.

Step 2. Compute high ${ }^{i}$ and low ${ }^{i}$
high $^{i}=\mu+\sigma \sqrt{\frac{k \times k-q}{q}}$,
low $^{i}=\mu-\sigma \sqrt{\frac{q}{k \times k-q}}$,
where $q$ is the number of pixels greater than $\mu$ and the values of high $^{i}$ and low $^{i}$ are 164 and 146 , respectively.

$$
\left\{\text { high }^{i}, \text { low }^{i}\right\} \longrightarrow h i g h^{i}\left\|l o w^{i}\right\| .
$$

Step 3. Construct $B M P^{i}$ using Eq. (4).

$B M P^{i}=$| 0 | 0 | 0 | 1 |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 1 | 1 |
| 0 | 0 | 1 | 1 |
| 0 | 1 | 1 | 1 |

$\left\{\right.$ high $^{i}$, low $\left.^{i}, B M P^{i}\right\} \longrightarrow$ high $^{i} \|$ low $^{i} \| B M P^{i}$.
Step 4. Output code stream:
Encoding format: high $^{i}\left\|l o w^{i}\right\| B M P^{i}$
CS: 10100100||10010010\| 0001001100110111.
(b) The flowchart of ABTC-EQ

Step 1.Utilize Canny edge detector and obtain the edge image emp.


Step 2. Determine the case of block $b_{i}$. $b_{i}$ is edge block.
\{indicator\} $\longrightarrow 1 \|$
Step 3. Partition the $p_{n}^{i}$ into three cluster using kmeans clustering and calculate the mean values of $\mu_{0}, \mu_{1}$ and $\mu_{2}$ using Eq. (1).

$$
\begin{aligned}
& \{00\} C_{0}=\{187,178,193,190,195,199,190\} \\
& \{01\} C_{1}=\{152,147,167\} \\
& \{10\} C_{2}=\{108,115,107,130,111,121\} \\
& \mu_{0}=190, \mu_{1}=155 \text { and } \mu_{2}=115 \\
& \text { \{indicator, } \left.\mu_{0}, \mu_{1}, \mu_{2}\right\} \longrightarrow 1\left\|\mu_{0}\right\| \mu_{1} \| \mu_{2} .
\end{aligned}
$$

Step 4.Construct $B M P^{i}$ using Eq. (2).

$B M P^{i}=$| 10 | 10 | 01 | 00 |
| :--- | :--- | :--- | :--- |
| 10 | 10 | 00 | 00 |
| 10 | 01 | 00 | 00 |
| 10 | 01 | 00 | 00 |

$\left\{\right.$ indicator, $\left.\mu_{0}, \mu_{1}, \mu_{2}, B M P^{i}\right\} \longrightarrow$
Step 5.Output code stream:
Encoding format:1 $1\left\|\mu_{0}\right\| \mu_{1}\left\|\mu_{2}\right\| B M P^{i}$.
CS: $1||10111110|| 10011011|\mid 01110011 \|$ 10100100101000001001000010010000 .

Figure 1. Compression flowcharts of block truncation coding (BTC) and adaptive block truncation coding based on edge-based quantization (ABTC-EQ algorithms): (a) BTC encoding and (b) ABTC-EQ encoding.

## 3. Proposed Scheme

This section presents the proposed scheme. In our method, we utilized ABTC-EQ to compress the cover image because its reconstructed image quality is relatively good compared to other BTC variant techniques. Next, ZPF-HS was used to embed the secret information into an ABTC-EQ compressed code stream. To further enlarge the hiding capacity of our proposed method, we also embed the secret data into quantization levels. As background for our proposed scheme, Section 3.1 reviews the zero-point fixed histogram shifting (ZPF-HS) that will be used for data embedding in our approach. Our proposed scheme contains two phases: a data embedding phase and the data extraction and recovery phase, which are demonstrated in Sections 3.2 and 3.3, respectively.

### 3.1. Zero-Point Fixed Histogram Shifting (ZPF-HS)

The histogram shifting technique [3], called HS for short, is a simple and efficient hiding method, and has been widely adopted in various reversible data hiding schemes. In this section, the features of HS are explored and then expanded to support a zero-point fixed scenario as zero-point fixed histogram shifting, called ZPF-HS for short. Finally, ZPF-HS is adopted in our proposed scheme.

In our proposed method, there are only three histogram bins that need to addressed if the compressed blocks are determined as edge-blocks and the corresponding bit map is the source for our ZPF-HS. Figure 2 shows examples of three possible cases of the bit map for an edge-block. In ABTC-EQ, bits 11 are not being used, as shown in Figure 2. In our scheme, zero point (zero) is always set as 11 and the peak point (peak) is defined as the bit values in the bit map which has a large population.

| 00 | 01 | 00 | 00 |
| :--- | :--- | :--- | :--- |
| 01 | 00 | 10 | 01 |
| 10 | 01 | 00 | 10 |
| 00 | 00 | 01 | 00 |

(a) Bitmap-1

| 01 | 00 | 10 | 01 |
| :--- | :--- | :--- | :--- |
| 00 | 00 | 01 | 01 |
| 01 | 01 | 10 | 10 |
| 00 | 01 | 01 | 01 |

(b) Bitmap-2

| 00 | 10 | 01 | 10 |
| :--- | :--- | :--- | :--- |
| 10 | 10 | 10 | 10 |
| 01 | 10 | 10 | 00 |
| 10 | 10 | 01 | 10 |
| (c) Bitmap-3 |  |  |  |



Histogram-1


Histogram-2


Figure 2. (a-c) are the bit maps and histograms of each case.
Take Figure 2a for example: there are 8 bit values " 00 ", 5 bit values " 01 " and 3 bit values " 10 " in bit map-1. Therefore, peak point is defined as " 00 ". We exploit the first case shown in Figure 2 a as an example to explain in detail our proposed ZFP-HS in Figure 3. Figure 3a shows the original bit map and its corresponding histogram, Figure 3b presents the secret data and Figure 3c is the result of the modified bit map and its corresponding histogram after embedding. In this example, peak is defined as " 00 " and zero is defined as " 11 ", then according to Equation (10) with a zig-zag scan, the secret data can be embedded into the original bit map and the modified bit map is shown in Figure 3c.

$$
\text { peak }= \begin{cases}\text { peak }, & \text { if secret bit is } 0  \tag{10}\\ 11, & \text { if secret bit is } 1\end{cases}
$$



Figure 3. Example of operations in our ZPF-HS. (a) Original bit map and histogram, (b) secret bits and (c) modified bit map and histogram.

### 3.2. Data Embedding Phase

In our proposed data embedding phase, the embedding operations and encoding phase of ABTC-EQ are merged seamlessly. Blocks are identified as non-edge-block and edge-block after Canny edge detection. Therefore, two block types are identified and two cases of data hiding operations need to be explored in our embedding phases as shown in Figure 4. For an edge-block case, both quantization levels and a bit map are used for data hiding. By contrast, only quantization levels are used for data embedding in a non-edge-block.


Figure 4. The flowchart of data embedding phase.

In our data embedding phase, the input cover image is sized as $H \times W$ pixels. Each block $b_{i}$ is sized $k \times k$ pixels, where $i=0,1, \ldots, \frac{H}{k} \times \frac{W}{k}-1$. Note that the ABTC-EQ procedure is also included as shown in Figure 4. Secret information $S$ is a bitstream in binary form, and $s_{l}$ is the value of a secret bit in $S$, where $s_{l}=0$ or 1 and $l=0,1,2, \ldots, N . N$ is the number of maximum capacity of cover image I. And $S$ is embedded into the ABTC-EQ compressed code stream of cover image $I$.

Input: Cover image $I$ and secret information $S$.
Output: Code stream CS.
Step 1. Divide $I$ into $k \times k$ non-overlapping blocks $b_{i}$ 's.
Step 2. Utilize ABTC-EQ to compress the current processing block $b_{i}$.
Step 3. Determine block $b_{i}$ to be edge-block or non-edge-block. If block $b_{i}$ is an edge-block, then go to
Step 4. Otherwise, go to Step 8.
Step 4. Insert one bit to serve as the indicator and set it as 1 . Then, use Equation (3) to compute the mean values $\mu_{0}, \mu_{1}$ and $\mu_{2}$ of three clusters $C_{0}, C_{1}$ and $C_{2}$, respectively. Finally, cluster $C_{y_{1}} \mathrm{w}$, which has a large population will be encoded as $1\left\|\mu_{y_{1}}\right\|$, where $\|$ represents the concatenation operation and $y_{1}=0,1$ or 2 .
Step 5. Read the next $s_{l}$ from $S$, if $s_{l}=0$, and the remaining clusters will be encoded as $1\left\|\mu_{y_{1}}\right\| \max \left\{\mu_{f-\left\{y_{1}\right\}}\right\} \| \min \left\{\mu_{f-\left\{y_{1}\right\}}\right\}$, where $y_{2}$ and $y_{3} \in\{0,1,2\}$. Otherwise, encode by $1\left\|\mu_{y_{1}}\right\| \min \left\{\mu_{f-\left\{y_{1}\right\}}\right\} \| \max \left\{\mu_{f-\left\{y_{1}\right\}}\right\}$.
Step 6. Embed the next $s_{l}$ from $S$ into the $B M P^{i}$ and obtain a modified $B M P^{i}$ by using Equation (10). Step 7. Output $1\left\|\mu_{y_{1}} \min \left\{\mu_{f-\left\{y_{1}\right\}}\right\} \mid\right\| \max \left\{\mu_{f-\left\{y_{1}\right\}}\right\} \|$ modified $B M P^{i}$ to be part of CS.
Step 8. Insert one bit as the indicator and set it as 0 . Then, use Equations (7) and (8) to compute two quantization levels $h_{i}$ and $l_{i}$.
Step 9. Determine the next $s_{l}$, if the next $s_{l}=0$, indicator, $h_{i}$ and $l_{i}$ will be encoded by $0\left\|h_{i}\right\| l_{i}$. Otherwise, it will be encoded by $0\left\|l l_{i}\right\| h_{i}$.
Step 10. Output the indicator, that is the sequence according to the corresponding embedding order of two quantization levels, and the original bit map $B M P^{i}$ to be part of $C S$.
Step 11. Repeat Step 2 to Step 10 until all blocks $b_{i}$ 's are processed.
Step 12. Obtain output code stream CS.
We obtain the modified code stream CS, which concealed the $S$ after all the steps are completed. An example of our proposed data embedding phase is shown in Figure 5 to explain each step in detail. Figure 5 a shows an example of a $4 \times 4$ sized block $b_{i}$. Figure 5 b presents the histogram of three clusters corresponding $b p_{n}^{i}$ in block $b_{i}$. Figure 5 c , d present the original $B M P^{i}$ and the modified $B M P^{i}$, respectively. Figure 5 e provides the code stream of a modified $B M P^{i}$. Figure 5 f is the sequence of the indicator, three quantization levels and modified $B M P^{i}$. Figure 5 f presents the binary form of Figure 5 g . In Figure 5, all pixels in block $b_{i}$ will be partitioned into three clusters exploiting $k$-means clustering. Then, compute the mean values $\mu_{f}$ of three clusters using Equation (3). Because $C_{0}$ has the largest population, the $C_{0}$ corresponding to $b p_{n}^{i}$ is peak. The indicator and three quantization levels $\mu_{f}$ 's will be encoded by $1\left\|\mu_{0}\right\| \mu_{2} \| \mu_{1}$ while the next $s_{l}$ is 1 . In the next step, construct BMP ${ }^{i}$, embed the next $s_{l}$ into $B M P^{i}$ using Equation (10) and obtain the modified $B M P^{i}$. Finally, we obtain the modified code stream CS.

| 108 | 115 | 152 | 187 |
| :--- | :--- | :--- | :--- |
| 107 | 130 | 178 | 193 |
| 111 | 147 | 190 | 195 |
| 121 | 167 | 199 | 190 |

(a)
Generates the histogram and finds out which cluster has the maximum frequency $\square$

(b) $C_{0}$ : maximum frequency of members indicator $1 \|$ maximum frequency of members $\longrightarrow 1 \| \mu_{0}$ \{00\} : peak
Secret information $s_{l}: 11001000$, where $l=0,1, \ldots, 7$
Sorts according to $s_{0}$
$\left\{\begin{array}{l}1\left\|\mu_{0}\right\| \min \left\{\mu_{1}, \mu_{2}\right\} \| \max \left\{\mu_{1}, \mu_{2}\right\}, \text { if } s_{0}=1 \\ 1\left\|\mu_{0}\right\| \max \left\{\mu_{1}, \mu_{2}\right\} \| \min \left\{\mu_{1}, \mu_{2}\right\}, \text { if } s_{0}=0\end{array} \longrightarrow 1\left\|\mu_{0}\right\| \mu_{2} \| \mu_{1}\right.$
Constructs $B M P^{i}$

(c)


| 10 | 10 | 01 | 11 <br> $s b_{1}$ |
| :---: | :---: | :---: | :---: |
| 10 | 10 | 00 <br> $s b_{2}$ | 00 <br> $s b_{3}$ |
| 10 | 01 | 11 <br> $s b_{4}$ | 00 <br> $s b_{5}$ |
| 10 | 01 | 00 <br> $s b_{6}$ | 00 <br> $s b_{7}$ |

(d)
modified $B M P^{i}: 10100111101000001001110010010000$ (e)
1 $\left\|\mu_{0}\right\| \mu_{2}\left\|\mu_{1}\right\|$ modified $B M P^{i}$
(f)
Output $C S: 1| | 10111110$ ||01110011 || 10011011 || 10100111101000001001110010010000 (g)

Figure 5. (a) Block $b_{i}$ sized $4 \times 4$, (b) histogram of block $b_{i}$, (c) original $B M P^{i}$, (d) modified $B M P^{i}$, (e) the code stream of modified $B M P^{i},(\mathbf{f})$ structure of code stream CS and (g) output code stream CS.

### 3.3. Extraction and Recovery Phase

In this section, hidden secret information $S$ is extracted from code stream $C S$. Because one indicator has been added during our data embedding phase, a decoder can be guided by the indicator to conduct the extraction operation. If the indicator is 1 , block $b_{i}$ will be judged as an edge-block. Three quantization levels will be extracted and among three quantization levels of $b p_{n}^{i}$ will serve as the peak. In other words, our proposed scheme does not need extra information to record the value of peak
to recover the $B M P^{i}$, as the histogram shifting technique is adopted in our scheme. Flowchart for extraction and recovery phase is shown in Figure 6.


Figure 6. Flowchart for extraction and recovery phase.
Input: Code stream CS.
Output: Cover image $I$ and secret information $S$.
Step 1. Read the 1-bit indicator in the CS and determine the value of the indicator, if the indicator value is 1, then go to Step 2. Otherwise, go to Step 8.
Step 2. Read the next 56 bits, then obtain the bit stream of three quantization levels $\mu_{0}^{\prime}, \mu_{1}^{\prime}$ and $\mu_{2}^{\prime}$, and the modified $B M P^{i}$. Its sequence is $1\left\|\mu_{0}^{\prime}\right\| \mu_{1}^{\prime}\left\|\mu_{2}^{\prime}\right\| \operatorname{modified} B M P^{i}$.
Step 3. Determine the maximum of $\mu_{1}^{\prime}$ and $\mu_{2}^{\prime}$. If $\mu_{1}^{\prime}>\mu_{2}^{\prime}$, the hidden $s_{l}=0$. Otherwise, the hidden $s_{l}=1$.
Step 4. Construct the modified $B M P^{i}$ and sort $\mu_{0^{\prime}}^{\prime}, \mu_{1}^{\prime}$ and $\mu_{2}^{\prime}$ in descending order. The value of peak is $\mu_{0}^{\prime \prime} \mathrm{s}$ corresponding $b p_{n}^{i}$.
Step 5. Extract the next $s_{l}$ from the modified $B M P^{i}$. If $b p_{n}^{i}=p e a k$, the hidden $s_{l}=0$. And if $b p_{n}^{i}=11$, the hidden $s_{l}=1$.
Step 6. Modify zero back to peak where zero $=11$.
Step 7. Decompress block $b_{i}$ according to each $b p_{n}^{i}$ 's corresponding quantization level.
Step 8. Read the next 32 bits, then obtain the bit stream of two quantization levels $\mu_{0}^{\prime}$ and $\mu_{1}^{\prime}$, and the original $B M P^{i}$. Its sequence is $0\left\|\mu_{0}^{\prime}\right\| \mu_{1}^{\prime} \|$ original $B M P^{i}$.
Step 9. Determine the maximum of $\mu_{0}^{\prime}$ and $\mu_{1}^{\prime}$. If $\mu_{0}^{\prime}>\mu_{1}^{\prime}$, the hidden $s_{l}=0$. Otherwise, the hidden $s_{l}=1$.
Step 10. Sort $\mu_{0}^{\prime}$ and $\mu_{1}^{\prime}$ in descending order and decompress block $b_{i}$ according to each $b p_{n}^{i}$ 's corresponding quantization level.
Step 11. Repeat Steps 1 to 10 until all bits in CS are read and proceeded.
Step 12. Obtain secret information $S$ and decompressed cover image $I$.
After all steps are completed, decompressed cover image $I$ and secret information $S$ are obtained. We also provide an example to further clarify the extraction and recovery phases, which is shown in Figure 7. Figure 7a shows the CS in binary form, Figure 7 b presents the sequence of indicator, three quantization levels and modified $B M P^{i}$, Figure 7c shows the modified $B M P^{i}$, Figure 7d presents the original $B M P^{i}$ and Figure 7e provides the extracted S. In Step 1, three quantization levels $\mu_{0}^{\prime}, \mu_{1}^{\prime}$ and $\mu_{2}^{\prime}$
are converted into decimal values. Because $\mu_{1}^{\prime}=115$ is less than $\mu_{2}^{\prime}=155$, hidden $s_{0}$ is judged as 1 . In Step $2, \mu_{0}^{\prime}=190, \mu_{1}^{\prime}=115$ and $\mu_{2}^{\prime}=155$ are sorted in descending order, and $\mu_{0}^{\prime}$ corresponding to $b p_{n}^{i}$ is peak, so the $b p_{n}^{i}$ of peak is determined as 00 . As the next step, the modified $B M P^{i}$ is constructed and $s_{1,2}, \ldots, 7$ are extracted from a modified $B M P^{i}$. If $b p_{n}^{i}=p e a k$, the hidden $s_{l}=0$. If $b p_{n}^{i}=11$, the hidden $s_{l}=1$. After extracting all $S$ from the modified $B M P^{i}$, change all $b p_{n}^{i}$ values of 11 into peak. Finally, we can obtain the original $B M P^{i}$ as shown in Figure 7d.

CS : $1||10111110|| 01110011||10011011|| 10100111101000001001110010010000$
(a)


1\| $\mu_{0}^{\prime}\left\|\mu_{1}^{\prime}\right\| \mu_{2}^{\prime} \|$ modified $B M P^{i}$
(b)

## Convert

$$
\begin{aligned}
& \text { indicator }=1 \\
& \mu_{0}^{\prime}=(10111110)_{2}=(190)_{10} \longrightarrow \text { peak } \\
& \left.\begin{array}{l}
\mu_{1}^{\prime}=(01110011)_{2}=(115)_{10} \\
\mu_{2}^{\prime}=(10011011)_{2}=(155)_{10}
\end{array}\right] \longrightarrow\left\{\begin{array}{l}
s_{0}=0, \text { if } \mu_{1}^{\prime} \geq \mu_{2}^{\prime} \\
s_{0}=1, \text { if } \mu_{1}^{\prime}<\mu_{2}^{\prime}
\end{array}\right] \longrightarrow s_{0}=1
\end{aligned}
$$

modified $B M P^{i}=10100111101000001001110010010000$
Sort $\mu_{0}^{\prime}, \mu_{1}^{\prime}$ and $\mu_{2}^{\prime}$ in descending order
$\left\{\begin{array}{l}\mu_{0}^{\prime}=190, \text { if } b p_{n}^{i}=00 \\ \mu_{2}^{\prime}=155, \text { if } b p_{n}^{i}=01 \\ \mu_{1}^{\prime}=115, \text { if } b p_{n}^{i}=10\end{array}\right.$
Reconstructs the modified $B M P^{i}$

| 10 | 10 | 01 | 11 |
| :---: | :---: | :---: | :---: |
| 10 | 10 | 00 | 00 |
| ${ }^{10}$ | 01 | 11 | 00 |
| 10 | 01 | 00 | 00 |

(c)

$\left\{\begin{array}{l}s_{l}=0, \text { if } b p_{n}^{i}=00 \\ s_{l}=1, \text { if } b p_{n}^{i}=11\end{array}\right.$

$$
\left\{s_{l}=1, \text { if } b p_{n}^{i}=11\right.
$$

$s_{1,2, \ldots, 7}=1001000$

| 10 | 10 | 01 | 00 |
| :---: | :---: | :---: | :---: |
| 10 | 10 | 00 | 00 |
| 10 | 01 | 00 | 00 |
| 10 | 01 | 00 | 00 |

(d)

Secret information $s_{l}: 11001000$

## (e)

Figure 7. (a) Code stream $C S$, (b) example of output format, (c) modified $B M P^{i}$, (d) recovery $B M P^{i}$ and (e) secret information $S$.

## 4. Experimental Results

We describe some experimental results in this section to demonstrate hiding capacity, output code stream size and the compression ratio in our proposed method. The eleven $512 \times 512$ test grayscale cover images as shown in Figure 8 were used for our experiments. The results of their edge images based on Canny edge detection are shown in Figure 9.


Figure 8. Test images: (a) Lena, (b) Baboon, (c) Peppers, (d) F-16, (e) Fishing Boat, (f) Girl, (g) Gold hill, (h) Sailboat, (i) Tiffany, (j) Toys and (k) Barbara.


Figure 9. Canny edge detection images of test images: (a) Lena, (b) Baboon, (c) Peppers, (d) F-16, (e) Fishing Boat, (f) Girl, (g) Gold hill, (h) Sailboat, (i) Tiffany, (j) Toys, and (k) Barbara.

To illustrate the performance of our proposed method, the results of our scheme with two different block sizes, $4 \times 4$ pixels and $8 \times 8$ pixels, are shown in Tables 1 and 2, respectively. In Tables 1 and 2, we present embedding capacity (number of bits), the size of CS (number of bits), compressed ratio $(C R)(\%)$ and peak signal-to-noise-ratio (PSNR) (dB) of ABTC-EQ and BTC in two different block sizes, $4 \times 4$ pixels and $8 \times 8$ pixels, respectively. Obviously, compressing the image to exploit ABTC-EQ can obtain an overall better image quality than BTC, as seen in Tables 1 and 2 by exploiting Equation (12). Because our scheme embeds the secret data into the compression code stream, a decompressed image cannot be directly obtained from the CS that carries the hidden secret data. As for PSNR (db), it denotes the decompressed image of the recovery $C S$. The $C R$ of conventional BTC is 0.25 using Equation (11). The size of output CS (number of bits) and PSNR (dB) using ABTC-EQ in the case of an $8 \times 8$ block size for $b_{i}$ is similar to the result of the BTC of the $4 \times 4$ block size for $b_{i}$. In our scheme, we utilize the characteristic of ABTC-EQ to apply our proposed ZPF-HS to embed the secret data, and we see that the size of CS before and after hiding are the same in our method. Despite the size, our CS (number of bits) is very large because of the cost of bits, while $b_{i}$ is the edge-block. But the problem of a blocking effect can be better solved with our method than with other compression methods. The average hiding capacity (number of bits) and PSNR (dB) in our experiment are 74,138 (number of bits) and 36.327 (number of bits), respectively. Additionally, the PSNR (dB) means the resulting image after extracting the secret information in Tables 1 and 2.

$$
\begin{gather*}
C R=\frac{C S}{H \times W \times n}  \tag{11}\\
P S N R=10 \times \log _{10}\left(\frac{255^{2}}{M S E}\right) . \tag{12}
\end{gather*}
$$

Table 1. Performance of our proposed method in $4 \times 4$ block sizes for each block $b_{i}$.

| Image with Block <br> Size $\mathbf{4} \times \boldsymbol{4}$ | Capacity <br> (Number of Bits) | CS <br> (Number of Bits) | $C R$ <br> $(\%)$ | ABTC-EQ <br> PSNR (dB) | BTC <br> PSNR (dB) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Lena | 63,342 | 675,384 | 0.3220 | 37.115 | 33.659 |
| Baboon | 102,999 | 796,152 | 0.3796 | 31.255 | 27.752 |
| Peppers | 63,603 | 670,944 | 0.3199 | 37.486 | 34.151 |
| F-16 | 66,094 | 675,240 | 0.3220 | 37.405 | 33.359 |
| Fishing boat | 70,813 | 695,712 | 0.3317 | 35.944 | 32.000 |
| Girl | 88,051 | 739,800 | 0.3528 | 38.157 | 34.706 |
| Gold hill | 89,745 | 751,176 | 0.3582 | 37.075 | 33.659 |
| Sailboat | 69,283 | 689,736 | 0.3289 | 34.653 | 31.139 |
| Tiffany | 72,395 | 691,536 | 0.3298 | 40.153 | 36.991 |
| Toys | 56,115 | 650,696 | 0.3103 | 37.666 | 33.216 |
| Barbara | 73,083 | 710,496 | 0.3388 | 32.688 | 29.868 |
| Average | 74,138 | 704,261 | 0.3358 | 36.327 | 32.773 |

From Table 1, we can see that the average capacity is around 74,000 bits and the $C R$ is about $0.3358 \%$ when the block size is $4 \times 4$ pixels.

Table 2. Performance of our proposed method in $8 \times 8$ block sizes for each block $b_{i}$.

| Image with Block <br> Size $\mathbf{8} \times \mathbf{8}$ | Capacity <br> (Number of Bits) | CS <br> (Number of Bits) | $C R$ <br> $\mathbf{( \% )}$ | ABTC-EQ <br> PSNR (dB) | BTC <br> PSNR (dB) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Lena | 76,671 | 480,096 | 0.2289 | 33.892 | 30.273 |
| Baboon | 110,340 | 565,488 | 0.2696 | 29.025 | 25.843 |
| Peppers | 83,774 | 486,792 | 0.2321 | 33.995 | 30.273 |
| F-16 | 80,009 | 474,264 | 0.2261 | 34.276 | 30.204 |
| Fishing boat | 84,791 | 489,960 | 0.2336 | 32.821 | 29.042 |
| Girl | 108,217 | 544,104 | 0.2594 | 34.934 | 31.055 |

Table 2. Cont.

| Image with Block <br> Size $\mathbf{8} \times \mathbf{8}$ | Capacity <br> (Number of Bits) | $C S$ <br> (Number of Bits) | $C R$ <br> $(\%)$ | ABTC-EQ <br> $\boldsymbol{P S N R}(\mathrm{dB})$ | BTC <br> $\boldsymbol{P S N R}(\mathrm{dB})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Gold hill | 114,533 | 559,440 | 0.2668 | 33.859 | 30.723 |
| Sailboat | 87,997 | 495,432 | 0.2362 | 31.887 | 28.129 |
| Tiffany | 90,900 | 497,088 | 0.2370 | 37.239 | 33.979 |
| Toys | 70,889 | 455,112 | 0.2170 | 34.198 | 30.069 |
| Barbara | 87,264 | 510,048 | 0.2432 | 30.917 | 27.832 |
| Average | 90,489 | 505,257 | 0.2409 | 33.368 | 29.766 |

In comparison, we can see that the average capacity is up to 90,000 bits and the $C R$ is about $0.2409 \%$ when the block size is changed to $8 \times 8$ pixels as shown in Table 2. Certainly, the average image quality will be slightly decreased to 33.368 dB , but it is significantly higher than the average PSNR offered by conventional BTC.

To demonstrate the performance results for our proposed scheme, the proposed method in this experiment was compared to previous schemes, i.e., Chang et al. [14], Li et al. [15], Sun et al. [16] and Lin et al. [19] in terms of embedding capacity (number of bits) and embedding efficiency $(E F)(\%)$, the results of which are shown in Table 3. These four existing schemes are selected and compared with our proposed scheme because they are reversible data hiding schemes and they are either designed for BTC or AMBTC. Moreover, their hiding strategies are embedding secrets into bitmap and two quantization levels, which are the same as ours. Here, $E F$ was used to evaluate embedding efficiency, which is defined as follows:

$$
\begin{equation*}
E F=\frac{\text { Capacity }}{\|C S\|} \tag{13}
\end{equation*}
$$

where $\|C S\|$ is the size of the output $C S$ and Capacity is the embedding capacity of each test image.
Table 3. Embedding capacity (number of bits) and $E F$ (\%) for the proposed scheme and four previous schemes.

| Schemes | Parameters | Lena | F-16 | Sailboat | Girl | Toys | Barbara |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Capacity | 31,011 | 30,518 | 28,766 | 30,962 | 27,870 | 30,151 |
| Chang et al. [14] | CS | 524,288 | 524,288 | 524,288 | 524,288 | 524,288 | 524,288 |
|  | EF | 0.0591 | 0.0582 | 0.0549 | 0.0591 | 0.0532 | 0.0575 |
|  | Capacity | 16,789 | 17,659 | 17,082 | 16,990 | 17,761 | 16,755 |
| Li et al. [15] | CS | 524,288 | 524,288 | 524,288 | 524,288 | 524,288 | 524,288 |
|  | $E F$ | 0.032 | 0.0337 | 0.0326 | 0.0324 | 0.0339 | 0.032 |
|  | Capacity | 64,008 | 64,008 | 64,008 | 64,008 | 64,008 | 64,008 |
| Sun et al. [16] | CS | 524,288 | 524,288 | 524,288 | 524,288 | 524,288 | 524,288 |
|  | $E F$ | 0.1221 | 0.1221 | 0.1221 | 0.1221 | 0.1221 | 0.1221 |
| Lin et al. [19] | Capacity | 262,112 | 261,984 | 262,096 | 262,128 | 262,112 | 262,128 |
|  | CS | $2,097,152$ | $2,097,152$ | $2,097,152$ | $2,097,152$ | $2,097,152$ | $2,097,152$ |
|  | EF | 0.125 | 0.1249 | 0.125 | 0.125 | 0.125 | 0.125 |
| Our scheme | Capacity | 76,671 | 80,009 | 84,791 | 108,217 | 70,889 | 87,264 |
|  | $C S$ | 480,096 | 474,264 | 495,432 | 544,104 | 455,112 | 510,048 |
|  | $E F$ | 0.1597 | 0.1687 | 0.1731 | 0.1989 | 0.1558 | 0.1711 |

In this experiment, the size of all test images were $512 \times 512$ pixels and the block size was set as $8 \times 8$ pixels. In this experiment, our embedding capacity was better than three previous schemes [14,16,17]. While Lin et al.'s scheme provides good hiding capacity performance, their scheme extracts the secret data from the $512 \times 512$ resulting images instead of extracting the secret information from the output CS (number of bits). Therefore, the size of each CS (number of bits) in Lin et al.'s scheme is $512 \times 512 \times 8$. The size of our CS (number of bits) remains unchanged even after embedding the secret information. In our scheme, the sizes of CS's for, "Lena," "F-16," "Sailboat," "Girl," "Toys"
and "Barbara" are 480,096 (number of bits); 474,264 (number of bits); 495,432 (number of bits); 544,104 (number of bits); 455,112 (number of bits) and 510,048 (number of bits), respectively, and are shown in Table 3. For the purpose of having a better comparison with the previous four methods, we utilize $E F$ (\%) to analyze the performance of our scheme and compare to other schemes using Equation (13). Our proposed scheme obtained a higher $E F$ than the previous four methods. Moreover, the $E F$ offered by Lin et al.'s scheme is lower than ours because their results are presented as images rather than from the code stream.

## 5. Conclusions

This paper presented a novel reversible data hiding method using block truncation coding based on an edge-based quantization approach. By applying two embedding levels and our proposed ZPF-HS to hide the secret information, it was possible to have a high capacity, high PSNR and high EF despite the generation of a large $C S$ size. In addition, we utilized $n$ bits after the indicator to record the peak while blocks are edge-block to ensure that our method exactly restores the original cover image. The experimental results show that our proposed method is indeed suitable for hiding large volumes of information in multimedia. However, it still remains that one value 11 of bitmap cannot be used in the ABTC-EQ compressed method. Our future work will concentrate on how to utilize this value that is not being used in ABTC-EQ to enhance image quality and how to exploit this feature to embed more secret information into compressed code. Moreover, two possible approaches, i.e., CNN and hyperchaos, will be explored and applied when we try to study the above two objectives.
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#### Abstract

This paper presents a formal description and analysis of an SIR (involving susceptible-infectious-recovered subpopulations) epidemic model in a patchy environment with vaccination controls being constant and proportional to the susceptible subpopulations. The patchy environment is due to the fact that there is a partial interchange of all the subpopulations considered in the model between the various patches what is modelled through the so-called travel matrices. It is assumed that the vaccination controls are administered at each community health centre of a particular patch while either the total information or a partial information of the total subpopulations, including the interchanging ones, is shared by all the set of health centres of the whole environment under study. In the case that not all the information of the subpopulations distributions at other patches are known by the health centre of each particular patch, the feedback vaccination rule would have a decentralized nature. The paper investigates the existence, allocation (depending on the vaccination control gains) and uniqueness of the disease-free equilibrium point as well as the existence of at least a stable endemic equilibrium point. Such a point coincides with the disease-free equilibrium point if the reproduction number is unity. The stability and instability of the disease-free equilibrium point are ensured under the values of the disease reproduction number guaranteeing, respectively, the un-attainability (the reproduction number being less than unity) and stability (the reproduction number being more than unity) of the endemic equilibrium point. The whole set of the potential endemic equilibrium points is characterized and a particular case is also described related to its uniqueness in the case when the patchy model reduces to a unique patch. Vaccination control laws including feedback are proposed which can take into account shared information between the various patches. It is not assumed that there are in the most general case, symmetry-type constrains on the population fluxes between the various patches or in the associated control gains parameterizations.
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## 1. Introduction

Usually, populations mutually interact through migrations and immigrations to and from other environments. Therefore, the study of more general epidemic models based on interacting subsystems, patches or frame-worked in patchy environments is of a major interest. See, for instance [1-8], and references therein. Then, the implementation of decentralized treatment or vaccination strategies in
health centres [9] is of interest, so as to increase their efficiency, by taking into account not only the fixed population assigned to them but also the available information about the fluctuant population associated with migration and punctual travelling. It can be pointed out that the topic of Decentralized Control is very important in a variety of complex problems where control decisions have to be locally taken for the integrated subsystems due to a lack of full information on the coupling dynamics from and to the remaining coupled subsystems taking part of the whole dynamic systems [10-12], the first one concerning with decentralized control while the two last ones are concerned with positivity. In [13], some useful numerical tools are given concerning the non-singularity of perturbed matrices which are used in this paper. Background literature on dynamic systems, including its role on epidemic modelling, is given in [14-19]. In this context, typical situations which need relevant attention when dealing with epidemic models, thinking of their usefulness in their practical implementation in health centers are:
(a) The implementation of mixed constant and feedback controls with eventual alternative controller parameterizations and supervisory switching actions between them according to optimization trade-off criteria on the vaccine costs, or their availability, and the infection evolution through time $[15,20]$. The supervisory scheme chooses online the best appropriate controller parameterization that minimizes the loss function. These considerations could be also of potential applicability interests in the cases of quarantine evaluation on certain parts of the population [17], or occurring transfers from infectious to susceptible individuals [21].
(b) The need for a development of adequate strategies for online either commissioning data [22], or intervention strategies [23], or even the programming of useful strategies for vaccine procurement in due time towards its application to the population [24].
(c) The design of control strategies to fight against the epidemic spreading on multiplex networks which are subject to nonlinear mutual interaction [25], or in cases when the vaccination [16,26-28] is imperfect so that certain amounts of vaccinated susceptible subpopulation are not, in fact, removed from the susceptible subpopulation and transferred to the recovered one.

It can be pointed out that patch models have also been used for description of diseases spreading in the real world. In particular, these kind of models have been used to simulate and predict the spatial spreading of infectious diseases. For instance, it is concluded in [29] that the analysis the disease dynamics by considering the effective distances leads to understand complex contagion mechanisms in multiscale networks. The performed analysis showed that network and flux information are sufficient to predict the dynamics and the arrival times. Finally, it was pointed out that the study could be extended to other contagion phenomena, such as activated bio invasion or the spread of rumors. On the other hand, an operational forecast system was developed and verified in [30] that can successfully predict the spatial transmission of influenza in the United States at the state and county levels. On the other hand, we point out that there are other epidemic problems which involve couplings of dynamics between different compartments and subsystems like, for instance, when there are combined diseases and / or the influence of vectors in their propagation. See, for instance [31]. The designed system included processes of surveillance data from multiple locations, forecast accuracy for onset week, peak week, and peak intensity. This paper is focused on the study of the disease-free and endemic equilibrium points as well as the global stability in a patchy environment with multiple patches when there are travelling populations coming into and leaving the various patches. Vaccination strategies are proposed so that each health centre at a particular patch can have and use some certain crossed shared complete or partial information from the remaining patches. It is not assumed, in the most general case, that there are symmetry-type constraints related to the mutual interchanges of populations between pairs of patches or in the control gain parameterizations. The paper is organized as follows. Section 2 describes the proposed SIR epidemic model in a patchy environment of $n$ patches under vaccination control laws which consist of constant and proportional to the susceptible subpopulation actions and which are implemented at each compartment of the patchy structure.

The model has travel matrices which take into account the acquisitions and loses of the subpopulations from the other patches due to populations travelling interchanges between each particular patches. The complete model is described in the presence of a feedback vaccination law which contains, in general, constant and feedback linear information on the susceptible subpopulations. It is assumed, in the most general case, that each community health centre can have either a total, a partial, or none information about the susceptible subpopulations of the remaining patches. Such an information can be suitably used, if desired, to generate the whole vaccination control law. Such a law might take into account at each patch not only the subpopulation information of such a concrete patch but, eventually, a total or a partial information of the remaining patches in the whole disposal. These above cases related to the control synthesis rely on the well-known frameworks of centralized control, partially decentralized control, or (fully) decentralized control which are usually invoked in classical Control Theory research [10], especially when the controlled system is complex or distributed in patches which can be physically distributed $[10,18,19]$. Section 2 also studies the non-negativity of the solutions with initial conditions in the first orthant of the state space and the allocation and uniqueness of the disease-free equilibrium point. Section 3 characterizes the basic reproduction number of the disease by defining the next generation matrix and using its spectral radius as well as the local and global stability and instability properties of the disease-free equilibrium point according to the value of the disease reproduction number compared to unity. The disease-free equilibrium point is calculated as being explicitly dependent on the disease parameters in the model and the control gains. Special particular results are focused on in the cases when some of the relevant travel matrices are irreducible. The endemic equilibrium points are also studied. It is proved that there is at least one endemic equilibrium which is positive and stable (then attainable, that is, allocated within the first orthant of the state space) if the reproduction number equals or exceeds unity. Such an equilibrium point is confluent with the disease- free one if the reproduction number is unity. It is seen, in particular, that if the infectious travel matrix is irreducible, then either all the infectious subpopulation are zero or none of them is zero. This is a very relevant result since with such a kind of conditions, it can be argued that the infectious subpopulations are non-zero at any patches for any endemic equilibrium point. Parallel results are observed in cases when the susceptible travel matrix is irreducible. The characterization of the whole set of endemic equilibrium points is described via the Moore-Penrose pseudoinverse matrix tools [32] by defining a linear algebraic system which contains a partial information of the potential existing set of endemic equilibrium points by neglecting the influence of the quadratic terms associated with the coefficient transmission rates. A complementary nonlinear equation system which is informative about the quadratic terms taking account from the contacts susceptible-infectious in all the patches is then coupled to the above linear system as an extra constraint. If such an algebraic system is compatible indeterminate then there are infinitely many endemic equilibrium solutions including the attainable and un-attainable ones. Section 4 is devoted to the study of the proposed vaccination controls and their implementation in a fully or partly decentralized control context. In particular, the proportional vaccination to the susceptible subpopulation at each patch can be applied only on the susceptible of that patch by taking into account the susceptible subpopulations of those of the other patches which supply it with such an information. The main objective is to distribute the whole set of available vaccines among all the community health centres by sharing such an information. Another potential strategy can be the implementation of vaccination control strategies at each particular health centre of a concrete patch not only on its assigned recorded susceptible but on the travelling susceptible subpopulations coming into it from other patches. Simulated Examples are given and discussed in Section 5. Finally, conclusions end the paper. The proofs of some of the involved results of Section 3 are given in the Appendices A and B.

## Notation

$\bar{n}=\{1,2, \ldots, n\}, e_{i}$ is the $i$-th unity Euclidean canonical vector of $\boldsymbol{R}^{n}$ and $I_{n}$ is the $n$-th identity matrix.
$\boldsymbol{R}_{+}=\boldsymbol{R}_{0+} \cup\{0\} ; \boldsymbol{R}_{0+}\{z \in \boldsymbol{R}: z \geq 0\}$ are the sets of positive and non-negative real numbers, respectively.
$Z_{+}=Z_{0+} \cup\{0\} ; Z_{0+}\{z \in R: z \geq 0\}$ are the sets of positive and non-negative integer numbers, respectively.
$A \in R^{n \times n}$ is a Metzler matrix, denoted by $A \in M_{E}^{n \times n}$, if all its off-diagonal entries are non-negative.
$A \succeq 0$ (in words, $A$ is non-negative) means that the real matrix $A=\left(a_{i j}\right)$ has non-negative entries; $A \succ 0$ (in words, $A$ is positive) means that $a_{i j} \geq 0 ; \forall i, j \in \bar{n}$ and there is some $(i, j) \in \bar{n} \times \bar{n}$ such that $a_{i j}>0$; and $A \succ \succ 0$ (in words, $A$ is strictly positive) means that all the entries of the real matrix or real vector $A$ are positive. Similar notations are kept for vectors being non-negative (all the components are non-negative), positive (if non-negative with at least one positive component), and strictly positive (all the components are positive).
$A \succeq B$, respectively $A \succ B$, respectively, $A \succ \succ B$ means that $A-B \succeq 0$, respectively $A-B \succ 0$, respectively, $A-B \succ \succ 0$. On the other hand, $A \prec 0$ is identical to $-A \succ 0$, and $A \prec B$ to $B \succ A$. Similar considerations stand "mutatis-mutandis" for the various notations with the symbols " $\preceq ", " \prec \prec " . ~$
$e_{i}$ is the $i$-th canonical Euclidean vector of the real space $\boldsymbol{R}^{r}$ whose $i$-th canonical is unity where the dimension $r$ depends on context.

The superscripts $T$ and $\dagger$ stand for transpose and Moore-Penrose pseudoinverses, respectively. If $A$ is a square real non-singular matrix then the transpose of the inverse, identical to inverse of the transpose is denoted by $A^{-T}$.

The symbols $\vee$ and $\wedge$ stand for logic disjunction and conjunction, respectively.
If $A=\left(A_{i j}\right)$ is a real matrix $|A|=\left(\left|A_{i j}\right|\right)$. If $A=\left(A_{1}, A_{2}, \ldots, A_{n}\right)^{T}$ is a real vector, then $|A|=\left(\left|A_{1}\right|,\left|A_{2}\right|, \ldots .,\left|A_{n}\right|\right)^{T}$.

If $A$ is a square matrix then $\rho(A)$ is its spectral radius, $\|A\|_{2}$ is the $\ell_{2}$ (or spectral) norm and $\lambda_{\max }(A)$, and respectively, $\lambda_{\min }(A)$ is its maximum, and respectively, minimum eigenvalue provided that it is real. $\|A\|_{1}$ and $\|A\|_{\infty}$ denote, respectively, the $\ell_{1}$ and $\ell_{\infty}$ norms.

The time argument in the time-varying variables of differential equations is suppressed for the sake of simplicity when no confusion is expected.

We point out that patches could also be referred to as "nodes" (villages, suburbs, towns or regions, each one with a health centre) while "compartment" is each individual subpopulation of susceptible infectious or recovered at each node and "subsystem" is each SIR epidemic mathematical model located at each node in the sense that its describes the self-dynamics at any patch of the whole model including the effects of couplings to other compartments or subsystems. Thus, in our model, the whole system has $n$ subsystems, each one located at one of the $n$ patches, and each subsystem has three compartments, one for each subpopulation.

## 2. SIR Epidemic Model in a Patchy Environment Under Constant and Proportional Vaccination Controls

Consider the following epidemic model in a patchy environment with constant and proportional to the susceptible vaccination controls, which are assumed being monitored in a patchy environment as well:

$$
\begin{gather*}
\dot{S}_{i}(t)=\Lambda_{i}-\beta_{i} S_{i}(t) I_{i}(t)-d_{i}^{S} S_{i}(t)+\sum_{j(\neq i)=1}^{n}\left(a_{i j} S_{j}(t)-a_{j i} S_{i}(t)\right)-V_{i} \\
(t) \dot{I}_{i}(t)=\beta_{i} S_{i}(t) I_{i}(t)-\left(d_{i}^{I}+\gamma_{i}\right) I_{i}(t)+\sum_{j(\neq i)=1}^{n}\left(b_{i j} I_{j}(t)-b_{j i} I_{i}(t)\right)  \tag{1}\\
\dot{R}_{i}(t)=\gamma_{i} I_{i}(t)-d_{i}^{R} R_{i}(t)+\sum_{j(\neq i)=1}^{n}\left(c_{i j} R_{j}(t)-c_{j i} R_{i}(t)\right)+V_{i}(t),
\end{gather*}
$$

$\forall i \in \bar{n}$, subject to initial conditions $S_{i 0}=S_{i}(0) \geq 0, I_{i 0}=I_{i}(0) \geq 0$ and $R_{i 0}=R_{i}(0) \geq 0$. In the above model, $S_{i}(t), I_{i}(t)$ and $R_{i}(t)$ are the susceptible, infectious and recovered (or immune) subpopulations in the $i$-th patch for $i \in \bar{n}$, respectively, while $\beta_{i}$ and $\gamma_{i}$ are, respectively, the disease transmission coefficient rate between susceptible and infectious individuals and the recovery rate of the infectious
in the $i$-th patch. The parameter $\Lambda_{i}$ is the influx of population into the $i$-th patch. It can be mentioned that in the real word, the influx may also include infectious and immunized subpopulations. However, the influx to infectious and immunized subpopulations is smaller in general than the one to the susceptible subpopulation. In this way, the model only considers the influx affecting the susceptible. The parameters $d_{i}^{S}, d_{i}^{I}$ and $d_{i}^{R}$ are death rates of the susceptible, infectious and recovered, respectively, in the $i$-th patch. All the parameters of the epidemic model (1) are assumed non-negative and, furthermore, $\Lambda_{i}, \beta_{i}, d_{i}^{S}, d_{i}^{I}$ and $d_{i}^{R}$ are assumed to be positive for any $i \in \bar{n}$. The travel matrices $A=\left(a_{i j}\right) \succeq 0, B=\left(b_{i j}\right) \succeq 0$ and $C=\left(c_{i j}\right) \succeq 0$ are not necessarily symmetric and this fact does not affect to the problem formulation. Note that the immigration and outmigration amounts are proportional to the subpopulation values at the various patches. However, the stationary populations never reach zero values at any patch if the respective influx term is nonzero. The description of (1) can be made through the susceptible, infectious and recovered vectors $S(t)=\left(S_{1}(t), S_{2}(t), \ldots, S_{n}(t)\right)^{T}$, $I(t)=\left(I_{1}(t), I_{2}(t), \ldots, I_{n}(t)\right)^{T}$ and $R(t)=\left(R_{1}(t), R_{2}(t), \ldots, R_{n}(t)\right)^{T}$, respectively. The vaccination controls are assumed to be monitored via linear feedback information from the susceptible and have the form:

$$
\begin{equation*}
V_{i}(t)=V_{i 0}+\sum_{j=1}^{n} K_{i j} S_{j}(t), i=1,2, \cdots, n(n \geq 2) \tag{2}
\end{equation*}
$$

for given prefixed control gains $K_{i j}$. The replacement of (2) into (1) yields:

$$
\begin{gather*}
\dot{S}_{i}(t)=-\beta_{i} S_{i}(t) I_{i}(t)-d_{i}^{S} S_{i}(t)+\sum_{j(\neq i)=1}^{n}\left(\left(a_{i j}-K_{i j}\right) S_{j}(t)-a_{j i} S_{i}(t)\right)+\Lambda_{i}-V_{i 0}-K_{i i} S_{i}(t) \\
\dot{I}_{i}(t)=\beta_{i} S_{i}(t) I_{i}(t)-\left(d_{i}^{I}+\gamma_{i}\right) I_{i}(t)+\sum_{j(\neq i)=1}^{n}\left(b_{i j} I_{j}(t)-b_{j i} I_{i}(t)\right)  \tag{3}\\
\dot{R}_{i}(t)=\gamma_{i} I_{i}(t)-d_{i}^{R} R_{i}(t)+\sum_{j(\neq i)=1}^{n}\left(c_{i j} R_{j}(t)-c_{j i} R_{i}(t)+K_{i j} S_{j}(t)\right)+V_{i 0}+K_{i i} S_{i}(t),
\end{gather*}
$$

$\forall i \in \bar{n}$. In the sequel, and for the sake of simplicity, the dependence of the variables from time is deleted in the notation when no confusion is expected. The first part of the subsequent result relies on the existence, uniqueness and attainability (or reachability), in the sense that it has no negative component, of the disease-free equilibrium point. The second part of such a result establishes that, for identically zero infection levels through time, the disease-free equilibrium point is globally exponentially stable. The proof is based on the fact that the opposed matrix to an M-matrix is a Metzler matrix and a Metzler matrix is a stability matrix if and only if it is non-singular and its minus inverse is positive:

Theorem 1. Define two real vectors $P$ and $\Lambda$ and a real square matrix $D$ as follows:

$$
P=\left[S^{T}, R^{T}\right]^{T} \in R^{2 n} ; \Lambda=\left[\Lambda_{S}^{T}, \Lambda_{R}^{T}\right]^{T} \in R^{2 n} ; D=\left[\begin{array}{cc}
D_{S S} & D_{S R}  \tag{4}\\
D_{R S} & D_{R R}
\end{array}\right] \in R^{2 n \times 2 n}
$$

where:

$$
\begin{gather*}
S=\left[S_{1}, S_{2}, \ldots, S_{n}\right]^{T} ; R=\left[R_{1}, R_{2}, \ldots, R_{n}\right]^{T}  \tag{5}\\
\Lambda_{S S}=\Lambda-\Lambda_{R} ; \Lambda=\left[\Lambda_{1}, \Lambda_{2}, \cdots, \Lambda_{n}\right]^{T} ; \Lambda_{R}=V_{0}=\left[V_{10}, V_{20}, \cdots, V_{n 0}\right]^{T}  \tag{6}\\
{\left[\begin{array}{cccc}
d_{1}^{S}+\sum_{j=2}^{n} a_{j 1}+K_{11} & K_{12}-a_{12} & \cdots & K_{1 n}-a_{1 n} \\
K_{21}-a_{21} & d_{2}^{S}+\sum_{j(\neq 2)=1}^{n} a_{j 2}+K_{22} & \cdots & K_{2 n}-a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
K_{n 1}-a_{n 1} & K_{n 2}-a_{n 2} & \cdots & d_{n}^{S}+\sum_{j=1}^{n-1} a_{j n}+K_{n n}
\end{array}\right]} \tag{7}
\end{gather*}
$$

$$
\begin{align*}
D_{R R} & =\left[\begin{array}{cccc}
d_{1}^{R}+\sum_{j=2}^{n} c_{j 1} & -c_{12} & \cdots & -c_{1 n} \\
-c_{21} & d_{2}^{R}+\sum_{j(\neq 2)=1}^{n} c_{j 2} & \cdots & -c_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
-c_{n 1} & -c_{n 2} & \cdots & d_{n}^{R}+\sum_{j=1}^{n-1} c_{j n}
\end{array}\right]  \tag{8}\\
D_{R S} & =-K=\left[\begin{array}{cccc}
-K_{11} & -K_{12} & \cdots & -K_{1 n} \\
-K_{21} & -K_{22} & \cdots & -K_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
-K_{n 1} & -K_{n 2} & \cdots & -K_{n n}
\end{array}\right] ; D_{S R}=0 \in R^{n \times n}
\end{align*}
$$

and assume that the control gains are fixed as follows:

$$
\begin{gather*}
V_{i 0} \in\left[0, \Lambda_{i}\right] ; K_{i j} \in\left[0, a_{i j}\right] ; \forall i, j(\neq i) \in \bar{n} \\
K_{i i}>-\left(d_{i}^{S}+\sum_{j(\neq i)=1}^{n} a_{i j}\right) ; K_{i i} \geq-\sum_{j(\neq i)=1}^{n} K_{i j} ; \forall i, j(\neq i) \in \bar{n} \tag{9}
\end{gather*}
$$

such that $V_{i 0}=\Lambda_{i}$ for some $i \in \bar{n}$. Then, the following properties hold:
(i) The disease-free equilibrium point of Equation (1), under the vaccination control Equation (2) exists, it is unique and attainable, and given by

$$
\begin{equation*}
x_{d f}^{*}=\left(x_{d f}^{* T^{T}}, x_{d f}^{* 2^{T}}, \ldots ., x_{d f}^{* n T}\right)^{T} ; x_{d f}^{* i}{ }^{T}=\left(S_{i d f}^{*}, 0, R_{i d f}^{*}\right) ; \forall i \in \bar{n} \tag{10}
\end{equation*}
$$

with $S_{i d f}^{*}=e_{i}^{T} S_{d f}^{*}, R_{i d f}^{*}=e_{i}^{T} R_{d f}^{*} ; \forall i \in \bar{n}$, where:

$$
\begin{gather*}
S_{d f}^{*}=\left(S_{1 d f}^{*}, S_{2 d f}^{*}, \cdots, S_{n d f}^{*}\right)^{T}=D_{S S}^{-1} \Lambda_{S}  \tag{11}\\
R_{d f}^{*}=\left(R_{1 d f}^{*}, R_{2 d f}^{*}, \cdots, R_{n d f}^{*}\right)^{T}=D_{R R}^{-1}\left(\Lambda_{R}+\left|D_{R S}\right| S_{d f}^{*}\right)=D_{R R}^{-1}\left(\left|D_{R S}\right| D_{S S}^{-1} \Lambda_{S}+V_{0}\right)
\end{gather*}
$$

leading to a disease-free equilibrium total population vector:

$$
\begin{equation*}
N_{d f}^{*}=\left(N_{1 d f}^{*}, N_{2 d f}^{*}, \cdots, N_{n d f}^{*}\right)^{T}=S_{d f}^{*}+R_{d f}^{*}=\left(I_{n}+D_{R R}^{-1}\left|D_{R S}\right|\right) D_{S S}^{-1} \Lambda_{S}+D_{R R}^{-1} V_{0} \tag{12}
\end{equation*}
$$

and, in the particular case that $d_{i}=d_{i}^{S}=d_{i}^{R} ; \forall i \in \bar{n}$ to the following disease-free equilibrium total population amount:

$$
\begin{equation*}
N_{T d f}^{*}=\sum_{i=1}^{n} N_{i d f}^{*}=\sum_{i=1}^{n} \frac{\Lambda_{i}}{d_{i}} \tag{13}
\end{equation*}
$$

This limit total population is also reached under any existing endemic equilibrium points. Furthermore, the total population $N(t)$ is bounded for any finite initial conditions and all $t \geq 0$.
(ii) The solution trajectory of the linearized system around the disease-free equilibrium point of the model Equation (3) within the zero-infective ( $I \equiv 0 \in \boldsymbol{R}^{n}$ ) $2 n$-dimensional subspace of $\boldsymbol{R}^{3 n}$ is non-negative for any non-negative initial conditions $S_{i}(0), R_{i}(0) ; \forall i \in \bar{n}$ and it is also globally exponentially stable irrespective of the vaccination controls.

Proof. Note that the epidemic model (1) is subject to the parametrical constraints that $\Lambda_{i}, \beta_{i}, d_{i}^{S}, d_{i}^{I}$ and $d_{i}^{R}$ are positive for any $i \in \bar{n}$, and $A=\left(a_{i j}\right) \succeq 0, B=\left(b_{i j}\right) \succeq 0$ and $C=\left(c_{i j}\right) \succeq 0$ under the vaccination controls (2) subject to (9). Therefore each two terms $a_{i i} S_{i}$ and each two terms $c_{i i} R_{i}$, with opposed signs, become cancelled, respectively, in the first and third equation of Equations (3) for all $i \in \bar{n}$. Then,
one can fix $a_{i i}=c_{i i}=0$ for $i \in \bar{n}$ in Equations (7) and (8) with no loss in generality by keeping the summations from one to $n$. The disease-free equilibrium point satisfies the constraints:

$$
\begin{gathered}
-d_{i}^{S} S_{i}+\sum_{j=1}^{n}\left(\left(a_{i j}-K_{i j}\right) S_{j}-a_{j i} S_{j}\right)+\Lambda_{i}-V_{i 0}=0 \\
-d_{i}^{R} R_{i}+\sum_{j=1}^{n}\left(c_{i j} R_{j}-c_{j i} R_{i}+K_{i j} S_{j}\right)+V_{i 0}=0
\end{gathered}
$$

$\forall i \in \bar{n}$, by fixing $a_{i i}=c_{i i}=0$ for $i \in \bar{n}$. Note that $D_{R R}$ has non-positive off-diagonal entries with the sum of all the entries per column being positive. Thus, it is a non-singular $M$-matrix with $D_{R R}^{-1} \succeq 0$. Also, $D_{S S}$ is has non-positive off-diagonal entries with the sum of all the entries per column being positive from Equation (9). Thus, it is a non-singular M-matrix with $D_{S S}^{-1} \succeq 0$ [1]. Furthermore, $-D_{R S}=\left|D_{R S}\right| \succeq 0$. Therefore, the disease-free equilibrium point is unique and defined by Equations (10) and (11) subject to Equations (4)-(9). The total disease-free equilibrium population Equation (12) follows directly from Equation (11) and the disease-free total population vector is $N_{d f}^{*}=S_{d f}^{*}+R_{d f}^{*}$. It is attainable in the sense that it has no negative components and it is also nonzero, since $D_{S S}$ and $D_{R R}$ are non-singular from Equation (11), subject to Equations (4)-(9). Equation (13) follows since the total population satisfies the constraint:

$$
\dot{N}_{T}=\sum_{i=1}^{n} N_{i}=\sum_{i=1}^{n}\left(S_{i}+I_{i}+R_{i}\right)=\sum_{i=1}^{n}\left[\Lambda_{i}-\left(d_{i}^{S} S_{i}+d_{i}^{I} I_{i}+d_{i}^{R} R_{i}\right)\right]
$$

and, for the disease-free equilibrium point with $d_{i}=d_{i}^{S}=d_{i}^{R} ; \forall i \in \bar{n}$,

$$
\begin{gathered}
\dot{N}_{T d f}^{*}=\sum_{i=1}^{n}\left[\Lambda_{i}-d_{i} N_{i d f}^{*}\right]+\sum_{i=1}^{n} \sum_{j=1}^{n}\left[\left(a_{i j} S_{j}-a_{j i} S_{i}\right)+\left(b_{i j} I_{j}-b_{j i} I_{i}\right)+\left(c_{i j} R_{j}-c_{j i} R_{i}\right)\right] \\
=\sum_{i=1}^{n}\left[\Lambda_{i}-d_{i} N_{i d f}^{*}\right]+0=\sum_{i=1}^{n}(0)=0
\end{gathered}
$$

so that $N_{d f}^{*}=\sum_{i=1}^{n} N_{i d f}^{*}=\sum_{i=1}^{n} \frac{\Lambda_{i}}{d_{i}}$. It follows that $N(t)$ is bounded for any finite initial conditions for all $t \geq 0$ and $N(t) \rightarrow N_{T d f}^{*}$ as $t \rightarrow \infty$. Property (i) has been proved. To prove Property (ii), first note that the Jacobian matrix of the linearized system (1), subject to Equation (2), or equivalently Equation (3), about $x_{d f}^{*}$ within the manifold $I \equiv 0$ is $J_{d f}^{*}=-D$. Since the conditions Equations (9) hold then $D$ is an $M$-matrix with $D^{-1} \succ 0$. Thus, $J_{d f}^{*} \in M_{E}^{n \times n}$ so that the linearized solution trajectory is non-negative for any given set of non-negative initial conditions since a time-invariant linear system has a non-negative solution trajectory irrespective of any given non-negative initial conditions if and only if its matrix of dynamics is a Metzler matrix [11,12]. Furthermore, the Jacobian matrix is invertible satisfying $-J_{d f}^{*-1}=D^{-1} \succ 0$. Since a Metzler matrix is a stability matrix if and only if it is non-singular and its minus inverse is positive, one concludes that the linearized system around the disease-free equilibrium point is globally exponentially stable since it is time-invariant so that the asymptotic stability is also exponential.

If, for generality purposes and coherency with the generality of the model, it is supposed in Theorem 1 (i), Equation (13), that, in general, $d_{i} \neq d_{i}^{R}$, with $d_{i}=d_{i}^{R}=d_{i}^{S}+\widetilde{d}_{i} ; \forall i \in \bar{n}$ in the sense that if the parameters differ from each other, then the mortality of the recovered who already suffered the disease is slightly higher than that of the susceptible since they suffered from the illness. Thus, one gets:

$$
N_{T d f}^{*}=\sum_{i=1}^{n} N_{i d f}^{*}=\sum_{i=1}^{n} \frac{\Lambda_{i}-\widetilde{d}_{i} R_{i d f}^{*}}{d_{i}}(<) \approx \sum_{i=1}^{n} \frac{\Lambda_{i}}{d_{i}}
$$

Remark 1. Note from Equation (1) and Equation (2) that if $I_{i}(0)=0$; for some $i \in \bar{n}$ then $I_{i}(t)=0 ; \forall i \in \bar{n}$, $t \geq 0$. Under these conditions Theorem 1 (ii) applies.

Remark 2. Note from Equations (2), (3), (4) and (9) that, although $K_{i j} \geq 0 ; \forall i \in \bar{n}$ in the vaccination law, it is not requested for any particular gain $K_{i i}$ to be positive.

The subsequent result relies on some disease-free equilibrium point results based on the positivity and irreducibility of some relevant travel matrices and constraints on the vaccination control describing population fluxes between patches of the model.

Theorem 2. The following properties hold:
(i) Assume that $B=\left(b_{i j}\right)$ is irreducible. Then, $I_{i}(t)=0 ; \forall t \in\left[t_{1}, t_{2}\right]$ for some $i \in \bar{n}$ implies that $I_{j}(t)=0$; $\forall t \in\left[t_{1}, t_{2}\right], \forall j \in \bar{n}$ irrespectively of the vaccination control law.
(ii) Assume that $V_{i 0}=\Lambda_{i} ; \forall i \in \bar{n}$ and assume also that $A-K=\left(a_{i j}-K_{i j}\right)$ is irreducible with $A \succ K$. Then, $S_{j}(t)=0 ; \forall t \in\left[t_{1}, t_{2}\right], \forall j \in \bar{n}$ if $S_{i}(t)=0 ; \forall t \in\left[t_{1}, t_{2}\right]$ for some $i \in \bar{n}$. If $B=\left(b_{i j}\right)$ and $C=\left(c_{i j}\right)$ are irreducible, $K=0$ and $V_{i 0}=0 ; \forall i \in \bar{n}$ then $R_{j}(t)=0 ; \forall t \in\left[t_{1}, t_{2}\right], \forall j \in \bar{n}$ if $R_{i}(t)=I_{i}(t)=0 ; \forall t \in\left[t_{1}, t_{2}\right]$ for some $i \in \bar{n}$.
(iii) Assume that the conditions of Property (ii) hold and that, furthermore, $K_{i j} \in\left[0, a_{i j}\right] ; \forall i, j(\neq i) \in \bar{n}$, $K_{i i}>-\left(d_{i}^{S}+\sum_{j(\neq i)=1}^{n} a_{i j}\right)$ and $K_{i i} \geq-\sum_{j(\neq i)=1}^{n} K_{i j} ; \forall i \in \bar{n}$. Then, $N_{d f}^{*}=R_{d f}^{*}$ and $N_{\text {Tdf }}^{*}=$ $\sum_{i=1}^{n} R_{i d f}^{*}$, that is the total population is recovered at the disease-free equilibrium point.

Proof. Assume that $I_{i}(t)=0 ; \forall t \in\left[t_{1}, t_{2}\right]$, then $\dot{I}_{i}(t)=0 ; \forall t \in\left(t_{1}, t_{2}\right)$ for some $i \in \bar{n}, \forall t \in\left(t_{1}, t_{2}\right)$ and assume also that there are $j(\neq i) \in \bar{n}$ and $t \in\left[t_{1}, t_{2}\right]$ such that $I_{j}(t) \neq 0$. One concludes from the second equation of (3), if $I_{i}(t)=0$ for $t \in\left[t_{1}, t_{2}\right]$, so that $\dot{I}_{i}(t)=0$ for $t \in\left(t_{1}, t_{2}\right)$, that $\sum_{j(\neq i)=1}^{n} b_{i j} I_{j}(t)=\sum_{j=1}^{n} b_{i j} I_{j}(t)=B I(t)=0 ; \forall t \in\left[t_{1}, t_{2}\right]$. Then, $\left(\sum_{j=0}^{n-1} B^{j}\right) I(t)=0 ; \forall t \in\left[t_{1}, t_{2}\right]$. But $B$ is irreducible if and only if $\sum_{j=0}^{n-1} B^{j} \succ \succ 0$, since $B \succ 0$, and then $\left(\sum_{j=0}^{n-1} B^{j}\right) I(t) \succ \succ 0$ for any $t \in\left[t_{1}, t_{2}\right]$ if there is at least one $I_{j}(t) \neq 0$ for some $j(\neq i) \in \bar{n}$ and some $t \in\left[t_{1}, t_{2}\right]$, a contradiction to $\sum_{j(\neq i)=1}^{n} b_{i j} I_{j}(t)=0 ; \forall t \in\left[t_{1}, t_{2}\right]$. Then, $I_{j}(t)=0 ; \forall t \in\left[t_{1}, t_{2}\right]$ so that $\dot{I}_{j}(t)=0 ; \forall t \in\left(t_{1}, t_{2}\right)$, $\forall j \in \bar{n}$. Property (i) has been proved. On the other hand, one concludes from the first equation of (3) if $S_{i}(t)=0$ for $t \in\left[t_{1}, t_{2}\right]$, so that $\dot{S}_{i}(t)=0$ for $t \in\left(t_{1}, t_{2}\right)$, that

$$
\sum_{j(\neq i)=1}^{n}\left(a_{i j}-K_{i j}\right) S_{j}=\sum_{j=1}^{n}\left(a_{i j}-K_{i j}\right) S_{j}=0 ; \forall t \in\left[t_{1}, t_{2}\right]
$$

provided that $V_{i 0}=\Lambda_{i} ; \forall i \in \bar{n}$ and, if $R_{i}(t)=0$ and $I_{i}(t)=0$ for $t \in\left[t_{1}, t_{2}\right]$, so that $\dot{R}_{i}(t)=0$ for $t \in\left(t_{1}, t_{2}\right)$, one concludes that, if in addition $V_{i 0}=0 ; \forall i \in \bar{n}$ then $\sum_{j(\neq i)=1}^{n}\left(c_{i j} R_{j}-c_{j i} R_{i}\right)=0$. The proof of Property (ii) is completed under similar reasoning as that used in the proof of Property (i). Finally, Property (iii) follows directly from Property (ii) and Theorem 1 (i) via Equation (9).

It has to be pointed out that a particular version of Theorem 2 (i) for the case of absence of vaccination controls has been proved in another way in [1]. In the total absence of vaccination parameterized by the vector $\Omega=0$, the vectors and matrices of Equations (4)-(8) are subject to the following replacements $\Lambda_{R} \rightarrow 0, D_{S S} \rightarrow D_{S S O}, D_{R S} \rightarrow 0$; and $D_{R R}$ and $D_{S R}=0$ are kept identical with:

$$
\left.D_{S S 0}=D_{S S}\right]_{\Omega=0}=\left[\begin{array}{cccc}
d_{1}^{S}+\sum_{j=2}^{n} a_{j 1} & -a_{12} & \cdots & -a_{1 n} \\
-a_{21} & d_{2}^{S}+\sum_{j(\neq 2)=1}^{n} a_{j 2} & \cdots & -a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
-a_{n 1} & -a_{n 2} & \cdots & d_{n}^{S}+\sum_{j=1}^{n-1} a_{j n}
\end{array}\right]
$$

## 3. Basic Reproduction Number: Attainability of the Endemic Equilibrium versus Instability of the Disease-Free One

Define the following matrices:

$$
\begin{gather*}
F=\operatorname{Diag}\left(\beta_{1} S_{1 d f}^{*}, \beta_{2} S_{2 d f}^{*}, \cdots, \beta_{n} S_{n d f}^{*}\right)  \tag{14}\\
U=\left[\begin{array}{cccc}
d_{1}^{I}+\gamma_{1}+\sum_{j=2}^{n} b_{j 1} & -b_{12} & \cdots & -b_{1 n} \\
-b_{21} & d_{2}^{I}+\gamma_{2}+\sum_{j(\neq 2)=1}^{n} b_{j 2} & \cdots & -b_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
-b_{n 1} & -b_{n 2} & \cdots & d_{n}^{I}+\gamma_{n}+\sum_{j=1}^{n-1} b_{j n}
\end{array}\right] \tag{15}
\end{gather*}
$$

The basic reproduction number is $R_{0}=\rho\left(F U^{-1}\right)$, where $(-U)$ is the transition matrix, $F$ is the transmission matrix and $F U^{-1}$ is the next generation matrix. The following positivity and stability result, proven in Appendix A, holds:

Theorem 3. The following properties hold:
(i) $(-U) \in M_{E}^{n \times n}$ is stability matrix.
(ii) If $\beta_{i}=0 ; \forall i \in \bar{n}$ then the disease-free equilibrium point is globally exponentially stable and any solution trajectory is non-negative for all time for any given non-negative initial conditions.
(iii) If $R_{0}<1$ then the disease-free equilibrium point $x_{d f}^{*}$ is locally asymptotically stable and, if $R_{0}>1$, such an equilibrium point is unstable.
(iv) The reproduction number satisfies the subsequent upper-bounding constraint:

$$
\begin{equation*}
R_{0} \leq \bar{R}_{01}=\beta \max _{1 \leq i \leq n}\left(\beta_{i r}\right)\left\|D_{S S}^{-1}\left(\Lambda-V_{0}\right)\right\|_{2} \rho^{1 / 2}\left(U^{T} U\right)^{-1} \tag{16}
\end{equation*}
$$

where $\beta_{i r}=\beta_{i} / \beta ; \forall i \in \bar{n}$, are relative transmission coefficient rates. Assume, in addition, that $\left\|U_{0 d}\right\|_{2}<1 /\left\|U_{d}^{-1}\right\|_{2}$ and $\left\|D_{S S O d}\right\|_{2}<1 /\left\|D_{S S d}^{-1}\right\|_{2}$, where $U_{d}$ and $U_{o d}$ are the diagonal and off-diagonal parts part of $U=U_{d}+U_{0 d}$ and $D_{S S d}$ and $D_{S S o d}$ are the diagonal and off-diagonal parts of $D_{S S}$. Then,

$$
\begin{equation*}
R_{0} \leq \bar{R}_{02}=\beta \max _{1 \leq i \leq n}\left(\beta_{i r}\right) \frac{\left\|D_{S S d}^{-1}\right\|_{2}}{1-\left\|D_{S S d}^{-1}\right\|_{2}\left\|D_{S S 0 d}\right\|_{2}} \frac{\left\|U_{d}^{-1}\right\|_{2}}{1-\left\|U_{d}^{-1}\right\|_{2}\left\|U_{0 d}\right\|_{2}}\left\|\Lambda-V_{0}\right\|_{2} \tag{17}
\end{equation*}
$$

with $\beta \geq 0$ being a prefixed reference value of the coefficient transmission rate.
(v) $\bar{R}_{02}$ is minimized for any given model parameterization and any given constant vaccination vector $V_{0}$ if the vaccination control gains for the susceptible are chosen as $K_{i j}=a_{i j} ; \forall i, j \in \bar{n} \backslash\{1\}$. Such a reproduction number upper-bound is zeroed if each whole influx of population in all patches are vaccinated by constant controls.

Remark 3. Note that $\beta$ can be, in practice, one of the coefficient rates (for instance, its maximum or minimum value). Note that the choice $\beta=0$ is feasible if and only if $\beta_{i}=0 ; \forall i \in \bar{n}$.

The non-negativity of the linearized solution proved in Theorem 1 (ii) also applies to the whole non-linear system under weak conditions as follows.

Theorem 4. Assume that the vaccination control constrains Equations (9) hold and that $A \succeq K$. Then, the following properties hold:
(i) Any solution trajectory of the whole non-linear system Equation (1) is non-negative and bounded for all time for any given finite non-negative initial conditions
(ii) Assume, furthermore, that $R_{0} \geq 1$. Then, there exists at least one endemic equilibrium point. If, in addition, $B \succ 0$ then any endemic equilibrium point has a positive infective population at any patch. If $A-K \succ 0$ is irreducible then any endemic equilibrium point has a positive susceptible population at any patch even under a maximum constant vaccination $V_{i 0}=\Lambda_{i} ; \forall i \in \bar{n}$.
(iii) There is no attainable endemic equilibrium point if $R_{0}<1$ while, if $R_{0} \leq 1$, then the unique disease-free equilibrium point is globally asymptotically stable. If $R_{0}=1$ then such a disease-free equilibrium point coincides with one of the existing attainable endemic equilibrium points.

Proof. From Theorem 1 (i), the total population $N(t)$ is bounded for all time. By inspecting Equation (1), one concludes that if any susceptible, infectious or recovered subpopulation at any patch and time instant is zero then its time-derivative cannot be negative since $A \succeq K, B \succeq 0$ and $C \succeq 0$ and Equation (9) hold. Therefore,

$$
\min _{i \in \bar{n}}\left(S_{i}(t), I_{i}(t), R_{i}(t)\right) \geq 0 \Rightarrow \min _{i \in \bar{n}}\left(S_{i}(t), I_{i}(t), R_{i}(t)\right) \geq 0 ; \forall t \geq 0
$$

If, furthermore, $\max _{i \in \bar{n}}\left(S_{i}(0), I_{i}(0), R_{i}(0)\right)<+\infty$ then, $\sup _{t \in \boldsymbol{R}_{0+}} \max _{i \in \bar{n}}\left(S_{i}(t), I_{i}(t), R_{i}(t)\right)<+\infty$ since $N(t)<+\infty ; \forall t \geq 0$. Property (i) has been proved. Property (ii) is proved by contradiction for the case $R_{0}>1$. Assume that $R_{0}>1$ and since no endemic equilibrium point exists. Thus, the disease-free equilibrium point is unstable, any state solution trajectory has bounded non-negative components for any time and any finite non-negative initial conditions, and no endemic equilibrium point exists. Thus, it follows from Poincaré's index that a stable bounded limit cycle should surround the disease-free equilibrium point which is the unique (unstable) equilibrium point which has a unity Poincaré's index. But this feature contradicts that the state solution trajectory is non-negative for all time and any non-negative initial conditions so that no stable limit cycle can surround the unstable disease-free equilibrium point. Therefore, at least one endemic equilibrium point muss exist if $R_{0}>1$. The first part of Property (ii) has been proved. Now, if, in addition, $B$ is irreducible then any zero infectious subpopulation at any patch implies that the infectious total population is zero from Theorem 2 (i). By its equivalent contra-positive implication logic proposition, since the endemic equilibrium point has a nonzero total infectious population, any endemic equilibrium infectious subpopulation is nonzero at any patch. Thus, the infectious subpopulation is nonzero at any patch at the endemic equilibrium points. It follows in the same way that, if $(A-K) \succ 0$ is irreducible, then the endemic susceptible subpopulation has to be nonzero at any patch. Property (ii) has been proved for $R_{0}>1$. Now, assume that $R_{0}=1$. In this case, the disease-free equilibrium point is critically stable so that it has at least either one centre (i.e., a critical point with two imaginary complex eigenvalues in one of the two-dimensional partial Jacobian matrices) or one spurious patch (i.e., a critical point with one zero eigenvalue and the other one real positive in one of the two-dimensional partial Jacobian matrices) in at least a two-dimensional hyperplane of the phase space. This situation is also incompatible with the non-negativity of the solution trajectory so that the conclusion on the existence of an endemic equilibrium point is similar to the former part of the proof of this property. Proposition (ii) has been proved. To prove Property (iii), assume that there is an attainable (i.e., with no negative component) endemic equilibrium point if $R_{0}<1$ and note, from Equations (1), (14) and (15), that

$$
\begin{equation*}
I_{\text {iend }}^{*}+e_{i}^{T}(F-U)^{-1}\left(-\beta_{1} S_{1 \text { end }}^{*} I_{1 \text { end }}^{*},-\beta_{2} S_{2 \text { end }}^{*} I_{\text {2end }}^{*}, \ldots,-\beta_{n} S_{\text {nend }}^{*} I_{\text {nend }}^{*}\right)^{T} ; \forall i \in \bar{n} \tag{18}
\end{equation*}
$$

where $(F-U)^{-1}$ exists and $-(F-U)^{-1} \succ 0$ since $(F-U) \in M_{E}^{n \times n}$ is a stability matrix since $(-U) \in$ $M_{E}^{n \times n}$ is a stability matrix, so $U^{-1} \succ 0$, and $R_{0}=\rho\left(F U^{-1}\right)<1$. Thus, $(F-U)^{-1}$ has at least one positive entry per column and one positive entry per row. Then, the above equation holds for $\min _{i \in \bar{n}} \beta_{i}>0$ with $I_{\text {iend }}^{*}>0 ; \forall i \in \bar{n}$ if and only if $S_{j e n d}^{*}<0$ for at least a $j \in \bar{n}$. Thus, there is no attainable endemic equilibrium point if $R_{0}<1$ and $\min _{i \in \bar{n}} \beta_{i}>0$. Since an endemic equilibrium point exists for $R_{0}=1$ from Property (ii), the fact that Equation (18) also holds for $R_{0}=1$, as a result, and the fact that the subsequent constraint stands for the disease-free equilibrium point if $R_{0}<1$ :

$$
\begin{equation*}
I_{i d f}^{*}=e_{i}^{T}(-U)^{-1}\left(-\beta_{1} S_{1 d f}^{*} I_{1 d f}^{*},-\beta_{2} S_{2 d f}^{*} I_{2 d f}^{*}, \ldots,-\beta_{n} S_{n d f}^{*} I_{n d f}^{*}\right)=0 ; \forall i \in \bar{n} \tag{19}
\end{equation*}
$$

it follows from continuity arguments of the equilibrium points with respect to $R_{0}$ that one of the endemic equilibrium points necessarily coincide with the disease-free one for $R_{0}=1$. Now since: (a) the disease-free equilibrium point is unique and the unique attainable equilibrium point for $R_{0}<1$ (Theorem 1 (i)); and (b) such a point is furthermore locally asymptotically stable, since its linearized version around it is asymptotically stable (Theorem 3 (iii), one concludes that the disease-free equilibrium point is globally asymptotically stable if $R_{0} \leq 1$. Property (iii) has been proved.

Remark 4. Theorem 4 (ii) establishes that, if the disease-free equilibrium point is unstable or critically stable, then an endemic equilibrium point has to exist. With some extra irreducibility-type conditions on the $B$-travel matrix and on the $(A-K)$-travel matrix, it is proved that the infectious and susceptible endemic equilibrium amounts are nonzero at any patch. It can be argued that the matrix of proportional vaccination gains $K$ can modify the irreducibility or reducibility properties of the travel matrix A related to the respective properties of $(A-K)$. This fact can imply that, if in the absence of proportional vaccination to the susceptible subpopulation, the endemic equilibrium point has nonzero susceptible (respectively, zero amounts of susceptible at least at one patch) subpopulations at any patch, then, under some kind of proportional vaccination law even for a constant vaccination constraint $V_{i 0}=\Lambda_{i} ; \forall i \in \bar{n}$, the endemic susceptible could be zeroed at least at one patch but not in all patches. To visualize the above argument, note that the matrix constraint $\sum_{i=0}^{n-1} A^{i} \succ \succ-\sum_{i=0}^{n-1} \sum_{j=1}^{i}\binom{i}{j} A^{i-j}(-K)^{j}$ guarantees that $(A-K)$ is irreducible since

$$
\sum_{i=0}^{n-1}(A-K)^{i}=\sum_{i=0}^{n-1} \sum_{j=0}^{i}\binom{i}{j} A^{i-j}(-K)^{j}=\sum_{i=0}^{n-1} A^{i}+\sum_{i=0}^{n-1} \sum_{j=1}^{i}\binom{i}{j} A^{i-j}(-K)^{j} \succ \succ 0 .
$$

The characterization of the whole set of endemic equilibrium points is addressed in the following result, which is proved in Appendix B, by using algebraic tools:

Theorem 5. Assume that $R_{0} \geq 1$ and define the following matrices:

$$
\begin{gather*}
A_{S}=\left[\begin{array}{cccc}
\bar{a}_{11} & -a_{12} & \cdots & -a_{1 n} \\
-a_{21} & \bar{a}_{22} & \cdots & -a_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
-a_{n 1} & -a_{n 2} & \cdots & \bar{a}_{n n}
\end{array}\right] ; A_{I}=\left[\begin{array}{cccc}
\bar{b}_{11} & -b_{12} & \cdots & -b_{1 n} \\
-b_{21} & \bar{b}_{22} & \cdots & -b_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
-b_{n 1} & -b_{n 2} & \cdots & \bar{b}_{n n}
\end{array}\right]  \tag{20}\\
A_{R I}=\operatorname{Diag}\left[-\gamma_{1},-\gamma_{2}, \ldots,-\gamma_{n}\right] ; A_{R}=\left[\begin{array}{cccc}
\bar{c}_{11} & -c_{12} & \cdots & -c_{1 n} \\
-c_{21} & \bar{c}_{22} & \cdots & -c_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
-c_{n 1} & -c_{n 2} & \cdots & \bar{c}_{n n}
\end{array}\right] \tag{21}
\end{gather*}
$$

$$
\begin{gather*}
\Lambda_{i}-V_{i 0}=\bar{a}_{i i} S_{\text {iend }}^{*}+\bar{b}_{i i} I_{i \text { iend }}^{*}-\sum_{j(\neq i)=1}^{n}\left(\left(a_{i j}-K_{i j}\right) S_{\text {jend }}^{*}+b_{i j} I_{\text {jend }}^{*}\right)  \tag{22}\\
V_{i 0}=\bar{c}_{i i} R_{\text {iend }}^{*}+\gamma_{i} I_{\text {iend }}^{*}-\sum_{j(\neq i)=1}^{n} c_{i j} R_{\text {jend }}^{*}+K_{i j} S_{\text {jend }}^{*} \tag{23}
\end{gather*}
$$

where

$$
\begin{equation*}
\bar{a}_{i i}=d_{i}^{S}+K_{i i}+\sum_{j(\neq i)=1}^{n} a_{j i}, \bar{b}_{i i}=d_{i}^{I}+\gamma_{i}+\sum_{j(\neq i)=1}^{n} b_{j i}, \bar{c}_{i i}=d_{i}^{R}+\sum_{j(\neq i)=1}^{n} c_{j i} ; \forall i \in \bar{n} \tag{24}
\end{equation*}
$$

Then, the following properties hold:
(i) The following rank condition holds:

$$
\begin{equation*}
\operatorname{rank}(b, A)=\operatorname{rank} A \tag{25}
\end{equation*}
$$

where the limit total population is $N^{*}$ irrespective of the equilibrium point as time tends to infinity, and

$$
A=\left[\begin{array}{ccccc}
1 & 1 & \cdots & 1 & 1  \tag{26}\\
& A_{S} & A_{I} & 0 \\
& 0 & A_{R I} & A_{R}
\end{array}\right] \in R^{(2 n+1) \times 3 n} ; b=\left[\begin{array}{c}
N^{*} \\
\Lambda_{1}-V_{10} \\
\vdots \\
\Lambda_{n}-V_{n 0} \\
V_{10} \\
\vdots \\
V_{n 0}
\end{array}\right] \in R^{2 n+1}
$$

The whole set of endemic equilibrium solutions, including both the attainable and unattainable ones, is given by

$$
\begin{equation*}
x(y)=A^{\dagger} b+\left(I_{3 n}-A^{\dagger} A\right) y \tag{27}
\end{equation*}
$$

subject to the $n$ constraints:

$$
\begin{equation*}
\frac{\beta_{i}=\left[\left(d_{i}^{I}+\gamma_{i}+\sum_{j(\neq i)=1}^{n} b_{j i}\right) e_{n+i}^{T}-\sum_{j(\neq i)=1}^{n} b_{i j} e_{n+j}^{T}\right]\left[A^{\dagger} b+\left(I_{3 n}-A^{\dagger} A\right) y\right]}{e_{i}^{T}\left[A^{\dagger} b+\left(I_{3 n}-A^{\dagger} A\right) y\right]\left[A^{\dagger} b+\left(I_{3 n}-A^{\dagger} A\right) y\right]^{T} e_{n+i}} ; \forall i \in \bar{n} \tag{28}
\end{equation*}
$$

with $x(y)=\left(S_{1 \text { lend }}^{*}(y), S_{2 \text { end }}^{*}(y), \ldots S_{\text {nend }}^{*}(y), I_{1 \text { end }}^{*}(y), I_{\text {2end }}^{*}(y), \ldots I_{\text {nend }}^{*}(y), R_{\text {lend }}^{*}(y), R_{\text {2end }}^{*}(y), \ldots R_{\text {nend }}^{*}(y)\right)^{T}$ and $e_{i}$ is the Euclidean canonical vector whose its ith component is unity; $\forall i \in \overline{3 n}$, $A^{\mathrm{n}}=D^{T}\left(D D^{T}\right)^{-1}\left(C^{T} C\right)^{-1} C^{T} \in R^{3 n \times(2 n+1)}$ is the Moore-Penrose pseudoinverse of $A$, provided that $A$ of rank $p \leq 2 n+1$ is factorized as $A=C D$ with existing matrices $C \in R^{2(n+1) \times p}$ and $D \in \boldsymbol{R}^{p \times(2 n+1)}$ both or rank $p$, and $y \in \boldsymbol{R}^{3 n}$ is arbitrary except that it is subject to fulfill Equation (28) for the given coefficient transmission rates $\beta_{i}$ for $i \in \bar{n}$, where $A^{\dagger T}=A^{T}$ [32]. The set of attainable endemic equilibrium points is given by Equation (27) subject to the constraints Equation (28) for any $y \in Y$ with $Y=\left\{z \in R^{3 n}: x(z)\left(\in R^{3 n}\right) 0\right\}$.
(ii) If $B=\left(b_{i j}\right)$ is irreducible then the set of attainable endemic equilibrium points is given by (27), subject to the constraints (28), for any $y \in Y_{a}$ with

$$
Y_{a}=\left\{z \in \boldsymbol{R}^{3 n}:\left(x(z)\left(\in \boldsymbol{R}^{3 n}\right) 0\right) \wedge\left(x_{i}(z)>0 ; i=n+1, n+2, \ldots, 2 n\right)\right\} \subset Y
$$

(iii) $V_{i 0}=\Lambda_{i} ; \forall i \in \bar{n}$ and both $B=\left(b_{i j}\right)$ and $A-K=\left(a_{i j}-K_{i j}\right)$, with $A \succ K$, are irreducible then the set of attainable endemic equilibrium points is given by Equation (27), subject to the constraints Equation (28), for any $y \in Y_{b}$ with

$$
Y_{b}=\left\{z \in R^{3 n}:\left(x(z)\left(\in R^{3 n}\right) 0\right) \wedge\left(\left[x_{i}(z)>0 ; i=1,2, \ldots, n\right] \vee\left[x_{i}(z)=0 ; i=1,2, \ldots, n\right]\right) \wedge\left(x_{i}(z)>0 ; i=n+1, n+2, \ldots, 2 n\right)\right\} \subset Y_{a}
$$

(iv) If $K=0, V_{i 0}=\Lambda_{i}=0 ; \forall i \in \bar{n}$ and $B=\left(b_{i j}\right), A-K=\left(a_{i j}-K_{i j}\right)$, with $A \succ K$, and $C=\left(c_{i j}\right)$ are irreducible, then the set of attainable endemic equilibrium points is given by Equation (27) subject to the constraints Equation (28) for any $y \in Y_{c} \subset Y_{b}$ with $Y_{c}=\left\{z \in R^{3 n}:\left(\ell_{1} \wedge \ell_{2} \wedge \ell_{3} \wedge \ell_{4}\right)\right.$ holds $\}$

$$
\begin{gathered}
\ell_{1}:=x(z)\left(\in R^{3 n}\right) \succ 0 \\
\ell_{2}:=\left(x_{i}(z)>0 ; i=1,2, \ldots, n\right) \vee\left(x_{i}(z)=0 ; i=1,2, \ldots, n\right) \\
\ell_{3}:=\left(x_{i}(z)>0 ; i=n+1, n+2, \ldots, 2 n+1\right) \\
\ell_{4}:=\left(x_{i}(z)>0 ; i=2 n+1,2 n+2, \ldots, 3 n\right) \vee\left(x_{i}(z)=0 ; i=2 n+1,2 n+2, \ldots, 3 n\right)
\end{gathered}
$$

The conditions for the uniqueness of the existing attainable endemic equilibrium point for $R_{0} \geq 1$ are given in the following result which is a direct conclusion of Theorem 5:

Corollary 1. Assume that $R_{0} \geq 1$. Then, the attainable equilibrium point is unique if and only there is a $y \in R^{3 n}$ such that
(1) $y+A^{+}(b-A y) \succ 0$,
(2) $E\left(y+A^{\dagger}(b-A y)\right) \succ 0$ (respectively, $\succ \succ 0$ if $B$ is irreducible), where $E=\left[\begin{array}{lll}\mathbf{0}_{n \times n} & I_{n \times n} & \mathbf{0}_{n \times n}\end{array}\right] \in \boldsymbol{R}^{n \times 3 n}$,
(3) The $n$ constraints (28) hold.

One such a vector $y \in R^{3 n}$ always exists.
The following counterpart result to Theorem 5 and Corollary 1 holds for the case when there is only one patch in the epidemic model so that the transportation matrices are zero. The result, proved in Appendix B, gives a nice physical interpretation of the basic reproduction number and its relation to the stability properties and to the attainability of the endemic equilibrium point.

Theorem 6. Assume that there is only one patch (i.e., $n=1$ ) and that $\Lambda>V$ with $V$ being a constant vaccination effort. Then, there is a unique stable attainable endemic equilibrium point if the coefficient transmission rate fulfills $\beta \geq \beta_{c}=\frac{d^{S}\left(d^{I}+\gamma\right)}{\Lambda-V}$, equivalently, if the reproduction number, $R_{0}=\frac{S_{d f}^{*}}{S_{e n d}^{*}} \geq 1$, where $S_{d f}^{*}=\frac{\Lambda-V}{d^{S}}$ is the susceptible subpopulation at the disease-free equilibrium point, the immune one at the disease-free equilibrium being $R_{d f}^{*}=\frac{V}{d^{R}}$. Such an endemic equilibrium point is:

$$
\begin{equation*}
S_{e n d}^{*}=\frac{d^{I}+\gamma}{\beta} ; I_{\text {end }}^{*}=\frac{\beta(\Lambda-V)-d^{S}\left(d^{I}+\gamma\right)}{\beta\left(d^{I}+\gamma\right)} ; R_{\text {end }}^{*}=\frac{\beta\left(d^{I}+\gamma\right) V+\gamma\left[\beta(\Lambda-V)-d^{S}\left(d^{I}+\gamma\right)\right]}{\beta d^{R}\left(d^{I}+\gamma\right)} \tag{29}
\end{equation*}
$$

And the following properties hold:
(i) If $\Lambda=V$ then there is a unique disease-free equilibrium point $S_{d f}^{*}=I_{d f}^{*}=0 ; R_{d f}^{*}=\frac{V}{d^{\mathrm{R}}}$ while the endemic one does not exist.
(ii) If $R_{0}=1$ then the disease- free and the endemic equilibrium points coincide.
(iii) If $R_{0}<1$ then the disease-free equilibrium point is globally asymptotically stable and the endemic one is not attainable.
(iv) If $V(t)=V_{0}+K S(t)$ then $S_{d f}^{*}=\frac{\Lambda-V_{0}}{d^{S}+K}, R_{d f}^{*}=\frac{K \Lambda+d_{S} V_{0}}{d^{R}\left(d^{S}+K\right)}$, and

$$
N_{d f}^{*}=\frac{\Lambda}{d^{S}}+\frac{\left(d^{S}-d^{R}\right)\left(d^{S} V_{0}+K \Lambda\right)}{d^{S} d^{R}\left(d^{S}+K\right)}=\frac{\Lambda}{d^{S}}\left(1+\frac{K\left(d^{S}-d^{R}\right)}{d^{R}\left(d^{S}+K\right)}\right)+\frac{\left(d^{S}-d^{R}\right) V_{0}}{d^{R}\left(d^{S}+K\right)}
$$

In the absence of vaccination, $N_{d f}^{*}=S_{d f}^{*}=\frac{\Lambda}{d^{s}}$ and $R_{d f}^{*}=0$.

The following result, which is proved in Appendix C, relies on the feature that the reproduction number can be reduced by the vaccination controls. This feature implies that the global asymptotic stability towards the disease-free equilibrium point can be guaranteed under smaller values of the coefficient transmission rates via an appropriate monitoring of such controls. Although the proposed model has an identical transmission matrix $U$ for the vaccination-free and vaccinated models, it is assumed for analysis generality purposes that that associated to the vaccination case $U_{c}$ can be distinct to that associated to the vaccination-free one $U_{u n}$. This is the case, for instance, if an additional treatment control is injected on the infectious subpopulation. See, for instance [14,15].

Theorem 7. Define $U_{c}=U_{u n}+\widetilde{U}$ and $F_{c}=F_{u n}+\widetilde{F}$, where $\widetilde{F}$ and $(-\widetilde{U})$ are the disturbed transmission and transition matrix of the controlled epidemic model under a vaccination control law with respect to those of the uncontrolled (i.e., for the case when the vaccination control is null) one. Define $R_{0 u n}=\rho\left(F_{u n} U_{u n}^{-1}\right)$ and $R_{0 c}=\rho\left(F_{c} U_{c}^{-1}\right)$ as the respective reproduction numbers in the vaccination-free and under vaccination. Assume that the following constraints hold:
(1) $\left(-U_{u n}\right) \in M_{E}^{3 n \times 3 n}$ is a stability matrix,
(2) $F_{u n} \succ 0$,
(3) $\|\widetilde{U}\|_{2}<1 / 2\left\|U_{u n}^{-1}\right\|_{2}$,
(4) $\quad-F_{u n} \prec \widetilde{F} \prec F_{u n} U_{u n}^{-1} \widetilde{U}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)\left(I_{3 n}-\widetilde{U}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1} U_{u n}^{-1}\right)^{-1} U_{u n}$.

Then, $U_{c} \in M_{E}^{3 n \times 3 n}$ is a stability matrix and the following properties hold:
(i) $\quad R_{0 c} \leq R_{0 u n}$.
(ii) If, the conditions Equations (1)-(3) hold, $\widetilde{F}=-|\widetilde{F}| \prec 0$ and the constraint equation (4) is replaced with following constraints:
(4') $-F_{u n} U_{u n}^{-1} \widetilde{U}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)\left(I_{3 n}-\widetilde{U}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1} U_{u n}^{-1}\right)^{-1} U_{u n} \prec|\widetilde{F}| \prec F_{u n}$.
Then $R_{0 c} \leq R_{0 u n}$. In addition, $R_{0 c}<R_{0 u n}$ if either $F_{u n} U_{u n}^{-1}$ or $|\widetilde{F}| U_{u n}^{-1}$ is irreducible. This property result still holds if one but not both) of the two " $\prec$ "-symbols of the above equation is replaced with " $\preceq$ ".

Remark 5. Note that the applicability of Theorem 7 (ii) is very feasible in practice according to the following considerations. Assume that the pairs $\left(F_{u n}, U_{u n}\right)$ and $\left(F_{c}, U_{c}\right)$ are the pairs defining the vaccination-free and vaccination cases linear dynamics around the disease-free equilibrium point which depends on the control gains such that $U=U_{c}=U_{u n}$ from (14) and (15) for the model dealt with.(Note that Theorem 7 has been worked for the more general case when $\left.U_{c} \neq U_{u n}\right)$. Now, $\widetilde{F}=-|\widetilde{F}| \prec 0$ if $F_{c} \prec F_{u n}$, that is, if $S_{d f}^{*}\left(F_{c}\right)<S_{d f}^{*}\left(F_{u n}\right)$. This is directly achievable by using appropriate control gains (see Theorem 1). In the simplest case of just one patch in the model (i.e., $n=1$ ), note that this is achievable by choosing $\max \left(V_{0}, K\right)>0$ from Theorem 6 (iv). The choices of the values of the control gains $V_{0}$ and $K$ monitor the susceptible amounts $S_{d f}^{*}\left(F_{c}\right)$ at the disease- free equilibrium. Now, assume that $R_{0 u n}=1$. This value of the reproduction number corresponds to a certain critical disease transmission rate $\beta_{\text {cun }}$ for given remaining modeling parameters in the vaccination-free case. This fact leads to the coincidence of the disease-free equilibrium point with the attainable endemic one and the critical stability of the disease-free equilibrium point. However, under Theorem 7 , and since $\widetilde{F}<0$, the vaccination control leads to the asymptotic stability of the modified disease-free equilibrium point and the un-attainability of the endemic one since $R_{0 c}<R_{0 u n}=1$. Therefore, a properly designed vaccination law increases the range of the stability boundary of the disease-free equilibrium point to reach a larger critical disease transmission rate compared to the vaccination-free case.

## 4. Use of Available Patch-Crossed Information in Decentralized Vaccination Control Designs

The following situations can occur related to the vaccination controls monitoring actions:
(a) Centralized Vaccination Control (CVC). Each subsystem has the information available about the susceptible numbers of all the compartments and uses it for feedback vaccination control.
(b) Decentralized Vaccination Control (DVC) if $K_{i j}=0 ; \forall i, j(\neq i) \in \bar{n}$ and $K_{i i} \neq 0 ; \forall i \in \bar{n}$. Each subsystem uses only self-information for control but there is no use of the susceptible number of other compartments.
(c) Partially Decentralized Vaccination Control (PDVC) if $K_{i i} \neq 0 ; \forall i \in \bar{n}, K_{i j} \neq 0 ; \forall(i, j) \in n_{p} \times n_{q}$ and $K_{i j}=0 ; \forall(i, j) \in \bar{n} \times \bar{n} \backslash n_{p} \times n_{q}$, where $n_{p}$ and $n_{q}$ are nonempty proper subsets of $\bar{n}$.
(d) $n_{w}$-Weak Decentralized Vaccination Control ( $n_{w}$-WDVC) if $K_{i j}=0 ; \forall i, j(\neq i) \in \bar{n}, K_{i i} \neq 0 ; \forall i \in n_{p}$ and $K_{i i}=0 ; \forall i \in \bar{n} \backslash n_{p}$. That is, at least one compartment of susceptible does not uses susceptible self-information for feedback in the vaccination control law which has a decentralized structure.
(e) $n_{w}$-Weak Partially Decentralized Vaccination Control ( $n_{w}$-WPDVC) if in the definition of $n_{w}$-WDVC, $K_{i j} \neq 0$ for some $i, j(\neq i) \in \bar{n}$.

Note that the various concepts of "centralized control" versus "decentralized control" refer to the complete or partial shared information between dynamic subsystems and, in particular, subsystems of the patchy model or just the use of own self- information for control rather than to the physical disposal (generic one or local for each subsystem) of the controller. This is a widely admitted principle in decentralized control of dynamic systems. See, for instance [10]. Two vaccination strategies are now discussed if the vaccination controls are assumed to be monitored via linear feedback information from the susceptible by using available information at each patch from some other patches:

Strategy 1. Only the susceptible subpopulation of each patch, even if travelling population from other patches exists, is a candidate to be vaccinated while some total or partial information from the corresponding subpopulations in other patches is known and monitored for the susceptible vaccination through the crossed control gains associated with the control law (2). Such an information is used to restrict the influence of the immigration from the remaining patches into the own susceptible subpopulation of a patch in accordance with Equation (3). The control law Equation (2) is assumed to be subject to the following constraints:

$$
\begin{equation*}
0 \leq K_{i i} \leq M_{i}+\sum_{j(\neq i)=1}^{n} K_{j i}-\sum_{j(\neq i)=1}^{n} K_{i j}, 0 \leq K_{j i} \leq a_{j i}, V_{i 0} \leq M_{i 0}<\Lambda_{i} ; \forall i, j(\neq i) \in \bar{n} \tag{30}
\end{equation*}
$$

where $M_{i}>0$ and $M_{i 0}>0$ are upper-bounding constant taking into account the vaccines availability at the $i$-th patch for $i \in \bar{n}$. The first constraint of Equation (30) reflects that a fraction of the travelling susceptible populations coming from the remaining patches is vaccinated while the leaving one to other patches is not vaccinated. The second constraint takes into account that $D_{S S}$ in Equation (7) is an $M$-matrix so that its inverse exists and is positive, so that the disease-free equilibrium point is a non-negative vector of the state space and locally asymptotically stable since $\left(-D_{S S}\right) \in M_{E}^{n \times n}$.

Strategy 2. Only the susceptible subpopulation proper of each patch is a candidate for vaccination but there is some partial or total information from the susceptible subpopulations from other patches. The available information on the coming in and leaving travelling susceptible subpopulations from the various patches is used to control the distribution of the vaccines to be administrated between the various patches. Such an information is used to restrict the number of administered vaccines at each patch. In this case, the vaccination control law Equation (2) is modified as follows:

$$
\begin{equation*}
V_{i}(t)=V_{i 0}+K_{i}(t) S_{i}(t) ; \forall i \in \bar{n} \tag{31}
\end{equation*}
$$

and the vaccination control proportional gains are given by:

$$
\begin{equation*}
K_{i}(t)=K_{i}(S(t))=K_{i i}+\sum_{j(\neq i)=1}^{n} K_{i j}^{0}(t) ; \forall i \in \bar{n} \tag{32}
\end{equation*}
$$

where:

$$
K_{i j}^{0}(t)=K_{i j}^{0}\left(S_{i}(t), S_{j}(t)\right)=\left\{\begin{array}{ccc}
\frac{K_{i j} S_{j}(t)}{S_{i}(t)} & \text { if } & S_{i}(t)>\varepsilon_{i}  \tag{33}\\
0 & \text { if } & S_{i}(t) \leq \varepsilon_{i}
\end{array} \quad ; \forall i, j \in \bar{n}\right.
$$

for given prefixed control gains $K_{i j}$ and design constants $\varepsilon_{i} \in R_{0+} ; \forall i, j \in \bar{n}$. It turns out from Equations (31)-(33) that coupled information between distinct patch pairs can be available or not in the vaccination controls. As a result, the vaccination control (31)-(33) becomes:

$$
V_{i}(t)=\left\{\begin{array}{c}
V_{i 0}+\sum_{j=1}^{n} K_{i j} S_{j}(t) \quad \text { if } \quad S_{i}(t)>\varepsilon_{i}  \tag{34}\\
V_{i 0}+K_{i i} S_{i}(t) \quad \text { if } \quad S_{i}(t) \leq \varepsilon_{i}
\end{array} ; \forall i \in \bar{n}\right.
$$

The constraints Equation (30) become modified as follows for each $i \in \bar{n}$ allowing some negative crossed control gains:

$$
\begin{gather*}
K_{i j} \leq 0 ; 0 \leq K_{j i} \leq a_{j i} ; ; \forall j(\neq i) \in \bar{n}  \tag{35}\\
\frac{K_{i i}}{\sum_{j(\neq i)=1}^{n}\left|K_{i j}\right|} \geq \sup _{t \in R_{0+}} \max _{1 \leq j(\neq i) \leq n}\left(\frac{S_{j}(t)}{S_{i}(t)}\right) ; K_{i i} \leq M_{i}+\sum_{j(\neq i)=1}^{n}\left|K_{j i}\right| \inf _{t \in R_{0+1} \leq j} \min _{(\neq i) \leq n}\left(\frac{S_{j}(t)}{S_{i}(t)}\right) \tag{36}
\end{gather*}
$$

Note that Equations (35) and (36) may be jointly expressed as follows:

$$
\begin{equation*}
\left(\sum_{j(\neq i)=1}^{n}\left|K_{i i}\right|\right) \sup _{t \in R_{0+}} \max _{1 \leq j(\neq i) \leq n}\left(\frac{S_{j}(t)}{S_{i}(t)}\right) \leq K_{i i} \leq M_{i}+\sum_{j(\neq i)=1}^{n}\left|K_{j i}\right| \inf _{t \in R_{0+1} \leq j(\neq i) \leq n} \min \left(\frac{S_{j}(t)}{S_{i}(t)}\right) \tag{37}
\end{equation*}
$$

provided that the following necessary condition holds:

$$
\begin{equation*}
\left(\sum_{j(\neq i)=1}^{n}\left|K_{i j}\right|\right) \leq \frac{M_{i}}{\sup _{t \in R_{0+}} \max _{1 \leq j(\neq i) \leq n}\left(\frac{S_{j}(t)}{S_{i}(t)}\right)-\inf _{t \in \boldsymbol{R}_{0+1} \leq j(\neq i) \leq n} \min _{S_{i}(t)}\left(\frac{S_{j}(t)}{S_{i}}\right)} \tag{38}
\end{equation*}
$$

Note the following facts:
(1) If $S_{i}(t)=\varepsilon_{i}$ and $S_{i}\left(t^{+}\right)>\varepsilon_{i}$ fore some $i \in \bar{n}$ then $V_{i}(t)$ switches from a constant term to a combined constant plus a linear feedback term except if the control gains $K_{i j}=0 ; \forall j \in \bar{n}$ and such a $i \in \bar{n}$. In this case, the closed-loop linearized dynamic systems around any potential equilibrium points, which are defined by their corresponding Jacobian matrices at such points after absorbing the linear feedback from the susceptible subpopulations, are not time-invariant through time.
(2) If either $\inf S_{i}(t)>\varepsilon_{i}$ or $\sup _{t \in R} S_{i}(t) \leq \varepsilon_{i} ; \forall i \in \bar{n}$, then the vaccination control law does not switch from a combined constant plus a linear feedback term to a constant term or vice-versa at any patch and at any time instant.
(3) Concerning the Centralized/Decentralized control frameworks, note that a CVC strategy is implementable if the available information allows the use of gains $K_{i j} \neq 0 ; \forall i, j(\neq i) \in \bar{n}$ since all the susceptible subpopulation and its distribution between the various patches is known at each patch. A PDVC, or a DVC strategy is adopted when some or, respectively, all the gains $K_{i j}$ are zeroed; $\forall i, j(\neq i) \in \bar{n}$ because the global information on susceptible is not known, or not used, at each patch. The ( $n_{w}-W D V C$ ) and ( $n_{w}-W P D V C$ ) vaccination strategies are implemented if some of the self-proportional gains are not used at some patches (i.e., there is no vaccination action at some health centre on its own susceptible subpopulation) or, if, in addition some of the crossed susceptible information between the various patches is not available or simply not used. It can be convenient to adopt vaccination strategies which allow to guarantee a worst-case minimization, in some sense, of the disease-free equilibrium subpopulations in order to achieve
a corresponding maximization of the recovered subpopulation when the infection is removed. This idea is addressed in the sequel. Note that

$$
\begin{array}{r}
\left\|D_{S S}\right\|_{1}=\max _{1 \leq i \leq n}\left[K_{i i}+d_{I}^{S}+\sum_{j(\neq i)=1}^{n}\left(2 a_{i j}-K_{i j}\right)\right] \\
\left\|D_{S S}\right\|_{\infty}=\max _{1 \leq i \leq n}\left[K_{i i}+d_{I}^{S}+\sum_{j(\neq i)=1}^{n}\left(a_{i j}+a_{j i}-K_{j i}\right)\right] \tag{40}
\end{array}
$$

Then, one has from (11) via Equations (6) and (7) and using the constraints (30) for Strategy 1, by taking into account the bounded relations between the matrix and vector spectral $\left(\ell_{2}\right)$ and $\ell_{1}$ and $\ell_{\infty}$ norms, that the following lower-bounds stand for the disease-free equilibrium susceptible vector:

$$
\begin{gather*}
\left\|S_{d f}^{*}\right\|_{\infty}=\max _{1 \leq i \leq n} S_{i d f}^{*} \geq \frac{\left\|\Lambda_{S}\right\|_{\infty}}{\left\|D_{S S}\right\|_{\infty}}=\frac{\max _{1 \leq i \leq n}\left(\Lambda_{i}-V_{i 0}\right)}{\max _{1 \leq i \leq n}\left[K_{i i}+d_{I}^{S}+\sum_{j(\neq i)=1}^{n}\left(a_{i j}+a_{j i}-K_{j i}\right)\right]}  \tag{41}\\
\geq \frac{\left.\max _{1 \leq i \leq n} \Lambda_{i}-M_{i 0}\right)}{M_{i}-\sum_{j(\neq i)=1}^{n} K_{i j}+d_{I}^{S}+\sum_{j(\neq i)=1}^{n}\left(a_{i j}+a_{j i}\right)} \\
\geq \frac{\left\|S_{d f}^{*}\right\|_{1}=\sum_{i=1}^{n} S_{i d f}^{*} \geq \frac{\left\|\Lambda_{S}\right\|_{1}}{\left\|D_{S S}\right\|_{1}}=\frac{\sum_{i=1}^{n}\left(\Lambda_{i}-V_{i 0}\right)}{\max _{1 \leq i \leq n}\left[K_{i i}+d_{I}^{S}+\sum_{j(\neq i)=1}^{n}\left(2 a_{i j}-K_{i j}\right)\right]}}{\max _{1 \leq i \leq n}\left[M_{i}+\sum_{j(\neq i)=1}^{n} K_{j i}+d_{I}^{S}+2\left(\sum_{j(\neq i)=1}^{n}\left(a_{i j}-K_{i j}\right)\right)\right]} \geq \frac{\sum_{i=1}^{n}\left(\Lambda_{i}-V_{i 0}\right)}{\max _{1 \leq i \leq n}^{n}\left(\Lambda_{i}+\sum_{j(\neq i)=1}^{n} K_{j i}+d_{I}^{S}+2\left(\sum_{j(\neq i)=1}^{n} a_{i j}\right)\right]} \\
\left\|S_{d f}^{*}\right\|_{2}=\sqrt{\sum_{i=1}^{n} S_{i d f}^{* 2}} \geq \frac{\left\|\Lambda_{S}\right\|_{2}}{\left\|D_{S S}\right\|_{2}}=\frac{\left\|\Lambda_{S}\right\|_{2}}{\lambda_{\max }^{1 / 2}\left(D_{S S}^{T} D_{S S}\right)} \geq \sqrt{\frac{\sum_{i=1}^{n}\left(\Lambda_{i}-V_{i 0}\right)^{2}}{n}} \max \left(\frac{1}{\left\|D_{S S}\right\|_{1}}, \frac{1}{\left\|D_{S S}\right\|_{\infty}}\right) \tag{42}
\end{gather*}
$$

Remark 6. In view of Equations (41)-(43), one concludes that available lower-bounds susceptible subpopulations at the disease-free equilibrium points can be reduced in a suboptimal worst-case design which keeps the maximum available vaccines and jointly minimizes the $\ell_{1}, \ell_{\infty}$ and $\ell_{2}$ norms by choosing:

$$
\begin{gathered}
V_{i 0}=M_{i 0} ; K_{i j}=0 ; K_{j i}=a_{j i} ; \forall i, j \in \bar{n} \\
K_{i i}=M_{i}+\sum_{j(\neq i)=1}^{n} K_{j i}-\sum_{j(\neq i)=1}^{n} K_{i j}=M_{i}+\sum_{j(\neq i)=1}^{n} a_{j i} ; \forall i \in \bar{n}
\end{gathered}
$$

In the case that some outsider travelers from other patches to a certain patch $i \in \bar{n}$ have to be vaccinated for needs of global fulfillment of objectives, one can use normalizing factors $\ell_{i j} \in[0,1]$ so that $K_{i j}=\ell_{i j} a_{i j}$ replaces the standard strategy $K_{i j}=0 ; \forall j \in \bar{n}$.

In the case that some travelers from a certain patch $i \in \bar{n}$ to other patches should be vaccinated, one can use normalizing factors $\ell_{j i} \in[0,1]$ so that $K_{j i}=\ell_{j i} a_{j i}$ replaces the standard strategy $K_{j i}=a_{j i} ; \forall j \in \bar{n}$.

Note from (31) to (34) that, in the case of Strategy 2, the vaccination control parameterization is time-varying (see, for instance [20]), since there can exist switches if the susceptible subpopulation at any patch is close to zero. The following two technical results are of usefulness for Strategy 2.

Lemma 1. Let $A \in \boldsymbol{R}^{n \times n}$ be a stability matrix of stability abscissa $-\rho_{a}<0$ and let be $\widetilde{A}: \boldsymbol{R}_{0+} \rightarrow \boldsymbol{R}^{n \times n}$ a piecewise continuous uniformly bounded matrix function. Then, the matrix function $B: \boldsymbol{R}_{0+} \rightarrow \boldsymbol{R}^{n \times n}$, being $B(t)=A+\widetilde{A}(t) ; \forall t \in \boldsymbol{R}_{0+}$ is stable if $\left(\rho_{a} / K_{a}\right) t>\int_{0}^{t}\|\widetilde{A}(\tau)\| d \tau ; \forall t \in \boldsymbol{R}_{+}$, guaranteed if $\sup _{t \in \boldsymbol{R}_{0+}}\|\widetilde{A}(t)\|<$ $\frac{\rho_{a}}{K_{a}}$, for some norm-dependent real constant $K_{a} \geq 1$.

Proof. Consider the $n$-th differential system $\dot{z}(t)=B(t) z(t) ; z(0)=z_{0}$ with $\left\|z_{0}\right\|<\infty$. It turns out that there exists $K_{a} \geq 1$ such that

$$
\begin{equation*}
\|z(t)\| \leq K_{a} e^{-\rho_{a} t}\left(\left\|z_{0}\right\|+\int_{0}^{t} e^{\rho_{a} \tau}\|\widetilde{A}(\tau)\|\|z(\tau)\| d \tau\right) ; \forall t \in \boldsymbol{R}_{0+} \tag{44}
\end{equation*}
$$

so that $\|z(t)\| \leq K_{a}\left\|z_{0}\right\| e^{-\int_{0}^{t}\left(\rho_{a}-K_{a}\|\widetilde{A}(\tau)\|\right) d \tau}$ which follows from (44), the constraint $\left(\rho_{a} / K_{a}\right) t>$ $\int_{0}^{t}\|\widetilde{A}(\tau)\| d \tau ; \forall t \in \boldsymbol{R}_{+}$and Gronwall's Lemma [33] so that $\|z(t)\| \leq K_{a}\left\|z_{0}\right\| ; \forall t \in \boldsymbol{R}_{0+}$ and $z(t) \rightarrow 0$ as $t \rightarrow \infty$.

The condition $\left(\rho_{a} / K_{a}\right) t>\int_{0}^{t}\|\widetilde{A}(\tau)\| d \tau$ of Lemma 1 may be weakened to $\left(\rho_{a} / K_{a}\right)\left(t-t_{0}\right)>$ $\int_{t_{0}}^{t}\|\widetilde{A}(\tau)\| d \tau$ for any $t\left(>t_{0}\right) \in \boldsymbol{R}_{+}$and some $t_{0} \in \boldsymbol{R}_{0+}$. Lemma 1 yields to the following result:

Theorem 8. Consider (14) and (15) with $-U \in M_{E}^{n \times n}$ a stability matrix and $F(\succ 0) \in \boldsymbol{R}^{n \times n}$ such that $\rho\left(F U^{-1}\right)<1$ and let $\widetilde{F}: \boldsymbol{R}_{0+} \rightarrow \boldsymbol{R}^{n \times n}$ be uniformly bounded piecewise continuous and asymptotically convergent to $\widetilde{F}_{e} \in \boldsymbol{R}^{n \times n}$. Then, there exists some norm-dependent real constant $K_{a} \geq 1$ such that $F+\widetilde{F}-U: \boldsymbol{R}_{0+} \rightarrow \boldsymbol{R}^{n \times n}$ is stable provided that $\sup _{t \in \boldsymbol{R}_{0+}}\|\widetilde{F}(t)\|<\frac{\rho(F-U)}{K_{a}}$.

If, furthermore, $\widetilde{F}(t) \succeq-F ; \forall t \in \boldsymbol{R}_{0+}$ then the differential system $\dot{y}(t)=(F+\widetilde{F}(t)-U) y(t)$ is positive in the sense that it has a solution trajectory within the first open orthant of the state space for any initial condition $y(0)=y_{0} \succeq 0$.

Proof. Since $-U \in M_{E}^{n \times n}, F(\succ 0) \in R^{n \times n}$ and $\rho\left(F U^{-1}\right)<1$ then $(F-U) \in M_{E}^{n \times n}$ so that it has a maximal real eigenvalue which is stable since $(F-U)$ is stable since $-U$ is stable and $\rho\left(F U^{-1}\right)<1$. Thus, the minus stability abscissa of $(F-U)$ is also its spectral radius, that is, $\rho_{a}(F-U)=\rho(F-U)$ and $\left\|e^{(F-U) t}\right\| \leq K_{a} e^{-\rho t}$ for any $t \in R$ and some $K_{a} \geq 1$. If $\sup _{t \in R_{0+}}\|\widetilde{F}(t)\|<\frac{\rho(F-U)}{K_{a}}$ for such an existing norm-dependent real constant $K_{a}$, then one has that the time-varying matrix $(F+\widetilde{F}(t)-U)$ is stable from Lemma 1 and it converges asymptotically to the stability matrix $\left(F+\widetilde{F}_{e}-U\right)$. On the other hand, the differential system $\dot{y}(t)=(F+\widetilde{F}(t)-U) y(t)$ has a unique solution for any given $y(0)=y_{0} \in \boldsymbol{R}^{n}$ given by:

$$
\begin{equation*}
y(t)=e^{-U t} y_{0}+\int_{0}^{t} e^{-U(t-\tau)}(F+\widetilde{F}(\tau)) y(\tau) d \tau \tag{45}
\end{equation*}
$$

Since $-U \in M_{E}^{n \times n}$ then $e^{-U t} \succ 0$ for any $t \in \boldsymbol{R}_{0+}$ [12]. Now, note by direct inspection of Equation (45) that $\left(\left[y_{0} \succeq 0\right] \wedge\left[\widetilde{F}(t) \succeq-F ; \forall t \in \boldsymbol{R}_{0+}\right]\right) \Rightarrow\left(y(t) \succeq 0 ; \forall t \in \boldsymbol{R}_{0+}\right)$.

Remark 7. A practical implementation of the vaccination control law Equations (31)-(33) is to choose the design constants $\varepsilon_{i}$ for $i \in \bar{n}$ being very close to zero and to make null all the proportional vaccination gains $K_{i j}^{0}(t)$ at patch $i$ for the crossed susceptible information from other patches $j \neq i$ and any $t \geq t_{i}$ in the event that $S\left(t_{i}\right)<\varepsilon_{i}$ at some time instant $t_{i}$. In this way, the maximum number of switches is $n$, the last eventual one occurring in a finite time $T_{f}$. Then, the stability conditions of Theorem 8 are simplified to simpler conditions for a time-invariant system on $\left[T_{f},+\infty\right)$ by deleting the conditions $\sup _{t \in \boldsymbol{R}_{0+}}\|\widetilde{F}(t)\|<\frac{\rho(F-U)}{K_{a}}$ and $\widetilde{F}(t) \rightarrow \widetilde{F}_{e}$ as $t \rightarrow \infty$, since $\widetilde{F}(t)=\widetilde{F}_{e} ; \forall t \geq T_{f}$ and the finite time interval $\left[0, T_{f}\right)$ is irrelevant for stability analysis, and modifying the condition $\rho\left(F U^{-1}\right)<1$ to $\rho\left(\left(F+F_{e}\right) U^{-1}\right)<1$.

## 5. Simulation Examples

This section contains some numerical simulation examples related to the results presented in the previous sections. The examples are concerned with the existence of equilibrium points along with the effect of the vaccination control strategies proposed in Section 4 on the epidemic spreading. In this case, it will be shown how the vaccination controllers are able to reduce the incidence of an infection within a population.

Example 1. Consider the SIR patchy system defined by three patches or populations, $n=3$, with parameters given by:

$$
\begin{gathered}
d=\left[d_{i}^{X}\right]=\left[\begin{array}{lll}
1 / 3 & 1 / 3.1 & 1 / 3.2
\end{array}\right] \text { years }^{-1}, \beta=\left[\beta_{i}\right]=\left[\begin{array}{lll}
3.24 & 3.08 & 3.16
\end{array}\right] \times 10^{-2} \\
\Lambda=30 d, \gamma=\left[\gamma_{i}\right]=\left[\begin{array}{lll}
1.78 & 1.82 & 1.75
\end{array}\right]
\end{gathered}
$$

in units of week ${ }^{-1}$ except otherwise indicated. The symbol $d^{X}$ stands for any parameter $d^{S}, d^{I}, d^{R}$. Notice that it is very typical that different outbreaks of the same epidemic have different reproduction numbers [34,35] since the spreading of the epidemic, and therefore its severity, depends on many factors such as the geographical distribution of the individuals, the probability of an infected individual contact a healthy one, etc. The initial conditions are given by:

$$
\begin{array}{ccc}
S_{1}(0)=25 ; & I_{1}(0)=10 ; & R_{1}(0)=0 \\
S_{2}(0)=30 ; & I_{2}(0)=10 ; & R_{2}(0)=0 \\
S_{3}(0)=20 ; & I_{3}(0)=5 ; & R_{3}(0)=0
\end{array}
$$

while the travel matrices are given by:

$$
A=\left(\begin{array}{ccc}
0 & 0.2 & 0.3 \\
0.16 & 0 & 0.3 \\
0.35 & 0.14 & 0
\end{array}\right), \quad B=\left(\begin{array}{ccc}
0 & 0.22 & 0.4 \\
0.15 & 0 & 0.05 \\
0.15 & 0.15 & 0
\end{array}\right), \quad C=\left(\begin{array}{ccc}
0 & 0.17 & 0.25 \\
0.3 & 0 & 0.12 \\
0.3 & 0.2 & 0
\end{array}\right)
$$

The dynamics of the system without vaccination is depicted in Figures 1-3:


Figure 1. Evolution of the susceptible within each patch without vaccination.


Figure 2. Evolution of the infectious within each patch without vaccination.


Figure 3. Evolution of the immune within each patch without vaccination.
From Figures 1-3 it can be observed that the above parameters correspond to the case when the reproduction number is less than unity, $R_{0}<1$. Thus, the solution trajectory of the system is non-negative, remains globally bounded and the disease-free equilibrium point is asymptotically stable, as claimed in Theorem 3 (iii). Moreover, $I_{d f i}=0$ and $R_{d f i}=0$ for $i=1,2,3$ while the values of $S_{d f i}$ are provided in Table 1. In this way, Table 1 displays and compares the value of the equilibrium points obtained from the numerical simulation and theoretically from Equations (10) and (11).

Table 1. Simulated and calculated values for the vaccination-free, disease-free equilibrium point.

|  | Theoretical Value | Simulated Value |
| :---: | :---: | :---: |
| $S_{d f 1}$ | 29.383 | 29.377 |
| $S_{d f 2}$ | 33.804 | 33.796 |
| $S_{d f 3}$ | 26.731 | 26.725 |

Table 1 shows a good agreement between the theoretical values and the ones obtained by simulation, confirming Theorem 1 results. The total population is given by $N_{T}=89.897$. Furthermore, we add now a feedback vaccination term of the form (2) with $V_{0}=0.9 \Lambda, K=A$. The evolution of the system with this control action is displayed in Figures 4-6.


Figure 4. Evolution of the susceptible within each patch with vaccination.


Figure 5. Evolution of the infectious within each patch with vaccination.


Figure 6. Evolution of the immune within each patch with vaccination.
In this case, the infectious again vanish asymptotically while the disease-free equilibrium point location is contained in Table 2.

Table 2. Simulated and calculated values for disease-free equilibrium point with vaccination.

| Disease-free Eqilibrium Point | Theoretical Value | Simulated Value |
| :---: | :---: | :---: |
| $S_{d f 1}$ | 1.186 | 1.186 |
| $S_{d f 2}$ | 1.461 | 1.461 |
| $S_{d f 3}$ | 1.027 | 1.027 |
| $R_{d f 1}$ | 24.410 | 24.412 |
| $R_{d f 2}$ | 29.526 | 29.528 |
| $R_{d f 3}$ | 32.652 | 32.655 |

The total population obtained by numerical simulation is $N_{T}=90.268$. As it happened in the previous case, the Table 2 confirms the results provided in Theorem 1 regarding the disease-free equilibrium point location. Moreover, it is verified that the total population at equilibrium does not depend on the particular value of vaccination.

Example 2. Now, the value of $\beta$ is increased eight times the value of Example 1 to obtain:

$$
\beta=\left[\beta_{i}\right]=8\left[\begin{array}{lll}
3.24 & 3.08 & 3.16
\end{array}\right] \times 10^{-2}
$$

so that the reproduction number is now larger than unity, $R_{0}>1$. In this case, the disease-free equilibrium point is unstable and an asymptotically stable endemic equilibrium point appears. The following Figures 7-9 display the evolution of the system in this case when no vaccination is applied.


Figure 7. Evolution of the susceptible in all patches when $R_{0}>1$.


Figure 8. Evolution of the infectious in all patches when $R_{0}>1$.


Figure 9. Evolution of the immune in all patches when $R_{0}>1$.

It can be observed that the infectious do not vanish now. The endemic equilibrium point is given by $\left(S_{\text {end } 1}, S_{\text {end } 2}, S_{\text {end3 }}\right)=(7.61,9.26,8.36)$, $\left(I_{\text {end } 1}, I_{\text {end } 2}, I_{\text {end } 3}\right)=(4.03,3.19,2.70)$, and $\left(R_{\text {end } 1}, R_{\text {end } 2}, R_{\text {end } 3}\right)=(16.40,18.89,19.67)$. A series of numerical experiments are conducted now to analyze the effect of parameters and initial conditions in the location of the endemic point. Thus, the initial values of the populations are now changed to:

$$
\begin{array}{ccc}
S_{1}(0)=55 ; & I_{1}(0)=15 ; & R_{1}(0)=2 \\
S_{2}(0)=40 ; & I_{2}(0)=8 ; & R_{2}(0)=1 \\
S_{3}(0)=22 ; & I_{3}(0)=5 ; & R_{3}(0)=2
\end{array}
$$

The evolution of the system with different initial conditions is shown in Figures 10-12.


Figure 10. Evolution of the susceptible in all patches when $R_{0}>1$ and different initial conditions.


Figure 11. Evolution of the infectious in all patches when $R_{0}>1$ and different initial conditions.


Figure 12. Evolution of the immune in all patches when $R_{0}>1$ and different initial conditions.
The endemic equilibrium point is given by the same values indicated before. Thus, the location of the endemic equilibrium point is not altered by a change in the initial values. Afterwards, the value of $\beta_{3}$ is perturbed (while the others $\beta_{1}$ and $\beta_{2}$ remain unchanged) and the location of the endemic equilibrium point for each case is provided in Table 3.

Table 3. Location of the endemic equilibrium point for different values of $\beta_{3}$.

| $\beta_{3}$ | $\left(S_{\text {end } 1}, \boldsymbol{S}_{\text {end2 } 2}, \boldsymbol{S}_{\text {end3 }}\right)$ | $\left(\boldsymbol{I}_{\text {end } 1}, \boldsymbol{I}_{\text {end } 2}, \boldsymbol{I}_{\text {end } 3}\right)$ | $\left(\boldsymbol{R}_{\text {end } 1,}, \boldsymbol{R}_{\text {end } 2}, \boldsymbol{R}_{\text {end3 }}\right)$ |
| :---: | :---: | :---: | :---: |
| $28.44 \times 10^{-2}$ | $(7.51,9.22,7.57)$ | $(4.00,3.10,2.96)$ | $(16.53,18.85,20.40)$ |
| $37.92 \times 10^{-2}$ | $(7.29,9.13,5.86)$ | $(3.93,2.91,3.53)$ | $(16.79,18.74,21.95)$ |
| $63.20 \times 10^{-2}$ | $(7.00,9.00,3.61)$ | $(3.84,2.67,4.28)$ | $(17.15,18.61,23.99)$ |
| $94.80 \times 10^{-2}$ | $(6.84,8.92,2.44)$ | $(3.80,2.55,4.67)$ | $(17.34,18.55,25.06)$ |

As it can be deduced from Table 3, the location of the endemic equilibrium point changes according to the change in $\beta_{3}$. To conclude this example, consider now the values of ( $\beta_{1}, \beta_{2}, \beta_{3}$ ) included in Table 4 and the corresponding endemic points.

Table 4. Location of the endemic equilibrium point for $\beta=29.92 \times 10^{-2}$.

| $\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \boldsymbol{\beta}_{3}\right)$ | $\left(S_{\text {end } 1}, S_{\text {end } 2}, S_{\text {end3 }}\right)$ | $\left(\boldsymbol{I}_{\text {end } 1}, \boldsymbol{I}_{\text {end } 2}, I_{\text {end }}\right)$ | $\left(\boldsymbol{R}_{\text {end } 1,}, \boldsymbol{R}_{\text {end2 }}, \boldsymbol{R}_{\text {end3 }}\right)$ |
| :---: | :---: | :---: | :---: |
| $(\beta, \beta, \beta)$ | $(7.56,8.83,8.16)$ | $(4.00,3.27,2.74)$ | $(16.46,19.19,19.91)$ |
| $(10 \beta, \beta, \beta)$ | $(0.83,8.37,7.31)$ | $(6.09,2.98,2.20)$ | $(20.95,23.52,20.87)$ |
| $(\beta, 10 \beta, \beta)$ | $(7.01,0.92,7.65)$ | $(3.61,5.23,2.51)$ | $(17.11,24.86,21.24)$ |
| $(\beta, \beta, 10 \beta)$ | $(6.61,8.42,0.90)$ | $(3.73,2.48,5.16)$ | $(17.62,18.76,26.50)$ |

It can be observed in Table 4 how the location of the endemic point changes as the value $10 \beta$ moves from one position to another one within the vector [ $\beta_{1}, \beta_{2}, \beta_{3}$ ]. Overall, it is concluded that the endemic point does not change with variations of initial conditions, but it generally does with parameter changes.

Example 3. Finally, consider the Hong Kong influenza epidemic in New York City in 1968-1969. This influenza outbreak is modeled by an SIR epidemic model with the following parameters [36]:

$$
\beta=3.24 \times 10^{-7}, \gamma=1.78
$$

in units of week ${ }^{-1}$. The patchy environment is inspired on this real case and it is composed of three cities (or patches), $n=3$, with spreading parameters similar to the above ones and given by:

$$
\begin{aligned}
\Lambda=\left[\Lambda_{i}\right] & =\left[\begin{array}{ccc}
5 & 4.5 & 5.5
\end{array}\right] \times 10^{3}, \beta=\left[\beta_{i}\right]=\left[\begin{array}{lll}
3.24 & 3.18 & 3.08
\end{array}\right] \times 10^{-7} \\
d^{X}=\left[d_{i}^{X}\right] & =\left[\begin{array}{lll}
1 / 70 & 1 / 71 & 1 / 72
\end{array}\right] \text { years }^{-1}, \gamma=\left[\gamma_{i}\right]=\left[\begin{array}{lll}
1.78 & 1.82 & 1.75
\end{array}\right]
\end{aligned}
$$

in units of week ${ }^{-1}$ except otherwise indicated and the symbol $d^{X}$ stands for $d^{S}, d^{I}, d^{R}$. The initial conditions for the populations are given by the 1970 New York City census as:

$$
S_{1}(0)=7,960,000 ; \quad I_{1}(0)=15,000 ; \quad R_{1}(0)=0
$$

while the initial conditions for the remaining patches are given, similarly, by:

$$
\begin{array}{lll}
S_{2}(0)=8,600,000 ; & I_{2}(0)=20,000 ; & R_{2}(0)=0 \\
S_{3}(0)=7,200,000 ; & I_{3}(0)=19,000 ; & R_{3}(0)=0
\end{array}
$$

The travel matrices are defined by:

$$
A=10^{-2} \times\left(\begin{array}{ccc}
0 & 1.2 & 0.3 \\
1.1 & 0 & 1 \\
1.2 & 1.4 & 0
\end{array}\right), \quad B=10^{-2} \times\left(\begin{array}{ccc}
0 & 1.12 & 0.4 \\
1.22 & 0 & 0.85 \\
1 & 1.14 & 0
\end{array}\right), \quad C=10^{-2} \times\left(\begin{array}{ccc}
0 & 0.78 & 0.56 \\
1 & 0 & 0.95 \\
1.2 & 0.94 & 0
\end{array}\right)
$$

The aim of this example is to show the effect of the vaccination strategies introduced in Section 4. The evolution of the system without vaccination is displayed in Figures 13-15.


Figure 13. Evolution of the susceptible subpopulation within each patch.


Figure 14. Evolution of the infectious subpopulation within each patch.


Figure 15. Evolution of the immune subpopulation within each patch.
As it can be observed in Figure 14, the influenza outbreak reaches a peak during the spreading of the infection. In order to reduce the severity of the outbreak, the two vaccination strategies proposed in Section 4 are now applied and compared. To this end, consider the control matrices given by:

$$
K=A+\operatorname{Diag}\left(\left[10^{-2}, 0.6 \times 10^{-2}, 0.9 \times 10^{-2}\right]\right) ; \quad M_{i}=5 \times 10^{5} ; \quad M_{0}=0.9 \Lambda ; \quad V_{0}=M_{0}
$$

It can be readily seen that the above selection satisfies the constraints imposed by (30). Moreover, the thresholds to be used in Strategy 2 are given by $\varepsilon_{1}=4.3 \times 10^{6} ; \quad \varepsilon_{2}=5.1 \times 10^{6} ; \quad \varepsilon_{3}=4.7 \times 10^{6}$. The Figures 16-21 display the evolution of various infectious subpopulations in agreement with the implemented vaccination controls. The Figure 16, Figure 18, and Figure 20 show the evolution of the infectious subpopulation at each patch without vaccination and when both vaccination strategies introduced in Section 4 are employed. Furthermore, the Figure 16, Figure 18, and Figure 20 show the vaccination commands generated by both strategies at each patch. It can be seen that the solution trajectory of the infectious is non-negative and globally bounded as it is proved in Theorem 4. From Figure 16, Figure 18, and Figure 20 it can also be concluded that the application of a judicious vaccination campaign significantly reduces the peak caused by the outbreak. In addition, Figure 17, Figure 19, and Figure 21 show that Strategies 1 and 2 generate very similar infectious subpopulation profiles, where the plots for both cases are almost superimposed. However, the vaccination law profile through time is different for Strategies 1 and 2, fact that can be observed in Figure 17, Figure 19, and Figure 21. During the first weeks, both control laws are the same but when the susceptible reach the corresponding prescribed threshold, the susceptible feedback term of Strategy 2's vaccination law is switched off and only a constant vaccination is applied. The shutting down of the feedback term causes a noticeable decrease of the control command while the evolution of the infectious subpopulations is similar. Consequently, the vaccination Strategy 2 is able to reduce the outbreak peak, saving vaccination effort. Notice that, in this experiment, each patch disposes of full information of the remaining ones since the values of the susceptible subpopulation at the others patches are used to calculate the amount of vaccination according to Equations (31)-(33).


Figure 16. Evolution of the infectious subpopulation within patch 1 under different vaccination strategies.


Figure 17. Vaccination law in patch 1 for Strategies 1 and 2.


Figure 18. Evolution of the infectious subpopulation within patch 2 under different vaccination strategies.


Figure 19. Vaccination law in patch 2 for Strategies 1 and 2.


Figure 20. Evolution of the infectious subpopulation within patch 3 under different vaccination strategies.


Figure 21. Vaccination law in patch 3 for Strategies 1 and 2.
Now, we will change the matrix $K$ so that it takes the following upper-triangular form:

$$
K=\left(\begin{array}{ccc}
10^{-2} & 0.1 A_{12} & 0.1 A_{13} \\
0 & 0.6 \times 10^{-2} & 0.1 A_{23} \\
0 & 0 & 0.9 \times 10^{-2}
\end{array}\right)
$$

In this case, the first patch has available information of the second and third patches, the second patch has only information of the third patch which has only self-information. This structure implies for the first patch, for instance, that the vaccination law considers an amount of $10 \%$ of individuals coming into the patch from the second and third ones in order to calculate the total administered vaccination. It is important to notice the difference with respect to the previous example, where all the amount of travelling individuals (coming in and going out of the patch) is considered to calculate the vaccination. The illness evolution is displayed in the various Figures 22-27. In particular, the evolution of the infectious under these circumstances is depicted for each patch in Figure 22, Figure 24, and Figure 26. On the other hand, the vaccination generated by each one of the strategies is displayed for each patch in Figure 23, Figure 25, and Figure 27. The main conclusions drawn before regarding the effect of applying an appropriate vaccination to individuals as well as those related to the comparison of Strategies 1 and 2 hold here too. However, in this case the peak in the infectious in reduced less by applying vaccination than in the previous example. The main reason for this issue is that with the new control matrix, $K$, the number of administered vaccines is much lower now than in the previous case. This fact can be observed by comparing the Figures 17 and 23, Figures 19 and 25, and Figures 21 and 27. This result shows the importance of vaccination campaigns in order to control an epidemic outbreak in a patchy environment.


Figure 22. Evolution of the infectious subpopulation within patch 1 under different vaccination strategies and upper-triangular matrix $K$.


Figure 23. Vaccination law in patch 1 for Strategies 1 and 2 with upper-triangular matrix $K$.


Figure 24. Evolution of the infectious subpopulation within patch 2 under different vaccination strategies and upper-triangular matrix $K$.


Figure 25. Vaccination law in patch 2 for Strategies 1 and 2 with upper-triangular matrix $K$.


Figure 26. Evolution of the infectious subpopulation within patch 3 under different vaccination strategies and upper-triangular matrix $K$.


Figure 27. Vaccination law in patch 3 for Strategies 1 and 2 with upper-triangular matrix $K$.

## 6. Conclusions

This paper has considered a SIR epidemic model in a patchy environment, each patch being assumed to have its own health or medical centre. It has been assumed that there are potential travellers coming into and leaving each patch which are interchanged with the remaining patches. It has been assumed that the vaccination controls are exerted at each community health centre while either the total information or a partial information of the total subpopulations, including the interchanging ones, is shared by all the set of health centres of the whole environment under study. In this way, vaccination control laws involving constant terms and feedback information on the susceptible subpopulations have been proposed and discussed to be administrated at each health centre. In the cases that not all the information of the subpopulations distributions at other patches is known by the health centre of each particular patch, the feedback vaccination rule is considered to have a decentralized nature. Since there the control laws involved crossed gains to take into account or not (if such gains are zeroed) the couplings between patches, the vaccination action can be of either a centralized or of a (totally or partially) decentralized nature. The paper has also investigated the existence, allocation (depending on the vaccination control gains) and uniqueness of the disease-free equilibrium point as well as the existence of at least an attainable and stable endemic equilibrium point. A formal analytic characterization of the potential whole set of endemic equilibrium points has also being given based on algebraic mathematical tools for the solvability of algebraic systems of equations.
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## Appendix A

Proof of Theorem 3. Note that $U$ is nonsingular since it has non-positive off-diagonal entries with the sum of all the entries per column being positive. Thus, $(-U) \in M_{E}^{n \times n}$ is non-singular matrix with $U^{-1} \succ 0$ so that $(-U)$ is a stability matrix. Property (i) has been proved. On the other hand, note that the Jacobian matrix of the linearized system solution trajectory of the infectious subpopulations around the disease-free equilibrium point is $(F-U)$ where $(-U)$ is a Metzler stability matrix from Property (i). Therefore, such a linearized system is globally exponentially stable if $F=0$, that is if $\beta_{i}=0$ (fully absence of illness) ; $\forall i \in \bar{n}$. Since the constraints $\beta_{i}=0 ; \forall i \in \bar{n}$ remove the quadratic terms from the model dynamics, it follows also that the stability is asymptotically global for the whole model. Property (ii) has been proved. Now, note that $F-U=\left(I_{n}-F U^{-1}\right)(-U)$ since $(-U)$ is a Metzler stability matrix, then non-singular, from Property (i). If $F=0, F-U=-U$ is a stability matrix and it continuous to be a stability matrix from the continuity of its eigenvalues as functions of its entries for any $F \succeq 0$ such that $R_{0}=\rho\left(F U^{-1}\right)<1$. Therefore, the disease-free equilibrium point is locally asymptotically stable if $R_{0}<1$. It has a critically stable eigenvalue for $R_{0}=1$ and it is unstable if $R_{0}>1$. Property (iii) has been proved. On the other hand, decompose $U=U_{d}+U_{o d}$, where $U_{d}$ is the diagonal part of $U$ and $U_{o d}$ is its off-diagonal part. Since $U_{d}$ and $U$ are non-singular, one gets:

$$
\begin{equation*}
U=U_{d}+U_{o d}=U_{d}\left(I_{n}+U_{d}^{-1} U_{o d}\right) \tag{A1}
\end{equation*}
$$

Note also that the matrix $D_{S S}$ is non-singular from Theorem 1 and it can be decomposed as the sum of its diagonal $D_{S S d}$, which is also non-singular, and non-diagonal $D_{S S o d}$, parts to yield:

$$
\begin{equation*}
D_{S S}=D_{S S d}+D_{S S o d}=D_{S S d}\left(I_{n}+D_{S S d}^{-1} D_{S S o d}\right) \tag{A2}
\end{equation*}
$$

so that

$$
\begin{equation*}
U^{-1}=\left(I_{n}+U_{d}^{-1} U_{o d}\right)^{-1} U_{d}^{-1} ; D_{S S}^{-1}=\left(I_{n}+D_{S S d}^{-1} D_{S S o d}\right)^{-1} D_{S S d}^{-1} \tag{A3}
\end{equation*}
$$

Assume that $\left\|U_{o d}\right\|_{2}<1 /\left\|U_{d}^{-1}\right\|_{2}$ and $\left\|D_{S S o d}\right\|_{2}<1 /\left\|D_{S S d}^{-1}\right\|_{2}$. Then, one gets from Banach's Perturbation Lemma [13]:

$$
\begin{equation*}
\left\|U^{-1}\right\|_{2} \leq \frac{\left\|U_{d}^{-1}\right\|_{2}}{1-\left\|U_{d}^{-1}\right\|_{2}\left\|U_{o d}\right\|_{2}} ;\left\|D_{S S}^{-1}\right\|_{2} \leq \frac{\left\|D_{S S d}^{-1}\right\|_{2}}{1-\left\|D_{S S d}^{-1}\right\|_{2}\left\|D_{S S o d}\right\|_{2}} \tag{A4}
\end{equation*}
$$

Then, by using Equations (3), (4)-(8) and Equation (11), since $F$ is diagonal and $U^{-T} U^{-1}$ is symmetric, the reproduction number satisfies that:

$$
\begin{equation*}
R_{0}=\rho\left(F U^{-1}\right) \leq\left\|F U^{-1}\right\|_{2} \leq\|F\|_{2}\left\|U^{-1}\right\|_{2}=\rho(F) \sqrt{\lambda_{\max }\left(U^{-T} U^{-1}\right)}=\rho(F) \rho^{1 / 2}\left(U^{-T} U^{-1}\right) \tag{A5}
\end{equation*}
$$

which leads to Equation (16). One gets also from Equation (16) and Equation (A4) that:

$$
\begin{equation*}
R_{0}=\rho\left(F U^{-1}\right) \leq \beta \max _{1 \leq i \leq n}\left(\beta_{i r}\right) \frac{\left\|D_{S S d}^{-1}\right\|_{2}}{1-\left\|D_{S S d}^{-1}\right\|_{2}\left\|D_{S S o d}\right\|_{2}}\left\|\Lambda-V_{0}\right\|_{2}\left\|\left(U^{-1} U^{-T}\right)^{2}\right\|_{2}^{1 / 4} \tag{A6}
\end{equation*}
$$

which leads to Equation (17). Property (iv) has been proved. Finally, note from Equation (17) that $\bar{R}_{02}$ is minimized if $K_{i j}=a_{i j} ; \forall i, j \in \bar{n} \backslash\{1\}$, implying that $D_{S S o d}=0$ for any given model parameters and constant vaccination vector $V_{0}$. On the other hand, it follows from Equation (17) that $\bar{R}_{02}=0$, then $R_{0}=0$, if $\Lambda_{i}=V_{i 0} ; \forall i \in \bar{n}$ is the influx of population into the $i$-th patch. Property (v) is proved.

## Appendix B

Proof of Theorem 5. One firstly sums up the two first equations of Equation (1), so as to primarily delete the influence of the disease transmission rates towards a linearization study. Secondly, one expands the obtained result jointly with the third equation in a single compacted algebraic system while taking into account Equation (2). Then, one gets that Equations (22)-(23), subject to Equations (20), (21) and (24), hold. From Theorem 1 (i), the limit total population $N^{*}$ is unique for the disease-free equilibrium point and any endemic attainable existing equilibrium point and this amount is allocated as first element in the linear system Equation (27). Then, one has to solve the auxiliary linear system $A x=b$ in $x=x(y)$ with $A$ and $b$ defined in (26) which gives the endemic equilibrium points. It is known that there is (at least) one attainable endemic equilibrium point from Theorem 4 (ii) since $R_{0} \geq 1$. Therefore, the above algebraic system has, at least, an attainable endemic solution and, from the Rouché-Froebenius theorem from Linear Algebra, Equation (25) holds. The whole set of endemic equilibrium solutions, including the attainable and unattainable ones, has to satisfy Equation (27). But note that the above algebraic system has only a partial information on the epidemic model Equations (1)-(2) since it does not include the information on the influence of the disease coefficient rates because of summing up action on the two first equations of Equation (1) leading to cancel the nonlinear common term. Therefore, the constraints Equation (28) are got by incorporating to Equation (27) the second equation of Equation (1) including the nonlinear term excluded from Equations (22) and (23). So, the particular vector $y$ of the general solution Equation (27) is constrained to fulfill Equation (28). Property (i) has been proved.

On the other hand, if $B$ is irreducible, one deduces from Theorem 2 (i) that at any attainable endemic equilibrium point, the limit endemic infectious subpopulations at any patches are nonzero since if they are zero then there is no endemic infection. So, Property (ii) follows from the proof of Property (i) with $y$ being restricted to belong to the set $Y_{a}$. In the same way, Property (iii) follows with $y$ restricted to belong to $Y_{b}$ since $B$ is irreducible, $A-K$ is irreducible and positive and $V_{i 0}=\Lambda_{i} ; \forall i \in \bar{n}$ so that the endemic equilibrium infectious population is positive at any patch and the susceptible ones at all patches are either all of them zero and or all of them nonzero from the first part of Theorem 2 (ii). Finally, Property (iv) follows under similar arguments from the second part of Theorem 2 (ii) involving the joint irreducibility of the positive matrices $B, A-K$ and $C$.

Proof of Corollary 1. If $R_{0} \geq 1$ then $\bar{y} \in R^{3 n}$ always exists such that $x=A^{\dagger} b+\left(I_{3 n}-A^{\dagger} A\right) \bar{y} \succ 0$ is an endemic attainable equilibrium point from Theorem 4 (ii). Then, $x=A^{\dagger} b+\left(I_{3 n}-A^{\dagger} A\right) y$, where $y=$ $\bar{y}+y^{\prime}$ for any $y^{\prime} \in \operatorname{Ker}\left(I_{3 n}-A^{\dagger} A\right)$. Since the whole endemic infectious subpopulation being the sum of all the infection subpopulations in all the patches is non-zero, it holds that $E\left(y+A^{\dagger}(b-A y)\right) \succ 0$, that is, the endemic infectious subpopulation in at least one patch has to be positive. If Bis irreducible, then the infectious subpopulations at the endemic steady-state are nonzero in all patches since, otherwise, the infections total endemic equilibrium subpopulation would be identically zero (Theorem 2.1 (i)). For uniqueness, of such an equilibrium point, the constraints Equation (28) should also hold (Theorem 5 (i)). The necessity of the constraints 1 to 3 for the uniqueness of any existing stable attainable endemic equilibrium point have been proved and it is also known that such a point always exists since $R_{0} \geq 1$ (Theorem 4 (ii) and (iii)). Now, group the constraints Equation (28), as components of a vector $\beta=\left(\beta_{1}, \beta_{2}, \cdots, \beta_{n}\right)^{T}$, resulting the following vector equation:

$$
\begin{equation*}
\beta=\gamma_{1} \gamma_{2}(y) \gamma_{3}(y)=\gamma_{1} \gamma_{2}(\bar{y}) \gamma_{3}(\bar{y}) \tag{A7}
\end{equation*}
$$

for any $y=\bar{y}+y^{\prime}$ with $y^{\prime} \in \operatorname{Ker}\left(I_{3 n}-A^{\dagger} A\right)$, where

$$
\begin{gather*}
\gamma_{1}=\left[\begin{array}{c}
\gamma_{11}^{T} \\
\gamma_{12}^{T} \\
\vdots \\
\gamma_{1 n}^{T}
\end{array}\right] ; \gamma_{3}(\bar{y})=\left[\begin{array}{c}
1 / \gamma_{31}(\bar{y}) \\
1 / \gamma_{32}(\bar{y}) \\
\vdots \\
1 / \gamma_{3 n}(\bar{y})
\end{array}\right]  \tag{A8}\\
\gamma_{2}(\bar{y})=\operatorname{Diag}\left[\gamma_{21}(\bar{y}), \gamma_{22}(\bar{y}), \ldots, \gamma_{2 n}(\bar{y})\right]  \tag{A9}\\
\gamma_{1 i}^{T}=\left(d_{i}^{I}+\gamma_{i}+\sum_{j(\neq i)=1}^{n} b_{j i}\right) e_{n+i}^{T}-\sum_{j(\neq i)=1}^{n} b_{i j} e_{n+j}^{T} ; i \in \bar{n}  \tag{A10}\\
\gamma_{2 i}(\bar{y})=e_{i}^{T} A^{\dagger} b+\left(1-e_{i}^{T} A^{\dagger} A\right) \bar{y} ; i \in \bar{n}  \tag{A11}\\
\gamma_{3 i}(\bar{y})=e_{i}^{T}\left[A^{\dagger} b+\left(I_{3 n}-A^{\dagger} A\right) \bar{y}\right]\left[A^{\dagger} b+\left(I_{3 n}-A^{\dagger} A\right) \bar{y}\right]^{T} e_{n+i} ; i \in \bar{n} \tag{A12}
\end{gather*}
$$

If the endemic equilibrium solution $x$ is unique for $y=\bar{y}+y^{\prime}$ then $y^{\prime} \in \operatorname{Ker}\left(I_{3 n}-A^{\dagger} A\right)$ and the given constant vector $\beta$ of coefficient transmission rates satisfies Equation (28) for any $y^{\prime} \in$ $\operatorname{Ker}\left(I_{3 n}-A^{\dagger} A\right)$. If the constraint 3 is fulfilled for some $y^{\prime} \notin \operatorname{Ker}\left(I_{3 n}-A^{\dagger} A\right)$ then $x$ is not unique and Equation (28) is violated for $y=\bar{y}+y^{\prime}$. Therefore, the endemic equilibrium solution is unique under the constraints 1 to 3 if and only if $\Delta \beta=\left(\nabla_{\bar{y}^{T}} \beta\right) \Delta y \neq 0$ for the gradient matrix:

$$
\nabla_{\bar{y}^{\tau}} \beta=\left[\begin{array}{cccc}
\frac{\partial \beta_{1}}{\partial \bar{y}_{1}} & \frac{\partial \beta_{1}}{\partial \bar{y}_{2}} & \cdots & \frac{\partial \beta_{1}}{\partial \bar{y}_{1}}  \tag{A13}\\
\frac{\partial \beta_{2}}{\partial \bar{y}_{1}} & \frac{\partial \beta_{2}}{\partial \bar{y}_{2}} & \cdots & \frac{\partial \beta_{2}}{\partial \bar{y}_{3 n}} \\
\cdots & \cdots & \cdots & \dddot{\beta_{1}} \\
\frac{\partial \beta_{n}}{\partial \bar{y}_{1}} & \frac{\partial \beta_{n}}{\partial \bar{y}_{2}} & \cdots & \frac{\partial \beta_{n}}{\partial \bar{y}_{3 n}}
\end{array}\right]
$$

for any $\Delta y \notin \operatorname{Ker}\left(I_{3 n}-A^{\dagger} A\right)$. In other words, and from the equivalence of a logic proposition with its contra-positive one, if and only if, $\operatorname{Ker}\left(\nabla_{\bar{y}^{T}} \boldsymbol{\beta}\right) \subseteq \operatorname{Ker}\left(I_{3 n}-A^{\dagger} A\right)$. Note that

$$
\gamma_{2}(\bar{y}) \gamma_{3}(\bar{y})=\left[\begin{array}{c}
\gamma_{21}(\bar{y}) / \gamma_{31}(\bar{y})  \tag{A14}\\
\gamma_{22}(\bar{y}) / \gamma_{32}(\bar{y}) \\
\vdots \\
\gamma_{2 n}(\bar{y}) / \gamma_{3 n}(\bar{y})
\end{array}\right]
$$

Thus, in order to operate with the needed gradients in a closed form, define also the vector $\hat{\gamma}_{2}(\bar{y})$ associated with the matrix $\gamma_{2}(\bar{y})$ and the matrix $\hat{\gamma}_{3}(\bar{y})$ associated with the vector $\gamma_{3}(\bar{y})$ as follows:

$$
\hat{\gamma}_{2}(\bar{y})=\left[\begin{array}{c}
\gamma_{21}(\bar{y})  \tag{A15}\\
\gamma(\bar{y})_{22} \\
\vdots \\
\gamma_{2 n}(\bar{y})
\end{array}\right] ; \hat{\gamma}_{3}(\bar{y})=\operatorname{Diag}\left[1 / \gamma_{31}(\bar{y}), 1 / \gamma_{32}(\bar{y}), \ldots, 1 / \gamma_{3 n}(\bar{y})\right]
$$

Since the transposition and Moore-Penrose inversion can be permuted for any matrix, Equation (A12) can be expressed equivalently as follows:

$$
\begin{equation*}
\gamma_{3 i}(\bar{y})=\left[b^{T} A^{\dagger^{T}}+\bar{y}^{T}\left(I_{3 n}-A^{T} A^{\dagger^{T}}\right)\right] e_{i} e_{n+i}^{T}\left[A^{\dagger} b+\left(I_{3 n}-A^{\dagger} A\right) \bar{y}\right] ; i \in \bar{n} \tag{A16}
\end{equation*}
$$

Note from Equations (A8)-(A12) via Equation (A14) subject to Equation (A15) and Equation (A16) that

$$
\begin{gather*}
\nabla_{\bar{y}^{T}} \boldsymbol{\gamma}_{1}=0 ; \nabla_{\bar{y}^{T}} \hat{\boldsymbol{\gamma}}_{2}(\bar{y})=\operatorname{Diag}\left(1-\left(A^{\dagger} A\right)_{11}, 1-\left(A^{\dagger} A\right)_{22^{\prime}} \cdots, 1-\left(A^{\dagger} A\right)_{3 n \times 3 n}\right), \\
\nabla_{\bar{y}^{T}} \gamma_{3 i}(\bar{y})=2\left[b^{T} A^{\dagger^{\mathrm{T}}} e_{i} e_{n+i}^{T}\left(I_{3 n}-A^{\dagger} A\right)-\bar{y}^{T}\left(I_{3 n}-A^{T} A^{+^{\mathrm{T}}}\right) e_{i} e_{n+i}^{T} A^{\dagger} A\right], \\
\nabla_{\bar{y}^{\mathrm{T}}} \boldsymbol{\gamma}_{3}(\bar{y})=2\left[\begin{array}{c}
b^{T} A^{\dagger^{\mathrm{T}}} e_{1} e_{n+1}^{T}\left(I_{3 n}-A^{\dagger} A\right)-\bar{y}^{T}\left(I_{3 n}-A^{T} A^{+^{\mathrm{T}}}\right) e_{1} e_{n+1}^{T} A^{\dagger} A \\
b^{T} A^{+^{\mathrm{T}}} e_{2} e_{n+2}^{T}\left(I_{3 n}-A^{\dagger} A\right)-\bar{y}^{T}\left(I_{3 n}-A^{T} A^{+^{\mathrm{T}}}\right) e_{2} e_{n+2}^{T} A^{\dagger} A \\
\vdots \\
b^{T} A^{\dagger^{\mathrm{T}}} e_{n} e_{2 n}^{T}\left(I_{3 n}-A^{\dagger} A\right)-\bar{y}^{T}\left(I_{3 n}-A^{T} A^{\dagger^{\mathrm{T}}}\right) e_{n} e_{2 n}^{T} A^{\dagger} A
\end{array}\right] \tag{A17}
\end{gather*}
$$

and direct gradient calculations yield:

$$
\begin{gather*}
\left(\nabla_{\bar{y}^{T}} \boldsymbol{\beta}\right) \Delta y=\left(\nabla_{\bar{y}^{T}}\left[\gamma_{1} \gamma_{2}(\bar{y}) \gamma_{3}(\bar{y})\right]\right) \Delta y=\gamma_{1} \cdot \nabla_{\bar{y}^{T}}\left[\gamma_{2}(\bar{y}) \gamma_{3}(\bar{y})\right] \Delta y \\
=\gamma_{1}\left(\gamma_{2}(\bar{y}) \cdot \nabla_{\bar{y}^{T}} \boldsymbol{\gamma}_{3}(\bar{y})+\nabla_{\bar{y}^{T}}\left[\hat{\gamma}_{2}(\bar{y})\right] \hat{\gamma}_{3}(\bar{y})\right) \Delta y \tag{A18}
\end{gather*}
$$

Then, the endemic equilibrium point is unique if and only if

$$
\begin{equation*}
\operatorname{Ker}\left(\gamma_{1}\left(\gamma_{2}(\bar{y}) \cdot \nabla_{\bar{y}^{T}} \boldsymbol{\gamma}_{3}(\bar{y})+\nabla_{\bar{y}^{T}}\left[\hat{\gamma}_{2}(\bar{y})\right] \hat{\gamma}_{3}(\bar{y})\right)\right) \subseteq \operatorname{Ker}\left(I_{3 n+1}-A^{\dagger} A\right) \tag{A19}
\end{equation*}
$$

provided that the constraints $1-3$ hold.
Proof of Theorem 6. For the endemic equilibrium point to exist and be attainable, there exists a non-negative real number $v$ such that $S_{e n d}^{*}=v I_{\text {end }}^{*}$. If $n=1$ the travel matrices in Equation (1) are zeroed and one has at the endemic equilibrium point that:

$$
\begin{gather*}
\Lambda-\beta v I_{\text {end }}^{*^{2}}-d^{S} v I_{\text {end }}^{*}-V=0  \tag{A20}\\
\beta v I_{\text {end }}^{*^{2}}-\left(d^{I}+\gamma\right) I_{\text {end }}^{*}=0  \tag{A21}\\
\gamma I_{\text {end }}^{*}-d^{R} R_{\text {end }}^{*}+V=0 \tag{A22}
\end{gather*}
$$

One gets from Equation (A21) for $I_{\text {end }}^{*} \neq 0$, since $v=\frac{S_{\text {end }}^{*}}{I_{\text {end }}^{*}}$ that $I_{\text {end }}^{*}=\frac{d^{I}+\gamma}{\beta v}=\frac{\left(d^{I}+\gamma\right) I_{\text {end }}^{*}}{\beta S_{\text {end }}^{*}}$ leading to $S_{\text {end }}^{*}=\frac{d^{I}+\gamma}{\beta}$. Replacing this value in Equation (A20) leads to $I_{\text {end }}^{*}=\frac{\beta(\Lambda-V)-d^{S}\left(d^{I}+\gamma\right)}{\beta\left(d^{I}+\gamma\right)}$. Note that $S_{\text {end }}^{*}>0$ and also that if $I_{\text {end }}^{*} \geq 0$, then $v>0$ and $I_{\text {end }}^{*} \geq 0$ (respectively, $I_{\text {end }}^{*}>0$ ) if $\beta \geq \beta_{c}$ (respectively, $\beta>\beta_{c}$ ). It is direct to see that the disease-free equilibrium point is $S_{d f}^{*}=\frac{\Lambda-V}{d^{S}}, I_{d f}^{*}=0$ and $R_{d f}^{*}=\frac{V}{d^{R}}$, and that $\beta \geq \beta_{c}$ is fully equivalent to $R_{0}=\frac{S_{d f}^{*}}{S_{e n d}^{*}} \geq 1$ implying the attainability of the endemic equilibrium point. Note from Equation (A22) that $R_{\text {end }}^{*}=\frac{V+\gamma I_{\text {end }}^{*}}{d^{R}}$ which leads to $R_{\text {end }}^{*}=\frac{\beta\left(d^{I}+\gamma\right) V+\gamma\left[\beta(\Lambda-V)-d^{S}\left(d^{I}+\gamma\right)\right]}{\beta d^{R}\left(d^{I}+\gamma\right)}$.

After replacing the calculated endemic infectious amount. Note also that:
(1) If $R_{0}=1$ then the endemic equilibrium point is confluent with the disease-free one which is locally asymptotically stable.
(2) If $R_{0}<1$ then the endemic equilibrium point is not attainable since it has negative component.
(3) If $R_{0}<1$ then the disease- free equilibrium point is locally asymptotically stable since the state-solution trajectory of the Jacobian matrix at such a point is a stability matrix. It is also globally asymptotically stable since: (a) it is the unique attainable equilibrium point which is,
furthermore, locally asymptotically stable; (b) the total population is bounded; and (c) all the subpopulations are non-negative for all time implying that all of them are bounded for all time as result; (d) if it would be potentially surrounded by some limit cycle, such a cycle should be unstable since the critical point is asymptotically stable.

On the other hand, if $V(t)=V_{0}+K S(t)$ then $S_{d f}^{*}=\frac{\Lambda-V_{d f}^{*}}{d^{S}}=\frac{\Lambda-V_{0}-K S_{d f}^{*}}{d^{S}}$ leading to $S_{d f}^{*}=\frac{\Lambda-V_{0}}{d^{S}+K}$, and $R_{d f}^{*}=\frac{V_{d f}^{*}}{d^{R}}=\frac{V_{0}+K S_{d f}^{*}}{d^{R}}=\frac{V_{0}+K\left(\Lambda-V_{0}\right) /\left(d^{S}+K\right)}{d^{R}}$ leading to $R_{d f}^{*}=\frac{K \Lambda+d_{S} V_{0}}{d^{R}\left(d^{S}+K\right)}$. If $V_{0}=K=0$ then $S_{d f}^{*}=\frac{\Lambda}{d^{5}}$ and $R_{d f}^{*}=0$ The result has been fully proved after calculating the total equilibrium population by summing up the susceptible and immune equilibrium subpopulations.

## Appendix C

Proof of Theorem 7. Note that there exists $U_{u n}^{-1} \succ 0$, what is obvious since $\left(-U_{u n}\right)$ is a Metzler stability matrix. If $\rho\left(U_{u n}^{-1} \widetilde{U}\right)<1$ then there exists $\left(U_{u n}+\widetilde{U}\right)^{-1}=\left(U_{u n}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)\right)^{-1}=$ $\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1} U_{u n}^{-1}$. Thus,

$$
\begin{equation*}
R_{0 c}=\rho\left(F_{c} U_{c}^{-1}\right)=\rho\left[\left(F_{u n}+\widetilde{F}\right)\left(U_{u n}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)\right)^{-1}\right]=\rho\left[\left(F_{u n}+\widetilde{F}\right) M U_{u n}^{-1}\right] \tag{A23}
\end{equation*}
$$

where $M=\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1}=U_{c}^{-1} U_{u n}$. Since $M\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)=\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right) M=I_{3 n}$ then

$$
\begin{equation*}
M=I_{3 n}-U_{u n}^{-1} \widetilde{U} M=I_{3 n}-U_{u n}^{-1} \widetilde{U}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1}=I_{3 n}-U_{u n}^{-1} \widetilde{U} U_{u n} \tag{A24}
\end{equation*}
$$

Thus, the following matrix equalities hold from:

$$
\begin{equation*}
F_{c} U_{c}^{-1}=F_{u n} M U_{u n}^{-1}+\widetilde{F} M U_{u n}^{-1}=\left(F_{u n}+\widetilde{F}\right) U_{u n}^{-1}\left(I_{3 n}-\widetilde{U} U_{c}^{-1}\right) \tag{A25}
\end{equation*}
$$

Now, one has

$$
\begin{gather*}
\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1}=\left(U_{u n}^{-1} U_{u n}+U_{u n}^{-1} \widetilde{U}\right)^{-1}=\left(U_{u n}+\widetilde{U}\right)^{-1} U_{u n}=U_{c}^{-1} U_{u n}  \tag{A26}\\
\quad-\left(F_{u n}+\widetilde{F}\right) U_{u n}^{-1} \widetilde{U}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1}=-\left(F_{u n}+\widetilde{F}\right) U_{u n}^{-1} \widetilde{U} U_{c}^{-1} U_{u n} \tag{A27}
\end{gather*}
$$

and one has from Equation (A27) that:
$R_{0 c} \leq R_{0 u n}$ if

$$
\begin{equation*}
0 \prec F_{u n} U_{u n}^{-1}\left(I_{3 n}-\widetilde{U} U_{c}^{-1}\right)+\widetilde{F} U_{u n}^{-1}\left(I_{3 n}-\widetilde{U} U_{c}^{-1}\right) \prec F_{u n} U_{u n}^{-1} \tag{A28}
\end{equation*}
$$

Note that Equation (A28) is equivalent to:

$$
\begin{equation*}
-F_{u n} U_{u n}^{-1} \prec-F_{u n} U_{u n}^{-1} \widetilde{U} U_{c}^{-1}+\widetilde{F} U_{u n}^{-1}\left(I_{3 n}-\widetilde{U} U_{c}^{-1}\right) \prec 0 \tag{A29}
\end{equation*}
$$

then to

$$
\begin{equation*}
-F_{u n} U_{u n}^{-1}\left(I_{3 n}-\widetilde{U} U_{c}^{-1}\right) \prec \widetilde{F} U_{u n}^{-1}\left(I_{3 n}-\widetilde{U} U_{c}^{-1}\right) \prec F_{u n} U_{u n}^{-1} \widetilde{U} U_{c}^{-1} \tag{A30}
\end{equation*}
$$

The constraints Equation (A30) can be written in equality form as follows:

$$
\begin{equation*}
-F_{u n} U_{u n}^{-1}\left(I_{3 n}-\widetilde{U} U_{c}^{-1}\right)+M_{1}=\widetilde{F} U_{u n}^{-1}\left(I_{3 n}-\widetilde{U}\right)=F_{u n} U_{u n}^{-1} \widetilde{U} U_{c}^{-1}-\left|M_{2}\right| \tag{A31}
\end{equation*}
$$

for some given real $3 n$ matrices $M_{1} \succ 0$ and $M_{2} \succ 0$. Since $\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1}=U_{c}^{-1} U_{u n}$, note that

$$
\begin{equation*}
\widetilde{U} U_{c}^{-1} U_{u n}=\widetilde{U}\left[U_{u n}^{-1}\left(U_{u n}+\widetilde{U}\right)\right]^{-1}=\widetilde{U}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1} \tag{A32}
\end{equation*}
$$

so that, if $\rho\left(U_{u n}^{-1} \widetilde{U}\right)<1$, one has that $\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1}$ exists and

$$
\begin{equation*}
I_{3 n}-\widetilde{U} U_{c}^{-1} U_{u n}=I_{3 n}-\widetilde{U}\left(U_{u n}+\widetilde{U}\right)^{-1} U_{u n}=I_{3 n}-\widetilde{U}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1} \tag{A33}
\end{equation*}
$$

is also nonsingular if $\rho\left(\widetilde{U} U_{c}^{-1}\right)=\rho\left[\widetilde{U}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1}\right]<1$. From Banach Perturbation Lemma [13],

$$
\begin{equation*}
\left\|\widetilde{U}\left(U_{u n}+\widetilde{U}\right)^{-1} U_{u n}\right\|_{2}=\left\|\widetilde{U}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1}\right\|_{2} \leq\|\widetilde{U}\|_{2} \frac{1}{1-\|\widetilde{U}\|_{2}\left\|U_{u n}^{-1}\right\|_{2}}<1 \tag{A34}
\end{equation*}
$$

that is, if $\|\widetilde{U}\|_{2}<1 / 2\left\|U_{u n}^{-1}\right\|_{2}$ which ensures both the previous condition $\rho\left(U_{u n}^{-1} \widetilde{U}\right)<1$ guaranteeing that $\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1}$ exists and that $\left(I_{3 n}-\widetilde{U} U_{c}^{-1} U_{u n}\right)^{-1}=\left(I_{3 n}-\widetilde{U}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1} U_{u n}^{-1}\right)^{-1}$ exist. Thus, since , Equation (A31) is equivalent to

$$
\begin{gather*}
-F_{u n} U_{u n}^{-1}+M_{1}\left(I_{3 n}-\widetilde{U}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1} U_{u n}^{-1}\right)^{-1}=\widetilde{F} U_{u n}^{-1} \\
=F_{u n} U_{u n}^{-1} \widetilde{U} U_{c}^{-1}\left(I_{3 n}-\widetilde{U}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1} U_{u n}^{-1}\right)^{-1}-\left|M_{2}\right|\left(I_{3 n}-\widetilde{U}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1} U_{u n}^{-1}\right)^{-1} \tag{A35}
\end{gather*}
$$

Recovering again the matrix inequality form for Equation (A35) and $\widetilde{U} U_{c}^{-1}=\widetilde{U}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)$, since $M_{1}$ and $M_{2}$ are arbitrary, yields that the condition 4 is equivalent to Equation (A35), which is also equivalent to Equation (A28), since $U_{u n}^{-1} \succ 0$ if $\|\widetilde{U}\|_{2}<1 / 2\left\|U_{u n}^{-1}\right\|_{2}$. Property (i) has been proved. Now, assume that $\widetilde{F}=-|\widetilde{F}| \prec 0$. Then, Equation (A35) holds, and then Equation (A28) also holds, if, for the given pair $\left(F_{u n}, U_{u n}\right)$, the pair $(|\widetilde{F}|=-F, \widetilde{U})$ fulfils the matrix constraints:

$$
\begin{equation*}
-F_{u n} U_{u n}^{-1} \widetilde{U}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)\left(I_{3 n}-\widetilde{U}\left(I_{3 n}+U_{u n}^{-1} \widetilde{U}\right)^{-1} U_{u n}^{-1}\right)^{-1} U_{u n} \prec|\widetilde{F}| \prec F_{u n} \tag{A36}
\end{equation*}
$$

Since $F_{u n} U_{u n}^{-1} \succ 0$ and $|F| U_{u n}^{-1} \succ 0$ then the matrix inequalities Equation (A36) imply that Property (ii) holds since $R_{0 c} \leq R_{0 u n}$ and, furthermore, $R_{0 c}<R_{0 u n}$ if either $F_{u n} U_{u n}^{-1}$ or $|\widetilde{F}| U_{u n}^{-1}$ is irreducible. In the last case, one (but not both) of the symbols " $\prec^{\prime \prime}$ might be replaced with " $\preceq^{\prime \prime}$. This result is a direct application of Corollary 1.2 in [12] since if $A$ and $B$ are real matrices of the same order with $A \succeq B(\neq A) \succ 0$, equivalently, $A \succ B \succ 0$ then the maximal eigenvalue of $A$ is larger than that of $B$ if $A$ is irreducible but they can be identical if $A$ is reducible.
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#### Abstract

Conformity is a common phenomenon among people in social networks. In this paper, we focus on customers' conformity behaviors in a symmetry market where customers are located in a social network. We establish a conformity model and analyze it in ring network, random network, small-world network, and scale-free network. Our simulations shown that topology structure, network size, and initial market share have significant effects on the evolution of customers' conformity behaviors. The market will likely converge to a monopoly state in small-world networks but will form a duopoly market in scale networks. As the size of the network increases, there is a greater possibility of forming a dominant group of preferences in small-world network, and the market will converge to the monopoly of the product which has the initial selector in the market. Also, network density will become gradually significant in small-world networks.
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## 1. Introduction

Humans are highly susceptible to social influence. When a person's judgment conflicts with a group's, that person often conforms their judgment to that of the group [1]. This diffuse occurrence that individuals change their behaviors and attitudes to match the majority's behavior is known as conformity. Conformity is everywhere in our lives. For example, consumption caused by conformity will be influenced by the evaluation of others and driven by other people's behavior. People's pursuit of fashion often leads to the pursuit of a certain type of goods and forms a trend of popularity. Merchants often take advantage of consumers' conformity and the fact that they will imitate idols and follow fashion trends to promote their products.

The earliest study on conformity influence dates back to the 1930s and was carried out by social psychologists Jenness [2] and Sherif [3]. Since then, extensive studies have shown that conformity can affect individual choice behavior. The well-known experiment by Asch [4] in 1955 showed that over $75 \%$ of people tend to conform to others in varying degrees. Bernheim [5] analyzed conformity by a theoretical model in which individuals care about both consumption and social status. Existing works carried out by Kelman et al. [6] and Akert [7] have repeatedly verified the significant effect of conformity influence in our social life. Krüger [8] determined the conditions needed to reach a consensus in a double-clique network with conformity and anticonformity as types of social influence.

After then, many researches have measured the degree of conformity. Mehrabian and Ksionzky [9] used a two-dimensional scheme to represent affinitive characteristics to build a function of conformity. Luce and Fishburn [10] built a conformity function which was proved to be the only possible function, which is concave for gains and convex for loses, while satisfying the requirements of segregation
and binary prospect theory. Also, researchers have made efforts to establish models for exploring the factors and effects of conformity, mostly focusing on the relationship between conformity and personal characters. Crutchfield [11] put forward the idea that conformity is involved in individual differences such as age and gender. Reitan and Shaw [12] found conformity was also related to the group size. Egebark [13] did a research to show that appreciation, expressed as a single "like" on social networks, from a single stranger increased the size of the influencing group and doubled the probability that subjects expressed positive support. Zollman [14] found that conformity effects induce reliability in some contexts and, surprisingly, this happens even when it is counterproductive. Often, the methods for reducing its effects are not helpful. He attempted to determine the epistemic effects of conformity by analyzing a mathematical model of this behavior. Lascu and Zinkhan [15] proposed a classical conformity model and classified the influencing factors of conformity. The influencing factors of conformity were classified in: individual factors, group factors, product factors, and work factors. Among them, individual factors mainly refer to personality characteristics, knowledge and experience, cultural differences, personality characteristics, social status, and so on; group factors mainly refer to group size, group cohesion, individual position, consistency of group opinion, group authority, and so on. Product factors are its visibility, the specific features of the product, and the functions of the product [16]; work factors mainly refer to the fuzziness of information, the openness of conformity, and the influence of authority [17]. In addition, Deutsch [18] divided the influencing factors of conformity into normative effects and informational effects.

In the study of evolutionary games, an interesting question is why spatial topology can provide the beneficial environment for the evolution of cooperation [19,20]. Various works have demonstrated the effect of spatial reciprocity on the promotion of cooperation dynamics [21]. Conformity has been attracting much attention also recently. Szolnoki and Perc designated a fraction of population as being driven by conformity rather than payoff maximization [22]. Yang [23] and Niu [24] found that conformity-driven reproductive ability, especially rational conformity behavior, can greatly enhance cooperation compared with homogeneous reproductive ability in the evolutionary spatial prisoner's dilemma game. Kabir et al. [25] found that the shape of the cooperative cluster and the ability to expand a single perfect C-cluster are the two factors that bolster the effect of network reciprocity.

In economics, customers are affected not only by the quality and price of the product, but also by the behaviors of other people in the market. For example, Bernheim [5] proposed a theory of social conformity and presented a model to describe the conformity process that has been replicated a large number of times across age groups and cultures by researchers. Corazzini [26] studied the role of social preferences and conformity in herding behavior in anonymous risky environments. Park and Kwanghee [27] identified three features of clothing conformity, i.e., normative, informative, and identifiable conformity. They found the interest in appearance was relatively high, and normative conformity was the most common among the three factors of clothing conformity. By analyzing quarterly data for the 1975-94 period, Wermers [28] investigated whether mutual funds tend to "herd" when trading stocks and examined the impact of herding on stock prices and whether it is stabilizing or destabilizing.

As it is well known, the social network is a theoretical construct useful in social sciences to study relationships between individuals, groups, or organizations. Most researchers use random networks, small-world networks, or scale-free networks to represent the social networks. The random networks, which was studied by Erdös and Rényi [29], is generated by a disconnected set of nodes that are then paired randomly. Other two well-known and much studied classes of complex networks are small-world networks and scale-free networks. Watts and Strogatz [30] found the small-world networks, which are characterized by specific structural features-short path lengths and high clustering-are more suitable than the random networks for describing social networks. They can be generated from a k-regular ring graph, and each edge of the network will rewire randomly according to a certain probability. Scale-free networks, proposed by Barabasi and Albert [31], are more appropriate for representing real networks of hyperlinks between websites and online social
networks, when the preferential attachment mechanism works, and the power-law degree distributions of degrees are obeyed.

Along with the developing of the complex network theory, many research issues of social problems were proposed. Zanette [32] reported numerical evidence that an epidemic-like model, which can be interpreted as the propagation of a rumor, exhibits critical behavior at a finite randomness of the underlying small-world network. Moreno [33] derived mean-field equations characterizing the dynamics of a rumor process that takes place on top of complex heterogeneous networks. Nekovee [34] showed that scale-free social networks are prone to the spreading of rumors, just as they are to the spreading of infections. They are relevant to the spreading dynamics of chain emails, viral advertising, and large-scale information dissemination algorithms on the Internet. Zhang [35] researched how the conformity tendency of a person changes with their role, as defined by their structural properties in a social network. Li [36] reviewed the models for characterizing the information diffusion in online social networks. Martinčić-Ipšić et al. [37] established two weighted similarity measures to analyze link prediction among co-occurrence language networks based on hashtags and all the words in tweets. Carrera [38] developed a probabilistic approach to discovering information diffusion among network communities based on an extended hidden Markov model (HMM).

Although a large number of theoretical, empirical, and experimental studies, particularly in psychology and sociology, have investigated the presence of conformity observations with regard to human society, there are few works investigating conformity in social network. It is in this light that we examined the effect of consumers' conformity in the different structures of social networks. On the basis of the studies of conformity and complex networks, we explored the effect of social networks' structure on conformity. We modeled the social networks as random networks, small-world networks, and scale-free networks and then checked the evolution of conformity behavior on these networks.

This paper is organized as follows. Section 1 describes the concepts and the assumptions used in the study. The conformity in ring networks is analyzed in Section 2, and the conformity in complex networks is analyzed in Section 3. Finally, a summary of our study is presented in Section 4.

## 2. Conformity in Ring Networks

In order to investigate the effects of conformity in social networks, we used the model of conformity effects which was constructed by Chalip and Green [39]. While this model is impoverished in many ways relative to the actual effect of conformity, its simplicity provides a convenient avenue for investigating the effects of the phenomena.

Suppose there are two products, product 1 and product 2 . Each customer in the market will be informed about them with an assigned probability. Customers are arranged on a social network, and time is divided into a series of discrete time periods. In each period, every customer simultaneously surveys his neighbors' behavior. If the majority of people make the opposite choice to theirs, the customers change their mind. In the opposite case, the customers maintain their choice. It is said that the customers in the market have a high level of conformity and would be largely influenced by other people in their neighborhood. For convenience, the following several assumptions are made:

Assumption 1. At the first round, the event of a customer being informed by either firm 1 or firm 2 is exclusive, and a customer will choose to buy from the informer.

Assumption 2. Suppose conformity is the only factor influencing a customer's decision. Whether a customer in the following rounds will change its mind merely depends on other customers in the network, regardless of the product price and quality.
Assumption 3. Not all customers are equally social, some may be in contact only with a few neighbors, while others may be connected to relatively larger groups.

Assumption 4. Every customer is affiliated to a group, the size of any network should be $n \geq 2$, and any network is closed.

Assumption 5. The decision-making process of customers can continue for infinite rounds.
At the beginning, every customer will be informed of the products from either firm 1 or firm 2 and then will make their choice, which might be changed in the following rounds. Assume that any individual is informed by firm 1 with probability $(1-\varepsilon)$ and by firm 2 with probability $\varepsilon$.

For customer $i$, its choice at time $t$ is $S_{i}^{t}$. We define $N_{i}^{t}(1)=\left|\left\{a \in N: S_{a}^{t}=1\right\}\right|$ as the number in $i$ 's neighborhood who would choose to buy products from firm 1; $N_{i}^{t}(2)$ is defined accordingly. We can define the choice function $S_{i}^{t}$ of a customer based on conformity:

$$
S_{i}^{t}=\left\{\begin{array}{l}
1 \text { if } N_{i}^{t-1}(1)>N_{i}^{t-1}(2)  \tag{1}\\
1 \text { if } N_{i}^{t-1}(1)=N_{i}^{t-1}(2) \text { and } S_{i}^{t-1}=1 \\
2 \text { otherwise }
\end{array}\right.
$$

In order to simplify our research, we began the study on a ring network model which has some similarities to the model of Zollman [14]. Actually, in a regular grid topology, each node in the network is connected with two neighbors along one or more dimensions. If the network is one-dimensional and the chain of nodes is connected to form a circular loop, the resulting topology is known as a ring. Imagine customers who lead lonely lives and only know about two customers among their neighbors. The social network of these customers would be a ring, as follow (Figure 1):


A firm 1 selector


A firm 2 selector

Figure 1. A sample market on a ring network.
We set white icons to be firm 1 choosers, and black icons to be firm 2 choosers. According to our choice function $S_{i}^{t}$, a customer originally informed by firm 1 will change its decision if both of its neighbors choose to buy from firm 2. We can thus conclude that a ring will converge to choose firm 2 as shown in Figure 2, if every firm 1 chooser is surrounded by firm 2 choosers. If every ring follows this rule, then firm 2 will take up the market eventually.


Figure 2. Conformity effect on customer's choices in the ring network.

In addition, an interesting phenomenon will occur if every firm 1 chooser and firm 2 chooser appear alternatively: in this case, the ring would never converge, every node would change from 1 to 2 and then back to 1 (Figure 3), which means any individual will change its mind after every round.


Figure 3. Switch loop of customer's choices affected by conformity.
The following propositions can be obtained for analysis.
Proposition 1. The chooser in a ring network will converge to firm 1 if, and only if, every customer has two firm 1 choosers as neighbors and does not have two firm 2 choosers as neighbors.

Proof. This proposition seems to be reasonable as we can see from the rings above: every customer with firm 1 choosers as neighbors will become a firm 1 chooser in the next round. As the process goes on, it is possible that all customers would become firm 1 choosers. With this in hand, our task now is to explore if a ring will converge to either firm 1 or firm 2 in the end.

To make it simple, we broke the ring and extended it to a linear model. The probability of not having two consecutive firm 2 choosers as neighbors is set to be $Q$. The customer itself has a probability $(1-\varepsilon)$ to become a firm 1 chooser and a probability $\varepsilon$ to become a firm 2 chooser. When there is only one customer in the market, $Q=1$; when there are two customers, $Q(2, \varepsilon)=(1-\varepsilon)+\varepsilon(1-\varepsilon)$. As the number of customers increases, we divide the situation into two parts. If the first customer chooses firm 1, then the rest $(n-1)$ customers should not have two firm 2 choosers as neighbors in a row, for which the probability $Q(n-1, \varepsilon)$ is required; if the first one is a firm 2 chooser, then the second person should choose firm 1, and for the rest $(n-2)$ customers, the probability must satisfy $Q(n-2, \varepsilon)$. Based on this, we have:

$$
\begin{equation*}
Q(n, \varepsilon)=(1-\varepsilon) Q(n-1, \varepsilon)+\varepsilon(1-\varepsilon) Q(n-2, \varepsilon), \tag{2}
\end{equation*}
$$

Proposition 2. For $0<\varepsilon<1, Q(n, \varepsilon)$ is strictly decreasing.
Proof. In the above linear model, the probability of not having two consecutive firm 2 choosers decreases as the number of customers increases according to proposition 2. As in a ring, the only difference between this and the linear model is one connection between the first customer and the last one. In this case, if the first person is a firm 1 chooser, we require $Q(n-1, \varepsilon)$; if the first customer chooses firm 2, then the second and the last customers should all choose firm 1 to meet the requirement; for the rest $(n-3)$ customers, the probability should be $Q(n-3, \varepsilon)$.

So, the adjusted probability $P(n, \varepsilon)$ based on $Q(n, \varepsilon)$ can be given as:

$$
\begin{equation*}
P(n, \varepsilon)=(1-\varepsilon) Q(n-1, \varepsilon)+\varepsilon\left(1-\varepsilon^{2}\right) Q(n-3, \varepsilon) \tag{3}
\end{equation*}
$$

It has a similar character as $Q(n, \varepsilon)$ according to another proposition.

Proposition 3. For $0<\varepsilon<1, P(n, \varepsilon)$ is strictly decreasing.
Proof. As the size of the ring network increases, the probability of one customer having two firm 2 choosers as neighbors will increase, and according to Proposition1, there would finally be some customers choosing firm 2, and the ring will never converge to firm 1. Two firms would be able to maintain a duopoly market as they share the customers together. In the simplest network (the ring), conformity may not be able to affect all customers because of lack of communication between people. It is worth mentioning that a small ring has higher chances to converge to either firm than a large one, according to the probability function $P(n, \varepsilon)$ which is strictly decreasing. However, in a larger ring, the majority would have higher chances to cause convergence to firm 1 or firm 2 and thus to lead to a monopoly market. It is also reasonable and provable that the firm with higher $\varepsilon$ would be able to gain more customers. In order to increase their value, firms may adopt other methods such as informative advertising to increase the value of $\varepsilon$ [14].

In order to illustrate the above propositions, we calculated the probability of not having two choosers of firm 2 in a row as neighbors for different values of $n$ and $\varepsilon$. The size of the network was set to be in the range from 2 to 20; we obtained four curves with different $\varepsilon$. The values of both probability functions are ploted in Figures 4 and 5:


Figure 4. $Q(n, \varepsilon)$ function decreases as $n$ increases. $Q(n, \varepsilon)$ with higher $\varepsilon$ converges more quickly to 0 .


Figure 5. $P(n, \varepsilon)$ function decreases as $n$ increases. $P(n, \varepsilon)$ with higher $\varepsilon$ converges more quickly to 0 .
As mentioned above, for any $\varepsilon, Q(1, \varepsilon)=P(1, \varepsilon)=1$. In this sense, we neglected the icons when $n=1$ and chose to start with $n=2$ in $Q(n, \varepsilon), n=3$ in $P(n, \varepsilon)$. It is evident from Figures 4 and 5 that both probability functions $P(n, \varepsilon)$ and $Q(n, \varepsilon)$ decrease as $n$ increases, which indicates the larger a social group is, the more difficult it will be to converge to one firm. It is also worth mentioning that firms with higher probability to inform customers (i.e., with higher $\varepsilon$ ) are less likely to take up the whole market in a ring network. This seems a little counterintuitive, but we should notice that firms of this type have higher chances to defeat their opponents and own more shares in the market.

## 3. Analysis of Conformity in Complex Networks

Most real-world networks, especially social networks, are complex. Complex networks are networks with non-trivial topological features that are neither purely regular nor purely random. For example, small-world networks, according to Watts and Strogatz, are distinguished from other networks by two specific properties: high clustering among nodes and short path lengths. A scale-free network, such as collaboration networks and inter-bank payment networks, is a network whose degree of distribution follows a power law. Hence, in order to further study the influence of customer conformity in the social networks, we conducted a comparative study in random networks, small-world networks, and scale-free networks.

We supposed there are N nodes in the network $G=(N, V)$, in which $N=\{1,2,3, \cdots, n\}$ is a finite set of nodes, and $V=\{(i, j) \mid i, j \in N\}$ is a set of connection lines between all nodes, and in which $(i, j) \in V$ represents an associated relationship between customer i and j . Also, each customer is set at a 0 or 1 status, $s_{i} \in\{0,1\}$, where $s_{1}$ indicates that production of firm 1 is selected, and $s_{0}$ indicates that production of firm 2 is selected. Then, the state space of a social network with $n$ customers can be described as $\Theta^{n}=\left\{s_{0}, s_{1}\right\}^{n}$, at any time t .

When the network size $n$ is large enough and the nodes in the network obey the homogeneous mixed distribution, the mean-field equation can be applied to analyze the evolution dynamics of the customer's choice behavior system. Suppose $\rho_{k}(t)$ represents the proportion of nodes in which the customer with degree k in the network selects "firm 1 " at time t , and $\frac{k P(k)}{\langle k\rangle}$ represents the probability of the node connecting with the customer node with degree k in the network, where $\langle k\rangle=\sum_{k \geq 1} k P(k)$ is the network average degree. Then, at time $t$, the probability of any customer selecting firm 1 is: $\varphi(t)=\sum_{k \geq 1}\left(k P(k) \rho_{k}(t)\right) /\langle k\rangle$. Thus, the probability of a node that chooses firm 1 among the nodes connected with customers with degree k is: $\binom{k}{a} \varphi(t)^{a}(1-\varphi(t))^{k-a}$, defined as $P(1 \mid a, k, \varphi(t))$. It can
be seen that a mean field parameter of $\varphi(t)$ is applicable to any network node and is not affected by network connectivity.

Let $\delta>0, \delta$ is a conformity coefficient, indicating the probability of customers to adjust their choice behavior. The probability that the customer choice state changes from firm 1 to firm 0 is:

$$
\begin{equation*}
r(1 \mid k, \varphi(t))=\sum_{a=0}^{k} \delta f(k, a) P(1 \mid a, k, \varphi(t)) \tag{4}
\end{equation*}
$$

where $f(k, a)=\frac{a}{k}$ represents the proportion of the specific behavior of the associated node.
The probability of state changing from firm 0 to firm 1 is:

$$
\begin{equation*}
r(0 \mid k, \varphi(t))=\sum_{a=0}^{k} \delta f(k, a) P(1 \mid a, k, 1-\varphi(t)) \tag{5}
\end{equation*}
$$

Then, $r(0 \mid k, \varphi(t))+r(1 \mid k, \varphi(t))=\delta$.
Proposition 4. The equilibrium state in the market is $\rho_{k}=\delta^{-1} r(1 \mid k, \varphi(t))$.
Proof. The change rate of the customer's choice behavior to firm1 in the network can be expressed by the mean-field equation:

$$
\begin{equation*}
\frac{d \rho_{k}(t)}{d t}=-\rho_{k}(t) r(1 \mid k, \varphi(t))+\left(1-\rho_{k}(t)\right) r(0 \mid k, \varphi(t)) \tag{6}
\end{equation*}
$$

The above formula shows that the change rate of the behavior of the customer selecting firm 1 mainly depends on the change rate of the selection behavior and the current state of the customer's behavior, regardless of the specific time, and can be regarded as the Markov process of the continuous time system. For $k \geq 1$ and $\frac{d \rho_{k}(t)}{d t}=0$, in equilibrium state, the proportion of customers whose selection behavior is 1 can be obtained by $\rho_{k}=\frac{r(1 \mid k, \varphi(t))}{r(0 \mid k, \varphi(t))+r(1 \mid k, \varphi(t))}=\delta^{-1} r(1 \mid k, \varphi(t))$.

Following the assumptions about the market and consumers in the previous section, we carried out a series of simulation experiments to examine the influence of network structure, network size, and the initial market share on the evolution of customer conformity behaviors. In each simulation, the social network was generated with a different structure, obtaining random networks, small-world networks, and scale-free networks. Then, each experiment was iterated for 20 rounds and performed 100 times.

The results of the series of experiments are as follows:
(1) Evolution of herding behavior under different network structure types and network size.

The initial market shares $\varepsilon$ in the social networks were set randomly with the expected value of 0.5 , and the size were set as 100,300 , and 500 . Then, simulations were carried out in the generated random network, small-world network, and scale-free network, respectively. The experiment results are reported in Figure 6.


Figure 6. Evolution of market share with effect of conformity on networks having different structures and sizes.

The Figure 6 shows that the topology structure of the networks has a significant impact on the evolution of the consumers' conformity behavior. In the random network, the market share, which represents the distribution value of the consumers' choice, may converge to one of the products, that is, the market share may reach the highest value of 1 or fall to 0 , which appears as the line of iterations rises to the top or falls to the bottom; it is also possible that the line of iterations will oscillate around the middle. In the small-world network, the market share will soon converge to a stable state, showing that all consumers tend to have a common choice. In the scale-free network, the distribution value of the consumers' choice will oscillate to varying degrees with a high probability rather than converge to a monopoly state. In addition, the scale of the network has a significant impact on the evolution of customers' conformity behaviors. The larger the scale is, the stronger the effect of the network structure will be.

The simulation results showed that in the small-scale random network, due to the randomness of social connection, it is difficult to play a decisive role. The evolution of consumers' behavior has a strong randomness, and the market has a certain probability to converge to the monopoly of one product. However, as the scale of the network increases, there is a great possibility of forming a dominant group of preferences in social relations, and the market share will converge to a certain monopoly state. In the small-world network, because of the shortest path and high agglomeration, consumers are likely to form a power of public opinion, which causes a high probability of converging to a monopoly of certain products in the market. In a small-scale network, there is a certain probability in a chaotic state, but as the scale increases, the convergence increases, and the market will quickly converge to a monopoly of a certain product. In a scale-free network, a non-hub node may be affected
by different selected hub nodes and shift to different options, so it is difficult to converge to a monopoly state in the overall network.
(2) Evolution of conformity behavior in small-world networks with different network densities and network scales.

The initial market shares $\varepsilon$ in the small-world networks were set randomly with the expected value of 0.5 , and the size were set to 100,300 , and 500 . Then, simulations were carried out in the generated networks with average degree of 10,30 , and 50 , respectively. The experiment results are shown in Figure 7 as follows:


Figure 7. Evolution of market share with effect of conformity on small-world networks having different average degrees and sizes.

The simulation results showed that the network density (which is closely related to the average number of neighbors) has a little effect on the evolution of consumers' conformity behavior in small-world networks when the scale is small, while it will become gradually significant when the scale of the networks gets bigger. With the increase of the network density, the convergence of the market share becomes slower and weaker and may even fail to converge to the monopoly of a certain product. The possible reason is that, when the network density of small-world networks increases, the interference effect among different clustering groups is stronger, which will result in an unstable sway of some nodes in conformity selection.
(3) The influence of different initial distributions on the evolution of herd behavior.

To check the effect of the initial market share on customer conformity, we set the social networks as random network, small-world network, and scale-free network, with size ranging from 100 to 500. Then, the experiments were carried out with initial distribution of $0.4,0.45,0.5,0.55$, and 0.6 , respectively. The experimental results are shown in Figure 8 as follows:


Figure 8. Monotonicity of $Q^{\prime}$ in different networks and with different $\varepsilon$.
In order to compare the results with those of the ring networks, we similarly defined $Q^{\prime}=\underset{t}{E}(\varphi(t))=\frac{\sum_{t} \sum_{k>1} k P(k) \rho_{k}(t)}{\langle k\rangle T}$, where $Q^{\prime}$ represents the mean probability of choosing firm 1 during evolution.

When $Q^{\prime}$ approaches 1, the distribution of consumer choices in the market tends to be monopolized by product 1 . When $Q^{\prime}$ approaches 0 , the distribution of consumer choices in the market tends to be monopolized by product 2 . The experimental results show that in all three kinds of social network, $Q^{\prime}$ value will increase as $\varepsilon$ increases; when the given $\varepsilon$ is greater than $0.5, Q^{\prime}$ will increase with the size of the network. When the given $\varepsilon$ is less than $0.5, Q^{\prime}$ will decrease with the increase of network size. When $\varepsilon$ is equal to $0.5, Q^{\prime}$ will stabilize between 0.4 and 0.5 . The above trends are particularly significant in random networks and are less obvious in scale-free networks.

The above results show that the dominant consumer groups in the initial selection distribution tend to influence the herd behavior. In turn, the market will converge to the monopoly of the product. In addition, when the initial market share is quite balanced, the distribution of consumer choice may appear as chaotic in a social network with a small scale. In a large-scale social network, it is more likely that the market will converge to the monopoly of dominant products. The above results are obvious in random networks and small-world networks, but in scale-free networks, the chaotic state is more likely to occur.
(4) The evolution of Conformity behavior on Facebook social network.

To verify the simulation results, we used a real-world social network dataset. The following Figure 9 shows the real-world social network on Facebook, whose dataset was collected from survey participants using the Facebook app and freely provided by the SNAP library of Stanford university. This dataset consists of 'circles' (or 'friends lists') from Facebook and includes node features (profiles), circles, and ego networks. The network consists of 4039 nodes and 88234 edges, the average clustering coefficient is 0.617 , the average path length is 3.693 , and the average degree is 43.691 , which meet the characteristics of small-world network.


Figure 9. Image of the social network on Facebook.

The experiments were carried out with the initial distribution $\varepsilon$ as $0.4,0.45,0.5,0.55$, and 0.6 , and each experiment was run 30 times. The experimental results (Figure 10) showed that the market will converge to the monopoly of a certain product which is dominant in the initial market. When the initial distribution $\varepsilon$ is larger than 0.55 or less than 0.45 , the market will converge to a monopoly state more quickly. When the initial distribution $\varepsilon$ is around 0.5 , the market will not to converge to a monopoly state in the overall network and will exhibit a chaotic state. These results are consistent with experiments carried out on simulation networks.


Figure 10. Evolution of market dynamics on Facebook social networks with different $\varepsilon$.

## 4. Conclusions

In this paper, we established the conformity model in networks where the customers in the market have strong conformity and are largely influenced by their neighborhood in social networks. We studied the influence of customer conformity in different structures of social networks, including ring network, random network, small-world network, and scale-free network.

When the network is a ring network, the market share will more likely converge to a monopoly state, and the firm with a higher market share will be able to gain more customers. However, conformity does not always lead to convergency as the network size increases. The reason may be that a customer might not be able to assert its influence on other buyers because of limited communication in the social network.

The simulations on random networks, small-world networks, and scale-free networks showed that the topology structure, network size, and initial market share will have significant effects on the evolution of customers' conformity behaviors. Firstly, when the social network is a small network, the market will more likely converge into a monopoly market due to its shortest path and high agglomeration, and public opinion will be more powerful in the social network. However, in the scale-free network and random network, it is difficult to converge to a monopoly state in the overall network.

Secondly, the size of networks also plays an important role in determining conformity in social networks. As the scale of the network increases, there is a greater possibility of forming a dominant group of preferences in social networks. However, in scale-free networks, this is difficult to happen, and the network will exhibit a chaotic state. Furthermore, the initial market share will dramatically determine the final results. The market will converge to the monopoly of the product which has the initial selector in market.

Finally, the results also showed that the network density will has an effect on consumers' conformity in social networks, especially in small-world networks, and the impact will be increasingly significant when the scale of the networks gradually becomes larger.
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#### Abstract

A computational technique for impulsive fractional differential equations is proposed in this paper. Adomian decomposition method plays an efficient role for approximate analytical solutions for ordinary or fractional calculus. Semi-analytical method is proposed by use of the Adomian polynomials. The method successively updates the initial values and gives the numerical solutions on different impulsive intervals. As one of the numerical examples, an impulsive fractional logistic differential equation is given to illustrate the method.
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## 1. Introduction

Fractional calculus appears frequently in various applied topics [1-7] and pure mathematics [8-12]. They are employed to depict the long-interaction of different statues of the systems. The fractional order controls the amount of dependence on past information and shows the quantity of the memory. On the other hand, as a result, it holds both quantitative and qualitative aspects. It shows some features that are not present in other tools. This is the main reason for the popularity of the fractional calculus as a modeling tool for the memory process.

Impulse theory is often used in control methods of differential equations. The impulsive point changes dynamics of continuous time systems locally. Then, the solution has a jump and becomes a piecewise continuous function on the whole interval, and impulsive points are the endpoints of each short interval. A differential equation containing impulses is also called a system with a jump. Hence, the impulsive differential equation is not a continuous time system but the one combining both continuous and discrete point information. It depicts the impact of external conditions which may be negative or positive. Impulsive fractional differential equations have received much attention recently [13-19]. It can illustrate totally distinct dynamics in comparison to standard fractional systems, and this property has often been adopted in fractional impulsive control. Many analytical methods have been efficiently developed for differential equations [20-27]. However, the less numerical method and analytical method were developed for impulsive fractional differential equations. In this study, our main purpose is to extend methods from the integer order to the fractional order.

The Adomian decomposition method (ADM) has been applied in various nonlinear problems, and the Adomian polynomials play a crucial role in the treatment of the nonlinear terms in fractional differential equations. Recently, Duan et al. proposed a new way to calculate the polynomials which can derive the same results but greatly improve computational speed and save time in comparison with the classical one. Hence, various novel algorithms based on the new Adomian polynomials can be considered now. It was successfully used in fractional differential equations [28] where a semi-analytical method was developed.

In this paper, a novel computational technique is proposed for the following equation by use of new Adomian polynomials [21-23]:

$$
\left\{\begin{array}{l}
\mathrm{t}_{0} D_{t}^{\alpha} x(t)=F(t, x), t \in J \prime:=J \backslash\left[t_{N_{1}}, \cdots, t_{N_{M}}\right], J:=\left[t_{0}, T\right]  \tag{1}\\
\Delta x_{N_{k}}=I_{k}\left(x_{N_{k}}^{-}\right)=x\left(t_{N_{k}}^{+}\right)-x\left(t_{N_{k}}^{-}\right)=y_{k}, 1 \leq k \leq M \\
x_{k}=x\left(t_{k}\right), x\left(t_{N_{k}}^{+}\right)=\lim _{\hbar \rightarrow \infty} x\left(t_{N_{k}}+\hbar\right), x\left(t_{k}^{-}\right)=\lim _{\hbar \rightarrow 0} x\left(t_{N_{k}}-\hbar\right), \\
\hbar>0, x\left(t_{0}\right)=x_{0}
\end{array}\right.
$$

The Adomian polynomials are used in fractional differential equations. However, to the best of our knowledge, we did not find any work on semi-analytical solutions for impulsive fractional differential equations. This paper combines both analytical and numerical solutions' features to develop a semi-analytical method.

## 2. Preliminaries

### 2.1. Definitions and Properties of Fractional Calculus

The fractional calculus is defined as the following:
Definition 1 [1]. The Riemann-Liouville ( $R-L$ ) integral of $\alpha$ order is defined by

$$
\begin{equation*}
t_{0} I_{t}^{\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{t_{0}}^{t}(t-\tau)^{\alpha-1} f(\tau) d \tau, 0<t, 0<\alpha \tag{2}
\end{equation*}
$$

Definition 2 [1]. The $R-L$ derivative is defined as

$$
\begin{align*}
& t_{0} D_{t}^{\alpha} f=\frac{1}{\Gamma(m-\alpha)} \frac{d^{m}}{d t^{m}} \int_{t_{0}}^{t} \frac{1}{(t-\tau)^{\alpha-m+1}} f(\tau) d \tau,  \tag{3}\\
& t_{0}<t, 0<\alpha, m=[\alpha]+1,
\end{align*}
$$

where $\Gamma$ is the Gamma function.
Definition 3 [1]. The Caputo derivative is defined as

$$
\begin{align*}
& { }_{t_{0}}^{C} D_{t}^{\alpha} f={ }_{t_{0}} D_{t}^{\alpha}\left(f(t)-\sum_{k=0}^{m-1} \frac{\left(t-t_{0}\right)^{k}}{k!} f^{(k)}\left(t_{0}\right)\right)  \tag{4}\\
& 0<t, 0<\alpha, m=[\alpha]+1
\end{align*}
$$

Remarks: For Definition 3, the Caputo derivative of a constant is zero;
If $f(t) \in C^{m}\left(\left[t_{0}, \infty\right), R\right)$, then the Caputo derivative can be rewritten as

$$
\begin{equation*}
{ }_{t_{0}}^{C} D_{t}^{\alpha} f=\frac{1}{\Gamma(m-\alpha)} \int_{t_{0}}^{t} \frac{1}{(t-\tau)^{\alpha-m+1}} \frac{d^{m}}{d \tau^{m}} f(\tau) d \tau \tag{5}
\end{equation*}
$$

In Definition 3, the function $f(t)$ can be discrete if it is integrable such that the fractional impulsive equation makes sense at the impulsive point.

In the sequel, we all use the definition of the Caputo derivative. We need the integral transform so that the fractional differential equation can be reduced to an integral one and the integral methods can be applied straightforward.

Property 1. The Leibniz integral law holds

$$
\begin{align*}
& t_{0} I_{t t_{0}}^{\alpha C} D_{t}^{\alpha} f(t)=f(t)-f\left(t_{0}\right) \\
& t_{0} \leq t, 0<\alpha \leq 1 \tag{6}
\end{align*}
$$

Lemma 1 [14]. The impulsive fractional differential Equation (1) is equivalent to the following integral equation of fractional order

$$
\left\{\begin{array}{l}
x(t)=x_{0}+{ }_{t_{0}} I_{t}^{\alpha} F(t, x), t \in\left[t_{0}, t_{N_{1}}\right]  \tag{7}\\
x(t)=x_{0}+y_{1}+{ }_{t_{0}} I_{t}^{\alpha} F(t, x), t \in\left(t_{N_{1}}, t_{N_{2}}\right] \\
x(t)=x_{0}+y_{1}+y_{2}+{ }_{t_{0}} I_{t}^{\alpha} F(t, x), t \in\left(t_{N_{2}}, t_{N_{3}}\right] \\
\vdots \\
x(t)=x_{0}+\sum_{j=1}^{k} y_{j}+{ }_{t_{0}} I_{t}^{\alpha} F(t, x), t \in\left(t_{N_{k}}, t_{N_{k+1}}\right] \\
\vdots \\
x(t)=x_{0}+\sum_{j=1}^{M} y_{j}+{ }_{t_{0}} I_{t}^{\alpha} F(t, x), t \in\left(t_{N_{M}}, T\right], 1<N_{M}
\end{array}\right.
$$

### 2.2. Adomian Polynomials

Considering a nonlinear equation

$$
\begin{equation*}
x(t)=G(x(t)) \tag{8}
\end{equation*}
$$

for the nonlinear term $G(x(t))$, the Adomian polynomial named after G. Adomian [29] can be obtained by

$$
\begin{equation*}
A_{n}=\left.\frac{1}{n!} \frac{\partial^{n}}{\partial \lambda^{n}}\left(G\left[\sum_{k=0}^{\infty} x_{k} \lambda^{k}\right]\right)\right|_{\lambda=0} \tag{9}
\end{equation*}
$$

With the known values of $x_{0}, \cdots, x_{n}$, we can successively obtain $A_{n}$.
Duan [21-23] newly proposed a fast Adomian polynomial as the following

$$
\begin{equation*}
A_{n}=\frac{1}{n} \sum_{k=0}^{n-1}(k+1) x_{k+1} \frac{\partial A_{n-1-k}}{\partial x_{0}}, A_{0}=G\left(x_{0}\right) \tag{10}
\end{equation*}
$$

Generally, the one of the $z$-variable is calculated by

$$
\begin{equation*}
A_{n}=\frac{1}{n} \sum_{i=1}^{z} \sum_{k=0}^{n-1}(k+1) x_{i, k+1} \frac{\partial A_{n-1-k}}{\partial x_{i, 0}}, i=1, \ldots, z \tag{11}
\end{equation*}
$$

Although both lead to the same analytical solution, the new one is given in a more concise form and saves computational time. This is very important for solutions of the fractional calculus since the fractional derivative has the memory effects and can possess a large storage space.

## 3. Semi-Analytical Method Based on Adomian Polynomials

Consider the following fractional system with impulse (1). Using the idea by Duan [21], we give steps of a novel algorithm for impulsive fractional differential equations.

- Assume the solution in a series form as

$$
\begin{equation*}
x(t)=\sum_{i=0}^{\infty} c_{i}\left(t-t_{0}\right)^{i \alpha} \tag{12}
\end{equation*}
$$

and $x_{n}$ is assumed as $\sum_{i=0}^{n} c_{i}\left(t-t_{0}\right)^{i \alpha}$ accordingly.

- Substituting (12) into (8), with Adomian polynomials, the coefficients of $c_{i}$ are obtained as

$$
\left\{\begin{array}{l}
c_{n+1}=\frac{\Gamma(1+n \alpha)}{\Gamma(1+(n+1) \alpha)} A_{n}\left[c_{0}, c_{1}, \ldots, c_{n}\right], 0 \leq n  \tag{13}\\
c_{0}=x_{0}+\sum_{j=1}^{k} y_{j}
\end{array}\right.
$$

- $\quad x_{n}$ can be obtained as

$$
\begin{equation*}
x_{n}=\psi\left(c_{0}, t_{0}, \sum_{j=1}^{k} y_{j}, t\right), t \in\left(t_{N_{k}}, t_{N_{k+1}}\right] \tag{14}
\end{equation*}
$$

- Set $t \in\left[t_{0}, T\right], t=i h, H=\frac{T}{N}, h=\frac{H}{R}, i=0,1, \ldots, N K$ and let $x_{i}^{*}=\psi\left(x_{i-1}^{*}, t_{i-1}, \sum_{j=1}^{k} y_{j}, t_{i}\right)$, where $x_{0}^{*}=c_{0}$. We can obtain the numerical solutions $x_{0}^{*}, \ldots, x_{i}^{*}$.


## 4. Numerical Solutions based on Adomian Polynomials

In this section, we consider an application of the method to Caputo fractional differential equations with impulses

$$
\left\{\begin{array}{l}
{ }_{t_{0}}^{C} D_{t}^{\alpha} x(t)=\mu x(t)(1-x(t)),  \tag{15}\\
t \in J \prime:=J \backslash\left[t_{N_{1}}, \ldots, t_{N_{M}}\right], J:=\left[t_{0}, T\right] \\
\Delta x_{k}=y_{k}, x_{k}=x\left(t_{k}\right), y_{k}=0.1 \\
x\left(t_{0}\right)=x_{0}=0.2, t_{0}=0 .
\end{array}\right.
$$

By use of Lemma 1, we have an integral equation as

$$
\left\{\begin{array}{l}
x(t)=x_{0}+\mu_{t_{0}} I_{t}^{\alpha} x(t)(1-x(t)), t \in\left[t_{0}, t_{N_{1}}\right]  \tag{16}\\
x(t)=x_{0}+y_{1}+\mu_{t_{0}} I_{t}^{\alpha} x(t)(1-x(t)), t \in\left(t_{N_{1}}, t_{N_{2}}\right] \\
x(t)=x_{0}+y_{1}+y_{2}+\mu_{t_{0}} I_{t}^{\alpha} x(t)(1-x(t)), t \in\left(t_{N_{2}}, t_{N_{3}}\right] \\
\vdots \\
x(t)=x_{0}+\sum_{j=1}^{k} y_{j}+\mu_{t_{0}} I_{t}^{\alpha} x(t)(1-x(t)), t \in\left(t_{N_{k}}, t_{N_{k+1}}\right] \\
\vdots \\
x(t)=x_{0}+\sum_{j=1}^{M} y_{j}+\mu_{t_{0}} I_{t}^{\alpha} x(t)(1-x(t)), t \in\left(t_{N_{M}}, T\right], 1<N_{M}
\end{array}\right.
$$

Adopt the semi-analytical method in Section 3. We have the recurrence relationship of the coefficients as

$$
\left\{\begin{array}{l}
c_{n+1}=\frac{\Gamma(1+n \alpha)}{\Gamma(1+(n+1) \alpha)} A_{n}\left[c_{0}, c_{1}, \ldots, c_{n}\right], 0 \leq n  \tag{17}\\
c_{0}=x_{0}+\sum_{j=1}^{k} y_{k}, 1 \leq k \leq M
\end{array}\right.
$$

We give the first few coefficients here

$$
\left\{\begin{array}{c}
c_{1}=\frac{\Gamma(1)}{\Gamma(1+\alpha)}\left(\mu c_{0}-\mu c_{0}^{2}\right)  \tag{18}\\
c_{2}=\frac{\Gamma(1+\alpha)}{\Gamma(1+2 \alpha)}\left(\mu^{2} c_{0}-3 \mu^{2} c_{0}^{2}+2 \mu^{2} c_{0}^{3}\right) \\
c_{3}=\frac{\Gamma(1+2 \alpha)}{\Gamma(1+3 \alpha)}\left(-6 \mu^{3} c_{0}^{2}+10 \mu^{3} c_{0}^{3}-5 \mu^{3} c_{0}^{4}+\mu^{3} c_{0}\right) \\
\vdots
\end{array}\right.
$$

such that we determine the approximate analytical expression of series solutions.
We vary the parameters $\alpha$ and $M$ to observe the behavior. In Figure 1, the fractional order $\alpha=0.9$ and the number of impulsive points is set to 5 . We can see that, with the increase in $M$ (See Figures 2 and 3), the solutions' values also increase if all of the impulse is positive. Figure 4 illustrates the stable solution without an impulse in the same fractional case. From all of the figures, we can observe that our semi-analytical solutions are plotted on the interval $[0,10]$ which holds a longer time domain than the standard one.


Figure 1. Numerical simulation: $\alpha=0.9, M=5$.


Figure 2. Numerical simulation: $\alpha=0.9, M=11$.


Figure 3. Numerical simulation: $\alpha=0.9, M=19$.


Figure 4. Numerical simulation: $\alpha=0.9$, without impulse.

## 5. Conclusions

Impulsive fractional differential equation has recently become an important topic, but less work has focused on numerical or analytical methods. In this paper, we develop an efficient method for nonlinear equations. New Adomian polynomials are adopted to treat the nonlinear terms, and a semi-analytical method is developed. Firstly, the impulsive fractional differential equation is given equivalently in an integral equation. Fractional Taylor series is implemented to derive a recurrence relationship. Since there is no differential or integral calculus, it becomes very quick and saves computational time to derive the analytical or numerical solutions in comparison with classical ADM. The semi-analytical solution shows that the method is very efficient. However, there are still some difficulties that we need to overcome in future. The following topics are also disadvantages that we will try to address:

1. It is still challenging work to do error analysis. For many nonlinear cases, the exact solution is unknown and numerical errors cannot be obtained. We will pay attention to this topic in the near future;
2. In this method, we generally adopt a fractional series expansion which is a fractional analogy of the Taylor series. What about other expansions which satisfy the features of the new polynomials?

For example, how can series solutions be found for boundary value problems? Hence, it is very important to develop new ideas for this topic.
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#### Abstract

Handling complexity in the data of information systems has emerged into a serious challenge in recent times. The typical relational databases have limited ability to manage the discrete and heterogenous nature of modern data. Additionally, the complexity of data in relational databases is so high that the efficient retrieval of information has become a bottleneck in traditional information systems. On the side, Big Data has emerged into a decent solution for heterogenous and complex data (structured, semi-structured and unstructured data) by providing architectural support to handle complex data and by providing a tool-kit for efficient analysis of complex data. For the organizations that are sticking to relational databases and are facing the challenge of handling complex data, they need to migrate their data to a Big Data solution to get benefits such as horizontal scalability, real-time interaction, handling high volume data, etc. However, such migration from relational databases to Big Data is in itself a challenge due to the complexity of data. In this paper, we introduce a novel approach that handles complexity of automatic transformation of existing relational database (MySQL) into a Big data solution (Oracle NoSQL). The used approach supports a bi-fold transformation (schema-to-schema and data-to-data) to minimize the complexity of data and to allow improved analysis of data. A software prototype for this transformation is also developed as a proof of concept. The results of the experiments show the correctness of our transformations that outperform the other similar approaches.
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## 1. Introduction

The modern information systems have to deal with high-dimension data in terms of gigantic size, and the heterogenous and complex nature of the data. Similarly, the cloud applications and social media applications also have to store, manage and process a massive amount of data. However, the Relational Databases (RDBs) have fixed schema and allow storage and handling of only structured data in the form of tuples or relations [1]. Additionally, the RDBs only provide vertical scalability (vertical scalability allows only vertical growth of a data-structure by adding only new records at run-time.) at higher hardware cost but no horizontal scalability (horizontal scalability allows horizontal growth of a data-structure by also allowing the addition of fields at run-time.) is provided by the RDBs. Since horizontal scalability is needed by today's software applications to handle high-speed heterogenous data; currently, the relational databases have to face various challenges at the application development level and operational level. At the application development level, the system developer needs high coding velocity to handle large number of users; however, such capability is not available in relational databases. Additionally, modern complex and heterogenous data needs horizontal scaling but that feature is also not provided by the relational databases and consequently, they fail to cope with the needs of modern data-intensive software applications.

Once of the key challenges in recent times has been to handle high-speed data, as there is a rapid increase in digital information, exponentially growing (see Figure 1) to Petabytes (PB) PB=1000 TB) from Terabytes (TB) 1TB $=1000 \mathrm{~GB}$, and even to Exabytes $(\mathrm{EB}) 1 \mathrm{~EB}=1000 \mathrm{~TB}$ as shown in Figure 1. John Gantz and David Reinse also predicted this phenomenon [2]. Typical relational database systems have shown their limits for such exponential growth of data. The shortcomings of typical relational databases are addressed by Big data solutions such as NoSQL databases [3-5]. Here, NoSQL stands for "Not Only SQL". Such databases are currently the main focus of research due to the fast and persistent growth of data. The NoSQL was introduced in 1998 by Carlo, and the name given to his relational database solution that was due to not using Structured Query Language (SQL) [6]. The idea of NoSQL was redefined in 2009 and became the competitor of RDBs. Now they have become the backbone of large-sized enterprises such as Google, Twitter, Facebook, Amazon, etc. due to its peculiar features such as high availability (when a data is automatically distributed evenly across a cluster with no single master.), efficient performance, horizontal scalability, and the support of a variety of data models and queries. Moreover, the rapid growth of cloud computing has highlighted the problems that are endured in handling large volumes of data. However, NoSQL databases can handle "Big Data" problems efficiently rather than RDBs. These databases are becoming popular because they are providing a high level of scalability. Additionally, they are very efficient in handling the unstructured data to facilitate universal data communication [7] in modern information systems. Relational databases follow the ACID (Atomicity, Consistency, Isolation, Durability) and BASE (Basically available, Soft-state, Eventual-consistency) properties. Whereas, NoSQL databases exist in a spectrum between ACID and BASE alliance.


Figure 1. Exponential growth of digital information, going to Exabyte.
The NoSQL databases have typically four different models: (1) key-value store, (2) column store, (3) graph store, and (4) document store [8]. Each NoSQL database model has its own distinct schema of storing data [9]. The most simple and flexible model is a key value store that is used in our study and an overview of key-value stores is given below:

### 1.1. Key-Value Stores

A Key-value store is a database that stores data in the form of associative arrays known as a hash or a dictionary. Each dictionary has a collection of records that have different fields of data. They store data as a key-value (record) pair as shown in Figure 2. Each value is stored and retrieved through a unique key. A value is a data of an arbitrary type, size and structure. Here, value can be anything such as a number, text, image, programming code (such as PHP), markup code (such as HTML), etc. They do not have any query language, only use get, put and delete operations [10]. A key can be simple (filename, hash or URL) or a composite key (such as in Oracle NoSQL) [11].

A set of operations are used to interact with key-value stores such as Get operation is used to retrieve a value that is stored against a unique key and put operation is used to insert the key-value pair. However, manipulation of multiple values in a single operation is not allowed by these single-key
operations. These operations facilitate the users that do not have proper knowledge of query language to easily retrieve data. A key-value store handles the process data retrieval manually at the application level. Here, lookup structures are used that are based on keys such as Log-Structured Merge-trees (LSM-trees) and Distributed Hash Tables (DHTs) [12], and are highly suitable for applications that can access data through a single key, such as web session information, user profile/configuration and online shopping cart. Key-value stores are the only databases that provide efficient data retrieval and storage mechanisms to cloud-based applications [13]. Key-value stores provide features like easy partitioning and high scalability. Figure 2 shows a storage model of a typical key-value store.


Figure 2. Key-Value Store data model.
On the base of storage models, key-value stores can be divided into three types of stores including permanent, temporary and hybrid. In permanent stores, all the data is stored on the hard disk but I/O operations are slow. The temporary key-value store ensures fast data access as all data is stored in memory; however, if the system is down, the data will be lost. Whereas, a hybrid store is a combination of the positive features of both permanent and temporary stores as it supports data storage in memory and when specified conditions are met, the date is written to the hard disk. The most popular key-value stores are hyperdex, Redis, Riak, Oracle NoSQL, BerkelyDB, Yahoo Pnuts and Project Voldemort. The following section provides an overview of Oracle NoSQL.

### 1.2. Oracle NoSQL

Oracle NoSQL is a distributed type of key-value store. It provides important features like horizontal scalability, monitoring, transactional semantics for improved data manipulation, and simple administration of data. The Oracle NoSQL has a very simple data model. Each row is a key-value pair; value is associated with a unique key. Value is of arbitrary length. It has tables, rows and fields which are equivalent to tables, rows and columns of relational databases but has a different concept. The following are the key features of Oracle NoSQL stores:

- Oracle NoSQL table is schema free but relational databases' tables have predefined schema.
- Each column has a separate schema but in relational databases each table has a schema.
- Each row in Oracle NoSQL database can have unrelated fields but in relational databases each row is a collection of related items.

Figure 3 shows the relational and Oracle NoSQL key-value store databases. Oracle Berkeley DB Java Edition high-availability storage engine is the basis of Oracle NoSQL. It provides sharding, replication, transparent load balancing, high availability and fault tolerance. It is a free schema and supports various programming languages such as C++, C, C\#, Ruby, Scala, Java, Javascript(Node.js), and Python. Oracle NoSQL supports simple data types (java string float, integer, long, boolean, double) as well as complex data types (array, enum, fixed binary, map, records).

| No. | EmpID | Ename |
| :--- | :--- | :--- |
| 1 | 1. | Mark |
| 2 | 2 | Jhon |
| 3 | 3 | Micheal |
| 4 | 4 | Tony |
| 5 | 5 | David |

(a)

| $\square$ | Key | Value |
| :---: | :---: | :---: |
|  | user l: employee | \{65.865,9634\} |
|  | user2: employee | \{34,85,76,94\} |
|  | user3: employee | \{desg:manager. brancheode: 345\} |
|  | user4: employee | \{ name: mark, empid:346\} |
|  | user5: emplovee | \{258.36.45\} |

(b)

Figure 3. Relational database (a) and Oracle NoSQL Key-value store database (b).
Considering the challenges of big data, the modern organizations are rapidly shifting to NoSQL databases from conventional RDBs. Relational to relational database like MySQL to Oracle conversion is possible because they are based on mathematical theory [14]. On the other hand, NoSQL databases are non-relational and their scheme design is completely different. So RDB-trained staff has difficulty in converting existing RDB system to NoSQL databases [15,16]. However, the lack of methodological and tool support for automated migration from RDB to NoSQL has been a real challenge in recent times. In this paper, a methodology is presented to transform the existing relational database into a NoSQL database. It automatically transforms both the data and schema. The proposed approach transforms the MySQL database into an Oracle NoSQL database by handling the complexity of data.

The rest of the paper is organized as follows. Section 2 introduces related work in the fields of RDBs, NoSQL and migration between these two generations of databases. Section 3 describes the used approach and Section 4 discusses the implementation details of our approach. The results of experiments and discussion is given in Section 5 along the evaluation details. Finally, Section 6 concludes the results with possible future work.

## 2. Related Work

A data transformation from a relational database to an NOSQL database depends on different factors such as mapping styles, query structures, storage structures, etc. Additionally, querying data from a relational database and a NoSQL database at the same time is difficult but now it is applicable by using the data adapter technique [17]. Here, a method DB converter is described that transforms relational data into NoSQL data for querying results. However, this conversion is temporary, only for query execution [17], since NoSQL databases are efficient in data storage and provide high levels of scalability and availability. There are several different studies on NoSQL databases [4], such as BigTable [13], Cassandra [18], HBase [15], MongoDB [19] and for big data [20]. It is studied that the schema conversion from relational databases to NoSQL is difficult because relational databases use JOINs but the NoSQL databases do not support it. In NoSQL databases, nesting tables are used as an alternative to JOINs. This method is designed to improve the performance of cross table query. In nesting table technique, the parent-child layer is designed with references as relationships between the tables. Here, the referred table is defined as a child and the other one is defined as a parent [21]. The cross table query is important in SQL databases, but in NoSQL, a question arises on how to use JOIN type or alternative queries to retrieve data from NoSQL databases. Column-oriented databases provide a solution for these types of queries because column-oriented databases have a design principle of DDI (Denormalization, Duplication and Intelligent keys). This method works as: initially, denormalization of the database and its transformation into a big table; then identification of unique keys in a big table; and finally, the selection of the most suitable key as primary key. In this method, MySQL database is transformed into a column-oriented database [22]. Most of the web-based applications and Content Management System (CMS) solutions are using relational databases for data management, but users of internet and clouds are growing rapidly, so it is difficult for relational databases to handle the huge data traffic. The designed approach transforms the real CMS SQL database to a NoSQL database [23]. This approach has two steps, first to denormalize the SQL database and then to choose a unique identifier key as a primary key for a big table. In this approach, MySQL database is migrated to a column-oriented Hbase database.

Another method is designed to transform data from a relational database (MySQL) to NoSQL (MongoDB). Migration from relational to NoSQL has a few steps; initially, MySQL database connection is created, after connectivity, the details of the database are accessed through prototype software. In next step, mapping is performed between the relational database MySQL to NoSQL MongoDB [24,25].

For transformation from RDBs to NoSQL, another application is developed which deals with the transformation of relational database schema to NoSQL schema. This application is able to handle both the DDL and DML commands of relational schema and transform these commands into equaling commands of NoSQL [26]. To access the NoSQL database, a subset of SQL commands is used. CQL is the query language for Cassandra, where CQL and SQL are quite similar. Cassandra and MongoDB are integrated because MongoDB is capable of performing complex queries. Therefore, authors designed a system for translation of SQL commands to NoSQL. This system is implemented by middleware in C\# [27]. Table 1 shows the comparison of existing approaches. The majority of the researchers tend to use HBase and MonogoDB as a target database but no one used Oracle NoSQL. The facts tabulated in the following table clearly show the research gap that currently no approach or tool supports automated transformation of MySQL to Oracle NoSQL for both data and schema transformation.

Table 1. Comparison of transformation approaches.

| Source Database | Target Database | Schema Conversion | Data Conversion | Conversion Time | Data Set | Technique | Study Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MySQL | MongoDB | Yes | No | No | 72 Tables | Transform algorithm | Zhao et al. |
| MySQL | HBase | Yes | No | No | Hush database 1 thousand transactio-ns) | Automatic transformation Mechanism based on NoSQL DDI Design Principle. | Lee et al. |
| MySQL | MongoDB | Yes | Yes | No | Two datasets <br> 1. Twitter App. <br> 2.W3Scho-ols App | framework <br> (1) migration module <br> (2) mapping module | Rocha et al. |
| MySQL | MongoDB | No details about schema conversion | Yes | No | - | Migration Methodology <br> (1) Extracting logical structure <br> (2) Mapping between databases. | Hanine et al. |
| SQL | any key-oriented NoSQL DB | Yes | No | No | European Air quality database | Transformation layer | Schreiner et al. |
| SQL | HBase | Yes | No | No | 15 GB Dell DVD <br> Store relational database | Heuristic based approach | Serrano et al. |
| RDB | HBase | Yes | No | No | RDB schema with 7 tables. | Extracting conversion rules and applied conversion rules. | Ouanouki et al. |
| RDB | HBase | Yes | No | No | - | heuristic-based approach | Li et al. |
| RDB | document-oriented NoSQL, | Yes | Yes | No | Different databases of different sizes. | Column-level <br> Denormalization and Atomic Aggregates | Yoo et al. |
| MySQL | Oracle NoSQL | Yes | Yes | Yes | Five different databases | Automatic <br> Transformation | Proposed Scheme |

There is another methodology for the conversion of a relational database to HBase in four steps [28]. First, create a single merge table in HBase and convert all one-to-one and one-to-many relationships into that table. Second, merge neighboring tables through a recursive method. Third, a row key design, and fourth, create access patterns views. The set of rules for schema conversion between an existing relational database to Hbase are defined [29]. First, experimentally justify the need of conversion rules by observing the conversions without conversion rules. This first experiment is used as a baseline of the second experiment. Second, the experiment is performed convert the existing relational database application to Hbase using a first list of conversion rules. This conversion proves that the conversion rules reduce the difficulty of the whole conversion process. Another approach is presented for RDBs to NoSQL migration that has two phases [30], the first phase transforms relational
database schema to HBase schema and also provides guidelines to develop HBase application. In the second phase, schema mappings are used to create a set of programs to automatically transform the data of the source database to the target database. Similarly, this proposed a solution for migrating RDBMS schema to document oriented NoSQL database schema [16]. This method provides atomicity using atomic aggregate and avoids join operations. It uses the column-level denormalization in order to minimize the disadvantages of table-level denormalization.

Data extraction from Big data has been one of the major research challenges [31,32] in recent times. Since, Big data has discrete and heterogenous types of data, this challenge becomes more difficult. However, various contributions [32-34] are made to address this challenge. Suciu [33] discussed the extraction of knowledge from Big data and [34] discussed how conceptual modeling can help in addressing this challenge. The NoSQLayer tool presented is proposed for migrating from a relational database to a NoSQL database; this approach has two modules. The data migration module migrates the SQL database to the NoSQL database. Here, the metadata of the MySQL database is accessed during Java Metadata API. The data mapping module transforms data from a relational database to a NoSQL database seamlessly [35].

To the best of our knowledge, there is no approach or tool available to handle the complexity of automatic conversion of a RDB (such as MySQL) to Big data solutions (such as Oracle NoSQL database) and the major contribution of this paper is to present a novel approach that is intelligent enough to handle the complexity of data and automatically transform MySQL database to Oracle NoSQL for both data and schema conversion.

## 3. Used Approach for Handling Complexity of RDB to Big Data Conversion

The used approach is based on a rule-based system that has two modules: The first module handles the conversion of a relational database (such as MySQL) schema to a NoSQL database schema which is very flexible in nature (Schema Conversion). Whereas, the second module handles the conversion of the data from the relational database (such as MySQL) to NoSQL database (such as Oracle NoSQL). The working of the first module in the proposed approach is shown in Figure 4, that performs the schema transformation.


Figure 4. Schema transformation module.
The following text explains the components used in both modules (schema transformation and data transformation) and their working.

### 3.1. Schema Transformation

This module handles the transformation of MySQL schema to Oracle NoSQL schema. For this purpose, a relational database in MySQL is taken as an input and parses in Java to extract metadata of MySQL databases such as table-names, their attribute-names, attribute-data-types, relationship-names, indexes from the database, etc. Here, the JDBC driver and the Java metadata base class library is used to access the schema of tables from MySQL database. For relationship metadata extraction, the primary and foreign key constraints of each table were used as the relationship information can be helpful for schema conversion. Here, Java metadata class library provides different methods to extract schema information in different aspects, e.g., if we want to get information about a primary key then
we use metadata's primary key function. The methods used for this approach are listed in Table 2. When all required metadata of the tables' schemas are extracted, the mapping given in Table 3 is used to transform the MySQL metadata to Oracle NoSQL key-value store.

Table 2. List of methods used in schema transformation.

| Methods | Description |
| :---: | :--- |
| getTables() | This method returns all the tables of the database. The list returned by this <br> method is traversed to get information of each table. |
| getColumns() | The names of all attributes that are defined by the parameters and their <br> characteristics are retrieved through this method. |
| getMetaData() | This method returns all other information about relational databases, such as data <br> type and constraints. |
| getIndexInfo() | All indexes that are created on the relational database return through this method. |
| getImportedKeys() | This method retrieves a description of the primary key columns that are <br> referenced by a table's foreign key columns. |
| Getprimary keys() | This method retrieves a description of the primary key columns of the given table. |

This mapping is implemented in Java to accomplish the schema level transformation of MySQL to Oracle NoSQL database. Once the schema transformation is accomplished, the data level transformation is carried out; this is described in the following section.

Table 3. Migration mapping RDBs to Oracle NoSQL.

| MySQL | Oracle NoSQL |
| :--- | :--- |
| Table | Record or Table |
| Column Name | Field Name |
| Column Data | Field Type |
| Type | Field |
| Column | Users |
| Users | Priviliges |
| Permisssions | Index |
| Index | Parent-Child link |
| JOIN | Reference (parent-child link) |
| Foreign Key |  |

In our approach, we have created an online test preparation of a student database in MySQL. A subset of this MySQL database is shown in Figure 5 that is used to explain the schema conversion methodology of our approach.

Relational database has an important feature of JOIN. But Oracle NoSQL database uses parent-child relationship instead of JOIN. MySQL database Student table (parent table) is linked with Marks table (child table) and Marks table (parent table) is linked with Course table (child table) and Course table (parent table) is linked with lecturer table (child table) and lecturer table (parent table) is linked with Classes (child table). In Figure 6, we see that Student is a parent table, Marks is a child table as well as the Course is a sub-child table and Course table is a parent table and Lecturer is a child table and classes are sub-child table.

In Oracle NoSQL key-value store, these tables are stores in the form of Avro schema. Avro schema supports both APIs of Oracle NoSQL, and that is why the entire key-value store is based on this schema. Figure 7 shows the Avro Schema of tables stored in Oracle NoSQL store and Figure 8 shows Avro Schema of Marks table. Table API of the Oracle NoSQL key-value store is just a front-end layer to provide a user friendly environment.


Figure 5. Database model used as test database.


Figure 6. Relationships of Oracle NoSQL database tables.

## Tables: <br> CourseID <br> SYS\$IndexStatsLease <br> SYS\$ToinStatsLease <br> SYS\$TableStatsIndex <br> SYS\$TableStatsToin <br> Lecturer.firstname <br> Lecturer.lastname <br> Lecturer.courseid <br> Lecturers

Figure 7. Detail of tables stored in Oracle NoSQL store.

```
\{
    "Type" :"Table",
"Name": "Marks",
"Owner": "null",
"shardkey": ["Coursetitle"],
"primarykey": ["Coursetitle"],
"fields": [
    "name": "StdName",
    "type": "Integer",
    "nullable": "true",
    "default": null
    \}, \(\{\)
        "name": "Coursetitle",
        "type": "String",
        "nullable": "true",
        "default": null
        "name": "Mark",
        "type": "Integer",
        "nullable": "true",
            "default": null
            \}, \(\{\)
            "name": "Grade",
            "type":"STRING",
            "nullable": "true",
            "default": null
            \}, \{
            "name": "RollNo",
            "type": "INTEGER",
            "nullable": "true",
            "default": null
            \} ]
\}
```

Figure 8. Avro Schema of Marks Table.

### 3.2. Data Transformation

For data transformation, a table in source MySQL database is selected from which the data is to be extracted and transformed into JSON format for final storage in an oracle NoSQL database. For this purpose, the ETL (Extract, Transform and Load) methodology [31] is used. The data transformation module is shown in Figure 9.


Figure 9. Data transformation module.
JSON format is a light weight, data interchange format, and is easy to understand. JSON is used in Oracle NoSQL database as a data type and also as a schema; the schema created through JSON
is called Avro Schema. Before inserting data into a key value store, it is necessary to create an Avro schema for the record which defines the structure of the data.

In the first step, the required table is selected, from which data will be extracted. The next step is to convert data of the table row by row from MySQL database and store it in a text file; when all the data of the table is transformed, then this text file is called by another module that stores it into the Oracle NoSQL database. For data transformation, we need to know about some data types used in MySQL database to compare it with data types of the Oracle NoSQL database as shown in Table 4.

Table 4. Data type comparison.

| MySQL | Oracle NoSQL |
| :--- | :--- |
| int, bigint | Integer |
| Long | Long |
| Array | Array |
| Bolean | Bolean |
| Float | Float |
| Double | Double |
| String | String, Java String |
| BLOB | Binary |

In the data transformation process, every column data type of the MySQL database table is compared with the Oracle NoSQL data types. Such a comparison helps in finding the exact match of MySQL data type. Figure 10 shows the mapping of category table from RDBs to Oracle NoSQL.

| ID | S_Name | Class | Subject | Marks |
| :--- | :--- | :--- | :--- | :--- |
| 1 | James | $1^{\text {st }}$ year | OOP | 84 |
| 2 | Jane | $2^{\text {nd }}$ year | Java | 70 |

\{"id":1, "S-name": "james", "Class": "ist year",
"Subject": "OOP", "Marks": 84\}
\{"id":2, "S-name": "jane", "Class": "2nd year", "Subject":
"Java", "marks": 70\}

Figure 10. Mapping of relational table to Oracle NoSQL table.
The designed software prototype transforms all data of the required table into JSON format and temporarily stores this data into a text file. After converting data into JSON format, the next step is to insert data into Oracle NoSQL destination schema table. Finally, put() function is called to read JSON data from the file and store it into an Oracle NoSQL schema table.

## 4. Implementation Details

The approach discussed in the previous section is implemented in Java as Eclipse plugin. The implemented system starts working with the connectivity with a source relational database. After connectivity, two options will be displayed for conversion/transformation process. One is Schema Conversion and the other is Data Conversion. Which option is used depends on the user or administrator. If the user selects schema conversion, then the first step is to select the required database to transform into the Oracle NoSQL database. The next step is hidden from the user, which actually maps the databases and makes a conversion. In the last step, the transformed database schema will be displayed on the form. After creating schema from the relational to NoSQL database, a user can also transform data from MySQL to NoSQL. The second option is Data Conversion, if the user goes for this option, firstly, he will select the database and the required table from the database afterwards. The next step is to transform the data from the relational database to the Oracle NoSQL database. Consequently, a stored procedure is designed which transforms relational database data into Avro schema base JSON data. The entire working of the proposed system is shown in Figure 11.


Figure 11. Framework of the proposed approach.

### 4.1. Module A. Creating Schema of Mysql Table and Store It in the File

The function is used, which transforms the MySQL database tables into Avro Schema as shown in Figure 7. This function has the following steps.

1. Get metadata of MySQL database tables:

In this step, after database connectivity, MySQL tables are selected one by one and a function of Java metadatabase class library is called, which selects the table and its attributes.
2. Create a file:

For this step, a function of file Java class library is used, and to write data to this file PrintWriterfunction or PrintWriter Java class library are used.
3. Get keys from metadata:

In this part, the primary and foreign keys of are table are used for primary and foreign key mapping with NoSQL Avro Schema.
4. Map the data types of both databases and create fields in avro style:

In this step, the mapping process is defined, col.next() built-in function is used to select the column names of the tables one by one and compare the data type of MySQL table with Oracle NoSQL data types.
5. Create JOIN like parent-child relationship:

The fk.next() is a result set which hold the foreign key details and its corresponding tables. The table name of the foreign key is selected as a parent table name for the under-process table.

According to Oracle NoSQL, a parent-child relationship is like:
Parenttable.childtable (attributes with data types and primary keys of both tables).

### 4.2. Module B. Schema from File to NoSQL

In this module, the file is called, which has temporarily stores the schema of tables; after that, an object of Oracle NoSQL key-value store is created to access the NoSQL database. In the next step, an object of Table API is created for new table creation. Now the function runs while looped and gets data from files and sends it to KVstoreexecuteSync() function for table creation in the Oracle NoSQL store.

### 4.3. Module C. Transform Mysql Data into Oracle NoSQL Data

This module performs two tasks:

1. Create procedure: A procedure is created in a generalize format to get data from the database and create its JSON schema.
2. Call procedure to Transform data into JSON: The above function is called and executed, and then it gets data from the database and creates its JSON values row by row. Completing this task, the data that comes in the procedure is stored in a file and the data of this file will be sent to NoSQL database to store data in the database.

## 5. Results and Discussion

The implemented system was tested with a number of examples to verify the working of the tool and the accuracy of the transformation output. Here, MySQL is used as a source database and Oracle NoSQL is used as a target database. The experiment is performed on different datasets of databases. Our developed system has two parts, one is schema conversion, and the other is data transformation. In the Schema Conversion part, the software will work according to these steps:

1. In this step, Oracle NoSQL is started by running a set of commands in the CLI interface.
2. When designed software starts running, the user connects to a MySQL database through the software.
3. After MySQL connectivity, the next step is to select the required database from the connected databases of MySQL for conversion into the NoSQL database.
4. When a database is selected, then the software will give two options, one schema conversion and the other is data conversion; when the user clicks on the Schema Conversion button, then software will automatically create the schema of database tables. If there is a relationship between tables, then all tables linked with one another will be selected. The software will automatically convert this relationship into a parent-child relationship of Oracle NoSQL database. This parent-child relationship is an alternative for JOINs.
5. For schema conversion, a function is called, which get the table schema from a MySQL database and then stores it in a text file in the application. After completing this function, another function is executed; it gets data from the file and starts mapping the MySQL table schema, its attributes and data type with oracle NoSQL attribute style and data type. Later on, this table schema converted into Avro Schema and is stored into the Oracle NoSQL database. Avro schema is used in the Oracle NoSQL database for creating a record or table schema in which the data will be stored. Details of converted tables will be displayed in the form as shown in Figure 12, if any error is found in the conversion process, it will also be displayed in the form.


Figure 12. Schema conversion details.
In the data transformation part, all steps are the same except for Step.5. The Step. 5 of data transmission is started when a table is selected from the given tables. After selecting the table, and clicking on the Data transformation button, a function is called to get the data of the table from MySQL database and store it in a text file. After that, another function is called which gets data from a text file and stores it in specific schema table of the Oracle NoSQL database. The form will display the details of the converted table. The conversion detail of the city table is shown in Figure 13.

The proposed system is tested on a Ci5 2.4 Ghz processor with 4GB RAM with Ubuntu 14 OS on VM; five different databases are tested in the proposed system to check the effectiveness of the proposed system. The databases used for the evaluation of our proposed methodology are given below:

- World: This database has three tables (Country, City, Language) [size: 1.2 GB]
- OnlineQuiz: This database has five tables (Category, SubCategory, Quiz, Users, TestDetails.. [size: 2.3 GB]
- Accounts and products: This database has six tables (User, Accounts, Transactions, redemption, ebaycard, products). [size: 3.2 GB]
- Employees: This database contains five tables (Emp, Dept, Products, Sale, Accounts). [size: 1.4 GB]
- Classicmodels: This database has eight tables (customers, offices, emp, orderdet, order, payments, productline, products). [size: 1.1 GB]
- Denny Enterprises: This database has seven tables (Customer, Transactions, City, Products, Payment, Stock, Order). [size: 1.78 GB]


Figure 13. Data conversion details.
Figure 13 shows the screenshot of the data conversion module that allows the user to select a table name of the source database and it converts it into the Oracle NoSQL database table. Here, for the conversion, the approach discussed in Section 3.2 is applied and the results of the conversion are also shown in Figure 13.

### 5.1. Evaluation Methodology

The working, and the results, of the presented approach have been discussed in the previous section. To evaluate the performance of our approach, an evaluation methodology was designed to find how accurately the relational database schema and data is transformed into Key-value NoSQL format. An evaluation methodology, for the performance evaluation of intelligent tools, is used, and was originally proposed by Hirschman, L., Thompson in 1995 [36]. The following section describes the evaluation methodology used to evaluate the performance of our approach.

### 5.1.1. Criterion for Evaluation

A criterion was defined for the quantitative evaluation of the designed approach to find how accurately it transforms the source database to the target database. Accuracy of the transformation is measured by finding how close the output is of our approach to the opinion of a human expert (named total results). In this study, the opinion of a human expert for the target input was taken and used as a total result for the sake of evaluation.

### 5.1.2. Method of Evaluation

For the quantitative evaluation of the results of the used approach, each correct transformation (tables, fields, views, keys, etc.) was matched with the expert's opinion ( $N_{\text {total_transformations }}$ ). The results of all transformations were matched as all the transformations that matched the expert's opinion were declared correct ( $N_{\text {correct_transformations }}$ ), and otherwise, were considered incorrect ( $N_{\text {incorrect_transforamtions }}$ ).

### 5.1.3. Measures of Evaluation

A set of evaluation measures used in our evaluation methodology are: recall, precision, and F-Measure. The details of these three evaluation measures are given below:

Recall. The recall can be attributed as the completeness of the results produced by system. In our methodology, Recall ( R ) is calculated by finding the number of correct transformation from the total number of transformations. In Equation (1), $N_{\text {correct_transformations }}$ is the number of correct transformations generated by the approach and $N_{\text {total_transformations }}$ is the number of total correct transformations.

$$
\begin{equation*}
R=\frac{N_{\text {correct_transformations }}}{N_{\text {total_transformations }}} \tag{1}
\end{equation*}
$$

Precision. The precision can be attributed to as the accuracy of the designed system. Precision is measured by comparing the designed system's number of correct results by all (incorrect and correct) results produced by the system, calculated as: In Equation (2), $N_{\text {correct_transformations }}$ is the number of correct transformations generated by the approach and $N_{\text {incorrect_transformations }}$ is the number of total incorrect transformations.

$$
\begin{equation*}
P=\frac{N_{\text {correct_transformations }}}{N_{\text {correct_transformations }}+N_{\text {incorrect_transformations }}} \tag{2}
\end{equation*}
$$

F-measure: The F-measure can be attributed as a harmonic mean of Precision and Recall. F-measure is the harmonic mean or the "standard" average of total, correct, and incorrect results. By using harmonic mean, Sasaki (2007) [24] calculated F-measure using the following formula:

$$
\begin{equation*}
F=\frac{2(P)(R)}{P+R} \tag{3}
\end{equation*}
$$

### 5.2. Quantitate Evaluation

A set of five cases were selected to test the accuracy of the transformation. The selected cases have a set of MySQL databases with different numbers of respective tables in each database. All these five cases were processed with our tool for schema transformation and then data transformation. Table 5 shows the results of schema transformation whereas, each metadata element was considered on the transformation element.

Table 5. Calculate the values of P, R and F-measure.

| Case | Total <br> Transforma-tions | Correct <br> Transforma-tions | Incorrect <br> Transforma-tions | Missed <br> Transforma-tions | Precision (P) <br> $\%$ | Recall (R) <br> $\%$ | F-Measure (F) <br> $\%$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 24 | 21 | 2 | 1 | 87.50 | 91.30 | 89.35 |
| 2 | 37 | 33 | 3 | 1 | 89.18 | 91.66 | 90.40 |
| 3 | 20 | 18 | 1 | 1 | 90.00 | 94.73 | 92.30 |
| 4 | 26 | 23 | 1 | 2 | 88.46 | 95.83 | 91.99 |
| 5 | 19 | 16 | 2 | 1 | 84.21 | 88.89 | 86.48 |

Table 5 shows that in all five experiments of RDB to NoSQL migration, the rate of success of transformation in terms of Recall was as high as 88 to $96 \%$. There were rare incorrect transformations as well. In our approach, the conversion rules are supporting the maximum type of conversions from RDB to NoSQL.

Figure 14 shows the results of recall, precision and F-measure of all five different case studies. The results of these measurements show the accuracy and performance of the system under the different database loads. The results shown in Figure 14 depict that the schema to schema transformation and data to data transformation are carried out successfully.


Figure 14. Evaluation results from Relational to NoSQL key-value store.

### 5.3. Qualitative Evaluation

These databases first tested on schema conversion and the details of this conversion are shown as a graph in Figure 15. In this graph, the world database has three tables, onlineQuiz has five tables and accounts has six tables; however, the conversion time taken for OnlineQuiz accounts for more than double the world class because the OnlineQuiz and accounts database have multi parent child relationship, and therefore, it takes the max time.

Schema Conversion Timein Microseconds With Ci5 2.4ghz and 4GB RAM


Figure 15. Schema Conversion time in microseconds.
The data conversion time of databases is shown in Figure 16. The single table data conversion time is the same, in the parent-child relationship there is a minor difference in time, but in the multi parent-child relationship, the time is double the parent-child relationship. This is because in the proposed software prototype, the process of mapping parent-child relationship is time consuming. In this process phase, the system finds all foreign keys which are linked with the child table then it creates NoSQL key value store (JSON) storage schema of data and sends it to databases.

Data Conversion Time In Microseconds, Ci5 2.4ghz, 4GBRAM


Figure 16. Data conversion time in microseconds.
We could not compare the results of our prototype tool to other tools as no other tool is available that can generate Oracle NoSQL database from the relational database. However, we have compared the results of our prototype tool to a few tools that migrate the relational database to different types of NoSQL databases. Table 6 shows a comparison of performance with the previous approaches:

Table 6. Comparison of our approach with previous approaches.

|  | Source Database | Target Database | Time | Dataset Size |
| :---: | :---: | :---: | :---: | :---: |
| NoSQLayer [35] | MySQL | MongoDB | 1.66 min | 50 K records |
| DigiBrowser [37] | MySQL | NoSQL | 10 min | 1.5 million records [4.2 GB] |
| ODBAPI [38] | MySQL | CouchDB | - | - |
| Kuderu, et al. [39] | RDB | NoSQL | 13 min | 5000 Transactions |
| Our Approach | MySQL | Oracle NoSQL | 3.5 min | 3.2 GB |

In this paper, the used approach is novel and automatically transforms the existing database in MySQL to Oracle NoSQL database and provides a highly accurate transformation. The used approach uses a rule-based system to perform transformation at the schema level as well as at the data level. A software prototype for this transformation is also developed as a proof of concept. The results of the experiments show the correctness of our transformations, and outperforms the other similar approaches.

## 6. Conclusions and Future Work

This study has presented a system to automatically transform relational database into a NoSQL key-value store. The developed system does conversion at the schema level as well as at the data level. The user chooses the type of conversion one wants to perform. In the schema conversion part, the structure of the whole database tables with relationships will be converted to the Oracle NoSQL schema. In the data conversion part, the data of the required tables are converted to Oracle NoSQL supported data types. JSON schema is used for this conversion methodology. The software prototype is developed in Java language. The system has been implemented and evaluated on different sample databases. The results show that the transformation process is very efficient and accurate.

As a future direction, our approach will be able to enhance advance technologies to support all other relational databases and NoSQL databases. The transformation time can be further reduced by using direct entry method (from MySQL to Oracle NoSQL without using middle storage medium).

Here, a model transformation to map RDB elements to NoSQL elements can also improve the accuracy and efficiency of the said migration.
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