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Abstract: This paper intends to offer the readers an overview of the Special Issue on Coastal
Vulnerability and Mitigation Strategies: From Monitoring to Applied Research. The main focus of
this Special Issue is to provide the state-of-the-art and the recent research updates on the sustainable
management strategies for protecting vulnerable coastal areas. Based on 28 contributions from
authors from 17 different countries (Australia, China, Ecuador, Germany, Greece, India, Italy, Mexico,
The Netherlands, New Zealand, Poland, Spain, Sri Lanka, Taiwan, United Arab Emirates, UK, USA),
an ensemble of interdisciplinary articles has been collected, emphasizing the importance of tackling
technical and scientific problems at different scales and from different point of views.

Keywords: coastal vulnerability; coastal defense; coastal monitoring; wave climate; coastal
morphodynamic; coastal management; coastal ecosystem

1. Introduction

Coastal management in the 21st century will require us to face multiple issues including climate
change and impacts of sea level rise. Conservation of coastal systems and ecosystems requires
multidisciplinary inputs as well as integrated studies and approaches.

In view of this, the following research topics deserve greater attention to speed up the development
of suitable coastal management strategies:

(a). relationship between coastal ecosystems and hydrodynamics;
(b). climate change effect on coastal areas;
(c). coastal morphodynamics;
(d). coastal vulnerability;
(e). integrated coastal management.

2. Contributions

This Special Issue provides food for thought on each of these topics.

2.1. Relationship between Coastal Ecosystem and Hydrodynamics

Coastal lagoons and river deltas are complex environments where hydrology and coastal dynamics
work together for the ecosystem functioning. Management and environmental policies of such coastal
areas are extremely difficult because of continuous conflicts between conservation and development.
Modelling is crucial for supporting the analysis of management scenarios. So many research efforts
have been made to understand the relationships of coastal hydrodynamics with biotic and abiotic
elements of the ecosystems.

Water 2020, 12, 2594; doi:10.3390/w12092594 www.mdpi.com/journal/water1
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Christia et al. [1] developed an integrated environmental assessment methodology on
Western Greece coastal lagoons (Rodia, Tsoukalio and Logarou—Amvrakikos Gulf, Kleisova—
Messolonghi-Aitoliko, Araxos) demonstrating the link between macrophyte assemblages and abiotic
factors typical of coastal lagoon systems. Their results emphasize the crucial impact of the sea water
intrusion on the relative abundance and distribution of macrophyte species, as described in other
Mediterranean coastal lagoons. The proposed methodology is broadly applicable, since it is based on
important parameters affecting coastal lagoon ecosystems, and the provided links between macrophyte
assemblages and abiotic factors are of critical importance to improve environmental policies.

Tran Anh et al. [2] combined different models to simulate the hydrodynamics and salinity
distributions in the Hau (Bassac) River estuary of the Mekong Delta, southern Vietnam. A combination
of 1D and 2D hydrodynamic models were calibrated and applied to simulate future hydrological
changes under multiple scenarios of upstream inflow changes, climate change and sea level rise for
the 2036–2065 period. The model simulations indicate that a combination of upstream discharge
reductions, rainfall changes and rising sea level will substantially exacerbate salinity intrusion.

Interaction between mangrove vegetation and hydrodynamics plays an important role in
many coastal tropical and sub-tropical intertidal environments, including coastal protection.
Coastal vegetation is effective in dissipating incident wave energy during storm conditions, which offers
valuable protection to coastal communities.

Montgomery et al. [3] explored the influence of channelization on mangrove flood attenuation
comparing high water events in two contrasting New Zealand mangrove forests. The degree of
channelization and, therefore, the capacity of mangroves to reduce flooding depends on the elevation
of the vegetation. Observations from sites with the same vegetation type suggest that mangrove
properties are important to long wave dissipation only if water transport through the vegetation is the
dominant mechanism of fluid transport.

Tan et al. [4] investigated wave propagation and turbulence characteristics through vegetation
with different stiffness by means of a physical model in a laboratory wave flume. The results showed
different patterns in wave propagation turbulence intensity in different canopies; such knowledge may
support the selecting of vegetation species with suitable stiffness for coastal protection purposes.

Yao et al.’s [5] technical note provides a practical set-up to derive both time-varying and
period-averaged vegetation drag coefficients following the direct measuring method. Standard force
sensors are applied to compose four synchronized force–velocity measuring systems in the current
experiment. The newly-developed synchronized force–velocity measuring systems and the automatic
realignment algorithm offers information for future experiments on vegetation–wave interactions for
better understanding and prediction of vegetation-induced wave dissipation.

Tripepi et al. [6] investigated hydrodynamic forces induced by tsunami-like solitary waves on a
horizontal cylinder placed on a horizontal seabed by means of 2D laboratory experiments. An overall
good agreement found between analytical solutions and laboratory tests has led, in conjunction with
the measurement of experimental forces, to the calibration of the hydrodynamic coefficients in the
Morison and transverse equations.

2.2. Coastal Climate

Extreme sea and weather events (in terms of storm waves, tsunamis, sea level rise, air temperature,
wind and atmospheric precipitation) in coastal areas have highlighted the destructive effects that
can occur from hazards of marine origin. Many geomorphological and coastal engineering scenarios
require robust estimates of wave climate and design wave height with a certain return period and
incorrect estimates can have dramatic effects on the flood risk analysis or on the structural design of
maritime structures.

Dentale et al. [7] proposed a procedure based on integrating significant wave height time series
generated by model chains with those recorded by wave buoys in the same area (North Atlantic
Spanish Coast, South Mediterranean Italian coasts and Gulf of Mexico) in order to provide better
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estimates of extreme values. A general procedure is provided to improve the reliability of model data
for the extreme values analysis; such a procedure can also be used to evaluate the suitability of a given
model data archive to the estimation of the probability of extreme sea states.

Molina et al. [8] analyzed a 35-year wave climate dataset concerning four positions equally spaced
along the Mediterranean coast of Andalusia (south of Spain). A total of 2961 storm events were recorded
and classified as a function of their associated energy flux. In particular, nine stormy years, i.e., years
with a high cumulative energy, were recorded.

Hamza et al. [9] investigated the wave climate offshore Saadiyat island situated in the Gulf within
the Emirate of Abu Dhabi. They compared the measured ADCP data and propagation results of
the NOAA offshore wave dataset by means of the Simulating WAves Nearshore (SWAN) numerical
model, the NOAA and ECMWF wave datasets at the closest grid point in shallow water conditions,
and the SPM ’84 hindcasting method with the NOAA wind dataset used as input have been carried out.
They showed that the SPM ’84 hindcasting method might be very accurate in shallow water conditions.

Contestabile et al. [10] carried out a multi-comparison between wave propagation model data
and direct measurements at Bagnoli-Coroglio bay (central Tyrrhenian Sea, Italy). A non-conventional
triple-collocation-based calibration of a wave propagation model is described. GPS-buoy, ADCP data
and model virtual numerical points allowed an implicit reciprocal validation of the different data source.
The results suggest that numerical model calibration based on short term wave buoy measurements
can be easily applied in different areas where detailed wave data are not available.

Tylkowski et al. [11] determined the threshold values for extreme sea and weather events on
the Polish Baltic coast. The threshold values presented can be used to forecast changes in climatic
and hydrological conditions (maximum and average daily air temperature, daily sum of atmospheric
precipitation and maximum and average sea level) in the Baltic coastal zone.

Hydrometeorological conditions especially favorable to the intensification of aeolian processes
are the main determinants of geomorphological changes in the coastal zone. Hojan et al. [12] presented
the temporal and spatial variability of hydrometeorological conditions conducive aeolian processes on
the Southern Baltic coastal zone in Poland. In periods between storms, coastal wind is seen to decrease
the balance of beach sediments and lowers the beach area.

2.3. Coastal Morphodynamic

Extreme storms may significantly affect the coastal environment, especially in terms of erosion and
sediment transport. They can provoke disastrous consequences such as sediment transport beyond the
surf zone to unusual depths [13]. The swash zone is that part of the beach alternately covered and
exposed by uprush and backwash. It is characterized by strong and unsteady flows, high turbulence
levels, large sediment transport rates and rapid morphological change, and it represents arguably the
most dynamic region of the nearshore [14].

Riefolo et al. [15] analyzed experimental data from large scale wave flume under the project SUSCO
(Swash zone response under grouping Storm Conditions) founded by EC Programme HYDRALAB III.
The authors highlighted the effects of wave grouping and long-wave short-wave combination regimes
on low frequency wave generations and clarified their influence on morphodynamics. Some evidence
of the influence of low frequency waves on runup and transport patterns are shown. In particular,
the generation and evolution of secondary bedforms are consistent with energy transferred between
the standing wave modes.

Saponieri et al. [16] analyzed short term morphodynamic response of a beach nourishment
protected by a standard and an innovative beach defense system. The 2D physical small-scale models
were carried out to study a rubble-mound detached submerged breakwater and a Beach Drainage
System deployed together. The Beach Drainage System influenced swash zone hydrodynamics and
morphodynamics in the presence of the submerged breakwater while a reversal of the prevalent
direction of the net sediment transport seaward was reported offshore from the sheltered region.
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Medellín et al. [17] studied the shoreline resistance and resilience associated to a transient
disturbance (a temporary groin) by means of field observations and numerical modelling. The study site
is a micro-tidal sea-breeze dominated beach located in the northern Yucatan Peninsula. A new one-line
numerical model of beach evolution is calibrated with the field surveys, reproducing both the sediment
impoundment and subsequent beach recovery after the structure removal. Results suggest that
beach resistance associated to the presence of a structure decreases with increasing alongshore
sediment transport potential, whereas resilience after structure removal is positively correlated with
the alongshore diffusivity.

Torres-Freyermuth et al. [18] investigated beach morphodynamics behind low-crested detached
breakwaters build on a micro-tidal sea-breeze-dominated beach located in the northern Yucatán
Peninsula in the Gulf of Mexico. Three study sites were monitored trough beach survey (RTK-DGPS),
UAV flights, freeboard elevation and breakwater length, waves and sea level measurements.
Observations suggest the high sensitiveness of beach morphodynamics to breakwater transmissivity.

2.4. Coastal Vulnerability

Coastal vulnerability is a spatial concept that identifies people and places that are susceptible
to disturbances resulting from coastal hazards. Hazards in the coastal environment, such as coastal
storms, erosion and inundation, pose significant threats to coastal physical, economic, and social
systems. [19].

The Coastal Vulnerability Index (CVI) is a popular index in literature to assess the coastal
vulnerability of climate change.

Pantusa et al. [20] presenting a case study proposed a CVI formulation to make it suitable for the
Mediterranean coasts. The new formulation considers ten variables divided into three typological
groups: geological, physical process and vegetation. For the case study presented in this work, the most
influential variables in determining CVI are dune width and geomorphology. The transects presenting
a very high vulnerability were characterized by sandy and narrow beaches (without dunes and
vegetation) and by the absence of Posidonia oceanica.

Kantamaneni et al. [21] reviewed the existing coastal vulnerability assessment studies along the
coastal Andhra Pradesh region in India with the aim to mitigate the existing shortcomings in the
assessment techniques used previously in that area. Their study shows that very little was done
so far in the area to assess the overall coastal vulnerability, with only a few of the CVI parameters
being accounted for and based on relatively low-resolution data. So, this study significantly improved
the assessment.

Garcia-Ayllon [22] presented an innovative methodology for analyzing the coastal vulnerability
based on the GIS evaluation of the spatial statistical correlation of long-term anthropic impacts and the
distribution of current risks. The geo-statistical analysis carried out for the Mar Menor Mediterranean
lagoon reveals that the urbanization processes being developed in the last decades have generated
imbalances. The proposed approach seems promising to better understand the relationship between
territorial transformations on the coast and the current coastal vulnerability of this area.

Favaretto et al. [23] presented a novel 2D model for the inland flood propagation and an approach
for the assessment of coastal flooding vulnerability. Hazard maps of two stretches of the Venetian
littoral (Northern Adriatic Sea, Italy) were produced, showing the probability of failure in each point
of the coast for a given inland inundation level.

Gaeta et al. [24] implemented a coupled wave-2D hydrodynamic simulation by means of the
open-source TELEMAC suite in the coastal area of the River Reno mouth (eastern coast of Northern
Italy). Past (1971–2000) and future climate change (2071–2100) scenarios showed that flooding hazards
and changes in littoral hydrodynamics at the selected site are nowadays already significant, especially
during extreme events and are expected to further increase in the future. The highest contribution to
the coastal vulnerability of the studied beach is due to the relative rise of sea level, especially when this
is combined with extreme sea storms.
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2.5. Coastal Management

Coastal management in the coastal zone includes nature conservation, recreational activity, habitat
and species restoration and coastal defense (protection from coastal pollution, coastal erosion and
flooding).

Ruol at al. [25] described the recent Coastal Plan of the Veneto Region (Italy) proposing
erosion mitigation criteria. The authors provided practical guidelines on how to interpret coastal
monitoring analysis, select when, where and what mitigation measures should be adopted, and suggest
a methodology for assigning a priority level to any action. The criterion used takes into account erosive
tendency, existing coastal flooding hazards, coast value, environmental relevance, tourist pressure,
urbanization level, the presence of production activities and cultural heritage.

Coastal management criteria based on the coastal risk map for the Yunlin Coast (Taiwan) was
drawn by Huang et al. [26]. The results showed vulnerability and potential hazards and proposed
design criteria for coastal defense and land use for the various kinds of risks faced. The safety of
the present coastal defenses and land use was assessed, and coastal protection measures for hazard
prevention were proposed based on the generated risk map. The coastal hazards are constituted mainly
by storm surge and ground subsidence and, therefore, an implementation of both engineered and
non-engineered control measures is proposed.

Giardino et al. [27] presented an implementation and application of the Bayesian belief network
(BBN) for coastal erosion management at the regional scale along the entire Holland coast. The effects
of different sand nourishment designs on two pre-identified coastal indicators (i.e., dune foot and
momentary coastline position) were assessed at 604 cross-shore transects and spanning a period of
over 50 years. BBN provides a very powerful tool to bridge the existing gap between the needs of
coastal managers and the currently available data and numerical models.

Coastal pollution is also a significant element of vulnerability. The assessment of pollution sources
is critical for support management and if needed remediation actions.

Giglioli et al. [28] analyzed the contaminants’ concentrations (i.e., heavy metals and hydrocarbons)
in seabed sediments through a statistical multivariate approach in a post-industrial area, Bagnoli
(Gulf of Naples, Southern Italy). The main contamination source was found related to anthropogenic
activities but, concerning Arsenic and other metals, it was reported that the existence of multiple
anthropogenic and geogenic sources might originate from the volcanic rocks present in the area.

Mestanza et al. [29] presented an historical analysis (17th to 19th centuries) of the shore protection
works performed at Callao (Peru) as defense from storm waves and tsunamis. The analyses put
in evidence that most of the physical processes of coastal dynamics and shore protection were
qualitatively understood. The main difference with the modern approach is that new materials to build
structures as physical and numerical models to design them are now available. A strategic retreat as
the most sustainable solution with respect to the forecasted sea level rise and increased storminess,
was even considered.

Pranzini et al. [30] analyzed a long time series (from 1878 to 2017) of data on shorelines and shore
protection structures along the Northern Tuscany coast. The presented case studies allow identification
as to how shore protection structures are designed to counteract beach erosion. This study shows how
sediment bypassing could have been implemented at most important harbors and how softer solutions
might have been adopted starting from stable sectors and moving towards eroding areas. However,
the authors point out that such strategies would have required a long-term strategy, which in many
cases is incompatible with the lifetime of political decision-makers.

Cioffi et al. [31] developed a methodological modeling approach to assess the reliability of
hydraulic infrastructures in controlling risks of flooding in a lagoon area in the south of Italy. This zone
has an elevation equal to or lower than the mean sea level. The modeling study shows that the carrying
capacity of the hydraulic network downstream of the pumping system is insufficient to cope with
future sea level rise and intensification of rainfall.
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3. Conclusions

The research contents examined in this Special Issue highlight that several stressors affect the coastal
zones, determining new challenges to minimize coastal vulnerability through mitigation strategies.

Most papers give us greater insights and open new frontiers to handle risks in coastal zones.
Innovation in management tools for coastal managers and applied research in the topic of coastal zone
management have been proposed. Several studies have thoroughly investigated specific hydrodynamic
and morphodynamic processes in costal zones. An overview of mitigation strategies against flooding
and erosion, also in the perspective of climate change effects, is also provided. Moreover, the Special
Issue is completed by several contributions concerning ecological coastal defense and innovative
monitoring techniques.

The ensemble of interdisciplinary articles collected in this Special Issue emphasizes the importance
of tackling technical and scientific problems at different scales and from different points of view.
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Abstract: Coastal lagoon types of Western Greece were allocated to a spectrum of meso to polyhaline
chocked lagoons; poly to euhaline restricted lagoons; and euhaline restricted lagoons along the
Ionian Sea coast. This diversity comprises wide ranges of physical, chemical and environmental
parameters in a seasonal and annual scale, which explains the variability in the distribution of benthic
macrophytes. Four different macrophyte assemblages were distinguished, characterized by annual or
perennial species. Extensive statistical analysis showed that salinity and nitrate concentrations had
a great impact on the composition and distribution of macrophyte assemblages into lagoon types
that also changed their abundance on a seasonal and annual scale. During the monitoring period,
an important salinity shift in a chocked lagoon might cause the gradual loss of Zostera noltii and its
replacement by Ruppia cirrhosa. Restricted lagoons were characterized by higher species diversity,
while the other three identified macrophyte assemblages were dominated by the angiosperms
Ruppia cirrhosa and Cymodocea nodosa. This integrated study of coastal lagoons is likely to be broadly
applicable, since it was based on important parameters affecting such ecosystems, and the provided
links between macrophyte assemblages and abiotic factors are of critical importance to improve
management and environmental policies.

Keywords: brackish lagoon types; benthic macrophytes; salinity; succession; univariate variables; Greece

1. Introduction

Coastal lagoons are dynamic ecosystems characterized by shallow waters isolated from the
open sea by the presence of coastal barriers. Therefore, they represent an ecotone between marine,
fresh-water, and terrestrial ecosystems showing some typical characteristics of all these types [1].
These characteristics often result in considerable seasonal changes of environmental variables
(e.g., temperature, salinity) and large fluctuations in chemical parameters with consequences to many
resident species [2–4].

Coastal lagoons are often sub-divided into choked, restricted, leaky [1] and even open [5] with
respect to the characteristics of their hydrodynamic exchange properties with the adjacent open
sea. The WFD/2000/60/EC does not include an explicit definition of lagoons, but the definition
of transitional waters (TW) specifies a salinity gradient and significant freshwater inputs [6].
Several criteria have been used to define the typology of transitional waters such as salinity, substrate
type, formation, isolation, size, morphology, etc. [7,8]. Recently, a classification approach of coastal
lagoons of Western Greece was conducted by Christia et al. [9] who revealed four different types,
based on criteria defined by the system B of WFD 2000/60/EE and other descriptors indicated as either
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Water 2018, 10, 151

obligatory or optional. Classification was based solely on abiotic parameters in order to avoid circular
reasoning due to biological variation [10–12].

Mediterranean coastal lagoons are generally shallow with tidal ranges below 0.5 m [13].
The extreme meteorological conditions (high temperatures and low precipitation in summer) observed
in the last decades in the Mediterranean basin, foster high seasonal and annual variations in
physical and chemical parameters, making these ecosystems highly vulnerable to climate change [14].
This tendency will probably continue owing to the global climate changes, leading to the degradation
and loss of critical habitats, the increase of eutrophication phenomena and associated algal blooms.
Global induced changes lead inevitably to a chain of effects on the ecosystem structure, especially in
the submerged macrophytes assemblages. Submerged macrophytes, composed of angiosperms and
macroalgae, are important primary producers in coastal lagoons, and many species are considered
as ecosystem engineers by creating habitats for aquatic organisms [15]. A coastal lagoon is typically
dominated by few submerged macrophytes genera with great plasticity in resource exploitation
and adaptation to salinity regimes and other structuring abiotic parameters [16]. During the
past 150 to 300 years, eutrophication, habitat modifications, water level and salinity fluctuations have
led to a massive decrease of angiosperms and other submerged macrophytes in temperate estuarine
and coastal ecosystems in Europe and North America [17,18]. The development of type-specific lagoon
management plans and the implementation of proactive adaptation measures became necessary [19].

The recovery of benthic macrophytes is one of the targets of the WFD/2000/60/EC and has led
to policy decisions aiming, directly or indirectly, to improve the status of coastal ecosystems [6,20].
Submerged macrophytes have morphological, physiological and ecological adaptations to confront
environmental shifts [21]. Benthic macrophytes have a strong influence on the physical and
chemical structure of aquatic ecosystems [22,23], forming extensive [15], highly productive [24] and
spatio-temporally patchy habitats [25].

A comprehensive presentation of macrophyte distribution in the Mediterranean lagoons and their
dynamics based on long-term datasets is necessary in order to depict the high temporal variability
of these environments [26,27]. Nevertheless, long-term studies supporting the spatiotemporal
dynamics of macrophyte assemblages in lagoons of Greece are scarce in literature [28,29]. Until now,
the monitoring of biological quality elements was focused on phytoplankton, benthic invertebrates,
zooplankton and fishes [30–33], while benthic macrophytes were monitored only in few lagoons in
Northern Greece [34] and in southern and western Greece [2,35]. The knowledge of the ecology of these
macrophytes is of prime importance both for the understanding of the ecosystem functioning and for
more applied aspects. Macrophytes can be used as ecological indicators of environmental health and
ecological status [36,37], as they respond to water nutrients at the community level regarding species
diversity (Shannon index), structure and abundance [38]. In the Mediterranean region, three euryhaline
species—Z. noltii, Z. marina, and C. nodosa—are present [35]. These species not only provide the physical
habitat for a rich fauna but also play a fundamental role in biogeochemical processes contributing
to lagoons water quality [39]. This knowledge is crucial to further recommend management and
restoration measures.

In this paper, the hypothesis that physical, chemical and environmental parameters of water
column have played significant roles in the distribution of macrophyte assemblages was investigated
in the identified lagoon types. In this context, the composition of each macrophyte assemblage on a
seasonal and annual scale was examined in each lagoon type and correlated with key role parameters
such as salinity and nitrogen compounds concentrations as derived by the multivariate analysis.
In addition, the species that contributed more to the dissimilarity among lagoon types were identified
and the seasonal evolution of their abundance was investigated following the spatial and temporal
variations of number of species, species richness, Evenness and Shannon diversity in each lagoon.
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2. Materials and Methods

2.1. Study Area

The current study was based on the typological framework of coastal lagoons of Western Greece
(Ionian Sea), as derived by Christia et al. [9]. According to them, the investigated area is classified into
three different lagoon types based on hydromorphological characteristics (Figure 1): (a) Lagoon Type I
includes large, chocked lagoons with meso to polyhaline waters as Rodia which belongs to the natural
complex system of Amvrakikos Gulf; (b) Type II consists of large, shallow, restricted lagoons with
poly to euhaline salinity regimes and higher sea water exchanges. This type includes Tsoukalio and
Logarou lagoons (Amvarkikos Gulf) and Kleisova lagoon that belongs to the lagoonal complex system
of Messolonghi-Aitoliko; (c) Type III includes small, shallow and restricted lagoons with euhaline
salinity regime and medium seawater intrusion (Araxos lagoon). Detailed information is reported in
Christia and Papastergiadou [2] and Christia et al. [9,35]. According to Christia et al. [9] the typological
classification of lagoons also revealed a fourth type which includes Kaiafas but this has been omitted
from the current research due to its peculiar environmental characteristics: small, deep, mesohaline
lagoon with a wide barrier and a unique macrophyte assemblage composed by Potamogeton pectinatus
and Chara hispida f. corfuensis. For that reason, it was tested as a case study by Christia et al. [40].

Figure 1. Maps and sampling stations of the investigated Western Greece coastal lagoons: (a) Rodia
(Type I); Tsoukalio and Logarou (Type II)-Amvrakikos Gulf; (b) Kleisova (Type II)-Messolonghi-Aitoliko
lagoonal complex; (c) Araxos (Type III).

2.2. Sampling Design of Water Quality and Aquatic Macrophytes

Samplings were carried out seasonally (spring, summer, autumn) between 2005 and 2007
in 24 stations of the five studied coastal lagoons of Western Greece. Sampling stations were
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homogeneously distributed, covering the spatial heterogeneity of each particular lagoonal
environment (Figure 1). Depth, transparency, temperature, salinity, dissolved oxygen (DO) and
pH were directly measured in situ using portable equipment (Secchi disk, WTW multi 340i/SET,
Wissenschaftlich—Technische Werkstätten, Dr- Karl-Slevogt—Straße 1, 82362, Weilheim, Germany).
Discrete surface water samples were collected in 1 L polyethylene bottles and preserved at 4 ◦C for
laboratory analysis of the following nutrients: NH4

+-N, NO2
−-N, NO3

−-N, PO4
−3-P. Water samples

for dissolved nutrients analyses were filtered using 0.45 μm pore size filters and immediately
frozen (T = −20 ◦C) until analysis, while Chlorophyll-a (Chl-a; μg/L) extraction was conducted
in 90% acetone for 24 h. All concentrations were measured according to American Public Health
Association (APHA) [41]. For total phosphorus (TP), water samples were collected before filtering.
Dissolved inorganic nitrogen (DIN) was calculated as the sum of the inorganic nitrogen forms.

The macrophyte sampling campaigns were generally carried out in each station during spring,
summer and early autumn in order to evaluate the presence and abundance of species during the
whole growth period. Macrophyte compositional and abundance data were measured from a sampling
plot of 10 m × 10 m. In each plot, three samples were randomly scraped from the bottom, in a water
depth range of 1 to 3 m, on an area of 2 m × 2 m [42]. Plant species abundance was visually scored
on a 5-level percentage coverage abundance scale (1 ≤ 20%; 2 = 21–40%; 3 = 31–60%; 4 = 61–80%;
5 = 81–100%). Macrophyte specimens were placed in a plastic bag and transported to the laboratory
for identification. The samples were rinsed with water to remove sediments, identified at species level
and then fixed in 2% formalin.

2.3. Statistical Analysis

All environmental parameters were log (x + 1) transformed in order to make them closer to normal
distribution. Multivariate analysis of variance was applied to investigate the differences of these
parameters between sampling periods and macrophyte assemblages. A two-way ANOVA (analysis of
variance) test was performed to assess which parameters differed significantly between seasons and
years. A factorial ANOVA with interactions between seasons and years was run. Interactions were
specified by joining the variables with asterisks, e.g. seasons*years. An LSD test (SPSS V.15) [43]
provided direct comparisons between two means from two individual groups (Table S1) in order to
address which variables differed significantly among lagoon types.

A detrended correspondence analysis (DCA) was conducted with the CANOCO 4.5 software [44]
to explore the different macrophyte assemblages occurring in different coastal lagoon types.
A correspondence analysis (CA) was also tested but, due to the presence of an arch effect, the DCA
was finally chosen. DCA was performed using the percentage coverage data of the species found
in each lagoon type. All data were log (x + 1) to avoid the down weighting of rare species with
values approaching to zero. In order to meet criticism rose against DCA on the wedge effect a
Multidimentional Scaling (MDS) plot in PRIMER (6.0) [45] was also run.

A redundancy analysis (RDA) takes explanatory variables into account, which allows a direct
modeling of the cause-effect relationship between species data and environmental parameters.
Explanatory variables were selected using the threshold of p < 0.5 of the Monte Carlo permutation test
and the threshold of <20 of inflation factors (VIF) [43]. RDA results are displayed by an ordination
diagram which reflects the distribution of macrophytes species along coastal lagoon types with different
environmental parameters [44].

The structure of macrophyte assemblages was inspected by calculating the total number of
species (S), Margalef’s species richness (d), diversity index of Shannon (H) and Pielou evenness (J’)
with PRIMER (6.0). These indices were calculated for each lagoon and their variations were tested
with three-way ANOVA on a seasonal, annual and spatial scale (SPSS V.15).

The contribution of individual macrophyte species to the dissimilarity between lagoon types
on an annual scale was tested with the similarity percentages (SIMPER) analysis. The zero-adjusted
Bray–Curtis coefficient was used to modulate the erratic behavior of Bray-Curtis for near-denuded
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assemblages in the sampling sites [46]. For this analysis a 90% cut off of the cumulative percentage
was applied for taxa with low contributions. Moreover, pairwise Analysis of Similarity (ANOSIM)
comparisons applied between all groups, using 10,000 simulations in each case. This analysis was
carried out to test the null hypothesis that there were no differences in the composition of macrophyte
species among different lagoon types. Both analyses, SIMPER and ANOSIM were based on the
Bray–Curtis dissimilarity index and were conducted using the PRIMER (6.0) statistical software.
Values were square-root transformed before the analyses; in this way, each species contributed fairly
evenly to each analysis [45].

3. Results

3.1. Environmental Change and Water Quality Characteristics

The analysis of variance showed significant variations of environmental parameters, both
on seasonal and annual scale, in the three studied lagoon types of Western Greece (Table 1).
Water temperature in coastal lagoon types did not show significant differences and followed the
typical pattern which is generally characterized by highest values during the dry period (summer).
Water depth played an important role not only to the classification of lagoon types [10] but also to
the variability of nutrient concentrations. The higher mean depth value was found in lagoon Type I
(1.06 m) where the predominant forms of nitrogen were NO3-N and NH4-N. During the wet period
(spring) they accounted for 396 μg/L and 186 μg/L, respectively, showing significant difference among
all lagoon types (Figure 2; Table 1). During the monitoring period the higher concentration of TP
was measured in lagoon Type II (156.1 μg/L) in autumn (Figure 2). The concentration of TP showed
significant variations between seasons and years (Table 1).

Salinity varied significantly among lagoons and played pivotal role in the classification of lagoon
types. On a seasonal scale, it followed a marked similar pattern in all lagoon types with higher
values recorded during the dry period. Restricted lagoons showed typically marine conditions, while
chocked lagoons are strongly influenced by freshwater inputs. Therefore, lagoon Type III showed
the higher mean salinity (40.5‰), while the lower value was recorded in Type I (14.1‰). Low Chl-a
concentrations were common in all lagoon types during the monitoring period. The highest value
(3.7 μg/L) was measured during spring in lagoon Type III. The significance of interactions between
the two factors of season, year and season*year was also considered. More specifically, the interaction
between season and year indicated significant (p < 0.05) effects for temperature, pH, DO, nutrients of
N and P, alkalinity and Chl-a (Table 1).
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3.2. Macrophyte ‘Assemblages’ in the three Lagoon Types of Western Greece

A total of 38 macrophytic taxa [35] were recorded in the three studied lagoon types:
three angiosperm species (Z. noltii, R. cirrhosa, C. nodosa), one Charophyte (Lamprothamnium papulosum)
and 34 macroalgae (Rhodophytes, Chlorophytes, Ochrophytes). In the lagoon Type I, 8 macrophyte
species were identified; 25% belonged to the Magnoliophyta phylum, 62.5% to Chlorophyta and 12.5%
to Rhodophyta and Charophyta (Figure 3). In Lagoon Type II, 25 species were recorded, 48% belonged
to Rhodophyta, 24% to Chlorophyta, 12% to Ochrophyta and Magnoliophyta and only 4% to
Charophyta. Finally, in lagoon Type III, 19 species were found, 36.8% accounted for Rhodophyta,
42.1% for Chlorophyta, 10.1% for Ochrophyta and Magnoliophyta, while no Charophyte species
were observed.

Figure 3. Percentage of macrophyte species occurrence in the three different lagoon types of
Western Greece.

DCA analysis revealed four macrophyte assemblages (Figure 4). The first two DCA axes accounted
for 84.73% (DCA axis 1: 59.36%; DCA axis 2: 25.37%) of the total variance (Figure 3, Table S2).
The angiosperm Z. noltii and the charophyte L. papulosum are positioned along the left part of the
ordination plot, forming the macrophyte assemblage i which is associated with G. bursa pastoris and
Cl. glomerata. According to the results of DCA axes the species of the assemblage i (Table 2) are typical
of coastal lagoons of Type I. They seem to prefer mesohaline, deep, high transparent waters with
occasional high nitrate concentrations. In the middle part of the ordination plot, the angiosperm
R. cirrhosa coexisted with Ac. acetabulum, Gr. longissima, U. rigida and Ch. linum forming the macrophyte
assemblage ii. These species are well established in coastal lagoon Type II, showing high adaptability
to high salinity shifts and shallow water depths.

The macrophyte assemblage iii (Table 2) is common in both lagoon Types II and III. It is established
to the right part of the plot and characterized by the dominance of the angiosperm C. nodosa and the
epiphyte species C. diaphanum and Ch. capillaris. Finally, across the left bottom part of the ordination
plot, the marine species of C. barbata, Al. corrallinum, A. nayadiformis, Gr. gracilis, V. aegagropila and
L. obtusa are dispersed forming the macrophyte assemblage iv. These marine species were found only
in the lagoon Type II, in shallow, euhaline and low nutrient waters, especially in the sampling stations
adjacent to the marine inlet channels of the lagoons (Table 2). The identified macrophyte assemblages
i, ii and iii are occupied by fast growing opportunistic species such as the green algae Chaetomorpha
and Cladophora, mainly during the dry period (summer).
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Figure 4. Species ordination obtained by the detrended correspondence analysis (DCA) conducted
with species coverages data (%) in the three different lagoon types of Western Greece.

Table 2. List of the species belonging to the four macrophyte assemblages (i–iv) identified after the
detrended correspondenceaAnalysis (DCA) in the three lagoon types of Western Greece.

Lagoon Type Macrophyte Assemblages

Type I i. Zostera noltii-Lamprothamnium papulosum-Gracilaria bursa pastoris-Cladophora glomerata
ii. Ruppia cirrhosa-Acetabularia acetabulum-Gracilariopsis longissima-Ulva rigida

Type II
ii. Ruppia cirrhosa-Acetabularia acetabulum-Gracilariopsis longissima-Ulva rigida
iii. Cymodocea nodosa-Chondria capillaris-Ceramium siliquosum-Ulva species
iv. Cystoseira barbata, Alsidium corrallinum, Acanthophora nayadiformis, Gracilaria gracilis and Valonia aegagropila

Type III iii. Cymodocea nodosa-Chondria capillaris-Ceramium siliquosum-Ulva species

The MDS analysis (Figure 5) gave a potentially useful two-dimensional picture of the studied
lagoons with no real prospect of a misleading interpretation (stress = 0.16). The pattern in the species
ordination was confirmed by the correlations of DCA axes. DCA axis 1 is positively correlated with
salinity, while a negative relation is shown with nitrogen forms and depth. However, the DCA axis 2 is
negatively related with transparency and ammonium concentrations, while a positive correlation was
found for Chl-a (Table S2).
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Figure 5. Results of Multidimentional Scaling (MDS) analysis of macrophyte assemblages identified in
the three different lagoon types of Western Greece.

3.2.1. Relationship between Macrophytes and Environment

The first two axes of the redundancy analysis accounted for 81% of the total variance (Table S3).
Axis 1 (66.9%) explained the higher percentage of the total variance, while axis 2 explained the 14.08%.
The ordination diagram of the redundancy analysis (RDA) (Figure 6) with environmental parameters
and macrophyte species shows the distribution of macrophyte species and the position of coastal
lagoon types in an approximate way. The first axis is highly positively correlated with salinity and
DIN concentration, while axis 2 is highly positively correlated with DO, transparency and Chl-a.
Following the RDA analysis, the clustering allows the classification of the macrophyte species into
lagoon types according to physical and chemical parameters. Thus, sampling stations of lagoon
Type I are positioned to the upper left section of the plot, the samplings of lagoon Type II are mainly
dispersed in the bottom part, while samplings of lagoon Type III are clustered to the right section
of the plot. The angiosperm species Z. noltii, R. cirrhosa and the charophyte L. papulosum, positioned
to the upper left part of axis 1, have a relatively large distribution span in waters with medium
salinity, high transparency and high concentrations of total inorganic nitrogen as mainly found
in lagoon Type I. Species located at the right part of Axis 1 are mainly found in poly to euhaline
waters. The angiosperm species C. nodosa, as well as the macrophyte species C. siliquosum, C. capillaris,
A. nayadiformis and C. barbata are typical of coastal lagoons classified in Type III. In the center of the
diagram, along axis 1, the macrophyte species Gr. bursa-pastoris, Ac. acetabulum and R. cirrhosa, which
belongs to lagoon Type II, show their preference to high salinity, lower nutrients concentrations and
high marine water exchanges. The second axis reflected the gradient of photosynthetic activity with
taxa located to the lower part showing higher adaptability to lower transparency, DO and Chl-a waters.
Macrophyte species positioned in the upper part of the diagram were mainly present in sampling
stations with high transparency and higher Chl-a, DO and PO4-P concentrations.
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Figure 6. Graph plot of the redundancy analysis (RDA) conducted between environmental parameters
and submerged macrophytes coverages in the three different lagoon types of Western Greece.

3.2.2. Comparisons of Macrophyte Assemblages among Lagoon Types

Following the results of similarity percentage (SIMPER) analysis, macrophyte assemblages of
Type I differ significantly from Types II and III (Tables 3 and 4). The highest average dissimilarity of
Type I was recorded during spring (96.44) and autumn (96.9) especially with Type III. The main species
contributed to this difference were the angiosperms Z. noltii, C. nodosa and the charophyte L. papulosum.
Lower average dissimilarity (83.6) was observed between lagoon Type I and II, due to the presence
of more common species. At the opposite, the angiosperms R. cirrhosa, Z. noltii and the Rhodophyte
Gr. longissima contributed to the differences between these lagoon types.

During the monitoring period an interesting shift in distribution and abundance of the angiosperm
Z. noltii was noticed in lagoon Type I related to changes in salinity regime. The gradual loss of Z. noltii
and its replacement by R. cirrhosa in Type I was recorded through years 2005 to 2007 (Table 3, Figure S1),
while the mean average abundance of R. cirrhosa and C. nodosa followed an increasing trend (Table 3).
The average abundance of R. cirrhosa was null in 2005, 36.6% in 2006 and 40.8% in 2007 while salinity
increased from 8.2‰ to 4.2‰ and to 22.4‰ in the same years. The mean average abundance of
R. cirrhosa (Table 4) was highest in summer (31.7) when salinity rose from 10.7‰ (2006) to 17.6‰ (2007).
In Type II lagoons, R. cirrhosa showed high average abundance in spring and followed an increasing
trend from 2005 (6.4) to 2007 (25.4).
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3.3. Univariate Variables of Diversity Indices and Environmental Variables

The list of diversity indices applied to each lagoon type during the study period point out
significant differences on seasonal and annual scale (Figure 7a–e). Coastal lagoons of Type II (Tsoukalio
and Kleisova) and Type III (Araxos) showed highest Shannon and species richness values. For example
Kleisova and Araxos showed the higher species richness in spring 2007 (3.5) and summer 2005 (2.8),
respectively. Figure 7e shows the clear relationship of salinity with univariate variables. Thus, coastal
lagoons with higher salinity and higher seawater exchange have higher values of diversity indices.
Lower Shannon values were found in the highly confined lagoon (Rodia), which is more influenced by
freshwater inputs.

The differences of univariate variables among lagoon types and the conceptual linear regression
analysis between univariate variables showed that seasons and stations played significant role to the
results of the variables. No significant interaction was obtained between the factors season*year*station
(Table S4). Number of species, species richness and Shannon differed significantly between seasons
and stations, but no significant temporal variations were observed with the only exception of the
Shannon index (H) in lagoon Type I.

4. Discussion

The results derived from the monitoring of the five selected coastal lagoons of Western Greece are
representative of several Mediterranean ecosystems. These lagoons belong to three different lagoon
types and show the typical gradient of environmental conditions observed in many transitional
water ecosystems due to the mixing of freshwater, seawater and human impacts [47]. The observed
salinity followed a seasonal trend, typical of all Mediterranean lagoons, with higher values in the
dry period and in the restricted lagoon types. Salinity was the main variable driving the distribution
of submerged macrophytes in these coastal lagoons, explaining more than 71% of the variance;
DIN can explain 19%. Highly confined lagoons with lower salinity such as Rodia (Type I) show high
concentrations of nitrogen compounds (NO3-N and NH4-N) during the wet period (spring, autumn).
Freshwater inputs and agricultural runoff from the adjacent drainage channels [2] affect the nutrient
concentrations which increase with habitat isolation [48]. The highest NO3-N and DIN concentrations
observed in chocked lagoon revealed the inverse relationship of salinity with nitrates, which is the
most abundant nitrogen compound in these coastal lagoons [48]. Less confined and euryhaline lagoons
(Type II and III) had higher TP concentrations probably due to high salinity values and associated
high sulfate reduction rates [49]. The dissimilatory reduction of sulfate is very abundant in marine
waters and produces sulfide ions that precipitate ferrous iron. With the removal of iron, phosphate
can be released from the sediment to the water mass [50]. Even if nutrient loads range was similar
to other transitional water ecosystems in the Mediterranean region [51,52] a buffering capacity or a
feedback mechanism of submerged macrophytes in stabilizing phosphorus is expected in lagoons with
high habitat isolation [48]. The dense mats of charophyte species such as L. papulosum, typical of such
lagoon types, can prevent sediment resuspension and mitigate the phosphorus binding capacity of
particulate matter [53,54].

Changes in water and sediment quality subsequently lead to changes in the macrophyte
community composition and vice versa [9,40,55]. High light penetration and high water transparency
can be the result of low phytoplankton densities (as indicated by low Chl-a concentrations) but can
also be promoted by the distribution of macrophyte assemblages as the dominance of angiosperms
that diminishes the resuspension of the sediments [56]. The highest Chl-a mean values recorded in the
lagoon Type III were supported by the runoff of adjacent agricultural lands.
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The results also supported the hypothesis that physical and chemical parameters of the water
column may determine the composition and distribution of macrophyte assemblages. In coastal
ecosystems with low seawater inflow, several specialist species may tolerate severe environmental
conditions and potentially develop large populations in a wide range of salinity gradients.
Lagoon specialists are better adapted to high environmental variability, most likely afforded by
a degree of genetic plasticity [57]. However, in extreme salinity conditions, a drop of species
richness is expected [58]. From the seven species of phanerogams that have been signaled in the
Mediterranean [59], three of them: Z. noltii, R. cirrhosa and C. nodosa have been formed extensive
meadows in the studied areas [35] and support four macrophyte assemblages. The structure and
composition of these four macrophyte assemblages distinguished in the coastal lagoons of Western
Greece was determined by the abiotic gradients [1] and the degree of isolation by the sea [7].
Due to the higher variability of abiotic gradients (transparency and salinity) and the hydrological
regime in lagoons, diversity is generally lower than in more stable and marine environments [60,61].
The detrended correspondence analysis showed that lagoon type, salinity and nutrient concentrations
played relatively important roles on species distribution and succession [62]. The results also show
that chocked and more isolated lagoons (Type I) with lower salinity values had lower Shannon index
diversity. The seasonal variations of diversity (H) reflected the seasonally high abundance of a few
dominant species, such as Z. noltii, R. cirrhosa and C. nodosa.

Macrophyte assemblages formed by R. cirrhosa and C. nodosa and accompanied with the
opportunistic species of Ulva and various Rhodophyceae of the genus Gracilaria and Gracilariopsis
were found in the lagoons Types II and III characterized by high salinity values (>30‰). Also, in the
lagoons with high sea water exchange and heterogeneous physical and chemical characteristics [63],
the diversity indices (number of species, species richness and Shannon) are higher than those observed
in the isolated lagoons or with little exchanges with the sea [64].

R. cirrhosa presents high ranges of habitability both in terms of salinity and inorganic nitrogen
concentrations and can be found from oligotrophic to hypertrophic environments [65,66]. The higher
densities of R. cirrhosa were observed in spring and summer, while from late summer to autumn,
the senescence of the plants associated with intense grazing and the development of opportunistic
species and epiphytes, may limit the growth of this phanerogam in the Mediterranean lagoons [67,68].
C. nodosa appears to be more vulnerable to salinity changes and was found to colonize areas of the
lagoons more affected by marine intrusions [15,69]. In the lagoon Type III, characterized by high
salinity values induced by low freshwater inflows and high influence of the sea water, C. nodosa can
dominate or can be a competitor of R. cirrhosa [70]. The abundance of C. nodosa observed from summer
to autumn is one of the highest among other Mediterranean lagoons [24,71].

The angiosperm Z. noltii, recorded in the lagoon Type I, forms the macrophyte assemblage i with
the charophyte L. papulosum., This assemblage is typical of lagoons with low salinity, high transparency
and high concentrations of total inorganic nitrogen. Z. noltii is a relatively small and fast-growing
species having a high tolerance to changes of environmental conditions, such as light irradiance,
temperature and nutrient concentrations [72]. It can be established on a wide range of substrata [70]
and form mixed meadows with R. cirrhosa and C. nodosa in areas where salinity fluctuate as estuaries
and coastal lagoons [73,74]. Based on its field distribution Z. noltii is classified as euryhaline species [73].
The growth and survival of Z. noltii are both significantly affected by water salinity [75]. In the current
study, Z. noltii was found at salinities lower than 20‰, while in other Mediterranean lagoons such
as Mar Menor the species was found at higher salinities (42‰ to 47‰). The average abundance of
Z. noltii can be reduced by 50% at salinities lower than 10–20‰, whereas high rates of leaf production
were found when salinity ranges from 20 to 31‰ [76]. In our study, Z. noltii was found only in the
confined lagoon type I. In the marshes of Rodia, large freshwater inputs from Louros River in June
and July 2003 and March 2004 combined with high precipitation rates, increased the water level of the
lagoon and probably contributed to the reduction of Z. noltii [2]. However, Z. noltii was recorded at low
average abundances in lagoon Type II and absent in the lagoon Type III. These differences in salinity
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tolerance could be explained by individuals’ adaptation to different and variable local conditions that
occur naturally in their habitats, as it is the case of other widespread species [74].

Transparency and Chl-a concentrations may affect the composition and distribution of
macrophytes as indicated by several studies [9,77]. With low nutrient levels and clear water conditions,
such as those typical of an oligotrophic state, Zostera spp. and the aquatic plants of the Ruppia genus are
the dominant macrophytes taxa of the lagoon [9,39]. The seasonal salinity fluctuations and especially
the increase of the gradient registered in 2007 resulted in the deterioration of Z. noltii abundance
and its replacement by the angiosperm R. cirrhosa [78]. The degradation of submerged phanerogam
meadows is generally indicated by a reduction of water transparency and the consequent decrement
of the depth limits for all macrophytes growth. Moreover, a gradual loss of plant communities
containing charophytes can be also observed [42]. Also, high nutrient concentrations can lead to
damages of submerged meadows, losses of diversity and increments of angiosperms mortality [76].
However, increase in nutrient availability enhances the development of fast growing macroalgae
and epiphytic communities that shade aquatic angiosperms and may affect their abundance [67].
Typical green algae, such as Chaetomorpha spp., Cladophora spp. and Ulva spp. display enhanced
growth in euryhaline environments and its abundance is favored by the confinement with the sea [51].
Since macrophytes are typically adapted to euryhaline waters, drastic variations in salinity may be an
important local factor contributing to the species losses observed not only in Western Greece lagoons,
but also in the Baltic Sea and in the Catalan area [18,42].

In less confined lagoon types, macrophyte species typical of marine environments were recorded.
The angiosperms C. nodosa and R. cirrhosa, associated with several epiphytes or opportunistic species,
were forming dense mats [15,77]. Blooms of Ulvaceae, Cladophoraceae and Gracilariaceae could decrease
the abundance of these angiosperms and restrict their distribution to areas close to the sea inlets [39].
Both species were adapted to polyhaline waters ranging from 27‰ to 43‰ mean salinity values [76]
but, in accordance with the ordination analysis, they differ in their responses to nutrient concentrations.
R. cirrhosa (as Z. noltii) is more adapted to high DIN concentrations and is abundant in spring where
nutrient concentrations are at the maximum [79]. C. nodosa, on the other hand, prevails in sampling
sites with lower nitrate or ammonia concentrations and high salinity values. In Kleisova and Araxos
lagoons, even if C. nodosa formed mixed meadows with R. cirrhosa, it was the species with the highest
average abundance.

Finally, the presence of marine species such as C. barbata, Al. corrallinum, A. nayadiformis,
Gr. gracilis and L. obtusa are common in lagoons representing slow-growing, sun-adapted perennial to
annual macroalgae favoured in pristine and moderately degraded environments [80,81]. Stands of
C. barbata could be found together with C. nodosa and R. cirrhosa [81]. The species of the genus
Cystoseira are usually the dominant element of the benthic vegetation on unpolluted hard substratum
and the Cystoseira algal community is considered as the final stage (climax) in a succession of
photophilic algal communities [82]. The species C. barbata is an important element of upper infralittoral
benthic vegetation in semi enclosed bays and even in small fishing ports [83]. According to
Montesanto and Panayiotides [80] species of genus Cystoseira could be considered as indicator
species of unpolluted waters, with the exception of C. barbata which seems to be tolerant of moderate
eutrophication conditions.

A decline of benthic angiosperms was referenced on a worldwide scale during last decades [84].
Climate change, induced land cover/use changes, eutrophication and hydrological alteration are the
main threats of benthic macrophytes in transitional water ecosystems [84]. The high temperatures
predicted for the Mediterranean area through the end of 21st century will significantly impact the
biodiversity of coastal lagoons [85]. Conservation actions such as the improvement of water quality by
the reduction of pollution sources, water drainage and habitat modifications are needed to preserve
macrophyte species. The knowledge of spatial variability and the temporal changes in macrobenthic
assemblages of coastal lagoons can be highly relevant namely for the establishment of monitoring
programs and develop national conservation strategies for transitional water ecosystems.
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5. Conclusions

Our findings support the identification of macrophyte assemblages distinguished in three
different lagoon types of Western Greece. These are composed by species that are common in coastal
environments and are able to form populations capable to acclimate to the particular environmental
conditions of these ecosystems. The four macrophyte assemblages are characterized by the presence
of the angiosperms Z. noltii, R. cirrhosa, C. nodosa and the charophyte L. papulosum. In these lagoons,
the adaptations and the replacement of macrophyte species are more likely to occur during the wet
period (spring) by taking advantage of the more favorable environmental conditions rather than
in the extreme conditions typical of summer. Submerged macrophytes have to cope with large
and frequent changes in their environment by means of morphological, physiological and life-cycle
adaptations. Our findings support the crucial impact of sea water intrusion to the relative abundance
and distribution of macrophyte species, as has occurred in other Mediterranean coastal lagoons.
Furthermore, the shifts in salinity regime may introduce alterations in the abundance and distribution
of the angiosperm Z. noltii especially in chocked lagoons. Due to the important structuring effects
of macrophytes in shallow ecosystems, gaining insights into the connections between macrophytes
structuring and environmental conditions is of critical importance to improve management and
environmental policies.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/10/2/151/s1.
Table S1: Mean values and standard deviation of environmental parameters observed into the different
macrophytic assemblages (i–iv), as well as the results of One Way ANOVA and LSD test. Table S2: Summary
on variable correlations to DCA axes based on species coverage (%). Table S3: Intra-relationships of Correlation
coefficients between the environmental variables and the principal component axes of Redundant Direct Analysis
in three lagoon types. Table S4: Results of mixed analysis of variance in three different coastal lagoon types of
Western Greece showing the effects of the factors Season, Year, Station and their interactions (Season*Year*Station)
on the univariate variables: (i) Number of species (S), (ii) Margalef Species Richness (d), (iii) Pielou Evenness
(J), (iv) Shannon Diversity Index (H). Figure S1: MDS analysis based on the seasonal variation of abundances
of the angiosperms Zostera noltii, Cymodocea nodosa and Ruppia cirrhosa into the three different lagoon types of
Western Greece.
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Abstract: Salinity intrusion in the Vietnamese Mekong Delta (VMD) has been exacerbated
significantly in recent years by the changing upstream inflows, sea level rise resulting from climate
change, and socioeconomic development activities. Despite significant damage to agricultural
production and freshwater supplies, quantitative assessments of future flows and salinization remain
limited due to lack of observation data and modelling tools to represent a highly complex hydraulic
network. In this study, we combine 1D-MIKE 11 and 2D-MIKE 21 hydrodynamic models to simulate
future flows, water level and salinity intrusion in the Hau River—one main river branch in the
Mekong Delta. Future hydrological changes are simulated under multiple scenarios of upstream
inflow changes, climate change and sea level rise for the 2036–2065 period. We first use the 1D-MIKE
11 to simulate the flow regime throughout the whole VMD using upstream discharges, outlet water
levels and rainfall data as boundary conditions. Output from this step is then used to force the
2D-MIKE 21 model to estimate flow velocity, water level and salinity concentration in the Hau
River, focusing on the salinization-prone section between Can Tho, Dinh An, and Tran De estuaries.
Simulation results show that salinization will increase substantially, characterized by (1) higher
salinity intrusion length under spring tide from 6.78% to 7.97%, and 8.62% to 10.89% under neap
tide; and (2) progression of the salinity isohalines towards the upper Mekong Delta, from 3.29 km
to 3.92 km for 1 practical salinity unit (PSU) under spring tide, and 4.36 km to 4.65 km for 1 PSU
concentration under neap tide. Additionally, we found that salinity intrusion will make it more
difficult to re-establish the freshwater condition in the estuary in the future. In particular, the flushing
time required to replace saltwater with freshwater at the estuaries tends to increase to between
7.27 h for maximum discharge of 4500 m3/s and 58.95 h for discharge of 400 m3/s under the most
extreme scenario. Increasing salinization along the Hau River will have important consequences
for crop production, freshwater supplies and freshwater ecosystems, therefore requiring timely
adaptation responses.

Keywords: salinity intrusion; MIKE modelling; climate change; sea level rise; Mekong Delta

1. Introduction

The prospective for water resources management in the Vietnamese Mekong Delta (VMD) is very
challenging in the 21st century due to multiple issues including increasing water use, climate change
impacts and sea level rise [1,2]. These changes will likely have considerable impacts on economic
development and the livelihoods of people living in the delta [3]. In this context, the Mekong Delta
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is considered to be one of the most vulnerable catchment areas throughout the basin because of the
cumulative impacts of upstream development activities. The Mekong Delta has long been identified
as a hotspot in terms of vulnerability to sea level rise and climate change, as well as to hydropower
dam construction in the upper basin [4,5]. As a result of these factors, the Mekong Delta experiences
increasing salinity intrusion, which represents a critical challenge for water resources management
and agriculture production.

The VMD plays a crucial role in the economy of Vietnam. The delta contributes approximately
27% of the country’s GDP, supports 16 million inhabitants (nearly 22% of Vietnam’s total population),
and provides about 50% of the annual rice production [6,7]. Vietnam is also one of the most vulnerable
countries to climate change and sea-level rise [8]. Currently, the VMD is experiencing rapid development
in terms of population growth and infrastructure development [9,10], which create substantial pressure
on water resources [11,12]. Moreover, hydropower development and water withdrawal in upstream
countries cause changes in the hydraulic regime and salinization in the VMD [5,13]. All these changes
pose critical challenges for sustaining water resources for economic development. In view of these
challenges, it is important to assess future hydrological changes, especially salinization, in order to
support decision making and planning for sustainable delta management.

Salinity intrusion is a natural phenomenon occurring in the lands, estuaries, and aquifers adjacent
to the sea. Salinization in deltas and estuaries varies considerably depending on the tidal regimes, river
flows and topography [14]. Tidal dynamics cause turbulent mixing via the transportation of saltwater,
as well as tidal trapping and tidal transport via the interaction between tide and terrain [15]. The tide is
a powerful source of mixed fresh and saltwater, that also plays an important role in saltwater intrusion.
Recent studies also identified a wide range of factors affecting salinity intrusion, including river flows,
topography, morphology, river bed slope, wind velocity and direction, and water temperature [16,17].

Salinization in the Mekong Delta under climate change and sea level rise has been addressed in
a number of recent studies. Several studies have shown that a combination of climate change, sea
level rise and upstream inflow changes will increase salinization, resulting in important consequences
for water supplies and agriculture production [2,8,18–20]. For instance, Wassmann et al., Le et al.,
and Dinh et al. [21–24] investigated the effects of sea level rise on water levels in the VMD.
Khang et al. [20] demonstrated the relationship between salinity intrusion and sea level rise and
river flow change in the VMD during the dry season. Most studies covered the whole VMD using the
1D-MIKE 11 hydrodynamic model and, therefore, did not pay particular attention to salinity intrusion
and hydraulic regime in the estuaries.

Distributed hydrological models are frequently applied in water resources assessments at the Mekong
basin level, but little attention has been paid to the hydraulic regimes in the estuaries due to highly complex
river–estuary–ocean interactions. The existing modelling frameworks are not well-designed to cope with
the complex hydrodynamic relationship between river flow, tides and human activities. To address this
challenge, we propose a combination of hydrodynamic models in order to capture the hydrodynamics
of the Mekong Delta’s estuary sufficiently. Therefore, the objective of this study is to combine 1D-MIKE
11 and 2D-MIKE 21 hydrodynamic models to investigate the hydraulic regimes and salinity intrusion
in a specific river section, namely the Hau River, stretching between Can Tho to Tran De and Dinh An
estuaries. To achieve this objective, a 1D model was first applied to simulate the entire hydrodynamic
of the VMD with different scenarios of upstream discharge and downscaled precipitation from five
general circulation models (GCMs) with two representative pathway scenarios (RCP) from Coupled
Model Intercomparison Project Phase 5 (CMIP5). We employed statistical downscaling and bias-correction
methods to prepare climate change input data, as shown in detail in Duong et al. [25]. The outputs of
downscaled daily precipitation for 2036–2065 were used to run a rainfall-runoff model to simulate runoff
for 1D hydrodynamic simulations. Finally, we used the results at Can Tho and branch discharge along
the Hau River from MIKE 11 simulation as a boundary condition to force the 2D hydrodynamic model to
simulate river–estuary–ocean interactions. As such, our modelling framework allows evaluation of the
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combined impacts of changing upstream discharges, the variabilities of precipitation and sea level rise
from climate change on salinity intrusion in Hau River, VMD.

2. Study Area

The Vietnamese Mekong Delta (VMD) is located at the end of the Lower Mekong Basin. It is a
large, relatively flat and low-lying area, with an elevation of approximately 0.5–1.0 m above mean sea
level. The delta’s hydraulic regimes are complicated, with two major distributaries—the Tien (Mekong
River) and Hau River (Bassac River)—which drain out to the South China Sea through eight estuaries
(Figure 1). The structures comprise 7000 km of main canals, 4000 km of secondary on-farm canal
systems, 193 spills, 409 reservoirs, 528 junctions, 29 sluices, 749 floodplains and more than 20,000 km
of dykes to prevent early floods [26,27]. The mean annual flow is 15,000 m3/s, the maximum discharge
is about 60,000 m3/s in the flood season, and the minimum discharge is around 2000 m3/s in the dry
season [28,29]. The climate of the VMD has tropical monsoon characteristics, with two separate seasons
per year. The rainy season normally lasts from May to October, whereas the dry season lasts from
December to March [30]. The mean annual precipitation is 1500 mm for the entire VMD and the range
varies from 1600 mm to 2400 mm/year. The total precipitation in the rainy season contributes to nearly
90% of the annual precipitation [31]. The average discharge in the dry season fluctuates greatly, from
1700 m3/s to 6000 m3/s between January and May, and leads to water shortages for irrigating about
1.5 million hectares of irrigated crops [27]. The Mekong Delta experiences two types of tidal regime,
namely the semi-diurnal and diurnal tides, affecting the hydraulic condition in estuaries of the East
and West seas, respectively [32]. The salinity intrusion in the VMD—and in all the river networks—is
substantial in recent years, particularly during the dry season, during which about 2.1 million hectares
in the Mekong Delta suffered from salinity intrusion [21,27].

Figure 1. Cont.
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Can Tho

Dai Ngai

My Thanh

Figure 1. The study area for the whole Vietnamese Mekong Delta (VMD) (top panel) and 2D study
domain (bottom panel).

3. Methodology and Model Setup

3.1. Hydrological and Hydraulic Data

The hydrological input data for the MIKE 11 model includes river discharges at the delta inlet
at Kratie (Cambodia), outlet water levels, precipitation, evapotranspiration and water demands for
agriculture, industry and domestic sectors in the entire VMD. The hourly Kratie discharge and hourly
water levels at 10 major stations, including Vung Tau, Vam Kenh, Binh Dai, An Thuan, Ben Trai,
My Thanh, Ganh Hao, Song Doc, Rach Gia and Xeo Ro, were measured from 2009 to 2011 and all input
data is summarized in Table 1. More details about these data can be found in Duong et al. [25].

The daily precipitation scenarios for boundary conditions in the MIKE 11 model were generated
from the CMIP5 using five GCMs: ACCESS 1.0, CCSM4, CSIRO-Mk 3.6, HadGEM and MPI-ESM-LR,
with two RCP4.5 and RCP8.5 scenarios (Table 2). The bilinear interpolation was applied to downscale
climate data to 0.5◦ × 0.5◦ grid before applying bias correction. Future precipitation change scenarios
were generated using three bias correction methods, including linear scaling [33], local intensity
scaling [34] and distribution mapping [35,36]. The motivations for selecting the GCMs and RCP
scenarios were explained in detail in [25,37].

The hydraulic data for the MIKE 21 model consists of hourly discharge at Can Tho station,
offshore tidal levels and salinity concentration at Tran De and Dai Ngai stations, in the years 2011 and
2010 for calibrating and validating the models, respectively. The tidal levels in the years 2010 and
2011 were derived from the Global Tidal Model in the MIKE Zero Toolbox and were calibrated with
tidal levels data at My Thanh station, provided by the Institute of Coastal and Offshore Engineering
(http://www.icoe.org.vn/index.php?pid=551). Furthermore, the branch discharges along the Hau
River were simulated from the MIKE 11 model, for five main intakes, including Mang Thit, Rach Mop,
Cau Quan, Nga Bay and Dai Ngai. The future discharges at Can Tho were simulated from MIKE
11 with four scenarios of upstream discharges at Kratie and precipitation in the VMD.

Regarding the wind data for the MIKE 21 simulation, there are two dominant wind directions;
the wind blows south-west in the wet season and northeast in the dry season, with stronger speeds as
a result of the monsoon in the South China Sea. The average north-east wind speed varied between
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3 and 6 m/s, and the maximum speed was approximately 15–20 m/s towards the east, blowing from
the sea. The predominant wind directions were calculated and are shown in Table 3.

Table 1. Main input data for the model simulations.

Model Input Data Observed Projection

MIKE 11

Precipitation

Daily precipitation from 7 stations
(locations in Figure 1)

Period: 1978–2011
Source: SRHMC

Projected precipitation based on downscaled
and bias-corrected GCM simulations.

Period: 2036–2065
Source: CMIP5

River discharge
at Kratie

Daily discharge data
Period: 2010–2011

Source: MRC + SIWRR
NA

River discharge in
the Mekong Delta

Daily discharges and water levels at
10 stations (locations in Figure 1)

Period: 2005–2011
Source: SIWRR

NA

Sea water level
and tides

Period: 2005–2011
Source: SIWRR

Hydraulic network Period: 2005–2011
Source: SIWRR

MIKE 21 Discharges at
Can Tho

Hourly discharge
Cali. Period 2011
Vali. Period 2010

Source: SRHMC + DHI

Future Period 2036–2065

Tidal magnitudes Period 2010–2011
Source: SRHMC + DHI Future Period 2036–2065

Branches discharges Five main channels/rivers
connecting Hau river

Period 2010–2011

SRHMC: Southern Regional Hydro-Meteorological Center, SIWRR: Southern Institute of Water Resources Research,
CMIP5: Coupled Model Intercomparison Project Phase 5, DHI: Danish Hydraulic Institute, GCM: General
Circulation Model, MRC: Mekong River Commission.

Table 2. Description of the GCMs used in this study.

General Circulation Model (GCM) Abbreviation Country Spatial Resolution

ACCESS 1.0 ACCESS Australia 1.25◦ × 1.875◦
CCSM4 CCSM4 NCAR/USA 0.94◦ ×1.25◦

CSIRO-Mk 3.6 CSIRO Australia 1.875◦ × 1.875◦
HadGEM2-ES HadGEM2 Hadley/UK 1.875◦ × 1.25◦
MPI-ESM-LR MPI Germany 1.875◦ × 1.875◦

Table 3. Direction of wind in Vung Tau station, Southern Vietnam (SIWRR, 2011).

Month Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec.

Dominant direction NE NE E SE SE SW SW SW SW NW ENE NE

Note: E = east; ENE = east-north-east; NE = north-east; NW = north-west; SE = south-east; and SW = south-west.

Salinity data was used for calibrating and validating the MIKE 21 model for the years 2011 and
2010, respectively. The salinity concentration in the Hau River changed significantly during the dry
season and reached its highest value between March and May (see Figure 2). The Dinh An and Tran
De estuaries are characterized by an irregular semi-diurnal tide, which has a strong effect due to tidal
oscillations [38,39]. Similar to salinity, the discharge at Can Tho shows considerable fluctuation within
one day, and the diurnal differences are evident. The salinity and tidal levels showed phase differences,
with the maximum salinity at the Dai Ngai station occurring during the spring tide. The maximum
salinity in 2011 at the Tran De station was about 23.0 PSU (practical salinity unit; 1 PSU equals 1‰)
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and the minimum value was 0.5 PSU [40]. The salinity concentration at Dai Ngai station was smaller
than Tran De because this station was located about 31 km further inland. In 2011, the maximum value
of salinity level in Dai Ngai reached 11.0 PSU, and minimum values varied between 0.0 and 0.5 PSU.
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Figure 2. The salinity concentration at Tran De (a) and Dai Ngai (b) stations in the dry season of 2011.

3.2. Model Schematization

The detailed bathymetry in numerical modelling plays a critical role in achieving accurate
hydrodynamic simulations. In the present study, the bottom topography data in the coastal area and the
Hau River estuary were obtained from the DHI Vietnam (Danish Hydraulic Institute), the Department
of Transportation in Ho Chi Minh City, and the Southern Institute of Water Resources Research
(SIWRR). The modelling domain in the horizontal plane covers 100 × 110 km, including the main river
stream and the coastal sea. The greatest depth in the study area is 20 m below mean sea level, near the
south-east corner of the modelling domain in the coastal sea. It is important to consider the model
stability by satisfying the Courant–Friedrich–Levy number: the selection of time step (Δt) and grid
step (Δx) is crucial in order to balance the trade-off between numerical stability and computational
time. The simulation grid cell selection for the study area is flexible mesh (FM) or unstructured mesh,
where triangular cells of bathymetry are used to optimize the simulation, with small sizes in river
domain and larger sizes in offshore settings. The triangular element sizes are about 80–100 m in
the river and 800–1000 m offshore, with the total triangular being 35,000 elements and 28,000 nodes.
Bathymetry was constructed with the MIKE zero tool and obtained from an updated digitizing map in
2011 from the Southern Institute for Water Resource Planning and DHI Vietnam. The bathymetry and
grid resolution is presented in Figure 3.

  

Figure 3. Bathymetry (left panel) and computational flexible grid mesh (right panel).
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3.3. MIKE 11 Hydrodynamic Model

The MIKE 11 is an unsteady 1-dimensional hydrodynamic model, which is based on
one-dimensional equations and solves the vertically integrated equations regarding conservation
of continuity and momentum. The solution of continuity and momentum equations are employed as
an implicit finite difference scheme with a 6-point Abbott scheme [41]. The main governing equations
are Saint-Venant equations [42]. In order to effectively simulate floodplain and field areas, and to
connect main channels and rivers, we employed the quasi-2D modelling approach developed by
Dung et al. [43]. The rice fields and the floodplain are considered to be artificial channels or “virtual
channels”, having wide cross sections and were extracted from the digital elevation model (DEM).
The calibration process of these channels and crest of dikes was explained in detail in [43,44].

3.4. MIKE 21 Hydrodynamic Model

The MIKE 21 is a dynamic modelling system applicable for coastal and estuarine environments.
The MIKE 21 comprises several modules, including the hydrodynamic module, advection–dispersion
module, spectral wave module, and transport module. This model is based on the numerical
solution of the two dimensional incompressible Reynolds-averaged Navier–Stokes equations with the
assumptions of Boussinesq and hydrostatic pressure. It comprises continuity, momentum, temperature,
salinity and density equations [45].

This study applies MIKE 21 with two modules, namely hydrodynamic (HD) and transport
modules (TR), using a flexible mesh. The mutual interaction between the flow, wind, and velocity
and sea tide is considerable. The wind is specified as a spatially constant value for the entire domain
and temporally variable values. The schematic presentation of the modelling framework is shown in
Figure 4.
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Figure 4. Schematic of the modelling framework for this study.

The MIKE 21 FM is based on a flexible mesh approach. The spatial discretization of the primitive
equation is performed using a cell-centered finite volume method. The spatial domain is discretized
by subdivision of the continuum into a non-overlapping cell. The mesh is divided by triangles or
quadrilateral elements, as described in Figure 3.
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3.5. Model Parameterization

The model parameters to be defined for the HD model are the roughness coefficient (n),
or Manning number, and for the advection-diffusion model, the horizontal dispersion coefficient (Dh),
eddy viscosity, Courant-Friedrich-Levy (CFL) and Smagorinsky coefficient. In order to realistically
reproduce the physical phenomena of river mechanics, the Manning number is defined as a function of
water depth (h) and bed river type, and can be calculated based on depth and drag coefficient [46,47].
In the MIKE 21 manual, the Manning number (M) was defined via the drag coefficient in Equation (1)
with g as gravity constant.

Cd =
g(

Mh
1
6

)2 (1)

The Cd can be defined through total water depth (h) and empirical drag coefficient (at 1 m above
the bed) for different bottom types (from mud to gravel) by Equation (2):

Cd =

(
1

0.32h

)1/7
·C100 (2)

C100 ranges between 0.022 ÷ 0.0047, and a table of full empirical drag coefficients can be found
in Soulsby [47]. The Manning coefficients were available for each grid and varied from estuary to
upstream river in the entire domain. The range of the Manning values varied from 20 to 40 m1/3/s,
and depend on grainsize (rippled sand-gravels) and water depth (shallow to deep water) during
model calibration. We adjusted the Manning coefficient through the revision of C100 by defining the
type of riverbed and seabed. The eddy viscosity was defined in a Smagorinsky formulation and was
adjusted during calibration with a range 0.25–0.27, with an initial value of 0.28.

3.6. Boundary Conditions

For the delta-wide modelling with MIKE 11, we proposed four scenarios to cover future changes
of upstream discharges, sea level rise and in-delta precipitation changes, and used these scenarios as
boundary conditions for our modelling exercises (Table 4). More detailed information about rationales
and designs of the scenarios can be found in Duong et al. [25]. Results from the Mike 11 modelling,
particularly the discharge data at Can Tho, were then used as boundary conditions for the salinity
intrusion simulation using MIKE 21. The changes in upstream discharges at Kratie are selected with a
range of +10% to −20% relative to baseline discharge in 2011, based on literature review on projected
future flow changes of Lauri et al. [48] and Hoang et al. [37]. Notably, both studies [37,48] did not
consider the other anthropogenic factors such as irrigated land expansion, urbanization, and inter-basin
water transfer. In addition, other studies [5,49] show different ranges of future hydrological changes
due to differences in GCM outputs and climate change scenarios selection. Therefore, we extended
the range of inflow changes at Kratie to capture possible future hydrological alterations in the upper
Mekong Delta. For the climate change scenarios, we selected two RCPs for precipitation, namely
RCP4.5 and RCP8.5.

Our sea level rise scenarios were obtained from the scenarios provided by the Ministry of Natural
Resources and Environment. We selected an average of the predicted sea level rise, resulting in
an increasing 23 cm between 2030 and 2040 and 35 cm between 2050 and 2065 [50]. For the MIKE
21 simulation, the hourly discharges at the Can Tho station were taken from the MIKE 11 simulation
with four distinct time series of flows. The predicted sea levels were calculated linearly based on the
averaged multi-annual tidal magnitudes from the global tidal model [51]. The seawater density was
assumed to be constant and the salinity level at sea was predicted to remain at 35.0 PSU in the future
condition. There are two approaches to obtaining the sea level rise condition. One is to impose an
instantaneous elevation of sea level at coastal sea boundaries by applying linear adjustment of the
mean sea level from the long observed sea level; the other is to run the hydrodynamic model over
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a long period to obtain predicted sea level. In this study, we obtained the sea level rise projection
from the Vietnamese Ministry of Natural Resources and Environment (MONRE) and applied linear
adjustment for predicted sea level rise during the 2036–2065 period.

The boundary condition for the MIKE 21 modelling includes the upstream hourly discharge at
Can Tho station and tidal magnitude at downstream boundaries in the coast (Figure 1). To obtain
salinity boundary conditions under future sea level rise and to reduce the influence of the boundary
conditions on the in-delta modelling, a larger offshore domain that covers Hau estuary and adjacent
shelf area was used. Secondly, five river branches connecting to the Hau River include Mang Thit,
Rach Mop, Cau Quan, Nga Bay and Dai Ngai, were simulated as the sources and sinks. Thirdly, wind
speeds and directions data were collected at the Vung Tau hydrological station and applied for the
entire domain. Finally, time series of water level at My Thanh, Dai Ngai and Tran De stations were
measured during 2010–2011 for model calibration and validation (Table 2). For salinity at downstream
boundaries, we set up the salinity concentration as 35.0 PSU and assumed the salinity in upstream to
be 0.1 PSU.

Table 4. Four scenarios of changing of discharges, sea level rise and precipitation.

Scenarios Sea Level Rise (cm) Changes Upstream Discharge Precipitation Scenarios

Scen. 1 23 +10% RCP 4.5, 8.5
Scen. 2 23 −10% RCP 4.5, 8.5
Scen. 3 35 −15% RCP 4.5, 8.5
Scen. 4 35 −20% RCP 4.5, 8.5

3.7. Computation of Flushing Time

The flushing time can be determined by the freshwater fraction approach [14,52], which can be
determined from the salinity distributions. This technique provides an estimation of the time scale
over which contaminants and/or other material (saltwater in this study) released in the estuary are
removed from the system. Using the freshwater fraction method, the flushing time (Tf) in an estuary
can be expressed as Equation (3):

Tf =
F
Q

=

∫
vol

f ·d(V)

Q
(3)

where F is the accumulated freshwater volume in the estuary, which can be calculated by integrating
the freshwater volume d(V) in all the sub-divided model grids over a period of time. In estuaries with
unsteady river flow and tidal variations, F and Q are the approximate average freshwater volume and
average freshwater input, respectively, over several tidal cycles for a period of time. The term “f ” is
the freshwater content or the freshwater fraction, which is described by Equation (4):

f =
So − S

So
(4)

where So is the salinity in the ocean and S is the salinity at the study location.

4. Model Calibration and Validation

4.1. Model Calibration

The MIKE 21 FM-HD and TR models were first calibrated with the observed averaged water level
and salinity concentration at the middle cross section of the Hau River’s estuaries. The calibration
period was from January to December 2011 for hydrodynamic simulation, and six months from January
to June 2011 for salinity simulation. The water levels measured at My Thanh and Dai Ngai were used
to calibrate the model. In the inlet of the model at Can Tho station, initial salinity values were set at
0.1 PSU (‰). In the outlet of model (offshore), the salinity concentration was set at 35 PSU.
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Several parameters of the HD and TR modules of MIKE 21 were adjusted to improve model
performance. The calibration process aims to match simulated results and observed data, including
water level and salinity concentration in different locations, by changing the Manning number and CFL
in MIKE 21 HD and TR. In the simulations we applied a value of 0.8 for CFL-number and Smagorinsky
coefficient within the range 0.25 and 0.27. Model calibration results have achieved the realistic results
and indicated that the selected parameters were reasonable, as shown in Figure 5. To compare the
observed and simulated water levels and salinity concentrations, the latter were taken at the center
point of the cross section, as mean values for comparing with observed values. The performance indices
include mean absolute error (MAE), root mean square error (RMSE) and correlation coefficients (R).
The comparison between modelling results and observed salinity data also reveals a strong correlation
and an excellent prediction, with the R-value higher than 0.8 (Table 5).

Figure 6 compares the observed and simulated salinity concentrations at the Tran De and Dai Ngai
stations. The simulated salinity time series compared favorably with the discrete salinity measurements
at the two aforementioned stations. Overall, the model reflected the large dynamic variation of salinity
between 0 and 30 PSU over a tidal cycle, with decreasing values of mean salinity as freshwater
discharge increased.

Table 5. Statistical performance of calibration and validation at My Thanh and Dai Ngai stations.

Calibration (2011) Validation (2010)

Stations
Root Mean Square
Error (RMSE) (m)

Mean Absolute
Error (MAE) (m)

R RMSE MAE R

My Thanh 0.29 0.23 0.923 0.31 0.26 0.913
Dai Ngai 0.13 0.11 0.997 0.16 0.14 0.967

(a) 

(b) 

Figure 5. Calibration of water level at My Thanh (a) and Dai Ngai station (b).

Figure 6. Calibration of salinity concentration at Tran De and Dai Ngai stations.
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4.2. Model Validation

The MIKE 21 model was further validated with the calibrated parameters, focusing on water levels
and salinity concentration. The time series data of hourly discharge at the Can Tho station in 2010 was
used as upstream boundary conditions to drive the model simulations. The hourly tidal values taken
from a global tide model were adopted as a forcing function at the coastal sea boundaries. The hourly
tidal data and daily freshwater discharges were collected from SIWRR and the Southern Regional
Hydro-Meteorological Center (SRHMC). The water level and salinity concentrations from Tran De
and Dai Ngai stations were employed to evaluate the model. The comparison of observed data and
simulated results for water level and salinity concentration is verified to check the model’s performance.

Figure 7 compares the simulated water levels and observed data with the time series at My
Thanh and Dai Ngai during the period between 29 April and 11 May 2010. In general, the modelling
results show realistically simulated water level variations. The comparison demonstrates the model’s
capability to reproduce the water levels, even under large variations of daily freshwater influx from
the upstream Can Tho station. To compare the observed and simulated water levels and salinity
concentrations, the simulated water level and salinity were taken at the center point of the cross section,
as mean values for comparing with observed values. Overall, the model satisfactorily simulated the
water level at My Thanh and Dai Ngai on the Hau River. The calibrated model parameters were,
therefore, adopted for our modelling exercises and scenario analyses.

(b) 

(a) 

Figure 7. Validation of water level at My Thanh (a) and Dai Ngai (b) stations.

5. Results and Discussion

5.1. Changes in Salinity Intrusion

Simulating the spatial variations of salinity in the estuary and further upstream of the Hau River
shows the detailed changes in the salinity dynamics under different discharges, sea level rise (SLR) and
rainfall scenarios. The discharge at Can Tho varied significantly throughout the year, with a maximum
discharge less than 20,000 m3/s in the wet season and a minimum discharge of −15,000 m3/s (Figure 8).
The inverse flow direction in the dry season is caused by the tidal flow. Discharges at Can Tho were
influenced not only by the upstream flow from Tan Chau, Vam Nao, but also by tidal regimes from the
East Sea. The tidal feature in South China Sea is semidiurnal asymmetry; the peak spring tide reaches
3.0 m between December and January every year and reaches its lowest levels from June to August
with a variability of around 0.5 m.
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Figure 8. River discharges at Can Tho simulated from the MIKE 11 model for four scenarios.

In order to quantify the spatial variations in the salinity concentrations along the river,
the minimum and maximum difference in salinity concentrations between the baseline and four
scenarios was calculated and is presented in Table 6. Figures 9 and 10 presents the spatial distributions
of maximum and average salinity levels along the Hau River estuary under the four scenarios,
respectively. The result shows radical changes in the salinity levels across the entire estuary. Compared
to the reference isohaline of 4.0 PSU, the salinity profile with 4.0 PSU moves farther upstream by 48.55,
49.13, 49.16 and 49.18 km from Scenario 1 to Scenario 4, respectively (Table 7). The relative changes
compared to the baseline are 3.29, 3.87, 3.90, and 3.92 km for the four scenarios, respectively (Table 8).
Scenario 4 shows the farthest salinity intrusion, which is explained by strong upstream discharge
reduction and substantial sea level rise of 35 cm (Figure 11). Similarly, Scenario 1 shows weaker
salinity intrusion from the sea compared to other scenarios. This is explained by slight increases in the
upstream discharge and the sea level rise of 25 cm. Figure 12 presents the salinity distribution under
four scenarios at different points along the river: from the river mouth (My Thanh station) to upstream
(Can Tho station) in spring tide (Figure 12a) and neap tide simulations (Figure 12b). The mean values
are taken at the middle point of the cross-section. Figure 9 shows the difference in salinity between the
four scenarios and the distance of salinity intrusion from the river mouth.

Here we discuss our results for salinization modelling in view of the relevant studies on this
topic. Smajgl et al. [53] studied the effects of a wide range of driving factors on salinization, including
land use changes, sea level rise of 30 cm, development of all proposed upstream reservoir and
irrigation, and an increasing number of dry years. The results stated that the isohaline of 4.0 PSU
is relocated throughout the Hau River, with distance from the river mouth reaching approximately
70 km. Considerable differences in the 4.0 PSU isohaline between this study and Smajgl et al. [53] can
be attributed to differences between the scenario setups and boundary conditions in the two studies.
Nguyen and Savenije [32] tested analytical solutions of salinity simulation in the Mekong estuaries
based on observed data in 2005 for the Co Chien, Cung Hau and Hau estuaries. The results showed
that salinity intrusion distances from the river mouth were 41 km and 23 km for spring tide and neap
tide during the dry season in 2005, respectively. Furthermore, the finding by Trieu and Phong [54]
concluded that the salinity intrusion of 1.0 PSU in Hau River was approximately 55–60 km for the dry
season of 2010. This projection is higher than our results for all scenarios. All in all, results from this
study show a strong dependency of salinization on upstream inflow and the changing tidal dynamics
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under sea level rise. Such a mechanism is also commonly reported in large river deltas of the world,
including the Bangladesh Delta [55,56], and the Dutch Delta [57].

Figure 9. Spatial distribution of maximum salinity level across the modelling domain under Scenario
1 (a), Scenario 2 (b), Scenario 3 (c) and Scenario 4 (d).

Table 6. Maximum and minimum salinity concentration at Dai Ngai and Tran De stations.

Stations

Maximum and Minimum Salinity (Practical Salinity Units (PSU))

Scenario 1 Scenario 2 Scenario 3 Scenario 4

Maximum Minimum Maximum Minimum Maximum Minimum Maximum Minimum

Dai Ngai 5.44 0.076 5.74 0.071 5.83 0.066 5.91 0.054
(1st June)
Tran De 29.41 25.02 30.39 25.31 30.27 25.20 30.31 25.44

(1st June)

Table 7. Salinity intrusion length for thresholds of 1.0 PSU and 4.0 PSU for four scenarios, under spring
tide and neap tide.

Scenarios

Distance from the Mouth (km)

Spring Tide Neap Tide

1.0 PSU 4.0 PSU 1.0 PSU 4.0 PSU

Baseline 45.26 41.46 25.49 20.13
Scenario 1 48.55 43.58 29.85 22.03
Scenario 2 49.13 44.05 30.44 23.01
Scenario 3 49.16 44.17 30.07 22.48
Scenario 4 49.18 44.27 30.14 22.59
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Table 8. The relative change of salinity intrusion length for four scenarios compared to baseline.

Scenarios

Relative Changes of Saline Intrusion (km)

Spring Tide Neap Tide

1.0 PSU 4.0 PSU 1.0 PSU 4.0 PSU

Scenario 1 3.29 2.12 4.36 1.90
Scenario 2 3.87 2.59 4.95 2.88
Scenario 3 3.90 2.71 4.58 2.35
Scenario 4 3.92 2.81 4.65 2.46

Figure 10. Spatial distribution of average salinity concentration across the modelling domain under
Scenario 1 (a), Scenario 2 (b), Scenario 3 (c) and Scenario 4 (d).

5.2. Changes in Salinity Intrusion Length

We further assessed the changes in salinity intrusion length under the four future scenarios.
The salinity intrusion length is defined as the distance from the estuary mouth to the location upstream
with mean salinity at the cross section. There are three types of intrusion length: intrusion length at
low water slack, intrusion length at high water slack, and tidal average intrusion length, which is
considered to be an average of low and high [58–60]. The salinity intrusion length is defined in this
study as the distance from the Hau River mouth to the upstream limit location where the bottom
salinity level drops down to a certain threshold, e.g., 1 PSU or 4 PSU. Figure 12 presents salinity
distribution along the river for four scenarios, under spring tide and neap tide.
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Figure 11. Differences of maximum salinity concentration between future scenarios and baseline,
for Scenario 1 (a), Scenario 2 (b), Scenario 3 (c) and Scenario 4 (d).

(a) (b) 

Figure 12. Salinity distribution at center line of cross section along the river from the mouth to upstream
during spring tide (a) and neap tide (b).

Table 7 shows that the salinity intrusion lengths under spring tide are larger than those under
neap tide. By comparing the baseline to the four scenarios, it can be seen that the intrusion lengths
for all scenarios are consistently farther than that of the baseline. In Scenario 1, river discharge
increases by 10% at Kratie, and therefore the inflow at Can Tho is also slightly higher than the other
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scenarios. This explains the difference in salinity intrusion length between the baseline and Scenario 1.
For Scenarios 2, 3 and 4, (with sea level rises of 23 cm, 35 cm and 35 cm, respectively) the differences in
salinity intrusion lengths between the baseline and these three scenarios are relatively small. In essence,
the results show that upstream discharge changes do not substantially affect salinity intrusion lengths,
in contrast to the more dominant impacts of tidal regime.

Under sea level rise scenarios, salinity intrusion length in the Hau River would increase between
3.29 and 3.92 km (for 1.0 PSU salinity level) compared to the baseline in the spring tide condition.
During neap tide, this length ranges between 4.36 and 4.65 km for the 1.0 PSU salinity level (Table 8).
Scenario 4 shows the longest salinity intrusion length for spring and neap tide (Table 7) for both
1.0 PSU and 4.0 PSU isohaline. Such variation in the magnitude of salinity intrusion length is caused
by changes in the stratification of the estuary. As the sea level rises, the river depth increases and
the horizontal gradient of salinity changes, resulting in increased estuarine circulation. The model
simulations indicate that the location of 4 PSU isohaline would migrate up from 43.58 to 44.27 km if
sea level rises from 23 to 35 cm and the upstream discharges change from +10% to −20% at Kratie.
Our findings about increasing salinity intrusion length are in line with observed data, which confirms
that when river discharge reduces in the Hau River, saline water moves upstream to Can Tho [54,61].
Any increase in the magnitude or duration of salinity intrusion at the location of the irrigation water
intake would likely affect crop yield and aquaculture in Mekong Delta.

5.3. Changes in Flushing Time

To examine the effect of river discharge changes on the temporal dynamics of salinity intrusion
in the Hau River, we calculate flushing time with varying discharge conditions for baseline and four
future scenarios. Flushing time is defined as the time required to replace the existing saltwater in the
estuary using inflows at certain discharge levels [14,62]. To calculate the flushing time in the estuary,
different freshwater discharges were selected based on maximum and minimum discharges from the
dry season in 2011, with a range of 400 to 4500 m3/s. The simulated flushing times for the baseline
and the four scenarios were calculated and are presented for different discharge values in Figure 13.
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Figure 13. Estimated flushing time under varying discharge levels (Q, m3/s) for four scenarios.

The flushing time varies considerably under all considered scenarios, ranging between 10 h (at
discharge 4500 m3/s) and 109 h (at discharge 400 m3/s). For the most extreme scenario (i.e., Scenario
4), flushing time varies within a range from 20.7 h to 182 h. The results also indicate that, for high flow,
the flushing time under Scenario 1 is lower than under baseline conditions, while Scenarios 2, 3 and
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4 consistently exhibit longer flushing time than the baseline. Longer flushing time caused by reducing
discharges means that it would require a higher volume of freshwater to push saltwater back to the
river mouth in the future. Reductions in river discharge also cause the salinity boundary to move
further upstream (Figure 11). Salinity deceases substantially when river discharge increases, and as a
result the salinity intrusion boundary migrates farther downstream. As freshwater discharge increases
from 400 to 4500 m3/s with different sea levels, the flushing time reduces significantly from 87.72 h to
10 h for Scenario 1, and 150 h to 20.7 h for Scenario 4.

5.4. Uncertainties, Limitations and Further Research

The hydraulic models, including 1D-MIKE 11 and 2D-MIKE 21 HD and TR used in this study,
entail limitations and assumptions. These limitations and assumptions exist in both the data and
modelling approach. The major data used in this study were predicted river discharge, rainfall
scenarios under climate change, and sea level rise. The climate change and sea level rise scenarios
used in this study were obtained from different sources, such as GCMs outputs, SRHMC and SIWRR,
and therefore our results might be subjected to errors caused by data inconsistencies. However, we
implemented quality checks on our input data and controlled for inconsistencies. Additionally, we
acknowledge that climate change is a non-stationary and dynamic process; while the projected salinity
intrusion from upstream discharge changes, rainfall and sea level rise alterations were treated in this
study as part of a steady-state system. That means we assume that the relationship between these
driving factors are also valid in the future and did not include their interrelations in the simulations.
This assumption could lead to biases in future discharge and rainfall estimates, which in turn result in
uncertainties in the simulated salinity intrusion. However, we think that the hydraulic and salinity
dynamics in the Hau River of the Mekong Delta are primarily driven by changes in the considered
driving factors and their interrelations play marginal roles. Therefore, the developed modelling
approaches are useful and applicable for our modelling purposes.

Furthermore, we employed a two-step modelling procedure (see Section 3—Methodology and
Model setup) for assessing changes in salinity intrusion in the Mekong Delta. A 1D model was applied
to simulate delta-wide hydrodynamic conditions (i.e., discharge and water level), thereby providing
boundary conditions for the more detailed hydrodynamic and salinity simulation with the 2D-MIKE
21 model. While the current data availability and computational capacity does not allow for detailed
2D simulation for the whole Mekong Delta domain, we suggest gradually increasing the domain size
to cover larger areas in future studies. Last but not least, while our calibrated parameter set yields
realistic simulation results for the current state of the delta system (i.e., 2010–2011), we did not consider
changing delta settings and its hydraulic characteristics in the future. Therefore, we suggest focusing
on this topic in future studies.

6. Conclusions

This study combined 1D-MIKE 11 and 2D-MIKE 21 hydrodynamic (HD) and salt transport models
(TR) to simulate the hydrodynamics and salinity distributions in the Hau (Bassac) River estuary of the
Mekong Delta, southern Vietnam. The model was calibrated and verified using observational water
level, salinity distribution and tidal data from 2010 to 2011. The model simulation results agree well
with the observed data during calibration and validation periods. The calibrated model was used to
simulate future salinity intrusion, focusing on the potential impacts of upstream discharges, rainfall
variabilities and sea level rise on salinity intrusion length and saltwater flushing time. The simulation
results indicate that a combination of upstream discharge reductions, rainfall changes and rising sea
level will substantially exacerbate salinity intrusion in the Mekong Delta. By the 2036–2065 period,
salinity intrusion moves farther upstream by between 4855 and 4918 m, depending on the scenario
considered. As a result, the flushing time required to re-establish freshwater conditions in Hau River
will increase in the future. While flushing time under baseline ranges between 125 h and 13.5 h, it tends
to increase in the future, ranging between 180 h and 10 h. Increasing salinization in the future will
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make it more difficult to re-establish the freshwater condition in the estuary. In particular, the flushing
time required to replace saltwater with freshwater at the estuaries tends to increase between 7.27 h
for maximum discharge of 4500 m3/s and 58.95 h for discharge of 400 m3/s under the most extreme
scenario. Increasing salinity intrusion under upstream discharge changes, rainfall alterations and
sea level rise, will likely have serious consequences for crop production, freshwater supplies and
freshwater ecosystems, therefore requiring timely adaptation responses.
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Abstract: Mangroves have been suggested as an eco-defense strategy to dissipate tsunamis,
storm surges, and king tides. As such, efforts have increased to replant forests along coasts that are
vulnerable to flooding. The leafy canopies, stems, and aboveground root structures of mangroves
limit water exchange across a forest, reducing flood amplitudes. The attenuation of long waves
in mangroves was measured using cross-shore transects of pressure sensors in two contrasting
environments in New Zealand, both characterized by mono-specific cultures of grey mangroves
(Avicennia marina) and approximate cross-shore widths of 1 km. The first site, in the Firth of Thames,
was characterized by mangrove trees with heights between 0.5 and 3 m, and pneumatophore roots
with an average height of 0.2 m, and no substantial tidal drainage channels. Attenuation was
measured during storm surge conditions. In this environment, the tidal and surge currents had
no alternative pathway than to be forced into the high-drag mangrove vegetation. Observations
showed that much of the dissipation occurred at the seaward fringe of the forest, with an average
attenuation rate of 0.24 m/km across the forest width. The second site, in Tauranga harbor,
was characterized by shorter mangroves between 0.3 and 1.2 m in height and deeply incised drainage
channels. No attenuation of the flood tidal wave across the mangrove forest was measurable. Instead,
flow preferentially propagated along the unvegetated low-drag channels, reaching the back of the
forest much more efficiently than in the Firth of Thames. Our observations from sites with the same
vegetation type suggest that mangrove properties are important to long wave dissipation only if water
transport through the vegetation is a dominant mechanism of fluid transport. Therefore, realistic
predictions of potential coastal protection should be made prior to extensive replanting efforts.

Keywords: eco-defense; coastal defense; coastal morphodynamics; mangroves; flood attenuation;
natural defense

1. Introduction

Mangroves are the dominant species of vegetation in many tropical and sub-tropical intertidal
environments. These salt-tolerant trees provide a valuable habitat for a range of animal species, reduce
hydrodynamic forces, promote sedimentation, and provide protection from floods [1]. Additionally,
mangroves are significantly more efficient than many terrestrial ecosystems at sequestering carbon [2].
Mangroves thrive in the zone between mean sea-level and high water and thus are sensitive to changes
in inundation regime. Their zonation and ability to prevent erosion or increase sedimentation may
provide a mechanism for mangroves to adapt to sea level rise and alleviate the threat of coastal
retreat [3]. Despite the diverse array of valuable services, worldwide mangrove populations are in
steep decline, with the loss of over one-quarter of global mangrove cover since 1980 [1,4].

Extreme flooding events are projected to increase with sea level rise [5,6]. Additionally, coastal
populations and infrastructure are increasing [7], driving demand for effective coastal protection.
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Conventional engineering solutions are often costly and may have a limited lifespan, destroy
or fragment sensitive habitat, and have been associated with enhanced erosion [8,9]. Coastal
vegetation has been proposed as an alternative to hard engineering solutions. Mangroves can provide
coastal protection by reducing storm waves, dissipating currents, and stabilizing sediments [10,11].
Additionally, sedimentation in mangrove forests may provide a mechanism to maintain present
coastlines with respect to sea level rise [12].

The reduction in the wave height of short period wind-generated waves due to interaction
with mangroves is well established [10,13,14]. Less well established are the protective benefits of
mangroves with respect to storm surge [15–17]. Mangroves reduce peak flood levels by limiting fluid
exchange across the forest [18]. Dissipation of storm surges through coastal vegetation has previously
been quantified as a reduction in peak water level (cm) per distance of flood propagation (km) with
values categorized by vegetation type [15–18]. Although providing an easily accessible solution,
using fixed dissipation rates over wide-ranging sites may oversimplify flood protection provided by
coastal vegetation.

Alongi [12] noted that flood protection provided by coastal vegetation is dependent on
vegetation properties, local bathymetry, and storm parameters. At forest-wide scales applicable
to coastal inundation issues, obtaining mangrove properties is problematic. Vegetation can be
heterogeneously distributed [19], and quantifying the drag-inducing elements (leaves, stems, trunks,
and pneumatophores) can be unwieldy. Several different summary statistics are used for large-scale
hydrodynamics, including frontal area density, the proportion of volume occupied by the solid canopy,
and the blockage factor [20,21]. However, Nepf [21] comments that at reach scales in vegetated rivers,
the patch distribution plays a larger role in determining flow resistance than individual plant geometry.
Typically, vegetation drag is large relative to bed drag and therefore in heterogeneously vegetated
environments, flow is channelized and deflected away from vegetation/high-drag patches [21,22].

The influence of channelization on mangrove flood attenuation is explored through the
comparison of high water events in two contrasting New Zealand mangrove forests. The study
sites are similar in length, with the forest extending ~1 km in the direction of flood propagation,
and both sites are comprised of the same mangrove species, Avicennia marina var. australasica [23].
The key distinction is that the Tauranga mangrove forest is highly channelized in comparison with the
Firth of Thames site.

2. Materials and Methods

2.1. Study Sites

2.1.1. Firth of Thames

The Firth of Thames (FoT) is a ~800 km2 estuary on New Zealand’s North Island (37◦12′ S,
175◦27′ E) (Figure 1b). The mesotidal estuary has a spring tidal range of 2.8 m and due to a shallow
bed slope and plentiful fine-sediment supply, a large intertidal mudflat has developed [24]. The basin
is bounded to the east and west by mountain ranges and the Hauraki Plains to the South. A stopbank
(visible as a diagonal track on Figure 2a) prevents the inundation of the Hauraki Plains to the south of
the Firth. The basin is exposed to moderate waves from the North and subject to a high terrigenous
sediment supply from the Waihou and Piako rivers. The southern boundary of the Firth is colonized
by a 1 km wide forest of grey mangroves (Avicennia marina var. australasica).
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Figure 1. (a) The North Island of New Zealand with a panel (b) outlined; (b) Section of North Island of
New Zealand showing the proximity of the Firth of Thames and Tauranga mangrove sites.

Figure 2. (a) The Firth of Thames study site with 9 (#1 seaward–#9 landward) instrument locations
noted and bathymetry survey transect (brown). Station #1 is on the unvegetated mudflat, station #2 is
in the vegetation fringe, stations #3–#5 are in the gently sloping intertidal, and stations #6–#9 are on
the intertidal flat; (b) The Tauranga study site with 8 instrument locations noted with channel thalweg
bathymetry survey (brown) and central mangrove survey (green). Station #A is on the vegetation
fringe on the seaward boundary, stations #C and #D are in the western channel, stations #B, #E, and #H
are in the central mangrove forest, stations #D and #F are in the eastern channel.

The cross-shore profile of the vegetated region (Figure 3a) consists of a level mangrove forest
~1.7–1.9 m above mean sea level (MSL) extending ~800 m seaward of the stopbank [24]. The sloping
vegetation extends an additional ~100 m seaward to the mudflat. The topography and forest
characteristics are relatively homogenous in the longshore direction. The elevation of the seaward
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fringe of the forest is close to a mean high water neap tide level (0.98 m MSL), so the tidal prism within
the forest is relatively small and no substantial creeks have developed (Figure 3a) [25].

Mangrove characteristics vary throughout the forest. Along the forest fringe, trees are
characterized by open spreading forms (Figure 4a,b). Within the forest, trees tend to have straight
vertical trunks (Figure 4c). Tree height ranges from 0.5 to 3.5 m. Dense pneumatophores, as many as
~500 m−2, emerge from the bed up to 25 cm in height and ~1 cm in diameter (Table 1).

In November 2016, a supermoon and low-pressure event occurred to produce an unusually large
flood event in the Firth of Thames (Figures 4d and 5a,b). The water levels reached 2.36 m above MSL,
corresponding to an event with a ~10-year return period for the Firth of Thames. The study area was
flooded for several tidal cycles prior to the peak high water and remained flooded for several tidal
cycles after the peak water level.

Figure 3. (a) The elevation profile along the instrument transect in the Firth of Thames. Mean High
Water Spring (MHWS) and Mean High Water Neap (MHWN) are noted. The main forest is higher
than normal tidal levels and therefore no drainage channels have been scoured by tidal water flow;
(b) the Tauranga RTK survey of transect through central mangrove forest (green) and thalweg (brown).
High Water Spring (HWS) and High Water Neap (HWN) are marked (blue). The semi-diurnal
tidally-driven flow through the forest is responsible for channelization at the site.
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Figure 4. The images of Firth of the Thames study site. (a) Forest fringe at low tide; (b) Fringe at
mid tide, trees are characterized with open spreading branches; (c) Interior mangrove forest with two
researchers for scale. Trees are tall with vertical trunks; (d) Two researchers in the mangrove forest
during the flood event.

Figure 5. (a) The Firth of Thames water level at each instrument station for five consecutive spring tidal
cycles. The upper intertidal flat (stations #6–#9) did not fully drain for several tidal cycles; (b) Firth of
Thames water level during maximum inundation event; (c) Tauranga water level for five consecutive
spring tidal cycles. Note that only station #G was submerged at low tide; (d) Tauranga water level
during the largest tidal cycle.

2.1.2. Tauranga Site

Tauranga harbor is a 200 km2 barrier-enclosed lagoon on the North Island of New Zealand
(37◦39′ S, 176◦ E) (Figure 1). The mesotidal estuary has an average spring tidal range of 1.62 m and neap
range of 1.24 m [26]. Due to the complexity of the estuary, exact tidal ranges are location-dependent [27].
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The shallow lagoon, with an average depth of 3 m at low tide, has extensive intertidal areas that make
up nearly 2/3 of the estuary area [28]. The estuary has two entrances and is comprised of many
sub-estuarine basins. The mangroves in Tauranga have expanded rapidly, from 13 hectares in the
1940s to 168 hectares in 1999 [29]. The mangroves in Tauranga are at the southern boundary of
their latitudinal range, which causes the forests to be less productive and the trees to be shorter [23].
The focus of the presented work is a basin north of Pahoia (Figure 1) that nearly drains at low tide.

The Pahoia field site is comprised of a ~1 km long intertidal mangrove forest that occupies ~2/3
of the basin surface area (Figure 2b). Two unvegetated steep-sided channels, along the eastern and
western sides of the forest, maintain a near-uniform depth throughout the study site and dominate
water flow into the area (Figures 3b and 6b). The western channel bifurcates around a ~300–400 m
wide central mangrove platform. The vegetated regions are at the same elevation as high-water neap
tidal levels and are approximately flat. A small creek drains into the western channel and further
divides the central mangrove forest. The significant tidal prism in the forest is likely responsible for
creating the channel network [3].

 

Figure 6. (a) The Firth of Thames LiDAR devoid of a channel network. Patchy higher elevations likely
indicate a vegetation canopy; (b) Tauranga LiDAR data. Deep, incised channels and a level vegetated
intertidal characterize the site. High elevation along channels displays a dense mangrove canopy.
The color bar shows an elevation scale for both subplots.

The forest is comprised of small shrub-like grey mangroves less than 1.2 m in height
(average 0.41 m). Individual trees have complex geometry (Figure 7a) and present a low dense
canopy (Figure 7b). The pneumatophore density averages 75 per square meter, with individual
pencil-roots of similar dimension to the pneumatophores in the Firth of Thames (Table 2).
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Figure 7. The images of the Tauranga study site. (a) Example mangrove tree. Vegetation is characterized
by a complex trunk structure and a low canopy height; (b) Mangrove forest at mid tide; (c) Mangrove
lined channel with steep densely vegetated banks; (d) Weather station recording barometric pressure
and wind speed during high spring tide with canopy almost submerged.

Typical spring tides nearly fully submerge the Pahoia mangrove forest (Figure 7d). Figure 5c,d
displays data from a series of spring tides in June 2017. The peak water level reached ~1.25 m above
MSL. Note that the study site nearly drained at low tide, leaving most of the instruments exposed.

2.2. Field Data Collection

Field observations were collected during two experiments conducted in November 2016 in the
southern Firth of Thames and in April 2017 in the Pahoia sub-estuary of Tauranga Harbor. In each case,
arrays of water level sensors were deployed, along with RTK-GPS surveying and manual vegetation
surveys. Details of surveys and deployments are given below.

2.2.1. Vegetation Survey

Vegetation surveys were conducted to quantify the rigid vegetation at the study sites.
The heterogeneous distribution of vegetation, large study area, and diverse mangrove properties
necessitated a unique approach to measure vegetation. The survey objective was targeted at
the two types of structure that characterize the flow-reducing properties of Avicennia marina:
(1) The pneumatophores and seedling which comprise small, but dense structures near the seabed and
(2) the trees and branches which are much less dense but can form a large blocking mechanism at high
tide and surge levels. Flexible leafy canopies were not quantified. Mangrove canopies in the Firth of
Thames were at sufficient elevation to not submerge and therefore did not influence flow resistance
and were not quantified. The shrubby mangroves at Pahoia were submerged at high tide (Figure 7).
Attempts were made to quantify canopies in Tauranga using the structure from motion, but were
unsuccessful due to the difficulty of gridding the complex leaf geometry. Therefore, the leaves and
small branches will provide an unquantified additional blocking. Visual observations indicated that
flows were not sufficiently strong to cause the flexing of the leafy vegetation.
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Due to the different growth forms of the mangroves at the two sites, slightly different strategies
were employed. In the Firth of Thames, mangrove trees in some areas were nearly impenetrable,
5 m by 5 m quadrats were established along the cross-shore instrument transect. In Pahoia, where the
mangroves were generally less than a meter tall, a cross-shore and an along-shore transect were
established, and vegetation properties measured every 10 m.

In the Firth of Thames, the number of trees was counted in each quadrat. The height and width of
the canopy and the stem diameter at 0.3 m from the seabed were manually measured for 5 trees closest
to the pre-defined coordinates within the quadrat. To quantify pneumatophores, five 0.5 by 0.5 m
quadrats were selected, one at each corner and one at the center of the large quadrat. Within these small
quadrats, all the pneumatophores and seedlings were counted. In addition, the height, top diameter,
and bottom diameter of five pneumatophores were measured resulting in a total of 25 pneumatophores
measured at each station (Table 3).

In Pahoia, a transect through the central mangrove forest was established. Along the transect,
the canopy height was measured at 5 m intervals. Pneumatophore and seedling characteristics were
measured in 0.5 by 0.5 m quadrats every 5 m using the same method as that used at the Firth of Thames
site. Pneumatophore statistics in Table 4 are based on the measurement of 5 pencil roots.

The vegetation drag is estimated as proportional to vegetation frontal area [30]. The frontal area
(av) assumes that both the trunks and pneumatophores are rigid emergent vegetation (av = nd)
where n is vegetation element density and d is the average diameter. Note that the contribution
of pneumatophores to the total frontal area is reduced when water levels fully submerge the
pneumatophores. The direct measurement of trunks in the Firth of Thames was used to generate
the frontal area parameter. The complex configuration of plants in Tauranga (Figure 7a) made the
measurement of trunks problematic. Therefore, general relationships between trunk density and
canopy height, as well as trunk diameter and canopy height, were obtained for the vegetation data
in the Firth of Thames. Assuming that the general structural properties of New Zealand Avicennia
growth forms are the same between sites, these relationships were used to estimate the trunk density
and diameter for Tauranga based on local measured canopy height. This method generates values for
frontal area density (with uncertainty because of the assumptions of similarities between sites).

2.2.2. Bathymetry

Manual RTK GPS surveys were conducted to obtain bathymetry at both study sites. In the Firth
of Thames, an RTK survey of the instrument transect was conducted using a Trimble R8 GNSS system
(Figure 3a). In Tauranga, RTK elevations were obtained for the western channel and a transect through
the central mangrove forest (Figure 3b) with a Leica GS18 T GNSS system. Additionally, LIDAR data
was provided by local government organizations for both sites (Figure 6). All elevation surveys were
initiated and terminated with verification of vertical measurement accuracy with a fixed survey mark,
the measurement error never exceeded 3 cm.

2.2.3. Water Level

Pressure sensors were deployed at each of the study locations (Figure 2, Tables 1 and 2). The array
of water level sensors deployed in the Firth of Thames in November 2016 consisted of a single transect
of 9 instruments, extending from the stopbank to the mudflat (Figure 2a): Station 1 was seaward
of the vegetation on the mudflat, stations 2–5 were located across the sloping forest region and
stations 6–9 were spread across the forest platform (Figure 3a). A man-made channel is located just
seaward of the stopbank and is evident in the transect survey (Figure 3a). At PAHOIA in Tauranga,
the central mangrove forest and both the east and west channels were instrumented with pressure
gauges (Figure 2b). Station #A is at the seaward edge of the mangroves and at the intersection of the
two primary channels. Three stations (#B, #E, and #H) were located at increasing distances into the
vegetated intertidal platform. An additional two gauges were positioned in each of the two channels.
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Pressure sensors were corrected for variations in barometric pressure and for temperature
dependence and referenced to mean sea level using survey data. Pressure signals were smoothed
using a low-pass filter and converted to the water level using a constant water density of 1025 kg/m3.

Table 1. The Firth of Thames instrument array. Note that during factory calibration, the Aquadopp
depth uncertainty over the range of interest was <5 cm and the Vector uncertainty was <2 cm.

Station Instrument Sampling
Temperature
Dependence

Depth Measurement
Uncertainty

Regime Details Correction Applied (cm)

#1 Nortek Aquadopp Burst 212 samples at 8 Hz
every 15 min

Y <10

#2 Nortek Vector Burst 7.5 min sampling at 16
Hz every 15 min Y <5

#3 Nortek Aquadopp Burst 212 samples at 8 Hz
every 15 min

Y <10

#4 Nortek Aquadopp Burst 212 samples at 8 Hz
every 15 min

Y <10

#5 RBR Concerto Continuous 4 Hz N <1
#6 RBR Duet Continuous 8 Hz N <1
#7 Solinst Levelogger Continuous 1/60 Hz N <1
#8 Solinst Levelogger Continuous 1/60 Hz N <1
#9 Solinst Levelogger Continuous 1/60 Hz N <1

Weather Station Continuous 1/5 min N <1

Table 2. The Tauranga instrument array.

Station Instrument Sampling
Temperature
Dependence

Depth Measurement
Uncertainty

Regime Details Correction Applied (cm)

#A RBR Solo Continuous 8 Hz N <1

#B RBR Solo Continuous
Every 2 min

Average 1 min of data
sampled at 4 Hz

N <1

#C RBR Duet Continuous 8 Hz N <1
#D RBR Duet Continuous 8 Hz N <1

#E RBR Solo Continuous
Every 2 min

Average 1 min of data
sampled at 4 Hz

N <1

#F RBR Solo Continuous 8 Hz N <1
#G RBR Solo Continuous 8 Hz N <1
#H RBR Solo Continuous 8 Hz N <1

Weather Station Continuous 1/5 min N <1

3. Results

Water levels across the Firth of Thames and Pahoia study sites for successive tidal cycles are
displayed in Figure 5. The ~1 km wide mangrove forest in the Firth of Thames site reduced the peak
water levels and delayed the inundation signal, with the reduction and delay increasing with distance
into the forest. The largest inundation wave in the Firth of Thames reached a maximum of 72 cm above
the tidal flat at the seaward forest fringe and decayed to 53 cm above the tidal flat at the landward most
station. This water height reduction of 19 cm across the 800 m separation between station 1 and station
9 corresponds to a dissipation rate of ~24 cm/km. The temporal delay in peak water between station
1 and 9 is evident in Figure 5 and estimated at 60 ± 5 min. The average velocity of peak inundation
through the Firth of Thames mangrove forest is ~0.2 m/s.

At the Pahoia site, no measurable reduction in water level occurred over the ~1 km separation
between instruments. The dissipation of flood levels was less than the uncertainty of the elevation
measurements. Additionally, no identifiable temporal delay in peak water occurred over the study
site (Figure 5c,d).

The magnitudes of the inundation waves for the two locations are similar with respect to the
elevation of the mangrove forest. The inundation waves for both sites range from ~20 to ~70 cm above
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the average forest elevation (Figure 8). Nonetheless, the elevation of inundation relative to MSL was
different between the two sites (Figure 5), with the Firth of Thames ranging from ~220 to ~245 cm
above MSL at the seaward boundary of the mangrove forest, while the Tauranga inundation wave
varied between 80 and 125 cm above the MSL.

Figure 8. (a) The peak water level at each instrument station along the transect in the Firth of Thames
for 5 consecutive inundation events; (b) the peak water level at each instrument along the central
mangrove transect in Tauranga (#A, #B, #E, and #H). Elevations are with respect to average elevation
of the forest floor, profiles of which are shown in grey.
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4. Discussion

Mangroves reduce peak water levels during a flood by limiting the exchange of water through
the vegetation [18]. Krauss et al. [15] observed that the presence of channels decreased the efficacy
of mangrove flood attenuation from 9.4 cm/km to 4.2 cm/km. Using a combination of observations
and numerical simulations, Zhang et al. [16] found that the amplitude of storm surge was reduced at
a rate of 40–50 cm/km through mangrove forests and ~20 cm/km through patchy regions consisting
of a combination of mangrove islands and open water. Flood level reduction during the series of
large inundation events in the non-channelized Firth of Thames averaged 24 cm/km, which agrees
with rates previously published for unchannelized forests by Krauss et al. and Zhang et al. [15,16].
In contrast, the channelized New Zealand mangrove site in Tauranga had no measurable reduction of
flood amplitude. We statistically tested whether tree height and pneumatophore density, diameter and
height differed between sites. Because the raw (and transformed) data did not meet the assumptions
of normality (Shapiro-Wilk W test p < 0.001) and/or homogeneity of variances (Levene’s test p < 0.01)
required for t-tests of differences between means, we used the non-parametric Mann-Whitney U test
(a = 0.05). All statistical analyses were conducted in Statistica version 13.2. The results indicated
that tree height, pneumatophore density, and pneumatophore height were all significantly different
(p < 0.001). As a consequence, the frontal area, and therefore the flow resistance, from trunks was
greater in Tauranga than in the Firth of Thames (Tables 3 and 4). Additionally, Chen et al. [31]
demonstrate that mangrove canopies only increase the generation of turbulent kinetic energy by about
10% compared to when the flow is below the bottom of the leaf structures. Despite flow engagement
of the dense leafy canopy in Tauranga (Figure 7d), the vegetation had no flood mitigating influence
due to preferential routing through the channels.

The interaction of water and vegetation is complex and has been investigated at multiple length
scales. At small scales (O (mm)), the boundary layers and shear caused by individual stems, roots,
and leaves cause turbulent eddies that shed off each individual stem [32]. Turbulence is also generated
at the shear layer between the faster moving flow over submerged vegetation, and the damped flow
within the canopy [33]. Intermediate scales (O (m)) comprise flow at the canopy or patch scale involving
a community of vegetation. Larger length scale interactions (O (km)) occurs at the forest level [34].
To appropriately investigate a process of interest, a reasonable spatial scale, associated conceptual
model, and relevant measurements and methods must be identified [21]. Vegetated regions produce
high drag with respect to unvegetated areas and flow is diverted to the path of least resistance. In areas
described as dense vegetation patches, most flow is directed around the patches and a forest-wide
approach is required. In sparse or homogeneously distributed vegetation, smaller-scale resistance
dominates and a smaller-scale approach is justified [35].

In mangrove forests, it is not just the vegetation geometry that controls water transport,
the intertidal bathymetry, and water level relative to the elevation of the vegetation also play
a role [36–38]. Flow through mangrove forests has been categorized into creek flow or sheet flow
depending on the primary mechanism of fluid transport. Creek flow dominates in channelized
mangroves at low water levels. Sheet flow, the transportation over the vegetated platform through
the mangroves, becomes increasingly important with reduced channelization and at increasing
water levels [36]. Our results show that the Tauranga mangrove forest is dominated by creek
flow, and the density of mangrove vegetation therefore only has minimal contribution to the
flow restriction; no evidence of reduced inundation level nor delay in the flood signal exists.
In Tauranga, flow resistance is best described by the larger-scale distribution of vegetation and degree
of channelization. Conversely, the Firth of Thames mangrove forest is not channelized, and the primary
shoreward water transportation mechanism is sheet flow through the vegetation. Here, vegetation
properties are important for impeding water exchange across the forest, reducing inundation levels
and slowing the flood wave propagation. In the Firth of Thames, the flow resistance relates to the
vegetation properties along the one-dimensional cross-shore transect. The cumulative influence of
large quantities of individual stems, stalks, and leaves on fluid flows at forest wide scales necessitates

66



Water 2018, 10, 1119

simplifying vegetation summary statistics [20]. Several different statistical parameters have been
used to describe the influence of vegetation on large-scale flow resistance, including the solid volume
fraction, vegetation porosity, and frontal area per bed area [21].

Channelization in mangrove environments develops as the trees grow and create flow resistance
and concentrate the flow into channels [3]. However, for initiation of the feedback process that allows
the channels to develop, the intertidal platform must be at a sufficiently low elevation with respect to
the tidal excursion that currents occur on the vegetated platform. In the case of a very high platform,
inundation only occurs at slack water close to high tide, at which time conditions promote sediment
deposition. The Tauranga mangrove forest is inundated during normal tidal levels. The drainage
channels in the Tauranga study site have likely resulted from scouring by tidally-driven water transport
through the forest. The forest elevation in the Firth of Thames is higher than the Mean High Water
Spring (MHWS) water levels (Figure 3a) and therefore water is only infrequently transported through
the forest and channels cannot develop.

During the study, water depths in the relatively flat mangrove forests in Tauranga and the
Firth of Thames were of similar magnitude (Figure 8). The capacity of mangroves to provide
coastal flood protection is ultimately related to water transport pathways. Extrapolating from our
case study environments, we can expect that lower intertidal areas with channelization will be far
less capable of protection than higher intertidal areas with little channelization. Krauss et al. [15]
and Zhang et al. (2012) found that the reduction of flood levels along a river corridor was less than
through unchannelized vegetation but still provided flood protection. Both previous investigations
focused on hurricane-driven storm surges in the south-east United States. The extreme water
levels greatly exceeded the capacity of the channel networks, likely resulting in flow pathways
through the vegetation and therefore the capacity to mitigate flood levels was apparent but reduced
compared to unchannelized locations. Moreover, the sediment regime has been shown to contribute
to the development of a profile shape, with muddy profiles often associated with high convex
intertidal geometries [39].

5. Conclusions

The influence of mangroves on long wave propagation is strongly dependent on flow routing.
In highly channelized mangrove forests, such as our Tauranga case study area, water is preferentially
transported via the channels and flood levels are not reduced substantially across the forest. In these
cases, the vegetation does not contribute significantly to flow resistance, so specific plant properties
are irrelevant with respect to limiting fluid transport. However, we hypothesize that for sufficiently
large flood events, in which the conveyance capacity of the channels is exceeded, a proportion of
the flow will be forced through the vegetation, which will thus provide an intermediate level of
attenuation (still reduced relative to an unchannelized environment). Conversely, in homogeneously
vegetated forests without channels, such as the Firth of Thames study site, water is transported
through the mangroves and the trees reduce flood levels by limiting fluid exchange through the forest.
In these cases, knowledge of vegetation characteristics is essential for the prediction of the rate of flood
level reduction.

The degree of channelization and therefore the capacity of mangroves to reduce flooding depends
on the elevation of the vegetation. Mangrove forests that occur at relatively low, frequently inundated
elevations are subjected to tidal currents that promote channelization, which in turn reduces their
capacity to mitigate the flood water level. Higher elevation mangrove forests are inundated only at
the peak tide when currents are at a minimum and the sediment regime is depositional. No channel
network is created nor maintained, and the capacity of the mangrove forest to reduce flood events
is maximized.
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Abstract: Flume experiments were performed to test four plant mimics with different stiffness to
reveal the effect of plant stiffness on the wave dissipation and turbulence process. The mimics
were built of silica gel rod groups, and their bending elastic modulus was measured as a proxy for
stiffness. The regular wave velocity distribution, turbulence characteristics, and wave dissipation
effect of different groups were studied in a flume experiment. Results show that, when a wave ran
through the flexible rod groups, the velocity period changed gradually from unimodal to bimodal,
and the secondary wave peak was more apparent in the more flexible mimics. The change in the
turbulence intensity in the different rod groups showed that the higher the rod stiffness, the greater
the turbulence intensity. With an increase in the bending elastic modulus of a rod group, the wave
dissipation coefficient increased. The increase in the wave dissipation coefficient was not linearly
correlated with the bending elastic modulus, but it was sensitive within a certain range of the
elastic modulus.

Keywords: vegetation stiffness; bending elastic modulus; velocity distribution; turbulence intensity;
wave dissipation

1. Introduction

Waves are one of the most important hydrodynamic force in coastal environments [1–3].
The reduction of coastal erosion induced by waves is an important topic for coastal protection and
morphological changes [4–6]. Plants, such as mangroves, play an important role in protecting coasts.
The planting of forests for wave attenuation in front of seawalls can reduce the arrival of waves,
reduce the impact force of waves, and enhance the security of dams. It is known that different
plant properties (e.g., density, stiffness, flexibility, arrangement mode, degree of submergence, and
other factors) produce different influences on momentum transfer and the turbulence structure in
canopy flow [7–12]. These related processes can lead to different sediment deposition patterns, which
can influence the coastal morphology. The interesting point is that even the presence of a short,
low-biomass seagrass meadow can lower the beach erosion rates compared to shallow unvegetated
nearshore reef flats [13–16]. However, wave interactions between plants with varied stiffness have not
been fully understood.

To investigate these interactions, Huang et al. [17] designed a physical model with a rigid main
trunk and flexible branches and leaves. They then systematically analyzed wave propagation behaviors
on a vegetated floodplain, as well as the effect of plant branches and leaves, tree trunks, the width
of the beach, the depth of the water on the beach land, and wave elements on the propagation and
deformation of the wave. Jiang et al. [18] used a physical model experiment of a wave flume to
study the effect of changes in the wave height and wave form. Incident wave height, plant densities,
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reflection, transmission coefficient, and the wave energy dissipation were investigated. Moller and
Spencer discovered that wave height decreased exponentially in a vegetated area [19]. Quartel et al. [20]
performed an experiment at the Red River Delta in Vietnam and found that the wave dissipation ability
of mangrove areas is five to 7.5 times more than that produced due to bottom friction. Bradley and
Houser [21] quantitatively analyzed the effect of the relative movement of flexible seaweed leaves on
wave height reduction in a reversing current. Fonseca and Cahalan [22] and Augustin et al. [11] showed
that, when the height of seaweed was greater than or close to the water depth, the wave dissipation
effect was obvious, and when the plant was submerged, the wave dissipation effect decreased with
increased water depth. Tschirky and Hall [23] and Lima et al. [24] performed experiments that indicated
that an increase in plant density enhanced the wave dissipation effect. However, Mazda et al. [25] and
Horstman et al. [26] found that when the water depth in the mangrove was more than the height of
the aerial roots, an increase in water depth reduced the wave dissipation effect, and when the water
depth increased to the height of the mangrove leaves, the wave dissipation effect increased. Cruise
and Muslesh [27] used a rigid pole to simulate the emerged portion of rigid vegetation and studied
the effect of plant diameter and arrangement on water depth and velocity. White and Nepf [28] also
studied the plant drag force, flow turbulence, and diffusion with a rigid rod.

Currently, there are many laboratory studies on vegetation under unidirectional currents and/or
waves [29–32], field studies on wave dissipation through flexible vegetation [33–36], and turbulent
flow through real mangrove roots [37]. However, the wave propagation and turbulence in vegetation
with different stiffness is currently less studied [8].Therefore, in this study, the main aim is to study the
wave propagation and turbulence characteristics among vegetation with different stiffness. A type of
mimics used in this study is completely rigid, and the other three types of mimics are flexible to mimic
the stems of macro algaes like Fucus vesiculosus and Fucus serratus with comparable elastic modulus
(0.121–0.585 Gpa) [38]. The bending elastic modulus were measured using plant mimics made of silica
gel rods with different stiffness. The regular wave velocity distribution, turbulence characteristics, and
wave dissipation effect of different groups were studied to better understand the wave dissipation
process through a vegetated field. The knowledge obtained by this study may provide a scientific
reference for the planning and design of coastal protection projects.

2. Experimental Setup

2.1. Experimental Design

Experiments were conducted in a laboratory wave flume. The dimensions of the flume were
66 m long, 1.0 m wide, and 1.6 m deep. A piston-type waves paddle installed at one end of the flume
was used to generate regular and irregular waves. For simplicity, we only tested regular waves in the
current study. An overview of the flume, with its coordinate system and the wave maker, is shown
in Figure 1. All of the instruments were deployed in this flume. Details of the flume dimensions and
sensor deployments are also shown in Figure 1. The water surface elevation was measured using
capacitance-type wave probes with good long-term stability and linear calibration curves. The wave
probes were calibrated just prior to conducting the experiments. A SonTek 16-MHz Micro ADV
(Acoustic Doppler Velocimeter) (SonTek/Xylem Inc.: San Diego, CA, USA) was used to measure
the three-dimensional water velocity. The sampling frequency of the ADV and wave gages is 50 Hz.
The data were collected after the waveform stabilized in the front of the mimic vegetation area, and
the data collection lasted for 60 s. In order to eliminate the error, each experiment was repeated for
three times. Peak velocities were obtained by taking the maximum value of an entire wave period.
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Figure 1. Model configuration and rod arrangement (from left to right, The green solid dots are the
rods and the red ones are the ADV (Acoustic Doppler Velocimeter) measuring points).

The vegetation zone was composed of silica gel rods of different stiffness installed on a flat slope.
The rods were fixed though the prefabricated holes on the at the slope bed. Wave gauges were installed
before and after the vegetation zone to quantitatively measure the wave attenuation. The 3D flow
field structure and turbulence characteristics were measured using the ADV. The current velocity was
measured at the middle and bottom layers at 10 cm and 2 cm above the bed using the ADV. These two
measuring points are regarded as representative heights of the vertical profile, while the information
of the whole profile was not obtained.

The wave and flow design included no wave breaking action nor the presence of emergent
vegetation. Therefore, the designed water depth of the floodplain was 15 cm, and the corresponding
water depth before the wave plate was 45 cm. In addition, the regular wave height was 5 cm, and the
wave period was 1.34 s. The resulting wave length was 1.53 m, and the tested water depth (0.15 m) in
the vegetation canopy was half water depth. The wave condition is similar to previous lab work with
small waves (wave height H ≤7 cm) [36,39].

2.2. Experiment Materials

The diameter of plant mimics (d) was 1 cm and mimic height (hv) was 20 cm, and they were
arranged into a rectangle with a total width of 195 cm consisting of 40 rows that were 5 cm apart
with columns 5 cm apart (See Figure 1). The height of the mimics was determined to be similar to
F. vesiculosus. The projecting area was 289.85 cm2, which is also similar to the field conditions of
F. vesiculosus [38]. Thus, essentially, this experiment did not involve scaling, as the tested mimics were
dynamically similar to F. vesiculosus in the field conditions and the tested wave condition was also
similar to the real field condition (depth = 0.15 m, wave height = 0.05 m, and period = 1.34 s). In the
current experiment, the tested Re (Re = u × d/ν, where u is the velocity of the middle and bottom
layers) number range was generally between 1000 and 2000.

Eleven measuring point was set along the center-line of the wave flume to minimize the influence
of the side-wall. The obtained velocities and turbulence statistics are regarded as the representative
measurements of the flume cross section. However, pair ADV measurements in the lateral direction
were not conducted in our experiment. Thus, the current study mostly focused on velocity in the
streamwise direction, i.e., u. The u velocity is positive when it is in the same direction as wave
propagation, and it is negative when it is opposite to wave propagation.
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We used a spring scale for the cantilever measurement. 10 rods of the same material were involved
in each test and the experimental results are averaged. The elasticity modulus was calculated using
the cantilever beam formula, and the stiffnesses of different materials were measured as:

Cantilever beam formula : E = FL3/(3uI) (1)

where E is the elasticity modulus (Pa); u is the offset distance (m); F is the transverse tensile force (N);
I is the inertia moment, i.e., I = πd4/64 for a circle; and L is the rod length (m).

The elastic modulus of the rods is shown in Table 1. Materials 1, 2, 3, and 4 with different stiffnesses
are denoted as M1, M2, M3, and M4, respectively (Figure 2). These rods were commercially available.
The elastic modulus of M1 was significantly greater than the others, and it was able to keep upright
throughout the entire process. Therefore, M1 can be seen as a rigid rod.

Table 1. The bending elastic modulus of the different materials and statistics of the flow velocity peak values.

Material
Application Elasticity

Modulus E (Gpa)
Measuring Point of 5#

Force (N) Middle Layer Velocity (cm/s) Bottom Layer Velocity (cm/s)

M1 30 16.56 22.17 19.95
M2 1.2 0.66 18.10 17.33
M3 0.7 0.39 17.23 16.08
M4 0.2 0.11 15.28 13.54

 
Figure 2. The picture of four materials of the flexible rods bending during the experiment.

2.3. Data Processing

The original data were phase-averaged according to Cox’s theory [40]:

μa
(

x, y, z, tj
)
=

1
N

Nj

∑
n=1

μm(x, y, z, tn)j = 1, 2, . . . ,
T
Δt

. (2)
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On the basis of j = T
Δt points, the original 3D data were divided into three directions and Nj

circles. Using the phase average, the velocity of each point in one circle can be obtained, uia(i = x, y, z),
and the fluctuating velocity can be presented as follows:

u′
i = uim − uiai = x, y, z. (3)

Turbulence intensity is the root mean square of the fluctuating velocity:

η =

√
(u′

i)
2i = x, y, z. (4)

The probability density function of random data means the probability of an instantaneous value
being within a specified range. For the turbulent process, the probability of its value, u(t), being in the
(u0, u0 + Δu) can be defined as the following:

prob[u0 < u(t) < u0 + Δu] = lim
T→∞

Ts

T
, (5)

where T is the measuring time; and Ts is the sampling time within (u0, u0 + Δu), Ts = ∑n
i=1 Δti.

A probability density function of velocity measurements was made for each material. If this random
process is a normal distribution, then the probability density function can be found using the
following equation:

f (u′
i) =

1
σi
√

2π
e
− u2

i
2σ2

i , (6)

where f is the probability density; and u′
i is the fluctuating velocity in the i direction.

Reynolds stress is the shear force caused by the momentum exchange of a unit fluid passing
through a unit area. The equation is the following:

τij = −ρμ′
iμ

′
j, (7)

where when i = j, σ = −ρμ′
iμ

′
j, and σ is the normal stress; when i �= j, τij is the Reynolds shear stress.

3. Results and Discussion

3.1. Velocity Variations in the Mimicked Vegetation Canopy with Different Stiffnesses

3.1.1. Peak Velocities

The peak velocities changed significantly when waves crossed the different rod groups. The more
flexible the plant, the smaller the peak the velocity. Table 1 shows the value of the velocity peaks.
It was found that with an increase in rod flexibility (from M1 to M4), the velocity peak value in the
middle and bottom layer both gradually diminished. Compared to M1, the peak value of the middle
and bottom layer of M4 were reduced by 31% and 32%, respectively. The peak velocity value between
two rods was increased. It is because rigid rods do not have any swing deformation, which squeezes
the passing water and leads to higher velocity. For flexible rods, however, they sway as water passes,
and hence do not lead to similar increased velocity. In fact, as the flexibility increases, the averaged
velocity reduces (Figure 3).

Flexible rods do not cause contraction of the flow passing the flume section because of the
unsynchronized swing. Therefore, the peak wave velocity was small. This is similar to what occurs
when a bridge makes a channel narrow and increases the flow velocity.

3.1.2. Phase Averaged Velocity

According to the instantaneous velocity measured using the ADV, phase velocities in the direction
of u are shown for different rod groups in Figure 3. Data from measuring point #5 is shown as it is in
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the center of the vegetation patch and it is representative of the averaged flow condition. The velocity
curve shows that with a phase shift, the more flexible the materials are, the lower peak flow is. With a
low flow velocity, the differences among the flow velocities of different materials are not obvious.

Figure 3. Phase averaged velocities in the u direction of different rod groups (measuring point of #5).

3.1.3. The Secondary Wave Peak in the Flexible Rod Groups

The experimental results show that when waves went through the flexible rod groups, the velocity
period changed gradually from unimodal to bimodal, owing to swing in the rod group. The more
flexible the rod group, the more obvious the secondary wave peak. Figure 4 shows velocity of the
M4 rod group at measuring point #5. The figure shows that both in the middle and the bottom layer,
bimodal structures existed during each wave period. The ratio between the secondary wave peak
and the main wave peak in the middle layer was 0.49:1, while in the bottom layer it was 0.31:1. This
phenomenon indicates that the swing extent of a rod increases as the water surface approaches, and its
impact on the secondary peak of the wave velocity also increases.

Figure 4. Velocity at measuring point #5 of the material 4 (M4) rod group. The dash boxes show the
secondary peaks of the wave velocity in the negative direction.

3.2. Turbulence Characteristics of the Different Rod Groups

3.2.1. Turbulence Intensity

The middle layer turbulence intensity distributions in the u direction for the M1 and M4 rod
groups are presented in Figure 5. The middle and bottom layer turbulence distributions of the different
materials are shown in Figure 6. Spatial changes in the turbulence intensity indicates that the highest
value occurs during the period of the wave entrance into the rod group and in the middle of the
rod group. Possible explanations include the following: (1) The water’s entrance into the rod group
means that the wave propagates from one interface to another interface, which can result in intense
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turbulence; and (2) wave streaming causes intense turbulence when the wave propagates in the middle
of the rod group.

Figure 5. Turbulence intensity in the u direction in the material 1 and 4 (M1 and M4) rod groups.

Figure 6. Cont.
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Figure 6. Middle and bottom layer turbulence distributions of the different materials (measuring point #5).

The turbulence intensity changes in different materials indicate that the greater the material
stiffness, the stronger the turbulence velocity and intensity. From M1 to M4, the turbulence intensity
reduces 5.1%, 5.4%, and 4.4%, respectively, in the u direction of measuring point #5. This result is
similar to that of a previous experiment by Pujol et al., [29].

The turbulence intensity in different directions shows that the largest was in the u direction
followed by the v direction, and the intensity in the w direction was minimal. As far as the vertical
distribution, the turbulence intensity in the bottom layer was smaller than in the surface layer. This
reflects that turbulence was anisotropic when the vegetation patch was under wavy flows.

3.2.2. Probability Density of the Fluctuating Velocity

If the probability density is a normal distribution, the wider the graph, the larger the velocity
deviation. The y axis intercept is the turbulence intensity in Figure 7. Figure 7 shows the probability
density distribution of the fluctuating velocity in the u, v, and w directions. Two peak values are found
in the probability density function of the u direction, and at the same time, the turbulence intensity
decreases with an increase in the flexibility of the rod group. While in the v direction and w direction,
the probability density follows a normal distribution, and the differences between different materials
are not obvious.

Figure 7. Cont.
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Figure 7. Probability density distribution of the fluctuating velocity in the u, v, and w direction (at
measuring point #5).

3.2.3. Reynolds Stress

Reynolds stress is generally greater than the viscous shear force in vegetated flows [41]. Therefore,
only near the sidewall is the viscosity term considered, otherwise it is ignored.

Reynolds stress is the result of an uneven flow velocity distribution in a flow field. Therefore,
the more uneven the velocity distribution is, the greater the Reynolds stress is, and the stronger the
turbulence. Figure 8 shows the change in Reynolds stress for different rod groups, where Ra = 〈u′v′〉,
Rb = 〈u′w′〉 and Rc = 〈v′w′〉 (u′, v′, and w′ represent fluctuating velocities in the u, v, and w directions,
respectively). Results show that the Reynolds stress decreases with increasing stiffness. The Reynolds
stress of the M4 middle layer is only 10% that of M1.

Moreover, the Reynolds stress of the middle layer is larger than the bottom layer, which is similar
to Ma’s [42] research on the wave turbulence. The middle layer Reynolds stress is about 1.14 times
that of the bottom layer in the rigid rod group (M1), and about 1.52 times that of the flexible rod
group (M4).
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Figure 8. Reynolds stresses for different rod groups (at measuring point #5).

3.2.4. Energy Spectrum Density

The turbulent process can be seen as superposition of simple harmonic waves with different
frequencies. Velocity spectra were computed and give the parameters used to compute the power
spectra (E(n),

∫ ∞
−∞ E(t)dn = 1

2 u2). The energy spectral density curve represents the distribution of
turbulent kinetic energy in a wave band (w, w + dw) in steady time. Time is the inverse of frequency.
We set a 95% confidence interval on each of the spectra to eliminate the effect of noise. The high
frequency in the energy spectrum represents the quickly changing turbulence, or turbulence on a small
time scale [43].

The energy spectral density distributions in the u direction for different material rod groups at
measuring point #5 are shown in Figure 9, which is related to the wave energy transmission process.
As can be seen from the figure, when a wave propagates in the rod groups, two energy spectral peaks
exist, with the main peak value larger than the secondary peak. With a reduction in material rigidity,
the main peak value of the wave energy decreases, which means that the wave turbulence intensity is
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reduced. Furthermore, the secondary peak of M4 is the largest among all the cases. The secondary
peaks were related to rod group swing. The more flexible the rod group was, the more obvious the
secondary wave peak was.

 

Figure 9. Energy spectral density distributions in the u direction for different material rod groups at
measuring point #5.

3.3. Wave Dissipation Effect in the Different Rod Groups

The change in wave height before and after the wave moves through the rod groups represent the
attenuation of wave energy (see Table 2 and Figure 10). When the bending elastic modulus of the rod
group increases from 0.11 GPa to 0.39 Gpa (Compare M4 with M3), the wave dissipation coefficient
correspondingly increases from 25.17% to 39.79%. When the flexural elastic modulus increases from
0.39 GPa to 16.56 Gpa (Compare M3 with M1), the wave dissipation coefficient increases from 39.79% to
40.45%, only an increase of 1.66%. M2 and M3 may have happened to be in an area that was insensitive
to stiffness, causing the wave dissipation coefficients to fluctuate.

Table 2. Wave height and wave dissipation coefficient before and after the wave moves through the
rod groups.

Material
Bending Elastic

Modulus E (Gpa)
Wave Height before
the Rod Groups (cm)

Wave Height after the
Rod Groups (cm)

Wave Dissipation
Coefficient

M 1 16.56 5.81 3.46 40.45%
M 2 0.66 5.79 3.56 38.51%
M 3 0.39 5.83 3.51 39.79%
M 4 0.11 5.84 4.37 25.17%
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Figure 10. The relation of the Bending Elastic Modules E (Gpa) and the Wave Dissipation Coefficient.

Overall, the wave dissipation coefficient increases with increases in the bending modulus of
elasticity in the rod group. More succinctly, the greater the stiffness of the rod group is, the more
obvious the energy dissipation effects will be. In addition, the growth of the wave dissipation coefficient
is not linear with the bending elastic modulus; but is sensitive within a certain range of the elastic
modulus. There is a sharp quick increase in the wave dissipation coefficient. However, when the
bending elastic modulus value increases to 0.39 Gpa, the wave dissipation coefficient growth becomes
extremely small.

The above behaviors can also be interpreted from the physical phenomenon point of view. M3
and M4 obviously swing more under wave flow. M2 only slightly swings when the wave peak passes.
M1 is completely rigid and does not swing. This phenomenon shows that the bending elastic modulus
values of M3 and M4 happen to be in the most sensitive ranges for a swing reaction under group wave
conditions; that is, in the most sensitive ranges for a change in the wave dissipation coefficient.

Our results showed that when waves ran through flexible vegetation mimics, the velocity period
changed gradually from unimodal to bimodal. This phenomenon is likely due to the swaying effect of
the flexible vegetation [8,31], as it is more apparent with flexible mimics. The change in the turbulence
intensity in the different rod groups showed that the higher the rod stiffness, the greater the turbulence
intensity exists. This result is similar to that in Reference [29]. With an increase in the bending elastic
modulus of a rod group, the wave dissipation coefficient increased, which is consistent with the
previous studies [39,41]. However, the increase in the wave dissipation coefficient was not linearly
correlated with the bending elastic modulus. It was more sensitive in a certain range of the elastic
modulus than others.

4. Conclusions

The bending elastic modulus was measured using a conceptual plant model that was built
of silica gel rod groups of different stiffness. The regular wave velocity distribution, turbulence
characteristics, and wave dissipation effect of the different groups were studied. According to the
results, the conclusions that follow can be drawn.

(1) When waves went through different material rod groups, the peak velocity of the wave was
in decay. The more flexible the rod group, the smaller the peak flow velocity. With a low flow
velocity, the differences among the flow velocities of the different materials was not apparent.

(2) When waves go through the flexible rod group, the velocity period gradually changed from
unimodal to bimodal. Owing to rod group swing, the more flexible the rod group was, the
more obvious the secondary wave peak was. With a reduction in material rigidity, the second
peak value of the wave energy decreased, which was related to flow shocks that were caused by
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the swing of the flexible rod group. It is expected that, with different wave periods, the swing
behavior and the wave energy transmission will be different, which should be further studied.

(3) High turbulence intensity existed in the areas at the front and in the middle of the rod group.
This was because when the wave entered the rod group, the wave propagated from one interface
to another, resulting in intensified turbulence.

(4) The greater the material stiffness was, the stronger the turbulence velocity and intensity were.
The Reynolds stress decreased with increased flexibility. Additionally, the middle layer Reynolds
stress was generally larger than that at the bottom layer.

The insights on different patterns in wave propagation turbulence intensity in different canopies
may lead to further understanding of the coastal morphological changes with vegetation influence
and may assist in selecting vegetation species with suitable stiffness for coastal protection purposes.
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Abstract: Coastal vegetation is effective in dissipating incident wave energy during storm conditions,
which offers valuable protection to coastal communities. Determining vegetation drag coefficient
(CD) is of great importance to the quantification of vegetation-induced wave dissipation. Recently,
a direct measuring approach has been developed to derive vegetation drag coefficient more
accurately compared to the conventional calibration approach. However, as this approach requires
perfectly in-phase force and velocity signals, there are two difficulties associated with it. The first
difficulty is the availability of a suitable force sensor to compose synchronized force–velocity
measuring systems. The second difficulty is related to realigning the obtained timeseries of force
and velocity data. This technical note develops a new synchronized force–velocity measuring
system by using standard force sensors and an acoustic doppler velocimeter (ADV). This system is
applied together with an automatic realignment algorithm to ensure in-phase data for CD deviation.
The algorithm reduces the phase shift between force–velocity signals from ca. 0.26 s to 0.003 s.
Both time-varying and period-averaged CD can be obtained using this method. The derived CD can
be used to accurately reproduce the measured maximum total acting force on vegetation (R2 = 0.759),
which shows the reliability of the automatic alignment algorithm. The newly-developed synchronized
force–velocity measuring system and alignment algorithm are expected to be useful in future
experiments on vegetation–wave interactions with various hydrodynamic and vegetation settings.

Keywords: drag coefficients; oscillatory flows; force sensors; synchronization; automatic alignment

1. Introduction

Mangroves, saltmarshes, and seagrasses are important coastal ecosystems that are widely
distributed in world’s coasts [1–3]. The wave-damping capacity of these coastal wetlands has
been increasingly recognized [1,4–8]. These coastal wetlands can significantly reduce wave energy
even under storm or tsunami conditions [9,10], which provides valuable protection to the coastal
communities and properties [11,12]. Over the past decades, the wave heights have a clear increase trend
in extreme conditions, together with accelerated sea level rise [13–17]. Therefore, there is a demand for
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better understanding and predictive ability of vegetation–wave interaction process to reduce coastal
flooding risks [4,18–20].

The main impact of vegetation on incident waves is exerting an additional force on water
motion [21,22]. This force can be described by the Morison equation, which is composed by drag
force (FD) and inertia force (FM) [23]. For normal field conditions, the drag force is the dominant force,
and most relevant for wave energy dissipation. In the Morison equation, FD is proportional to the
square of impact velocity on vegetation stems. When the velocity scale is determined, the magnitude
of FD varies linearly with vegetation drag coefficients (CD). In oscillatory (wavy) flows, the CD values
have a large range of variations (i.e., 0.1 to 100) [24]. The CD values depend on canopy density,
hydrodynamic conditions, as well as the morphology of the individual canopy elements. Thus,
choosing appropriate CD values are important for accurate simulation of FD, and the resultant wave
dampening in many modelling studies [18,25–30].

Currently, there are two methods available in determining CD: the calibration method and the
direct measurement method. The calibration method is a convectional method developed in the
1990s [31,32], and has been widely used since [33–35]. It derives CD by calibrating its values to obtain
the best fit between modelled and measured wave height evolution over vegetation fields. The direct
measurement method is a new method, which has been developed since the 2010s [36–38]. This method
directly applies the Morrison equation and measured in-phase force and velocity data to determine
CD. The main differences between the calibration and the direct measurement method are: (1) the
calibration method can only provide period-averaged CD, but the direct measurement method can
derive both period-averaged and time-varying CD; (2) the direct measurement method can eliminate
the potential errors often associated with the calibration method, and lead to CD–Re (Reynolds number)
relations with better fits, which are desirable for model applications [37].

Since the direct measurement method relies on in-phase force and velocity data, there are two
difficulties when applying this method. The first difficulty is the availability of suitable force sensors to
assemble synchronized force–velocity measuring systems. The force sensors should be waterproofed
and durable in wave flumes, where frequent water logging and splashing occur. Additionally,
the sensors should be small enough to fit into wave flumes. The second difficulty associated with this
method is the data processing technique required to obtain perfectly aligned force–velocity data for
CD derivation [37]. The data alignment is critical for the direct measurement method, as there are time
lags between original force data and velocity data signals (ca. 0.2 s), which may lead to large errors in
the derived CD. These time lags may originate from small misalignments between force sensors and
velocity measurement [37]. They may also be induced by intrinsic time shifts in instrument recordings.
The maximum wave energy dissipation occurs at the peak wave orbital velocity in phase with the
peak drag force when CD values matter the most. Thus, in order to obtain accurate CD values, it is
important to minimize the time lags. Previous studies firstly set an intrinsic time lag between the force
and velocity data, and then started iterations to reduce the time lag. Note that this intrinsic time lag
varies with different instrument set-ups. This intrinsic time lag needs to be carefully tuned to obtain
in-phase data. It is, however, preferable to have an automatic algorithm that can provide generic
solutions to the alignment problem.

In this technical note, we have developed (1) a synchronized force–velocity measuring system by
using standardized force sensors that can easily fit in wave flumes; (2) and an automatic alignment
algorithm to obtain in-phase force–velocity data for CD derivation. The new force–velocity measuring
systems are applied in a flume at four locations in a mimicked mangrove canopy, which were tested
with various simulated wave conditions. The automatic alignment algorithm was then applied to
reduce the time lags between force–velocity signals. The processed data were subsequently used to
derive both time-varying and period-averaged CD. To evaluate the accuracy of the derived CD (and
also the alignment algorithm), we used the derived CD to reproduce the total acting force on mimicked
vegetation, and compared it with the measurements.
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The rest of the technical note is organized as follows: Section 2 introduces the automatic alignment
algorithm and the set-up of the synchronized force–velocity measuring system in the wave flume at
the Fluid Mechanics Laboratory at Sun Yat-sen University, Zhuhai Campus. Section 3 demonstrates
the original and processed force–velocity data, as well as the reproduced force data results. Section 4
discusses the current limitations and provides an outlook for future applications of this method. Finally,
Section 5 provides conclusions of the current note.

2. Materials and Methods

2.1. The Direct Measuring Method for CD Derivation

The force acting on a single stem can be expressed by Morison equation [23] as

F = FD + FM =
1
2

ρCDhvbvU|U|+ π

4
ρCMhvbv

2 ∂U
∂t

(1)

where F is the total acting force on vegetation which can be obtained by force measurement. FD is
drag force, and FM is inertia force. ρ is the density of the fluid. CD and CM are the drag and inertia
coefficients, respectively. hv is the height of vegetation in water, and bv is the diameter of circular
cylinder. U is the depth-averaged flow velocity. When linear wave theory is applied, the U varies as a
function of sine:

U = Uw sin(ωt) (2)

where Uw is the amplitude of horizontal wave orbital velocity. Following linear wave theory, Uw can
be expressed as

Uw =
πH
T

cos h[k(h + Z0)]

sin h(kh)
(3)

where H is wave height, T is wave period, k is wave number, h is water depth, and Z0 is the vertical
position of the considered point, which is 0 at the still wave level, and −h at the sea bed. Equation (3)
was used to estimate Uw when the velocity measurement is unavailable. CM is often assumed to be
equal to 2 for cylinders (e.g., [39]). To derive the time-varying CD, we can apply the following equation:

CD =
2FD

ρhvbvU|U| =
2(F − FM)

ρhvbvU|U| (4)

where FM can be derived based on ∂U
∂t using the timeseries of velocity data, and other parameters (i.e.,

ρ, bv, hv, CM) in FM are known. Thus, time-varying CD can be obtained readily when in-phase force
and velocity data is obtained.

Period-averaged CD is relevant to vegetation-induced wave dissipation. It was not computed
as the temporal mean of the time-varying CD. Time-varying CD has great variability over one wave
period [37]. Specifically, its value is infinite when the velocity is close to zero. However, those CD
values are not relevant for vegetation-induced wave energy dissipation, as dissipation is highest at the
velocity peaks. Thus, CD values at high velocity matter the most. To obtain relevant period-averaged
CD values, the direct measurement method applies the technique of quantifying the power and work
done by the acting force (ε) [37]. The time-varying power of FD and FM is evaluated as follows:

PD = FDU (5)

PM = FMU (6)

The work done by the total acting force (F) over a wave period (T) is

W =
∫ T

0
FUdt (7)
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If we substitute F with Equation (1), then we obtain

W = WD + WM =
1
T

∫ T

0
FDUdt +

1
T

∫ T

0
FMUdt =

1
2T

∫ T

0
ρCDhvbvU2|U|dt +

π

4T

∫ T

0
ρCMhvbv

2 ∂U
∂t

Udt (8)

WD and WM is the work done by FD and FM over a full period, respectively. As U is a sine function
(Equation (2)), the work done by FM over a full wave period (i.e., second term on the right) is zero.
Thus, the work done by F is equal to the work done by FD:

W =
∫ T

0
FUdt =

1
2

∫ T

0
ρCDhvbvU2|U|dt (9)

Finally, the period-averaged CD can be derived based on the above equation:

CD =
2
∫ T

0 FDUdt∫ T
0 ρhvbvU2|U|dt

=
2
∫ T

0 FUdt∫ T
0 ρhvbvU2|U|dt

(10)

The in-phase time series data of total force (F) and velocity (U) can be used directly in Equation (10)
to drive period-averaged CD values. As W is proportional to U3 (Equation (9)), the integration of FU
over a period is largely contributed to by the moments with relatively high velocity, and to a very
limited extent, by the moments with low velocity. Thus, deriving period-averaged CD via the technique
of quantifying ε can automatically assign large weight to the moments with high velocities in a wave
period, resulting in most relevant CD values for wave dissipation analysis. To check the validity of
the direct measuring method, we used the derived period-averaged CD values to reproduce the total
acting forcing (Frep) using Equation (1), and compare it with the actual measurement. Additionally,
another reproduced total force Frep’ is included by assuming CD = 1. It is used as a reference for the Frep.

2.2. Synchronized Force–Velocity Measuring System

In-phase force–velocity data are critical to the direct measurement method. To obtain in-phase
data, a synchronized force–velocity measuring system was developed, which was composed by a force
sensor and an acoustic doppler velocimeter (ADV) (Figure 1a,d). Four measuring systems were
deployed in the wave flume at Fluid Mechanics Laboratory at Sun Yat-sen University, Zhuhai Campus
(Figure 1a). The wave flume is 20 m long, 0.8 m wide, and 0.6 m deep. A series of capacitance-type
wave gauges were installed to monitor wave height changes in the wave flume. The mimicked
vegetation canopy was 8 m long, and it was constructed by PVC pipes. The pipes were 0.2 m tall and
their diameter was 0.02 m. The mimicked vegetation canopy was built following a stagger pattern with
a density of 139 stems/m2. It was built on top of a false bottom in order to elevate the canopy so that
the force sensors can be mounted underneath it. The mimicked vegetation canopy was submerged in
water (water depth = 0.25 m), and it was subjected to various wave conditions. The tested wave height
varied from 0.03 to 0.09 m, and the tested wave period varied from 0.6 to 1.2 s. A space-averaged CD
can be obtained by taking the mean CD values of the four measuring spots in each test.

The force sensors selected were model M140 built by Utilcell, Spain (Figure 1b). As the size of this
sensors is small, they can be installed at multiple locations in one flume test. The reading of the sensor
is in “gram”, which can be easily translated into “Newton” by multiplying the acceleration of gravity.
The minimum division of the sensor is 3 × 10−3 N, and the maximum measuring load is 30 N. In the
current experiment, the measuring frequency of the force sensors is set as 20 Hz. These sensors were
chosen also because they are robust and can be easily waterproofed by sealing the cable connection
point with glue. Furthermore, the sensor is small (15 cm × 4 cm × 2.5 cm), and can be easily fitted in
the flume (Figure 1b). To prevent the sensor being affected by any force acting on itself, an aluminum
case was put around the sensor.

For each force sensor, a mimicked vegetation stem (PVC pipe) was firmly screwed to it, so that
the force acting on a vegetation stem can be detected (Figure 1b). The PVC pipes that were attached
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to the force sensor were not different from other pipes in the mimicked vegetation canopy. After the
sensor was attached to a PVC pipe, it measured the total acting force on the pipe. For the same force,
the reading is constant, regardless of the location of the acting force. This is desirable for our current
experiment, in which wave-induced forces acted over the full length of the pipe. Additionally,
the sensors can detect the force in both the following and the opposing direction as the wave
propagation, which is ideal to measure the force generated by oscillatory flows.
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c d

WG

ADV
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0.2 m

Figure 1. (a) Flume experiment set-up. The numbers 1–4 indicate the locations of the in-phase
force–velocity measurement; (b) A force sensor connected to a PVC pipe; (c) Mimicked vegetation
canopy constructed by PVC pipes; (d) Instrument deployments in the flume without mimicked
vegetation. “WG” stands for wave gauge, “ADV” stands for acoustic doppler velocimeter, and “FS”
stands for force sensor. The dashed line indicates the ADV and force sensor are placed at the same
cross-section to ensure in-phase measurements.

As a first test of the force sensors, we put known weights on one of the sensors attached with
PVC pipes. This sensor was held horizontally in this test. The obtained readings were subsequently
compared to the known weights. Different weights were put at three different positions on the pipe,
i.e., bottom, middle, and tip. The generated forces were in both positive and negative directions.
The comparison between the readings and the weights is listed in Table 1. It is clear that for the force
measurement in both directions, the relative errors of the sensors are within 1%, compared to the
known weights. This first test shows that the force sensors can provide precise measurements.

For the velocity measurement, we used four ADVs. They were deployed at the same cross-section
as the force sensors to obtain roughly synchronized signals. The cases wave0312 (3 cm wave height and
1.2 s wave period) and wave0709 (7 cm wave height and 0.9 s wave period) were selected to conduct
velocity profile measurements in order to obtain information on velocity structure and depth-averaged
in-canopy velocity. The profile was obtained by manually adjusting the vertical measuring location of
the ADVs in repeated sequences. For most cases, the velocity measurement was taken at half of the
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water depth, which was a representative value of the depth-averaged in-canopy velocity. The accuracy
of this treatment is acceptable when the submergence ratio (i.e., h/hv = 1.25) is small [24,37], and it
can significantly reduce the labor involved. Two of the ADVs were made by Nortek (Vectrino see
http://www.nortekusa.com/usa/products/acoustic-doppler-velocimeters/vectrino-1), and the other
two were made by SonTek (MicroADV, see https://www.sontek.com/argonaut-adv). These four
ADVs are common instruments in fluid mechanics labs. Their basis measurement technology is
coherent Doppler processing. They measure 3D water velocity of a small cylinder (i.e., within 1 cm3)
that is a few centimeters away from measuring probes in the water. They can measure at frequencies
as high as 64 Hz, which are desirable for the direct measuring method. In our experiment, the ADV
data acquisition followed their respective user manuals. The measuring frequency was set as 40 Hz in
order to accommodate the measuring frequency of the force sensor (i.e., 20 Hz). The obtained data
are filtered through a low-pass filter to remove high frequency spikes following a similar method
described in Strom and Papanicolaou [40].

Table 1. Comparison between known weights and force sensor reading.

Direction
Known

Weights (g)

1st
Reading a

(g)

2nd
Reading b

(g)

3rd
Reading c

(g)

Mean
Reading

(g)

Absolute
Error (g)

Relative
Error

+

5 g 5.10 5.00 5.00 5.03 0.03 0.60%
10 g 10.10 10.10 10.00 10.07 0.07 0.70%
20 g 20.10 20.00 20.00 20.03 0.03 0.15%
50 g 49.90 49.90 49.90 49.90 0.10 0.02%

−
5 g −5.00 −5.00 −5.10 −5.03 −0.03 −0.60%
10 g −10.00 −10.10 −10.10 −10.07 −0.07 −0.70%
20 g −20.00 −20.00 −20.00 −20.00 0 0%
50 g −50.0 −49.9 −49.9 −49.93 0.07 0.14%

a,b,c The 1st, 2nd, and 3rd time readings were taking when the weights were put at the bottom, middle, and tip of
the testing pipe, respectively.

2.3. Automatic Alignment Algorithm

Although the force and velocity measurements were deployed at the same cross-section of the
wave flume, it did not ensure perfectly in-phase data. In fact, small time lags commonly existed
between the obtained original force and velocity time series. These time lags were induced by small
misalignments between force and velocity measurement, and/or by intrinsic delays of these electronic
devices. To reduce the time-lag between velocity and force measurement, the original force and velocity
time series should be realigned.

According to the Morison equation [23], velocity (U) and drag force (FD) should be in phase,
which can be used to evaluate the time-lag between velocity and force measurement. A flow chart
for the data realignment is shown in Figure 2. The inputs are the timeseries of force (F) and velocity
(U). As we can assume that CM = 2 [39], the inertia force can be calculated based on the velocity.
Then, the drag force (FD) can be computed by subtracting inertia force (FM) from the total force (F).
Subsequently, we can determine the phase shift (Δt) between the velocity and drag force peaks. Lastly,
this phase shift (Δt) will be recorded and used to adjust the velocity timeseries, aiming to obtain more
in-phase velocity and force data. The obtained new velocity and force data will be used as input in the
same loop. This loop continues 30 times, and we chose the minimum phase shift (Δt) and the resultant
velocity and force timeseries as outputs for CD derivation. The automatic alignment algorithm is
provided in the Appendix A as a MATLAB script. To verify the 30 loop count criterion, a sensitivity
analysis is conducted by changing the loop count to 10, 20, 30, and 50. The resulting phase shifts with
those loop counts are subsequently compared.
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Figure 2. Flow chart to realign velocity and force data signals. The algorithm is provided in the
Appendix A as a MATLAB script.

3. Results

3.1. Velocity Profiles in the Vegetation Canopy

Figure 3 shows the velocity profiles were measured at location 3 in case wave0312 (3 cm wave
height and 1.2 s wave period) and wave0709 (7 cm wave height and 0.9 s wave period). For the rest
of the tested cases, velocity was measured at the half water depth as a proxy of depth-averaged
in-canopy velocity. Figure 3a shows that in the case wave0312, the velocity profiles are rather
uniform in the vertical direction. The depth-averaged in-canopy velocity amplitude is 0.052 m/s,
whereas Uw measured at the half water depth is 0.049 m/s. The difference between these two is
small. The velocity profiles in wave0709 have greater vertical gradient, i.e., higher velocity at the
top and lower velocity near the bottom. Overall, the difference between Uw measured at the half
water depth (0.106 m/s) and the amplitude of depth-averaged in-canopy velocity (0.115 m/s) is small.
Therefore, it is acceptable to use Uw measured at the half water depth as a representative value of the
depth-averaged in-canopy velocity.

93



Water 2018, 10, 906

Figure 3. (a) Measured velocity profile for case wave0312 with 3 cm wave height and 1.2 s wave period,
Umin is the highest wave orbital velocity in negative direction (oppose to wave propagation), Umax is
the highest wave orbital velocity in positive direction (same as wave propagation), and Uw is the
amplitude of wave orbital velocity; (b) Measured velocity profile for case wave0709 with 7 cm wave
height and 0.9 s wave period.

3.2. Wave Height and Wave Orbital Velocity in the Mimicked Vegetation Canopy

Reductions of wave height (H) and magnitude of wave orbital velocity (Uw) through mimicked
vegetation canopy can be observed in Figure 4. The wave height reduces continuously from the
canopy front to the end. The final wave height reduction rate was 55% (Figure 4a). The shown wave
orbital velocity is obtained by ADV measurement at location 1–3. The ADV measurement at location
4 failed during the experiment. The shown Uw is obtained by using Equation (3) based on an average
wave height between x = 6–8 m in Figure 4a. With the reduced wave height, the magnitude of wave
orbital velocity also reduces from 0.155 m/s to 0.095 m/s from the beginning to the end of the canopy.
The reduced wave orbital velocity leads to variations in acting force on vegetation stem as well as in
vegetation drag coefficient (CD), which are shown in the following sections.
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Figure 4. (a) Spatial variations of wave height (H) through the vegetation canopy (i.e., x = 0–8 m)
indicated as green bars; (b) Spatial variations of the magnitude of wave orbital velocity (Uw) through
the vegetation canopy. The first 3 Uw data points (x = 0–6 m) are obtained from ADV measurement,
whereas the last data point at x = 7 m is obtained by using Equation (3) based on an average wave
height between x = 6 m and 8 m in panel (a). The shown test case is wave0712 with 7 cm wave height
and 1.2 s wave period.

3.3. Data Alignment and Time-Varying CD

The total acting force (F) and velocity measured at four locations in the wave flume are shown
in Figure 5. Waves reach these four locations at different moments. The velocity data at the last
measurement point were missing due to the failure of the ADV measurement. It is clear that the acting
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force (F) and velocity reduce as waves pass through mimicked vegetation canopy. It is also apparent
that there are time lags in synchronized force–velocity measurements at all locations. However,
it should be noted that these seeming time lags (i.e., time shifts between F and U) are not the real time
lags (i.e., time shifts between FD and U), which lead to errors in CD.

Figure 5. (a–d) Raw velocity and total force data measured at four locations (1–4) in the order of the
wave propagation in the mimicked vegetation canopy; (e) The shaded area in panel (c) is blown
up in panel (e) for detailed analysis, where inertia force and drag force were derived based on
non-synchronized data. The time shift (Δt) between the FD and U is 0.26 s. The shown test case
is wave0712 with 7 cm wave height and 1.2 s wave period. The velocity data in panel (d) is not
included, due to the ADV measurement failure at location 4.

Following the previous study [37], we only tracked the first 2–3 full wave periods after the start-up,
but before waves reached the back end of the flume, to avoid possible influence of wave reflection.
Figure 5e shows the force and velocity data of the chosen first two wave periods after the start-up.
Based on the original data and Equation (1), both FD and FM can be estimated as shown in Figure 5e.
However, it should be noted that as the total force and velocity data are not in phase. The derived
FD and FM are the first estimation. The derived peaks of the FD are even higher than the total force,
which is not possible. This result highlights the necessity of obtaining in-phase data. Judging from the
peaks between U and estimated FD peaks, the time lag between those two signals is 0.26 s.

In order to eliminate the time lags between these signals, the realignment algorithm was applied
to obtain synchronized velocity and force data (Figure 6a–d). It is clear that after the realignment
procedure, the time lag between U and FD is largely reduced (Figure 6a,b), but it cannot be completely
eliminated, as small shifts in signal peaks and troughs still exist. Based on the phase shifts of the two
peaks and two troughs (as indicated by the red double arrow lines), the time shift of the realigned

95



Water 2018, 10, 906

U and FD is significantly reduced to 0.003 s, which is only 1% of the original time shift before the
realignment. Note that this optimized time shift is the mean shift of the tested two wave periods (i.e.,
shifts of two peaks and two troughs). Apart from the reduced time shift, the magnitude of FD is also
reduced to be lower than the total force (F), which is in line with the original Morison equation. It is
noted that the peak drag force before alignment is about twice as large as the peak drag force after
the alignment. Thus, if the original F timeseries were used, the derived drag coefficient would be
considerably overestimated.
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Figure 6. (a–d) Time-varying U, FD, FM, and F data over two wave periods. The gray lines are before
realignment, and the red ones are after realignment. The vertical double-arrowed lines in panel (a) and
(b) indicate the synchronization status before and after the realignment; (e) Time-varying CD derived
based on realigned U and FD data. The shown test case is wave0712 with 7 cm wave height and 1.2 s
wave period.

Based on the synchronized velocity and force data and Equation (4), the time-varying CD can be
derived (Figure 6e). The time-varying CD values vary periodically with the changing velocity signals.
The values are small when the velocity is large, but they reach to infinity when the velocity is close to
zero. The reason for the unrealistically large CD values is because the FD are divided by very small
velocity values in Equation (4). These unrealistically large CD values are not useful in modelling
wave dissipation by vegetation, since they are associated with period with very low velocity when the
energy dissipation is very limited.

To verify the loop count criterion applied in the realignment algorithm, a sensitivity analysis of
the loop is conducted (Figure 7). It is clear that with the increase of loops, the phase shifts can be
sufficiently reduced. When 30 loop count is applied, the phase shifts can be reduced to minimum, i.e.,
0.003 s for the case 1 and almost zero for the case 2. If the number of loops is increased to 50, the time
shifts cannot be further reduced. Thus, the results of sensitivity analysis indicate that applying 30 loop
count in the realignment algorithm is a reasonable criterion.
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Figure 7. Sensitivity analysis of the number of loops used in the realignment algorithm. Case 1 is the
case wave0712 with 7 cm wave height and 1.2 s wave period, and case 2 is the case wave0512 with
5 cm wave height and 1.2 s wave period.

3.4. Deriving Period-Averaged CD

Based on the realigned force–velocity data, we can also derive period-averaged CD by quantifying
the power and work done, FD and FM. It is clear that the time-varying power of FD is always positive,
and its magnitude varies in phase with the velocity magnitude (Figure 8). For ideal sinusoidal velocity
signals, PD at the velocity peaks should be equal to the troughs. However, in our test case (and in real
field conditions), the wave orbital velocity is asymmetrical: higher in the positive direction and lower
in the negative direction. Thus, PD is larger near the wave peaks and smaller near the wave trough.
The difference between peaks and troughs are much more apparent in PD compared to the difference
in velocity. It is because that PD is to the third power of velocity. Small asymmetry in velocity will be
greatly magnified in PD. The variation of PM is different from that of the PD. It is clear that PM varies
between positive and negative values. The zero-crossings in PM occur when velocity is zero or when
velocity is at its maximum in both directions, i.e., when FM is zero in Equation (5). Note that there are
small fluctuations at the peaks of the PD. These fluctuations may be induced by the small phase shifts
between the FD and U timeseries.
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Figure 8. Time-varying U, PD, and PM over two wave periods. The shown test case is wave0712,
with 7 cm wave height and 1.2 s wave period. The averaged work done by drag force (WD) and inertia
force (WM) over the shown two periods is 2.0 × 10−3 J and −2.0 × 10−4 J, respectively. The derived
period-averaged CD is 3.25.
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By integrating PD and PW over one wave period, we can obtain the work done by drag force (WD)
and inertia force (WM) as shown in Equation (8). The averaged WD and WM over the two periods
in Figure 8 is 2.0 × 10−3 J and −2.0 × 10−4 J, respectively. In case of ideal sinusoidal velocity
signals, WM should be exactly zero. Due to the asymmetric wave velocity, the WM is not zero, but the
magnitude of WM is fairly small, i.e., one tenth of the WD. Since the magnitude of WM is considerably
small compared to WD, the assumption that WM can be ignored in the deriving period-averaged CD
(in Equation (8)) is still valid, and the period-averaged CD in the shown case is derived as 3.25.

Following the same method, period-averaged CD at three functional measuring locations of
all the tested cases are listed in Table 2. It shows that relatively large deviations in CD values
exist among different measuring locations. The CD values generally increase from locations from 1
to 3. Previous studies have shown that CD values increase with the reduced velocity (i.e., Reynolds
number) [24,37]. The obtained increase of CD values may be related to the reduction of wave orbital
velocity from the front to the end of the vegetation canopy, as shown in Figure 4b Thus, the spatial
variation in CD values is in-line with previous studies. Additionally, it is noted that the cases with
larger wave height and wave period (i.e., higher wave orbital velocity) generally lead to smaller
spatially averaged CD, which is also in agreement with previous studies [24,37].

Table 2. Period-averaged CD in all the tested cases.

Test
Number

Wave
Height (m)

Wave
Period (s)

CD at
Location 1

CD at
Location 2

CD at
Location 3

Space-Mean
CD

Standard
Deviation

1 0.03 0.6 5.41 10.02 10.14 8.52 7.28
2 0.03 0.9 3.19 4.88 7.09 5.05 3.82
3 0.03 1.2 3.60 2.79 5.25 3.88 1.56
4 0.05 0.6 7.61 5.83 5.96 6.46 0.98
5 0.05 0.9 3.82 2.36 3.62 3.27 0.62
6 0.05 1.2 2.84 3.03 3.97 3.28 0.37
7 0.07 0.6 3.43 3.01 7.04 4.49 4.90
8 0.07 0.9 1.97 1.83 2.94 2.25 0.37
9 0.07 1.2 1.77 2.77 3.51 2.68 0.76

10 0.09 0.6 3.02 5.76 6.10 4.96 2.86
11 0.09 0.9 1.26 1.79 2.64 1.89 0.49
12 0.09 1.2 1.44 2.54 3.00 2.33 0.64

3.5. Assessing the Derived CD by Reproducing Acting Force

In order to test the derived period-averaged CD, we used the derived values to reproduce the total
force from the velocity signals using Equation (1). The reproduced total force (Frep) is subsequently
compared with the measured actual total force (Figure 9). The reproduced total force (Frep’) using CD = 1
is also included as reference. It is clear that Frep is in good agreement with the measured force over
the shown two wave periods, although small differences exist between them. Notably, the measured
maximum force is well captured in Frep near x = 0.5 π, which is important as the maximum force is
critical not only for energy dissipation but also for assessing the stem strength to wave loading. As a
comparison, the difference between Frep’ and the measurement is large, which shows the validity of
using period-averaged CD to reproduce the total force.
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Figure 9. Comparison between reproduced total acting force and measured total force. The red solid
line is the measured total force; The black dash line is quantified by using derived period-averaged CD

in Equation (1) (i.e., Frep); The blue dash line is quantified by using CD = 1 in Equation (1) for reference
(i.e., Frep’). The shown test case is wave0712, with 7 cm wave height and 1.2 s wave period.

Figure 10 compares the maximum Frep and maximum measured total force obtained at all three
functional measuring locations in all test cases. In general, the reproduced maximum force is well
in-line with the measurement, as most of the data points are fairly close to the 1:1 reference line.
The R2 value is 0.759 for data of all three functional measuring locations in all test cases. This result
indicates the CD deriving procedure is valid, and the intrinsic errors associated with this procedure
are acceptable.

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

Maximum reproduced total force (N)

M
ax

im
um

 m
ea

su
re

d 
to

ta
l f

or
ce

 (N
)

1:1 Line

R2=0.759

Figure 10. Comparison between the maximum reproduced total acting force (Frep) and the measured
maximum total force at three functional measuring locations in all the tested cases.

99



Water 2018, 10, 906

4. Discussion

4.1. Advantages of the Current Measuring System and Alignment Algorithm

Our results have shown that large spatial variations can exist in the wave particle velocity and CD
(Figure 5 and Table 2). Thus, it is important to have synchronized force–velocity measurement
at multiple locations by a number of force–velocity measuring systems. The selected standard
force sensors are small enough to be installed at multiple locations in wave flumes. Additionally,
these sensors are designed with built-in tapped holes, which facilitate testing various vegetation
mimics, e.g., rigid cylinders, flexible stripes, and real vegetation stems.

Our results further show that the realignment process is important to derive both time-varying
and period-averaged CD values (Figures 6 and 7). In our experiment, we aligned the instruments as
good as possible (please see Figure 1d of the manuscript), but it is inevitable to have small misalignment
to cause the delay. The main source causing the delay may be the inherent difference in instruments’
speed of recording and receiving data, as the force and velocity measurements have their separate data
acquisition systems. Thus, the automatic synchronizing algorithm is necessary and valuable in the
current study. By using this algorithm, the time shift between two signals can be reduced to 0.003 s,
which is only 1% of the original time shift before the realignment. The obtained time shifts are believed
to be acceptable when comparing to normal wave periods (1–2 s) tested in our lab flume. The time
shifts are merely 0.3% to the tested wave period.

The overall good performance between maximum measured force and reproduced force shows the
reliability of this alignment algorithm. Importantly, this algorithm can automatically process the force
and velocity data. No manual tuning is needed. Hence, it provides a generic solution to the alignment
problems in deriving CD. Furthermore, this algorithm can run very efficiently, which is desirable
when processing large data sets from multiple measuring locations. Lastly, this alignment algorithm
is applied to process the velocity data from ADVs, but it is worth noticing that this algorithm is also
applicable for other velocity measuring technologies, e.g., EMF (electromagnetic flow manufacture
meter) and PIV (particle image velocimetry) [41–43].

4.2. Current Limitations and Future Applications

It is noted that the time shifts after the realignment are non-zero, but they are significantly reduced.
To further reduce the time shifts, high frequency force and velocity measurements (e.g., >100 Hz)
are required to obtain finite time steps for the realignment algorithm. However, it is perhaps not
possible to completely eliminate the time shifts for all the tested cases, especially when multiple wave
periods are included in the analysis, as the realignment procedure needs to account for time shifts at
multiple peaks.

The velocity measurement in the current experiment was conducted by ADV measurement,
which is a conventional method in flume experiments. The main limitation of the ADV measurement
is that it is a point measurement. To obtain vertical velocity profile, it is required to manually adjust the
ADV-measuring locations and repeat the same test conditions for each measuring location. This process
is very time-consuming. Thus, we only conducted the velocity profile measurement for two cases,
whereas for other cases, the velocity data is taken at the half water depth, which roughly equaled to the
mean in-canopy velocity (Figure 3). The same practice is also done in previous study [37]. However,
it is possible that the small deviation between the point velocity and depth-averaged in-canopy
velocity can lead to errors in the derived CD values. This may partly explain the difference between
the maximum measured force and the reproduced force. In order to improve the velocity measuring
accuracy and reduce the labor involved, PIV system can be applied in future experiments. The PIV
system can provide detailed velocity information of velocity field [41,42]. By applying such a system,
it is also possible to obtain the relative velocity between water motion and the motion of flexible
vegetation stems. Thus, the developed technics in the current study can be further applied in flexible
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vegetation canopies, e.g., saltmarshes and seagrasses, which is interesting to both coastal engineers
and ecologists.

5. Conclusions

This technical note provides a practical set-up to derive both time-varying and period-averaged
vegetation drag coefficients (CD) following the direct measuring method [36–38]. Different from
previous studies, standard force sensors are applied to compose four synchronized force–velocity
measuring systems in the current experiment. These standard force sensors are robust and suitable
for flume applications. The composed force–velocity measuring systems can provide synchronized
force–velocity measurement. Although one of the ADV instruments failed, the other three ADVs
functioned well during the experiment. Importantly, an automatic algorithm was developed to realign
the obtained force and velocity signals for direct CD deviation. This algorithm is expected to be able to
accommodate a variety of velocity measuring techniques, providing possibilities to extend current
application range. The developed force–velocity measuring systems and the automatic realignment
algorithm may assist future experiments on vegetation–wave interactions for better understanding
and prediction of vegetation-induced wave dissipation.
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Appendix A. MATLAB Code for Force and Velocity Data Realignment

This appendix provides the MATLAB (R2016a, The MathWorks, Natick, U.S.) script that can be
applied to realign force and velocity timeseries for CD derivations.

for i=1:3 % number of Synchronized Force–Velocity Measurement systems
NN=0;
D=0;
DD=0;
while NN<=30 % number of loops

NN=NN+1
Delay(i,NN)=round(abs(DD)+D);

%Adjust the velocity bases on the phase difference, while keep the force is not change
if i==1

secADV1=AllADV1new(orpo1−Delay(i,NN):orpo1+8*TT*80−Delay(i,NN),:);
secADV(:,1)=secADV1(:,2);

end

if i==2
secADV2=AllADV2new(orpo2−Delay(i,NN):orpo2+8*TT*80−Delay(i,NN),:);
secADV(:,2)=secADV2(:,2);

end

if i==3
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secADV3=AllADV3new(orpo3−Delay(i,NN):orpo3+8*TT*80−Delay(i,NN),:);
secADV(:,3)=secADV3(:,2);

end
% Calculation of inertia force

Fm(:,i)=2*1000*pi*0.02*0.02*hv*(diff(secADV(:,i))/0.0125)/4;
% Calculation of drag force

Fd(:,i)=secCLN(2:end,i)−Fm(:,i)
%Calculation of in−time Cd

Cd(:,i)=2*Fd(:,i)./(1000*0.02*hv*secADV(2:end,i).*abs(secADV(2:end,i)));
%Intercept the peak value of velocity

[maxE,minE]=peakdet(secADV(:,i),0.3*(max(secADV(:,i))−min(secADV(:,i))));
%Intercept the peak value of drag force

[maxFd,minFd]=peakdet(Fd(:,i),0.3*(max(Fd(:,i))−min(Fd(:,i))));

if maxE(1)<10
for kk=2:length(maxE)

maxE(kk−1)=maxE(kk);
end

maxE(kk)=NaN;
end

if minE(1)<10
for kk=2:length(minE)

minE(kk−1)=minE(kk);
end

minE(kk)=NaN;
end

if maxFd(1)<10
for kk=2:length(maxFd)

maxFd(kk−1)=maxFd(kk);
end

maxFd(kk)=NaN;
end

if minFd(1)<10
for kk=2:length(minFd)

minFd(kk−1)=minFd(kk);
end

minFd(kk)=NaN;
end
loc_E(:,i)=cat(1,maxE(1:2,1),minE(1:2,1));
loc_Fd(:,i)=cat(1,maxFd(1:2,1),minFd(1:2,1));
%Phase difference between drag force and velocity
delay(i,NN)=mean(loc_E(:,i)−loc_Fd(:,i))
clear maxFd minFd maxE minE

D=abs(delay(i,NN));
DD=Delay(i,NN);

end
end
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Abstract: A two-dimensional (2D) laboratory investigation on the horizontal and vertical hydrodynamic
forces induced by tsunami-like solitary waves on horizontal circular cylinders placed on a rigid sea
bed is presented. A series of 30 physical model tests was conducted in the wave channel of the
University of Calabria in which a rigid circular cylinder was equipped with 12 pressure transducers
placed along its external surface to determine the wave loads, with three wave gauges to record the
surface elevation. The observed experimental range was characterized by the prevalence of the inertia
component for the horizontal forces and of the lift component for the vertical ones. On the basis
of the performance of several time-domain methods, the wave loads and the undisturbed velocity
and acceleration derived from the surface elevation of the cylinder section were used to calculate
the drag, lift, and horizontal and vertical inertia coefficients in the practical Morison and transverse
semi-empirical equations.

Keywords: tsunami-like solitary waves; horizontal cylinders; hydrodynamic loads; experimental
tests; Morison and transverse equations; hydrodynamic coefficients

1. Introduction

The occurrence of tsunami events in coastal areas is a source of risk for already-vulnerable
marine structures subjected to the action of wind waves and currents. Hence, the stability of marine
structures under tsunami action depends on the accurate assessment of the hydrodynamic forces.
The reproduction of catastrophic tsunami waves like those that occurred in the Indian Ocean in 2004
and in Japan in 2011 was observed to be dependent upon the magnitude of the specific source, and
the resulting shapes of surface elevation can be quite different, leading to a generalized modelling
of tsunami waves (e.g., [1,2]). Owing to its robust and suitable approach, the modelling of the
leading wave of a tsunami event is usually reproduced by the generation of solitary waves both
experimentally and numerically (e.g., [3]). Indeed, when tsunami waves approach the coast, the wave
trough disappears and only a positive peak remains.

Different studies have been conducted to analyze the propagation of solitary waves and their
interaction with structures such as breakwaters or submerged barriers (e.g., [3,4]), although little
attention has been paid to the analysis of hydrodynamic forces in the case of horizontal cylindrical
bodies. Preliminary studies describe the general features of breaking and non-breaking solitary
wave-induced forces on horizontal cylinders ([5–7]) but without an extensive approach to study this
problem in various wave conditions and positions of the cylinder along the depth. In contrast,
for horizontal cylinders under the action of currents or regular and random waves, numerous
studies have researched this kind of wave–structure interaction process, adopting different degrees
of external roughness of the cylinder and of the sea bed (for a comprehensive review see [8,9]).
For bottom-mounted cylinders under the above kind of incident flows, values of hydrodynamic
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coefficients in Morison-type equations (e.g., [10]) were deduced from field tests [11] as well as small-
and large-scale laboratory experiments, and for wide ranges of Keulegan–Carpenter (KC) and Reynolds
(Re) numbers [12–19]. More complex models as compared to Morison-type ones and dealing with
an improved description of flow-cylinder interaction processes have been also developed [20,21]. More
recently, Aristodemo et al. [22] performed a laboratory study on non-breaking solitary wave forces
with respect to a horizontal cylinder placed at half-water depth that was supported by numerical
simulations based on the smoothed particle hydrodynamics technique (e.g., [23–29]). In this case,
the effect of the free surface was negligible, i.e., there was no scattering, and that related to the
bottom was weak. In this context, the horizontal and vertical force regime was dominated by inertia
components and the peaks of the horizontal forces were observed to be between about four and five
times higher than the vertical ones.

Here, a new laboratory investigation is presented in the case of a bottom-mounted horizontal
cylinder subjected to tsunami-like solitary waves. A set of 30 experimental tests was performed in the
wave channel of the University of Calabria. A rigid circular cylinder with longitudinal axis parallel to
the cross flume was located at the bed of the flume. The horizontal and vertical loads were deduced
from the records of 12 pressure sensors arranged along the external surface of the cylinder. Moreover,
three wave gauges were placed in correspondence to the vertical axis of the cylinder and close to it to
measure the surface elevation, while an ultrasonic sensor located behind the wavemaker was adopted
to measure its displacement. The experiments were conducted at intermediate water depths quite
close to shallow ones and for A/d ranging from about 0.08 to 0.18, where A is the wave amplitude and
d is the water depth, with KC ranging from about 4 to 7 and 1.83 × 104 < Re < 3.62 × 104. The resulting
force field was characterized by the prevalence of an inertial regime for the horizontal force and of the
lift component for the vertical one. It can be observed that, for Re of order of 103, the force regime is
completely dominated by the inertia components in both directions (no formation of vortex patters).
Moreover, for Re of order of 105, there is the prevalence of the drag force component in the horizontal
direction and of the lift force in the vertical direction (e.g., [9]). The present experimental values of
the free stream kinematics at the transversal axis of the cylinder and of the hydrodynamic forces
were adopted to calibrate the hydrodynamic coefficients in the Morison [10] and transverse (e.g., [13])
semi-empirical relationships through the application of ordinary and weighted least square approaches.

The contents of the paper are organized in the following manner. The adopted theory to model
tsunami-like solitary waves is summarised in Section 2. The experimental investigation in a laboratory
wave channel to determine the horizontal and vertical loads induced by solitary waves on a horizontal
cylinder placed on a horizontal bottom is illustrated in Section 3. The adopted semi-empirical formulas
for a practical evaluation of the wave forces are explained in Section 4. The characteristics of the incident
flow field and the hydrodynamic forces are respectively analysed in Sections 5.1 and 5.2. The calibration
of the semi-empirical equations through the assessment of the hydrodynamic coefficients and their
application to assess the contribution of the force components in the present wave–structure interaction
phenomenon are respectively described in Sections 5.3 and 5.4. Finally, conclusions are drawn in
Section 6.

2. Tsunami-Like Solitary Waves

Robust and widespread modelling of the leading wave of a tsunami event is given by the solitary
wave theory. The time variation of the surface elevation, η, is taken as equal to (e.g., [30]):

η(t) = Asech2(βct/2) (1)

where β is defined as the outskirts decay coefficient and c represents the wave celerity.
The Rayleigh theory to model a solitary wave is here selected due to the stable evolution of

this kind of wave along a plane wave flume [31]. Under this approach, β and c in Equation (1) are
respectively determined as:
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β = 2

√
3A

4d2(A + d)
, c =

√
g(A + d) (2)

where β = 2k and k is the wave number which is considered a finite quantity for engineering purposes
even if the wave length, L, of a solitary wave is theoretically taken as equal to infinity. As a result,
an apparent wave period is defined as T = L/c and an apparent wave length L = 2π/k is then used.
The above quantity is determined assuming, at a distance of L/2 away from the wave crest, the value
of η is reduced to 1% of its maximum value (e.g., [22,32]). Other heuristic methods to define a finite
wave length lead to negligible differences in defining a finite time window to analyse the present
physical process (e.g., [33]).

Following the Rayleigh theory, the horizontal (u) and vertical (v) velocity values induced by the
passage of a solitary wave are calculated as (e.g., [34]):
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where z is the vertical coordinate starting from the bed and B1, B2, B3, B4, B5, and B6 are equal to:

B1 = A
d + 3

(
A
d

)2 [ 1
6 − 1

2
( z

d
)2
]

, B2 = 7
4 − 9

4
( z

d
)2 ,

B3 =
√

3 A
d
( z

d
)

, B4 = −
√

3A
4d , B5 = A

2d , B6 =
( z

d
)2

(4)

The analytical expressions to calculate the horizontal (aH = du/dt) and vertical (aV = dv/dt)
accelerations read as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
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The second-order solution given by Equation (3) leads to a small variation of u and v along z.
This is in agreement with the intermediate water depth conditions close to shallow ones as observed
through the present laboratory experiments. The free stream velocity field, in conjunction with the
acceleration one, will be used in the practical Morison and transverse equations in order to calculate
the hydrodynamic coefficients.

A non-linear solution of the horizontal movement for a piston-type paddle, X, able to generate
a solitary wave based on the Rayleigh solution is used [31]:

X(t) =
2A
βd

tanh{β[ct − X(t)]/2} (6)
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3. Experimental Tests

Two-dimensional experimental tests were conducted in the wave flume at the GMI Laboratory of
the University of Calabria. The wave channel is 41.0 m long, 1.2 m deep, and 1.0 m wide, with the
sidewalls and bottom made of glass. It is equipped with a piston-type wavemaker with a maximum
stroke S = 0.5 m, and a rubble mound breakwater (slope of 1:4) to dissipate the incoming waves.
More specifically, the paddle movement is controlled indirectly by the rotation of a joint of the
mechanical chain, which is connected to the paddle. The rotation angle is measured with a resistive
encoder that provides a proportional analogue voltage signal. This signal, as well as the set-point signal,
is processed by a properly tuned proportional integral derivative (PID) controller. The PID acts in order
to minimize the error, i.e., the difference between the set-point and the feedback signals. The output of
the PID is connected to the kinematic chain through a hydro-pneumatic actuator. The set-point signal
is generated by a Data AcQuision Board (DAQ), thanks to a digital-to-analog converter (DAC) (see,
for more details, Tripepi et al. [35]). The longitudinal profile of the experimental layout is highlighted
in Figure 1.

Figure 1. Sketch of the longitudinal profile of the experimental setup.

At about 9 m from the wave paddle, a circular cylinder with diameter D = 0.127 m was placed
at the bottom flume (e/D = 0, where e is the distance between the bottom of the cylinder and the
bed) with its longitudinal axis orthogonal to the wave direction (Figure 2a). This physical model
was installed in the channel by means of a steel support equipped by a pulley system in order to
accurately choose a specific location along the depth. To ensure unwanted displacements of the
cylinder, C-shaped PVC supports were used at its edges (see Figure 2b). Moreover, a special glue
was adopted to fix the cylinder at the bottom in order to inhibit the passage of water flows below
it. Twelve pressure transducers (PDCR1830 model by Druck) were acquired in differential mode
due to the Wheatstone-bridge configuration and mounted along the external surface of the cylinder
at 30◦ intervals. Similar to the experimental tests with wind waves and currents performed by
Aristodemo et al. [19,20], the transducers were slightly staggered along the longitudinal axis of the
central part of the cylinder to avoid the use of a too-large diameter (see Figure 2a). The obtained
dynamic pressures, Δp, were determined by subtracting the static pressures from the records of total
pressures measured by the transducers. The values of Δp were assumed constant over the influence
areas and evaluated as a function of the position of the transducers. Then, the horizontal (FH) and
vertical (FV ,) hydrodynamic forces were deduced as:

108



Water 2018, 10, 487

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

FH(t) = a1[Δp1(t) + Δp6(t)− Δp7(t)− Δp12(t)]+
+a2[Δp2(t) + Δp5(t)− Δp8(t)− Δp11(t)]+
+a3[Δp3(t) + Δp4(t)− Δp9(t)− Δp10(t)]

FV(t) = a1[Δp3(t) + Δp10(t)− Δp4(t)− Δp9(t)]+
+a2[Δp2(t) + Δp11(t)− Δp5(t)− Δp8(t)]+
+a3[Δp1(t) + Δp12(t)− Δp6(t)− Δp7(t)]

(7)

where the influence areas a1, a2 and a3 are evaluated as:

a1 =
∫ π/2

π/3

D
2

cosβdβ, a2 =
∫ π/3

π/6

D
2

cosβdβ, a3 =
∫ π/6

0

D
2

cosβdβ (8)

The reference angle, β, was considered starting from the lower side of the cylinder in clockwise
direction (Figure 2c).

Figure 2. (a) Front view from the paddle of the cylinder and the staggered transducer arrangement in
the wave channel; (b) View of the cylinder placement during the experiments; (c) Representative cross
section of the transducers around the bottom-mounted cylinder.

A resistive wave gauge by Edif Instruments was located in correspondence to the vertical axis
of the cylinder to measure the surface elevation and successively deduce the undisturbed kinematic
field at the transversal axis of the cylinder for the application of semi-empirical equations. A further
two wave gauges were placed 1.1 m before and after the vertical axis of the considered structure
in order to check the value of c obtained by Equation (2) on the basis of the time shifts observed
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during the propagation of the solitary waves. The wave gauges were acquired in single-ended
mode. The sampling frequency ( f ) of the transducers and gauges was set at 1000 Hz. Both types of
instruments were calibrated in static conditions using a water tank equipped with a digital water
gauge and a bottom spillway. Measurements were performed every 0.02 m and, for each water level,
the signals were acquired for 10 min. All instruments provided a linear calibration function. To verify
the correct generation of the solitary wave by applying Equation (6), the horizontal displacement of
the piston, X, was measured by an ultrasonic sensor located behind the position at rest of the paddle
using f = 50 Hz (see Figure 1).

A set of 30 different experimental tests at increasing A was performed by changing the motion
law in the possible range of the stroke S of the present piston-type paddle. Each wave amplitude was
generated two times in order to check for repeatability of the experiments. The still water depth, d,
of the experimental tests was 0.4 m. Table 1 shows the resulting values of A, T, A/d, KC = umaxT/D,
Re = umaxD/ν and d/L (relative depth), where umax is the maximum value of the free stream horizontal
velocity at the transversal axis of the cylinder, and ν is the kinematic viscosity.

Table 1. Characteristics of the experimental tests.

Test Number A (m) T (s) A/d KC Re d/L

1 0.033 3.73 0.083 4.43 1.83 × 104 0.052
2 0.034 3.84 0.085 4.69 1.87 × 104 0.051
3 0.034 3.82 0.085 4.74 1.91 × 104 0.051
4 0.035 3.83 0.088 4.86 1.95 × 104 0.051
5 0.037 3.91 0.093 5.17 2.03 × 104 0.050
6 0.041 3.99 0.103 5.86 2.26 × 104 0.048
7 0.041 3.78 0.103 5.60 2.27 × 104 0.051
8 0.042 3.87 0.105 5.76 2.29 × 104 0.050
9 0.042 4.06 0.105 6.06 2.29 × 104 0.047

10 0.043 3.37 0.108 5.10 2.33 × 104 0.057
11 0.044 3.73 0.110 5.77 2.38 × 104 0.051
12 0.044 3.64 0.110 5.70 2.41 × 104 0.053
13 0.045 3.90 0.113 6.19 2.44 × 104 0.049
14 0.046 3.79 0.115 6.17 2.50 × 104 0.050
15 0.046 3.47 0.115 5.67 2.51 × 104 0.055
16 0.048 4.05 0.120 6.87 2.61 × 104 0.047
17 0.049 3.88 0.123 6.66 2.64 × 104 0.049
18 0.052 3.86 0.130 7.00 2.78 × 104 0.049
19 0.054 3.56 0.135 6.62 2.86 × 104 0.053
20 0.055 3.59 0.138 6.84 2.92 × 104 0.053
21 0.055 3.69 0.138 7.03 2.93 × 104 0.051
22 0.058 3.26 0.145 6.45 3.04 × 104 0.058
23 0.058 3.58 0.145 7.14 3.06 × 104 0.053
24 0.058 3.36 0.145 6.71 3.07 × 104 0.056
25 0.064 3.22 0.160 6.99 3.33 × 104 0.058
26 0.065 3.26 0.163 7.11 3.35 × 104 0.058
27 0.065 3.28 0.163 7.18 3.36 × 104 0.057
28 0.066 3.09 0.165 6.87 3.42 × 104 0.061
29 0.071 3.01 0.178 7.07 3.61 × 104 0.062
30 0.071 2.86 0.178 6.74 3.62 × 104 0.065

It is worth noting that the experimental values of T sometimes highlight a deviation from
a decreasing theoretical trend when A increases. This is due to the significant spreading of η around
the undisturbed free surface because of the occurrence of the so-called trailing waves [31]. However,
the maximum amplitudes of trailing waves are up to 2% of those related to the solitary waves, leading
to a slight influence on the final part of the wave loads for which the magnitude is usually low and
then irrelevant for stability purposes. The values of the experimental trailing waves were observed
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to be under the critical threshold suggested by Guizien and Barthélemy [31]. The above features
also influence the values of KC and, similarly to the definition of an apparent wave period, it is
possible to define an apparent Keulegan–Carpenter number [22]. This parameter was generally
linked to the occurrence of vortices around the cylinder and, more generally, used to study the
wave-cylinder interaction processes (e.g., [8]). The values of KC will be successively adopted for
comparisons with regular wave cases in the literature. It can also be noted that the range of d/L
refers to intermediate water depths quite close to shallow ones, allowing for the use of Equation (3) to
represent the undisturbed kinematic field at the cylinder location.

4. Semi-Empirical Formulas

For engineering purposes, the use of semi-empirical formulas represents a simple and suitable
tool to determine the horizontal and vertical hydrodynamic loads acting on offshore and coastal
structures. Owing to their mathematical representation, these formulas require a specific calibration of
the hydrodynamic coefficients for their correct application. In the case of in-line loads, the Morison
equation [10] is widely adopted for various incident flows and kinds of structures, while the transverse
equation (e.g., [13,35]) is adopted to model the vertical forces. It is worth noting that the use of
Morison and transverse formulas is here possible since no diffraction effects occur, i.e., the presence
of the physical model of the bottom-mounted cylinder does not affect the local free surface, which is
considered as a rigid lid [6].

In this context, the in-line force, FH , is evaluated as the sum of a drag component, FD, due to
the resistance of a solid body to the incident flow motion, and an inertia component, FHI , depending
on the horizontal acceleration of the oscillatory flow. The total horizontal force, FH , is calculated
as follows [10]:

FH = FD + FHI =
1
2

ρDCDu|u|+ π

4
D2ρCMHaH (9)

where CD represents the drag coefficient and CMH is the horizontal inertia coefficient. The values
of u and aH are the ambient horizontal velocity and acceleration at the transversal axis of the
cylinder, respectively.

The total vertical load, FV , is given as the superimposition of a lift component, FL, generated by
the increased flow velocity across the cylinder induced by the blocking of the flow, and an inertia
component, FVI , depending on the vertical acceleration of the external flow at the transversal axis of
the body. The transverse force is then written as [13]:

FV = FL + FVI =
1
2

ρDCLu2 +
π

4
D2ρCMV aV (10)

where CL is the lift coefficient and CMV is the vertical inertia coefficient. The value of aV is the free
stream vertical acceleration. It can be observed that, for e/D = 0, the contribution of FVI is usually
considered negligible (e.g., [14,20]) even if this force contribution affects the magnitude and the shape
of the total vertical force and it is here considered as in the case with e/D = 1 [22]. Indeed, for e/D > 0,
the value of FVI becomes relevant in modelling FV , as highlighted by Aristodemo et al. [22].

The undisturbed kinematic field, i.e., u, aH , and aV , in the Morison and transverse schemes was
determined by Equation (3) from the experimental values of the surface elevation, η, deduced from the
wave gauge placed at the vertical section of the cylinder.

5. Results

5.1. Surface Elevation and Kinematic Field

The evaluation of the solitary wave loads at the horizontal cylinder placed on the bottom channel
depends on the suitable values of surface elevation at the cylinder section and the related free stream
kinematic field at the cylinder, in addition to the correct generation of the solitary wave by the
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experimental piston paddle. Figure 3 highlights the comparison between the analytical solution given
by Equation (1) and the experimental values of the surface elevation at the vertical axis of the cylinder
for test number 5 (A = 0.037 m and T = 3.91 s, i.e., solitary wave with low amplitude and broad shape)
and test number 30 (A = 0.071 m and T = 2.86 s, i.e., solitary wave with high amplitude and narrow
shape), respectively. For both cases, a general good agreement on the incident solitary waves can be
noticed, particularly for the higher values of η. The reference time instant t = 0 refers to the passage of
the solitary wave crest at the vertical section of the cylinder.

Figure 3. Time variation of surface elevation, η, in correspondence to the vertical axis of the cylinder:
comparison between analytical solution and experiments. (a) Test number 5; (b) Test number 30.

With reference to test number 30, Figure 4 shows the comparison between analytical solutions
and laboratory tests for the time variation of the ambient kinematic field in correspondence with the
transversal axis of the cylinder, namely z = D/2, where the semi-empirical schemes will be applied.
Starting from the surface elevations (see Figure 3b), u was directly determined by applying Equation (3),
while aH and aV were respectively derived from u and v (see Equation (5)). Specifically, Figure 4a
describes the time history of the horizontal velocity u where it is possible to notice the same shape of η

(see Figure 3b). The theoretical horizontal acceleration, aH , shows equal positive and negative peaks
(Figure 4b), while the analytical vertical acceleration, aV , presents a double positive peak and a greater
negative one (Figure 4c). Small experimental deviations from the reference analytical solutions occur in
the final part of the passage of the solitary wave across the cylinder, leading to slight non-symmetrical
features of the values of u, aH , and aV . However, these discrepancies are essentially not relevant
for stability purposes of the cylinder in which the force peaks play a fundamental role. As later
highlighted, the relevance of the ambient kinematic field at the cylinder arises from the influence on the
shape of the horizontal and vertical hydrodynamic loads as well as in the application of Morison and
transverse semi-empirical schemes in which the various force components are directly proportional to
u, aH , and aV .

Figure 4. Time variation of undisturbed kinematic field at the transversal axis of the cylinder:
comparison between analytical solution and experiments (test number 30). (a) Horizontal velocity, u;
(b) Horizontal acceleration, aH ; (c) Vertical acceleration, aV .
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5.2. Hydrodynamic Forces

In this section, the time history of the solitary wave loads acting on the bottom-mounted
cylinder deduced from the experimental tests are analyzed. As previously shown in Figure 3 for
the surface elevation, two reference test cases characterized by a different wave amplitude and period
are considered.

Figure 5a,b highlight the experimental values of the horizontal (FH) and vertical (FV)
hydrodynamic forces induced by solitary waves for test numbers 5 and 30, respectively. The black
dashed vertical line refers to the occurrence of the wave crest at the vertical section of the cylinder, i.e.,
the time instant t = 0 in which the maximum surface elevation and horizontal velocity appear. It is
interesting to observe that, in terms of maximum peaks, FH is greater than FV for test number 5 (lower
solitary wave), while FV > FH for test number 30 (higher solitary wave). Moreover, a prevalence of
positive values of the forces can be noticed, revealing that the cylinder is substantially subjected to
the coupled action of a forward motion in the direction of solitary wave propagation and a lifting one
towards the free surface. For test number 5, the maximum peak of FH is more back-shifted than the
other case if compared to the passage of the solitary wave crest. In both cases, there is a prevalence
of the inertia component with respect to the contribution of the resistance offered by the presence
of the cylindrical structure. The above findings are substantially in agreement with experimental
observations related to the interaction between regular or random waves and cylinders placed on
the bed when the parameter KC is considered (e.g., [15,36]). It can be observed that the shapes of
FH generally follow those related to aH , with a less relevant contribution of the drag force related to
the decreasing of the negative peak of FH and the forward shift of the positive peak of FH . Apart
from a small contribution of the vertical inertia component for low values of FV , the shape of the
vertical load, for reference test numbers 5 and 30, follows that related to the horizontal velocity where
the peak appears very close to the solitary wave crest. This situation arises when an external flow
interacts with a bottom-mounted cylinder in which the lift component dominates the features of
FV (e.g., [14,19]). The occurrence of drag and lift forces will be better highlighted when Morison
and transverse semi-empirical schemes are applied. However, it is important to notice that these
contribution are linked to the formation of vortex patterns around the cylinder and the consequent
deviation from a pure inertial field instead characterized by a potential flow (e.g., [37,38]).

Figure 5. Time variation of experimental horizontal (FH) and vertical (FV ) hydrodynamic forces. (a) Test
number 5; (b) Test number 30.

Taking into account all experimental tests, the positive and negative maximum horizontal forces
(FHmax,p and FHmax,n) and the positive maximum vertical forces (FVmax) as a function of A/d are
respectively shown in Figure 6. Note that these peaks are respectively normalized with respect
to the positive maximum peak of the vertical force, FVmax*. As commonly carried out in the field
of solitary waves interacting with offshore and coastal structures (e.g., [39]), the non-dimensional
wave amplitude, A/d, will be considered as simple representative parameter to evaluate the features
of the hydrodynamic forces and coefficients compared to Re and KC since these parameters are
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dependent on the indirect knowledge of the undisturbed horizontal velocity at the transversal axis
of the cylinder. Moreover, a more stable trend of the involved quantities when A/d is adopted was
observed. In general, the positive peaks increase almost linearly with A/d, while the negative ones
highlight a higher variation for A/d > 0.15. The values of FHmax,n are lower than the positive ones
and those referring to FVmax. It is interesting to note that, for A/d < 0.105, FHmax,p values are slightly
greater than FVmax, while FVmax values are greater than FHmax,p values for A/d > 0.105 and, particularly,
for high A/d. The threshold corresponding to A/d = 0.105 is highlighted in Figure 6 with a grey
dashed vertical line. Considering the whole experimental range of A/d, the values of FHmax,p and
FHmax,n respectively exhibit an increase of 57% and 56%, with FVmax growth of about 69%.

Figure 6. Maximum positive and negative peaks of experimental horizontal forces (FHmax,p and FHmax,n,
respectively), and maximum positive peaks of experimental vertical forces ( FVmax), vs. A/d.

5.3. Calibration of Semi-Empirical Formulas

The calibration of Morison and transverse semi-empirical formulas to evaluate the solitary
wave forces at bottom-mounted cylinders in an easy way is linked to the correct evaluation of the
hydrodynamic coefficients. The above time-constant coefficients can be viewed as representative
parameters of the complex flow field around the cylinder. In order to minimize the differences between
experimental forces and those calculated by Morison and transverse schemes within the adopted
apparent wave period, time-domain methods for evaluating the hydrodynamic coefficients were
considered. The knowledge of the ambient kinematics field (i.e., horizontal velocity and horizontal
and vertical acceleration) at the transversal axis of the cylinder and the hydrodynamic loads acting
on it deduced through the experimental tests allowed for the calculation of in-line (CD and CMH) and
transverse (CL and CMV) hydrodynamic coefficients. In this context, the ordinary and weighted least
square methods were used (e.g., [40]). In the weighted least square method, the difference between
the measured and the semi-empirical force is multiplied by Fk

H , with k a positive index. Within the
adopted apparent wave period of the solitary wave at the cylinder, the hydrodynamic coefficients CD
and CMH related to the Morison scheme are calculated as:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

CD =
∑M

i=1 F2k+1
H u|u|∑M

i=1 F2k
H a2

H−∑M
i=1 F2k+1

H aH ∑M
i=1 F2k

H u|u|aH
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[
∑M

i=1 F2k
H u4 ∑M

i=1 F2k
H aH−(∑M

i=1 F2k
H u|u|aH)

2]

CMH =
∑M

i=1 F2k+1
H aH ∑M

i=1 F2k
H u4−∑M

i=1 F2k+1
H u|u|∑M

i=1 F2k
H u|u|aH

KMH

[
∑M

i=1 F2k
H a2

H ∑M
i=1 F2k

H u4−(∑M
i=1 F2k

H u|u|aH)
2]

(11)

where KD = 1
2 ρD and KMH = 1

4 πD2ρ. The value of M represents the number of force and kinematic
values within the adopted wave period.

Similarly, the expressions to determine the hydrodynamic coefficients CL and CMV for the
transverse formula read as:
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⎧⎪⎪⎪⎪⎨
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CL =
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CMV =
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(12)

where KL = KD and KMV = KMH . Equations (11) and 12 recover the ordinary least square approach by
setting k = 0.

The performances of the ordinary and weighted least square approaches for calculating CD, CMH ,
CL, and CMV are analysed on the basis of the mean square error percent (MSEP). The MSEP was
obtained by comparing Morison and transverse forces and those calculated experimentally in the
following way:

MSEP =
1
M

M

∑
i=1

(
Fe

i − Fs
i

Fe
i

)2

(13)

where Fs represents the generic semi-empirical force and Fe is the generic experimental one.
For practical aims, attention was paid to the maximum peaks of the wave forces, i.e., positive and

negative for the horizontal force and only positive for the vertical one, and the related phase shifts,
φ = 2πtm/T, where tm is the occurrence time of the maximum positive or negative peak within the
wave period. Figure 7 describes the mean values of MSEP for all 30 laboratory tests calculated by the
ordinary least square (OLS), the weighted least square using k = 1 (WLS1), k = 2 (WLS2), k = 3 (WLS3),
k = 4 (WLS4), k = 5 (WLS5), and k = 6 (WLS6). The choice to test the weighted least square method up
to k = 6 is to capture the maximum positive peaks of the horizontal and vertical hydrodynamic loads
without any overestimation of the above quantities. The values of MSEP linked to the positive peaks
of both forces are lower than those related to the negative horizontal forces. When k increases, MSEP
for FHmax,p tends to decrease, ranging from about 4.5% for k = 0 to 0.7% for k = 6. The same feature
refers to FVmax for which the MSEP ranges from about 3.6% for k = 0 to 0.2% for k = 6. Conversely,
MSEP strongly increases proportionally to FHmax,p, moving from 24% for k = 0 up to 54% for k = 6.
With regard to the phase shift associated with the force peaks, the resulting values of MSEP prove
to be generally low and oscillate between 0.9% and 4.9%, with lowest values for FHmax,p associated
with k = 6 and lowest values for FHmax,n using k = 0. Taking into account the mean values of MSEP
related to all force peaks and associated phase shifts, it is possible to observe that the OLS method
(k = 0) gives the lowest MSEP, equal to 6.7%. Although the use of k > 1 leads to good values of the
maximum peaks of both forces, a relevant overestimation of the negative peak of FH is noted. Then,
the ordinary least square method was considered to determine the hydrodynamic coefficients in the
Morison and transverse equations.

Figure 8 highlights the experimental values of CD, CMH , CL, and CMV in the Morison and
transverse semi-empirical equations as a function of A/d ranging from 0.08 to 0.18. The 95% prediction
intervals are also plotted in Figure 8 and based on second-order polynomial fitting curves for CD,
CMH , and CMV and on an exponential fitting equation for CL. Similar to the case with e/D = 1 [22],
the hydrodynamic coefficients CMH , CL and CMV show a general decreasing trend when A/d increases.
This feature is particularly evident for the stable trend of horizontal inertia coefficient, while for the
corresponding vertical one the trend is quite scattered, i.e., with the highest uncertainty, even if this
kind of force component has a small weight in calculating the vertical load as compared to the lifting
load, as successively highlighted in the application of semi-empirical force models. The values of CD
generally tend to increase up to approximately A/d = 0.15 with a corresponding CD = 1.4, followed by
a tendential reduction. This particular feature can be heuristically explained through the formation
of vortex patterns around the cylinder that allows the occurrence of drag and lift force components
at the cylinder. Indeed, for low A/d and KC, the increasing trend of CD is linked to a predominant
transverse direction of the vortices compared to the incoming flow direction, while the decreasing
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trend of CD is related to a resulting movement of the vortices in the direction of the incident flow,
as observed experimentally for regular waves by Sumer et al. [41] and numerically for solitary waves
by Aristodemo et al. [22]. Regarding the magnitude of the hydrodynamic coefficients, CD values range
from 0.7 to 1.4, CMH from 2.4 to 3, CL from 3.9 to 4.7, and CMV from 3.7 to 6.9.

Figure 7. Experimental mean square error percent (MSEP) through OLS, WLS1, WLS2, WLS3, WLS4,
WLS5, and WLS6 methods. (a) Maximum positive horizontal force, FHmax,p; (b) Maximum negative
horizontal force, FHmax,n; (c) Maximum vertical force, FVmax; (d) Phase shift, φ, associated with FHmax,p;
(e) Phase shift, φ, associated with FHmax,n; (f) Phase shift, φ, associated with FVmax. OLS: ordinary least
square; WLS: weighted least square.

Figure 8. Experimental hydrodynamic coefficients vs. A/d. (a) CD; (b) CMH ; (c) CL; (d) CMV .

In a slightly wider experimental range (4 < KC < 8), the hydrodynamic force coefficients CD,
CMH, and CL are also plotted vs. KC in Figure 9 and compared with literature experimental
results referring to regular waves interacting with a bottom-mounted cylinder. Only the vertical
inertia coefficients were not reported since no experiments were conducted in the present KC
range. To the author’s knowledge, the unique experiments by Cheong et al. [13] to determine
CMV were performed out of the investigated range, i.e., 0.05 < KC < 1.25, even if a decreasing
trend when KC increases was noted as in the present dataset. A more scattered range for KC
compared to A/d can be observed since the Keulegan–Carpenter number depends on the apparent
wave period which suffers from small oscillations near the free surface due to the appearance of

116



Water 2018, 10, 487

spurious trailing waves. Figure 9a shows the present values of CD as a function of KC plotted
against the experiments conducted by Sarpkaya and Rajabi [12], and Bryndum et al. [14] through
a non-linear fit of the laboratory data (Neill and Hinwood [15] and Chevalier et al. [16]). Comparing
the values of CD, the authors observed an overall good agreement with the non-linear fit carried out
by Bryndum et al. [14] and a slight underestimation of the present experiments as compared to those
performed by Sarpkaya and Rajabi [12], Neill and Hinwood [15], and Chevalier et al. [16], even if few
values of CD are present in the above works. With regard to CMH, Figure 9b shows the comparison
between the current dataset and the values obtained by Sarpkaya and Rajabi [12], Bryndum et al. [14],
Neill and Hinwood [15], Chevalier et al. [16], and Aristodemo et al. [19]. The present values of CMH
are lower than those calculated by Sarpkaya and Rajabi [12], Bryndum et al. [14] and, in particular, by
Aristodemo et al. [19], while they are slightly higher than those obtained by Neill and Hinwood [15]
and Chevalier et al. [16]. However, the current values of CMH tend to an asymptotic value equal
to 3.29 occurring for the potential flow characterized by only inertia forces (very low KC numbers)
deduced from the studies of Bryndum et al. [14] and Sumer and Fredsoe [9]. Paying attention to
CL (see Figure 9c), the present data are compared with those obtained by Sarpkaya and Rajabi [12],
Bryndum et al. [14], Neill and Hinwood [15], and Aristodemo et al. [19]. The agreement with the fitting
curve proposed by Bryndum et al. [14] is very good, while the current values of CL underestimate
those proposed by Sarpkaya and Rajabi [12] and strongly overestimate those obtained by Neill and
Hinwood [15] and Aristodemo et al. [19]. As for CMH, it can be noted that CL tends to an asymptotic
value equal to 4.49 for the fully inertial regime, i.e., when KC→0.

Figure 9. Experimental hydrodynamic coefficients vs. KC and comparison with literature coefficients
for regular waves. (a) CD; (b) CMH ; (c) CL.
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5.4. Use of Semi-Empirical Formulas

The Morison and transverse equations calibrated by experimental values of CD, CMH , CL, and
CMV and deduced from OLS approach are here illustrated in the time domain to highlight the features
of the different force components in horizontal (drag and inertia) and vertical (lift and inertia) directions.
For the considered test (case numbers 5 and 30 shown in Figure 5), Figure 10a,b respectively describe
the comparisons between the time variation of the drag (FD M) and inertia (FHI M) as force components,
and the total force (FH M) determined by the calibrated Morison equation (see Equation (9)) and the
horizontal one (FH) deduced through the laboratory experiments. For the same tests, Figure 10c,d
respectively show the comparisons between the time history of the lift (FLT) and inertia (FVI T) force
components, and the total (FV T) determined by the calibrated transverse equation (see Equation (10))
and the vertical one (FV) calculated by the laboratory experiments. It is worth noting that Morison
and transverse component and total forces are respectively specified through the symbols M and T
in Figure 10. An overall good agreement between semi-empirical methods and experiments is noted.
This is evident particularly for the maximum positive peak of the horizontal and vertical force modelled
by the Morison and transverse scheme for test number 5, respectively. A less accurate reproduction of
the time variation of the experimental loads can be observed for the negative peak of the horizontal
force, particularly for test number 30, related to the higher solitary wave. With regard to the phase
shifts linked to the force peaks, the Morison and transverse forces are lower and forward-shifted as
compared to the experimental ones, particularly for test number 30. This is linked to the complex
patterns of vortical structures around the cylinder that are not included in the simple expressions of
the adopted semi-empirical schemes. It can be noted that the horizontal force is dominated by the
inertia contribution depending on the undisturbed horizontal acceleration if compared to the drag,
which is related to the free stream horizontal velocity. The vertical force field is conversely dominated
by the lift force and the effect of the vertical inertia is linked to a lowering of the former contribution to
give the modelling of the vertical load. In general, the shape of the vertical force follows that related to
the ambient horizontal velocity in which the peak is substantially in phase with the surface elevation.
Owing to the presence of spurious trailing waves, it is also possible to observe a low contribution of
a positive vertical load in its final part that is not modelled by the transverse scheme.

The four force components, i.e., FD, FHI , FL, and FVI used to calculate the total horizontal and
vertical loads using the calibrated Morison and transverse formulas through the present laboratory
experiments are also analysed in terms of positive and negative peaks. As highlighted in Figure 11 as
a function of A/d, the force components are weighted with respect to the corresponding maximum
peak of the semi-empirical horizontal and vertical force in order to show their contribution to model
the total loads. For the peaks of horizontal forces (see Figure 11a), the inertia component ranges about
from 90% for low A/d to 80% for high A/d, leading to a progressive reduction of an inertia-dominated
regime and a growth of the weight of the drag up to 45%. Paying attention to the peaks of vertical
loads (see Figure 11b), a major role is linked to the maximum lift force, FLmax, which shows a slight
decrease when A/d increases. It can be observed that the ratio between the peaks of the lift component
and the total vertical one is generally greater than 1. The weight of the positive (FVImax,p) and negative
(FVImax,n) peaks compared to the maximum vertical force is quite low. Both contributions exhibit a very
small increase when A/d increases. Specifically, the values of FVImax,p range about from 5 to 9%, while
the values of FVImax,n range about from 10 to 20%. It is worth noting that the tendencies of the force
peaks generally reflect the features of the hydrodynamic coefficients, as illustrated in Figure 8.
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Figure 10. Time history of hydrodynamic loads determined by semi-empirical formulas and experiments.
(a) Comparison between Morison FD M, FHI M, and FH M calibrated by experiments and experimental
FH (test number 5); (b) Comparison between Morison FD M, FHI M, and FH M calibrated by experiments
and experimental FH (test number 30); (c) Comparison between transverse FLT, FVI T, and FV T
calibrated by experiments and experimental FV (test number 5); (d) Comparison between transverse
FLT, FVI T, and FV T calibrated by experiments and experimental FV (test number 30).

Figure 11. (a) Peaks of experimental Morison force components vs. A/d: positive drag FDmax and
positive inertia FHImax,p; (b) Peaks of experimental transverse force components vs. A/d: positive lift
FLmax, positive inertia FVImax,p, and negative inertia FVImax,n.

6. Conclusions

The horizontal and vertical hydrodynamic forces induced by solitary waves on a horizontal
cylinder placed on a horizontal sea bed have been investigated by means of 2D laboratory experiments.
For this purpose, 30 laboratory tests were performed in a wave flume in which a battery of 12 pressure
sensors allowed the hydrodynamic loads to be deduced.

In the present experimental flow regime (A/d ranging from about 0.08 to 0.18, 4 < KC < 7 and
Re of order of 104), both the peaks and the shapes of the total wave forces are strongly influenced by
the inertia component in the horizontal direction and by the lift component in the vertical direction.
Concerning the force peaks, it has been observed that, for A/d < 0.105, the positive horizontal peaks
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are higher than the positive vertical ones. For A/d > 0.105, the physical process is inverted and the
positive vertical peaks are greater than the positive horizontal ones. The above feature is evident for
high A/d.

To provide engineering indications, the overall good agreement between analytical solutions
and laboratory tests in terms of surface elevation at the vertical section of the cylinder and free
stream kinematic at the transversal axis of the considered structure has led, in conjunction with the
experimental forces, to the calibration of the hydrodynamic coefficients in the Morison and transverse
equations. The analysis of the hydrodynamic coefficients given by the experimental forces and the
ambient kinematic field has highlighted that CD initially increases and then slightly decreases when
A/d increases, while CMH , CL, and CMH show an overall decreasing trend. The application of Morison
and transverse schemes has led to a satisfactory evaluation of the maximum peaks and the associated
phase shifts of the hydrodynamic forces, particularly for the positive peaks.
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Abstract: Estimating the extreme values of significant wave height (HS), generally described by the
HS return period TR function HS(TR) and by its confidence intervals, is a necessity in many branches
of coastal science and engineering. The availability of indirect wave data generated by global and
regional wind and wave model chains have brought radical changes to the estimation procedures
of such probability distribution—weather and wave modeling systems are routinely run all over
the world, and HS time series for each grid point are produced and published after assimilation
(analysis) of the ground truth. However, while the sources of such indirect data are numerous, and
generally of good quality, many aspects of their procedures are hidden to the users, who cannot
evaluate the reliability and the limits of the HS(TR) deriving from such data. In order to provide a
simple engineering tool to evaluate the probability of extreme sea-states as well as the quality of such
estimates, we propose here a procedure based on integrating HS time series generated by model
chains with those recorded by wave buoys in the same area.

Keywords: wave extreme events; Mediterranean Sea; North Atlantic Spanish coasts; Gulf of Mexico;
wave modeling; small scale storm variations

1. Introduction

The analysis of extremes arises in many branches of science and engineering. Hurricane winds
for suspension bridge design and storm surge heights for coastal and offshore works are well-known
examples in civil engineering. Extreme value analysis (EVA) is a branch of statistics dealing with
the extreme deviations from the median of probability distributions. Knowledge of the value of an
extreme event for a given return period TR is the result of the EVA.

In particular, in ocean and coastal engineering, extreme events are described in terms of the
function HS(TR), which links the significant wave height (in the following: SWH, or HS) of a sea state
with different return periods TR [1,2].

The traditional—and probably also the best—sources of data for such analyses are the historical
in-situ (in the following: “direct” or “experimental”) wave measurements provided by wave buoy
recorders. Buoys measure the motion of the sea surface, and modern buoys also measure slope and
lateral motion [3]. Properly analysed [4,5], these data allow an estimate of sea wave properties in terms
of wave spectrum or, more simply, in terms of the main sea state parameters such as significant wave
height HS, mean and peak period Tm, Tp and mean direction θm.
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However, the number of wave buoys is necessarily limited. For example, the entire Italian Data
Buoy Network (in the following Rete Ondametrica Nazionale, RON), operational from 1989 until 2014,
consisted of only 15 stations positioned along the more than 7000 km of Italian coasts [6,7].

As a consequence, it has become a common practice [8,9] to use data (in the following indicated
as “indirect data” or “model data”) originated from global or regional wave models, which are in
turn driven by meteorological wind models. Global and regional wave data are readily available
and this favours their extensive use by ocean engineers and researchers. The wave part of the model
chain implicitly takes into account the geographical and morphological aspects of the wave formation
and propagation, such as the water depth (when applicable) and the variability of fetch, while the
meteorological part includes all the information related both to large scale air circulation as well as to
“regional” (in a meteorological sense) orography.

However, substantial differences can be found when performing an EVA that considers directly
observed and model wave data [10–14]. This difference is primarily due to the obvious fact that
direct data, even though affected by errors—like any experiment—are still a more reliable estimate
of the true values, compared to a model chain that, despite all the efforts and the care taken, is the
result of enormously complicated calculations. The numerical diffusion [13] present in all the models
tends to smoothen the results and thus to decrease the peak values, particularly in areas with strong
spatial horizontal gradients. Besides, most of the time the wave model results are only calibrated
(“assimilated”) using of data from altimeter satellites, whose timing and location is uncorrelated with
the weather or the sea state, so the calibration is biased against extreme weather or sea states.

It must also be noted here [14] that the scatter of results for wind velocity is always larger than for
waves: this implies that the atmospheric variability [15] is the basic reason for the differences between
model and experimental extreme data.

Another important aspect is the bias in the evaluation of extremes present in all sources of data
whenever the sampling of the relevant parameter (SWH in our case) is carried out with too long a time
interval compared with the inherent time constant of the phenomenon. The results shown for instance
in [10,16], prove that use of data with a low time resolution (such as a 3 or 6 h) causes a considerable
undervaluation of the extreme SWH values for a given return time TR. The following Figure 1 [16]
illustrates this point—by degrading the original buoy data from a sampling rate of 30′ (full data set)
to a sampling rate of 6 h, there is an important reduction of the estimated HS(TR). This raises the
problem of deciding what would be the “right” interval to choose in order to compute the HS(TR)
curves. Current engineering practice is oriented towards 30′ or 1 h intervals, mostly because that is the
commonly available sampling rate for buoy data, but also because what is normally important is not
the extreme single wave, but some kind of average wave height; after all, this is the reason for adopting
the concept of “significant wave height”. The opportunity of this choice seems to be confirmed by the
apparent convergence of the curves (1 h curve in blue is very close to the 30′ curve in red).

Investigating the use of even shorter sampling rates would lead to a different problem, i.e., the
determination of the probability of single extreme waves: an issue which also has relevance, but seems
to be not yet clarified, see for instance [17].

As a consequence of all this, the main problem in ocean and coastal engineering is that while long
series of model data are available practically everywhere, the quality of such data is inadequate for the
purpose of evaluating extreme SWHs; on the other hand, measurements taken at buoy wave meters
provide reliable data, but for a limited number of sites.

The objective of this work is to propose a procedure by which model data can be integrated
with experimental data in order to provide a better estimate of extreme SWH values. This is done by
considering model-derived data at a given location as estimators—in a statistical sense—of the true
values; and, in order to improve the estimate as well as to evaluate the error, information on their
statistical distribution is obtained by analyzing the wave buoy data series in the area.

In the following such a procedure is discussed and applied to three different sea areas:

1. South Mediterranean Italian coast;
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2. North Atlantic Spanish coast;
3. Gulf of Mexico.

Global or regional wave datasets are provided by different organizations, i.e., ECMWF (European
Centre for Medium-Range Weather Forecasts) and NOAA (National Oceanic and Atmospheric
Administration).

The NOAA National Center for Environmental Prediction (NCEP) developed the Climate Forecast
System (CFS), a fully coupled model representing the interaction between the Earth’s atmosphere,
oceans, land and sea ice. A reanalysis of the sea and atmosphere state for the period of 1979–2009
has been conducted, resulting in the CFS Reanalysis (CFSR) dataset. Using the CFSR dataset, the
NOAA Marine Modelling and Analysis Branch (MMAB) has produced a wave hindcast for the same
period. The wave hindcast dataset has been generated using the WAVEWATCH III (WW3) model
(v3.14) (NOAA/National Weather Service, College Park, MD, U.S.A.) and is suitable for use in climate
studies. The wave model resolves 50 wave frequencies (from 0.035 to 0.963 Hz) and 36 wave directions
(directional resolution of 10◦). Data are given at a three-hourly time resolution and are available both
on a global grid (spatial resolution of 0.5◦ × 0.5◦) and on 16 different regional nested grids with a
variable spatial resolution.

Figure 1. Effect of the varying sampling rate on the SWH extreme values.

The ECMWF produces the ERA-Interim dataset, another global atmospheric reanalysis dataset
starting from 1979 and continuously updated. It also models oceanographic variables, including waves.
The wave model used by ECMWF is based on the WAM (WAve Model) approach [18], resolving
30 wave frequencies and 24 wave directions. Furthermore, the wave model contains corrections for
treating unresolved bathymetry effects and a reformulation of the dissipation source term. ERA-Interim
produces four analysis data per day (at 00:00, 06:00, 12:00 and 18:00 UTC) and two 10-day forecast
data per day, initialized from analysis at 00:00 and 12:00 UTC. Both wave products are distributed on a
global 1.0◦ × 1.0◦ latitude/longitude grid.

Many commercial companies provide a model series with smaller sampling intervals, and often
with a finer spatial resolution; however only NOAA and ECMWW provide well-tested and public
reanalysis data, so in the following only those two sources have been considered.

2. Considered Datasets

Six-hour ECMWF ERA-Interim re-analysis data were used throughout the work. However, since
in two locations (South Mediterranean Italian coasts and Gulf of Mexico) NOAA data with adequate
resolution are also available, these have been added to provide additional elements.
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2.1. South Mediterranean Italian Coasts

Direct data for this area are from the six Italian Data Buoy Network (RON) buoys reported in
Figure 2.

Figure 2. Position of the six considered Italian buoys—(RON).

More specific details about RON can be found in [6]. Table 1 reports the exact location and dataset
time extension for the six considered buoys.

Table 1. South Mediterranean Italian coast: position, data sampling and dataset time extension for the
different data sources considered.

Data Source Latitude Longitude From To Sample Grid

Alghero buoy 40◦32′55′′ N 08◦06′25′′ E 1 July 1989 31 December 2007 30 min. -
Catania buoy 37◦26′24′′ N 15◦08′48′′ E 1 July 1989 30 September 2006 30 min. -
Cetraro buoy 39◦27′12′′ N 15◦55′06′′ E 1 February 1999 31 December 2007 30 min. -
Crotone buoy 39◦01′25′′ N 17◦13′12′′ E 1 July 1989 31 July 2007 30 min. -
Mazara buoy 37◦31′05′′ N 12◦32′00′′ E 1 July 1989 31 December 2007 30 min. -
Ponza buoy 40◦52′00′′ N 12◦57′00′′ E 1 July 1989 31 December 2007 30 min. -

ECMWF Global 36◦ N–42◦ N 7◦ E–20◦ E 1 January 1979 31 December 2007 6 h 1◦ × 1◦
NOOA med_10m 30◦ S–48◦ N 7◦ W–43◦ E 1 January 1979 31 December 2007 3 h 10′ × 10′

For indirect data, both the global six-hour analysis ECMWF ERA-Interim and the Mediterranean
(med_10m) nested grid three-hourly NOAA-MMAB products were used. The former, provided on
a 1◦ × 1◦ latitude/longitude grid, were acquired for an area between 36◦ N–42◦ N of latitude and
7◦ E–20◦ E of longitude; the latter, on a 10′ × 10′ (about 0.167◦ × 0.167◦) latitude/longitude grid, cover
an area between 30◦ S–48◦ N of latitude and 7◦ W–43◦ E of longitude (see Table 1).

2.2. North Atlantic Spanish Coast

For this area, direct data were sampled from the five buoys reported in Figure 3. The exact buoy
location and relative dataset time extension are reported in Table 2.

Table 2. North Atlantic Spanish coast: position, data sampling and dataset time extension for the
different data sources considered.

Data Source Latitude Longitude From To Sample Grid

Bilbao buoy 43◦38′24′′ N 03◦05′24′′ W 1 January 2002 30 November 2010 1 h -
C. De Penhas buoy 43◦45′00′′ N 06◦09′36′′ W 1 January 1998 30 November 2010 1 h -

C. Silleiro buoy 42◦07′12′′ N 09◦25′48′′ W 1 July 1998 30 November 2010 1 h -
Estaca Bares buoy 44◦07′12′′ N 07◦40′12′′ W 1 January 1998 31 August 2010 1 h -
Villano Sisar. buoy 43◦30′00′′ N 09◦12′36′′ W 12 May 1998 30 November 2010 1 h -

ECMWF Global 40◦ N–46◦ N 12◦ W–2◦ W 1 January 1998 31 December 2010 6 h 1◦ × 1◦
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Figure 3. Buoy positions along the North Atlantic Spanish coast.

ECMWF ERA-Interim (global four analyses per day) indirect data were used. They are provided
on a 1◦ × 1◦ latitude/longitude grid and were acquired for an area between 40◦ N–46◦ N and
12◦ W–2◦ W of longitude (see Table 2).

2.3. Gulf of Mexico

Direct data were collected at seven National Data Buoy Center (NDBC) buoys whose locations
are shown in Figure 4 and Table 3. Table 3 also reports the dataset time span for each buoy.

Figure 4. Position of seven NDBC buoys in the Gulf of Mexico.

Table 3. Gulf of Mexico: position, data sampling and dataset time extension for the different data
sources considered.

Data Source Latitude Longitude From To Sample Grid

42001 buoy 25◦53′48′′ N 89◦40′06′′ W 1 March 1979 31 December 2007 1 h -
42003 buoy 26◦00′25′′ N 85◦38′54′′ W 1 January 1979 31 December 2007 1 h -
42019 buoy 27◦54′24′′ N 95◦21′09′′ W 1 May 1990 31 December 2007 1 h -
42020 buoy 26◦58′04′′ N 96◦41′39′′ W 1 May 1990 31 December 2007 1 h -
42036 buoy 28◦30′03′′ N 84◦30′56′′ W 1 January 1994 31 December 2007 1 h -
42039 buoy 28◦47′18′′ N 86◦00′31′′ W 1 December 1995 31 December 2007 1 h -
42040 buoy 29◦12′30′′ N 88◦13′33′′ W 1 December 1995 31 December 2007 1 h -

ECMWF Global 24◦ N–32◦ N 100◦ W–80◦ W 1 January 1979 31 December 2007 6 h 1◦ × 1◦
NOOA ecg_10m 0◦ N–55◦ N 100◦ W–50◦ W 1 January 1979 31 December 2007 3 h 10′ × 10′

ECMWF ERA-Interim were considered as well as NOAA-MMAB. The former were acquired for
an area between 24◦ N–32◦ N of latitude and 100◦ W–80◦ W of longitude on a grid of 1◦ × 1◦, the latter,

127



Water 2018, 10, 373

in particular, were acquired from the Gulf of Mexico and NW Atlantic (ecg_10m) nested grid that
covers an area between 0◦ N–55◦ N of latitude and 100◦ W–50◦ W of longitude with a 10′ × 10′ (about
0.167◦ × 0.167◦) spatial resolution.

3. Methods

As stated above, substantial differences can be found when performing an EVA considering
directly observed and indirect wave data. Therefore, for practical coastal engineering purposes a
procedure is necessary to correct and to evaluate the reliability of HS(TR) curves derived from model
data for any location at sea. In the following, one such procedure is proposed and tested and shown
to be reliable in areas where an adequate number of in situ wave buoys are available. Unlike most
calibration or validation procedures currently being performed, all our elaborations were carried out
on the HS(TR) functions rather than on the single raw extreme recorded significant wave heights HS.
The basic concept is that the parameters of any HS(TR) function are themselves randomly distributed,
and that the distribution of such parameters can be estimated by analyzing in situ data for any given
area, thus providing a regional assessment of the error associated with such an estimate.

It is worth noting that the wave part of the model chain takes care of physical marine aspects
such as fetch and depth, so that the difference between the data from the buoy and the data from the
relevant model grid point depends partly on the meteorological uncertainty (i.e., the error of the wind
part of the chain) and partly from the inherent error of the wave part of the model.

This approach is similar to what is done in many fields where distributed data (from a model
or from a remote sensor) need to be assimilated and corrected with field data. In hydrology, for
example, regional models for hydro-meteorological variables, such as extreme or annual rainfall, are
often obtained by coupling a deterministic indicator, based on models, with a spatial model of the
residuals measured at gauged sites [19–22]. A similar approach is also used for extracting the estimated
rainfall rate at ground through meteorological radars and rain gauge measurements [23,24]. Several
methods have been introduced to this purpose [23–27]. In all such procedures, a regional assessment
of statistical uncertainty is carried out by making use of spatial estimates of the error distributions.

For SWH extremes, the limited information coming from the historical data can be largely
compensated by the available indirect model archive data. In order to do so, in this work the model
data are used as indicators, and the buoy data are used for the correction of biases and the evaluation
of uncertainties.

Extreme SWH values HM(TR) derived from model (indirect) time series are thus integrated with
extreme SWH values HD(TR) derived from whatever wave buoy (direct) time series available in the
same geographical area. This provides a tool to derive an estimated function HS(TR) for any point in
the area, as well as an assessment of the quality of the whole model chain.

There are many possible alternatives which can be selected for this purpose—a first important
decision to be taken is whether the observation period upon which the parameters are estimated
should be the same for both the model and the wave buoy, or should encompass the whole length of
the available period of observed or modeled data. On the one hand, for the sake of consistency, the
time spans of the observation should coincide; on the other hand, since the final scope of the work is to
provide a reliable tool, it would instead make sense to compare all the available in situ data with all the
available model data (normally, the simulated data series are much longer than the experimental ones).
As stated above, in the present paper, since the objective is to illustrate a procedure in the simplest
possible way, the first alternative has been pursued so the series considered for each location overlap
as much as possible.

A further choice is the actual threshold value to adopt if a POT (peak over threshold) procedure
is used to compute the HD(TR) and HM(TR) functions. In this work, among the various possible
alternatives, the thresholds were chosen by making sure that the number NT of extreme events
considered would be roughly equal for all the samples. Obviously, NT increases by decreasing the
threshold because more events are taken into account; on the other hand, if the threshold is too low the
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quality of the estimate is compromised, since the events will no longer be statistically independent. A
compromise has to be found, and a measure of such compromise is given by the value of the parameter
λ = NT/n, n being the number of available observation years. This procedure is normally adopted in
coastal engineering activities [28] and is meant to provide a higher number of extremes, compared
with annual maxima.

In any case, since the present paper is not aimed at evaluating, discussing or recommending one
particular form of HS(TR), or any particular procedure to estimate its parameters, the only requirement
is that such a form and procedure should be uniform throughout the whole analysis.

In the following, the peak over threshold (POT) method in the form described for instance in [29–33]
was followed to produce a set of extreme significant wave height values. There is here a choice to be
made as to which extreme value distribution should be fitted to the data. For instance [34,35] suggest
that a GPD (generalized Pareto distribution) should be employed for EVA. However, according to
current ocean engineering practice [28,36], the Weibull distribution was adopted (Equation (1)):

F(HS) = 1 − exp{−[(HS − B)/A]k}, (1)

where A, B and k are known respectively as scale, position and shape parameters. Once the distribution
parameters are known, the HS return value for a given return period TR (in years) is computed by
making use of Equation (2):

HS(TR) = B + A[ln(λTR)]1/k. (2)

The λTR term derives from the POT techniques, where λ extreme values are considered on average
for each observation year.

The same operation is carried out with both historical experimental direct datasets HD(TR) and
indirect data HM(TR) at the same locations—naturally most of the time the positions do not exactly
coincide with model grid points, so a spatial bi-linear interpolation (co-location) as described in [37]
(pp. 10–11) has to be carried out. As shown in Figure 5, for the four model grid points (black crosses)
around each buoy location (filled red circle), a linear interpolation (red circles) between each pair of
grid points has been computed. These two, in either the latitudinal or longitudinal direction, have
then been used for linear interpolation to the requested boy location (filled red circle).

Figure 5. Scheme of bi-linear spatial interpolation of the four model grid points (black crosses) to
the requested buoy location (filled red circle). First a linear interpolation (red circles) between each
pair of grid points is computed; then a further linear interpolation between these points, in either the
latitudinal or longitudinal direction, provides the value to the requested position.

Since wave buoy time series are often incomplete, the experimental and model data series cannot
be made to coincide exactly; some care must thus be taken to make sure that the extent of time they
refer to are not too far apart. The mean rate values λ for the indirect data has been kept close enough
to the λ value of the in-situ data, which generally means adopting a lower threshold.
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Once the experimental HD(TR) and the model-derived HM(TR) curves have been computed, no
matter how good the data or how careful their elaboration is, they will certainly differ for the reasons
stated above.

In the following Figure 6, the results are shown for a test carried out in the three sea regions.

Figure 6. HD(TR) values computed with direct (blue curves) and indirect (red curves) data for various
buoy location.

Models generally underestimate extreme values compared to experimental data, partly due to
the inevitable smoothing of the results due to the numerical interpolation, and partly due to inherent
limitations of the model chain, as it was shown quantitatively in [13–16]. As a consequence, it is to
be expected for a given return time TR that the corresponding significant wave height return value
computed with the indirect data HM(TR) is lower than the value obtained by making use of direct
data HD(TR).

The HM(TR) values are then assumed to be indicators of the unknown true values, and a statistical
correlation must thus be found between HM(TR) and HD(TR) in order to provide a reliable estimator
HS(TR). We have then [22]:

HS(TR) = HM(TR) + HM(TR)·e(μ,σ), (3)

e(μ,σ) being the relative error distribution.
Following Equation (3), the expected values HS for each TR are:

HS(TR) = HM(TR) + μ·HM(TR) (4)

and its upper and lower bounds of the 95% confidence intervals, corresponding at the 97.5% an 2.5%
percentiles, are respectively:

HS(TR) = HM(TR) + μ(TR)·HM(TR) ± 2σ(TR)·HM(TR), (5)

e(μ,σ) represents the error caused by many reasons: meteorological uncertainty, model inaccuracy, and,
as often happens, the different sampling rate between the experimental and the model data. The value
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of the parameters μ and σ can be evaluated by making use of a spatial analysis, i.e., by comparing the
model result HMi(TR) with the experimental HDi(TR) values at the buoy location i of the m buoys
available in the area. The relative error ei(TR) at location i is then given by Equation (6):

ei(TR) = [HDi(TR) − HMi(TR)]/HMi(TR). (6)

Its expected value μ(TR) can be estimated as:

μ(TR) =
1
m

m

∑
i=1

ei (7)

and its root mean square σ(TR) as

σ(TR) =

√
1

m − 1

m

∑
i=1

(ei − μ)2 (8)

the sums over the index i being extended to the m wave buoys in the region.
These estimates can be used to quantify the accuracy of the model chain, as well as to provide a

way to compute HS(TR) curves for geographical locations not coinciding with wave buoys by making
use of Equation (4), and of the standard deviation σ(TR) given by Equation (8).

Figure 7 reports some examples. Curves HS(TR) are shown together with the σ68 and σ96

confidence interval curves respectively equal to:

H68 = HS(TR) ± σ(TR)·HS(TR) (9)

H96 = HS(TR) ± 2σ(TR)·HS(TR) (10)

Figure 7. HS(TR) curves for direct (HD) and indirect (HM) data for various locations with σ68 and σ96

confidence intervals.
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Similar analyses have been carried out for the three regions, and the results are reported in the
following section.

4. Results

The computations were separately carried out as described above for all the buoys in each of the
three regions. The buoys in each region are close enough to be considered similar from a meteorological
point of view; it is also worth noting that in one of the regions (Southern Italian coast) the position of
each of the buoys with respect to the coast are very different from each other.

4.1. South Mediterranean Italian Coasts

The dataset extension, threshold and mean rate values both for direct and indirect data relative to
each location are reported in Table 4. The NOAA model data are included only as a comparison and
were not used in the estimation procedure.

Table 4. South Mediterranean Italian coast: data relevant to each location for direct (buoy) and the
corresponding co-located indirect (model) datasets.

Source Location From To Sample
Threshold

(m)
Nt

Years
(n)

λ

Buoy

Alghero 1 July 1989 31 December 2007 30′ 5.00 143 16.92 8.45
Catania 1 July 1989 30 September 2006 30′ 2.50 83 14.90 5.57
Cetraro 1 February 1999 31 December 2007 30′ 3.00 52 7.58 6.86
Crotone 1 July 1989 31 July 2007 30′ 3.00 105 16.34 6.43
Mazara 1 July 1989 31 December 2007 30′ 3.50 109 15.55 7.01
Ponza 1 July 1989 31 December 2007 30′ 3.50 94 15.95 5.89

ECMWF

Alghero 1 July 1989 31 December 2007 6 h 4.00 117 18.5 6.32
Catania 1 July 1989 30 September 2006 6 h 3.00 81 17.25 4.70
Cetraro 1 February 1999 31 December 2007 6 h 3.00 39 8.92 4.37
Crotone 1 July 1989 31 July 2007 6 h 3.00 91 18.08 5.03
Mazara 1 July 1989 31 December 2007 6 h 3.00 116 18.5 6.27
Ponza 1 July 1989 31 December 2007 6 h 3.00 82 18.5 4.43

NOAA

Alghero 1 July 1989 31 December 2007 3 h 4.50 106 18.5 5.73
Catania 1 July 1989 30 September 2006 3 h 2.00 68 17.25 3.94
Cetraro 1 February 1999 31 December 2007 3 h 3.00 47 8.92 5.27
Crotone 1 July 1989 31 July 2007 3 h 3.00 76 18.08 4.20
Mazara 1 July 1989 31 December 2007 3 h 3.50 105 18.5 5.68
Ponza 1 July 1989 31 December 2007 3 h 3.00 114 18.5 6.16

Results are shown in Tables 5 and 6 (respectively for the ECMWF and NOAA model data), which
report the various parameters of the curves for all the buoy locations in the area.

Table 5. South Mediterranean Italian coast: comparison between buoy (HD), ECMWF model (HM)
and estimated (HS) significant wave height for various values of the return period TR.

TR and Related
σ Values

TR = 25 Years TR = 50 Years TR = 75 Years TR = 100 Years

σ = 0.1043 σ = 0.1070 σ = 0.1087 σ = 0.1100

Location HD HM HS HD HM HS HD HM HS HD HM HS

Alghero 9.9 7.2 9.2 10.3 7.5 9.7 10.6 7.7 9.9 10.8 7.9 10.1
Catania 6.3 5.3 6.8 6.7 5.6 7.1 6.9 5.7 7.4 7.1 5.8 7.5
Cetraro 8.1 5.6 7.1 8.6 5.9 7.5 8.9 6.0 7.7 9.2 6.1 7.9
Crotone 6.5 5.3 6.8 6.8 5.6 7.1 7.0 5.7 7.3 7.1 5.8 7.5
Mazara 7.0 6.0 7.6 7.3 6.3 8.0 7.5 6.4 8.2 7.6 6.5 8.4
Ponza 6.9 5.5 7.0 7.3 5.8 7.5 7.5 6.0 7.7 7.7 6.1 7.9
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Table 6. South Mediterranean Italian coast: comparison between buoy (HD), NOAA model (HM) and
estimated (HS) significant wave height for various values of the return period TR.

TR and Related
σ Values

TR = 25 Years TR = 50 Years TR = 75 Years TR = 100 Years

σ = 0.0867 σ = 0.0893 σ = 0.0908 σ = 0.0918

Location HD HM HS HD HM HS HD HM HS HD HM HS

Alghero 9.9 7.4 8.9 10.3 7.7 9.3 10.6 7.9 9.5 10.8 8.0 9.6
Catania 6.3 5.1 6.1 6.7 5.4 6.5 6.9 5.6 6.8 7.1 5.8 6.9
Cetraro 8.1 6.6 7.9 8.6 7.0 8.4 8.9 7.2 8.7 9.2 7.4 8.9
Crotone 6.5 6.2 7.4 6.8 6.5 7.8 7.0 6.7 8.1 7.1 6.8 8.2
Mazara 7.0 6.1 7.3 7.3 6.3 7.6 7.5 6.5 7.8 7.6 6.6 7.9
Ponza 6.9 5.8 6.9 7.3 6.1 7.3 7.5 6.2 7.5 7.7 6.4 7.6

4.2. North Atlantic Spanish Coast

The dataset extension, threshold and mean rate values λ both for direct and indirect data relative
to each location are reported in Table 7.

Table 7. North Atlantic Spanish coast: data relevant to each location for direct (buoy) and the
corresponding co-located indirect (model) datasets.

Source Location From To Sample Threshold (m) Nt Years (n) λ

Buoy

Bilbao 1 January 2002 30 November 2010 1 h 5.50 60 7.30 8.22
C. De Penhas 1 January 1998 30 November 2010 1 h 5.00 89 10.17 8.75

C. Silleiro 1 July 1998 30 November 2010 1 h 6.00 82 10.38 7.90
Estaca Bares 1 January 1998 31 August 2010 1 h 6.00 68 8.68 7.83
Villano Sisar 12 May 1998 30 November 2010 1 h 6.00 70 9.34 7.49

ECMWF

Bilbao 1 January 2002 30 November 2010 6 h 4.50 61 8.92 6.84
C. De Penhas 1 January 1998 30 November 2010 6 h 4.50 102 12.92 7.90

C. Silleiro 1 July 1998 30 November 2010 6 h 5.00 84 12.42 6.77
Estaca Bares 1 January 1998 31 August 2010 6 h 5.50 81 12.67 6.39
Villano Sisar. 1 May 1998 30 November 2010 6 h 6.00 73 12.58 5.80

Results are shown in Table 8, which reports the various parameters of the curves for all the buoy
locations in the area.

Table 8. North Atlantic Spanish coast: comparison between buoy (HD), ECMWF model (HM) and
estimated (HS) significant wave height for various values of the return period TR.

TR and Related
σ Values

TR = 25 Years TR = 50 Years TR = 75 Years TR = 100 Years

σ = 0.0741 σ = 0.0753 σ = 0.0760 σ = 0.0765

Location HD HM HS HD HM HS HD HM HS HD HM HS

Bilbao 14.0 10.2 12.7 14.8 10.8 13.5 15.3 11.1 14.0 15.6 11.4 14.3
C. De Penhas 11.2 9.8 12.1 11.8 10.3 12.8 12.2 10.5 13.2 12.4 10.7 13.5

C. Silleiro 12.5 9.5 11.8 13.1 9.9 12.4 13.5 10.2 12.7 13.8 10.3 13.0
Estaca Bares 13.4 10.3 12.8 14.2 10.8 13.5 14.6 11.0 13.8 14.9 11.2 14.1
Villano Sisar. 13.7 11.0 13.6 14.4 11.5 14.3 14.8 11.8 14.7 15.1 12.0 15.0

4.3. Gulf of Mexico

Data relevant to each location for direct and indirect data are reported in the following
Table 9. NOAA model data are included only as a comparison and have not been used in the
estimation procedure.
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Table 9. Gulf of Mexico: data relevant to each location for direct (buoy) and the corresponding
co-located indirect (model) datasets.

Source Location From To Sample Threshold (m) Nt Years (n) λ

Buoy

42001 1 March 1979 31 December 2007 1 h 3.50 187 26.28 7.12
42003 1 January 1979 31 December 2007 1 h 3.50 158 24.50 6.45
42019 1 May 1990 31 December 2007 1 h 3.50 119 14.83 8.02
42020 1 May 1990 31 December 2007 1 h 3.50 116 14.49 8.01
42036 1 January 1994 31 December 2007 1 h 3.50 81 11.83 6.85
42039 1 December 1995 31 December 2007 1 h 3.50 87 11.51 7.56
42040 1 December 1995 31 December 2007 1 h 3.50 66 11.51 5.73

ECMWF

42001 1 March 1979 31 December 2007 6 h 3.00 200 28.83 6.94
42003 1 January 1979 31 December 2007 6 h 3.00 179 29.00 6.17
42019 1 May 1990 31 December 2007 6 h 3.00 60 17.67 3.40
42020 1 May 1990 31 December 2007 6 h 3.00 100 17.67 5.66
42036 1 January 1994 31 December 2007 6 h 3.00 77 14.00 5.50
42039 1 December 1995 31 December 2007 6 h 3.00 53 12.08 4.39
42040 1 December 1995 31 December 2007 6 h 3.00 49 12.08 4.06

NOAA

42001 1 March 1979 31 December 2007 3 h 3.50 215 27.92 7.70
42003 1 January 1979 31 December 2007 3 h 3.50 171 28.08 6.09
42019 1 May 1990 31 December 2007 3 h 3.00 132 17.33 7.62
42020 1 May 1990 31 December 2007 3 h 3.00 92 17.33 5.31
42036 1 January 1994 31 December 2007 3 h 3.00 81 13.67 5.93
42039 1 December 1995 31 December 2007 3 h 3.00 95 12.00 7.92
42040 1 December 1995 31 December 2007 3 h 3.00 80 12.00 6.67

Results are shown in Tables 10 and 11 (respectively for the ECMWF and NOAA model data),
which report the various parameters of the curves for all the buoy locations in the area.

Table 10. Gulf of Mexico: comparison between buoy (HD), ECMWF model (HM) and estimated (HS)
significant wave height for various values of the return period TR.

TR and Related
σ Values

TR = 25 Years TR = 50 Years TR = 75 Years TR = 100 Years

σ =0.1722 σ = 0.1815 σ = 0.1862 σ = 0.1893

Location HD HM HS HD HM HS HD HM HS HD HM HS

42001 10.5 7.1 10.7 11.8 7.8 11.9 12.6 8.2 12.6 13.1 8.5 13.1
42003 10.9 7.6 11.5 12.3 8.5 12.9 13.1 9.0 13.8 13.7 9.4 14.4
42019 6.9 4.8 7.2 7.5 5.1 7.8 7.8 5.4 8.2 8.0 5.5 8.5
42020 8.0 5.2 7.8 8.8 5.5 8.4 9.2 5.8 8.9 9.6 6.0 9.2
42036 9.2 7.3 11.1 10.1 8.1 12.4 10.7 8.6 13.2 11.2 9.0 13.8
42039 12.3 8.0 12.1 13.9 9.1 13.8 14.8 9.7 14.8 15.5 10.1 15.6
42040 16.9 9.0 13.6 19.5 10.3 15.7 21.2 11.1 17.0 22.4 11.6 17.9

Table 11. Gulf of Mexico: comparison between buoy (HD), NOAA model (HM) and estimated (HS)
significant wave height for various values of the return period TR.

TR and Related
σ Values

TR = 25 Years TR = 50 Years TR = 75 Years TR = 100 Years

σ = 0.1071 σ = 0.1145 σ = 0.1184 σ = 0.1210

Location HD HM HS HD HM HS HD HM HS HD HM HS

42001 10.5 8.3 10.6 11.8 9.2 11.7 12.6 9.7 12.4 13.1 10.0 12.9
42003 10.9 9.1 11.5 12.3 10.1 12.9 13.1 10.7 13.8 13.7 11.2 14.4
42019 6.9 5.5 7.0 7.5 5.9 7.6 7.8 6.2 7.9 8.0 6.4 8.2
42020 8.0 5.9 7.5 8.8 6.5 8.3 9.2 6.8 8.7 9.6 7.0 9.1
42036 9.2 8.3 10.6 10.1 9.3 11.9 10.7 9.8 12.7 11.2 10.3 13.2
42039 12.3 9.8 12.5 13.9 11.1 14.2 14.8 11.8 15.2 15.5 12.3 15.9
42040 16.9 11.5 14.6 19.5 13.1 16.7 21.2 14.0 18.1 22.4 14.7 19.0
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5. Discussion

The first—if perhaps expected—result of the work is that the difference between the model
derived curve HM(TR) and the experimental curve is always negative, i.e., the model results present
a consistent negative bias in the estimation of extreme events. There are of course various reasons
why this is the case—in the first place the already mentioned limitations due to the model’s inherent
limits [38–40]; a further practical reason is the effect, also discussed above, caused by the longer
sampling time of the model data in comparison with the high data sampling of modern wave buoys
(30′), which also coincide with the standard engineering practice.

Once the bias curve for a given area is computed, HS(TR) can easily be obtained by adding the
bias to the model values HM(TR). HS(TR) always presents a marked improvement in comparison
with the simple model data HM(TR), so it always make sense to correct model derived data with an
estimate of the error distribution in the local buoy wave meters.

Another important aspect is the information gained on the uncertainty of the model-derived
extreme value curves by considering the variation of statistical parameters over a given area (spatial
analysis). Confidence intervals have been provided for 68% (±1σ) and 95% (±2σ), and it was found
that most of the HD(TR) curves derived from real data at the buoy locations fall well within the ±1σ
interval of the estimated HS(TR), all of them however being actually within the ±2σ curves. Given
the relatively small number of buoys in each sea region, this behavior it is coherent with what could
have been expected. More importantly, perhaps, HS(TR) always showed a marked improvement in
comparison with the simple model data HM(TR). This also holds for the particular case of the Southern
Italian buoys, which are all located in the same area, but face different directions due to the complex
coast morphology. The fact that the results are not much different from those in the other directions,
seems to confirm that the wave models are accurate enough to take the wave generation into account,
and that most of the uncertainty derives from the wind modelling part of the chain.

6. Conclusions

The paper shows that a probabilistic estimate HS(TR) of the significant wave height HS as a
function of the return time TR is possible by comparing wave buoy (direct) and model (indirect) data
in a given area. HS(TR) functions obtained from historical buoy data have been compared with similar
curves derived from indirect data from both ECMWF and NOAA archives for three distinct areas: the
Gulf of Mexico, the North Atlantic waters along the Spanish coasts and part of the Mediterranean Sea
surrounding Italy. The comparison shows a systematic negative bias, thus proving that model curves
always underrate experimental ones. The error distribution of the model of the data was studied
on a geographical basis, so that a HS(TR) curve and its confidence values can be evaluated for any
model grid point in the area. Widely diffused, freely available and reliable model data archives such as
ECMWF and NOAA analysis and reanalysis data can thus be used for engineering purposes.

While the objective of the work is not to suggest a particular extreme value distribution or
estimation methodology, a general procedure has been provided to improve the reliability of model
data for EVA; such a procedure, already in the present form, can also be used to evaluate the suitability
of a given model data archive to the estimation of the probability of extreme sea states.

Further development should include testing the procedure with some of the new commercially
available model data sets which present a higher spatial and temporal resolution. This would allow
an independent assessment of their quality as well as—possibly—a better estimate of the extreme
value SWH.
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Abstract: This paper investigates wave climate and storm characteristics along the Mediterranean
coast of Andalusia, for the period 1979–2014, by means of the analysis of wave data on four prediction
points obtained from the European Centre for Medium-Range Weather Forecasts (ECMWF). Normally,
to characterize storms, researchers use the so-called “power index”. In this paper, a different approach
was adopted based on the assessment of the wave energy flux of each storm, using a robust definition
of sea storm. During the investigated period, a total of 2961 storm events were recorded. They
were classified by means of their associated energy flux into five classes, from low- (Class I) to
high-energetic (Class V). Each point showed a different behavior in terms of energy, number, and
duration of storms. Nine stormy years, i.e., years with a high cumulative energy, were recorded in
1980, 1983, 1990, 1992, 1995, 2001, 2008, 2010, and 2013.

Keywords: energy flux; storm classification; stormy year; coastal erosion; Andalusia coast

1. Introduction

Coastal areas are extremely important in Mediterranean countries since they host the majority
of their population and economic activities [1]. Over the last few decades, one of the faster urban
developments has occurred along the Spanish Mediterranean coast, especially at the Costa del Sol [2].
As a result of this expansion, human activities and buildings were placed extremely close to the
shore [3]; therefore, they are now threatened by natural hazards influenced by climate change-related
processes such as sea-level rise and increases in storm frequency and intensity [4,5]. To reduce storm
impacts, it is necessary to understand specific coastal characteristics and sensibilities as well as to
fully comprehend storm nature. In recent years, several researchers have studied these aspects from
different viewpoints. In Spain, Rodrıguez-Ramırez et al. [6] studied storm records on the Huelva coast
to obtain appropriate future development and management strategies; Mendoza and Jiménez [7] and
Mendoza et al. [8] presented an intensity scale for wave storms on the Catalan coast to characterize their
spatial and temporal variability; Guisado and Malvárez [9] and Pintado and García [10] used extreme
wave conditions to complete the characterization of the morpho-dynamic environments of the Costa
del Sol and Huelva areas; Anfuso et al. [11] and [12,13] characterized storms along the Atlantic side of
Andalusia. In recent decades, coastal scientists have used several indexes to characterize storms, e.g.,
Halsey [14] ranked north-east Atlantic coastal storms (northeasters or nor’easters) based on a damage
potential index and Dolan and Davis [15] proposed an intensity scale index to classify nor’easters into
five classes, from weak to extreme, based on wave height and storm duration. Orford et al. [16] and
Orford and Carter [17] used the role of storm surge to develop a new storm index. Kriebel et al. [18]
proposed a nor’easter risk index by combining the effects of storm surge, wave, and duration and
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Zhang et al. [19] developed a storm erosion potential index by combining the effect of storm tide, wave
energy, and duration. This paper analyzes a 35-year wave climate dataset obtained from the European
Centre for Medium-Range Weather Forecasts (ECMWF) for four available prediction points equally
spaced along the Mediterranean coast of Andalusia (south of Spain). This allowed the definition and
assessment of storm characteristics and their spatial and temporal distribution along the investigated
area. To characterize the storms, a new approach was adopted, assessing the real wave energy flux of
each storm, using a robust definition of the storm itself. During the investigated period, a total of 2961
storm events were recorded. These were classified according to five classes of storms, from low (Class I)
to high-energetic (Class V). Results obtained are useful to understand potential impacts of both single
and grouped storms, and hence put in place the appropriate prevention and mitigation strategies.

2. The Study Area

This study is focused on the wave climate of the Andalusia Mediterranean coast, a very populated
area whose land cover has experienced important changes during recent decades [20]. Málaga is
the province that has experienced the most important coastal occupation, in particular due to the
construction of structures related to national and international tourism [20]. The coast is a micro-tidal
environment (tidal range < 20 cm, [9] ), about 546 km long, and including four provinces, i.e., Cádiz,
Málaga, Granada, and Almería (Figure 1).
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Figure 1. Geographic location of the study area and wave rise (1979–2014) for each prediction point.

There are many Andalusian coastal areas that suffer erosion problems [21], typically linked to
very energetic storms producing severe damage to coastal structures. For example, Figure 2 shows the
damage produced in winter 2015 by a western storm at Alumuñecar (Granada Province). This storm
particularly affected the beaches of San Cristobal and La Herradura. At the former, the extreme wave
run-up broke the facilities for summer tourism, and at the latter, storm waves reached the road at
several points, depositing cobbles and sand that endangered people the circulation of vehicles.
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Figure 2. Severe damage after a western storm in winter 2015 at the Reina Sofia Promenade
(Almuñecar), photo by europapress.

On the Mediterranean Andalusian coast, the beaches are rectilinear and composed of medium
to fine and dark to golden sands and, especially in Granada and Almería, cliffed sectors are
observed. The near-shore area generally shows high slope values and intermediate and reflective
morpho-dynamic states linked to a narrow continental shelf [22]. This sector is exposed to winds from
E and SE with minimum and maximum wind speed values that range from 0.4 to 0.9 m/s [9].

3. Methods

With the aim of characterizing the wave climate of the studied area, four prediction points were
identified along the Mediterranean Andalusian coast; at each point, wave rises and the monthly
means of maximum wave height Hm0,max were calculated. The wave rises give information about the
direction and intensity of incoming waves, whereas the monthly wave height means give information
about the seasonal characteristics of the Mediterranean Andalusian coast. To identify each single
storm, the definition of [23] was adopted, which allowed calculation of the energy flux by using the
linear deep-water wave theory and, finally, classification of energy flux, preferring this parameter to
empirical ones.

3.1. Wave Climate Preliminary Analysis

Wave climate analysis was carried out using wave data modelled by the ECMWF by means of the
WAve Model (WAM). This numerical model, which solves the energy balance equation, forecasts wave
climate that is then subjected to quality controls ensuring its consistency [24] (https://www.ecmwf.
int/en/elibrary/16951-wave-model accessed on January 2019). This paper used MATLAB scripts to
analyze wave characteristics along the Mediterranean coast of Andalusia for the period 1979–2014,
obtained by the ECMWF within the framework of the ERA-INTERIM project. The four predictions
points, from W to E, used in this paper, are Point 1, close the Strait of Gibraltar, Point 2, east of Málaga,
and Points 3 and 4 in front and east of Almería, respectively (Figure 1). Each temporal series is formed
by 51,860 data points recorded over a period of 35 years (1 January 1979–30 January 2014) which is
enough to analyze potential trends of increasing wave heights, the presence of climate-controlled
cycles, or annual variations due to climate events [5].

3.2. Storm Classification Using the Energy Flux

To determine storm events, the definition used was the one given by [23], i.e., a Mediterranean
Sea storm is a sequence of sea states in which the spectrally significant wave height exceeds the
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threshold ht and does not fall below this threshold for a continuous time interval greater than 12 h.
He also considered that the time interval between consecutive single storms must be greater than
12 h. The government agency “Puertos del Estado” [25] suggested, for the Mediterranean coast of
Andalusia, adopting a threshold value ht = 1.5 m. Boccotti [23] suggests adopting the same value
for the threshold (ht) because it is 1.5 times the mean yearly significant wave height. Following the
aforementioned criteria, 2961 storms were selected for the period 1979–2014.

Many studies (e.g., [7,8,11–13]) based the classification of storms on the use of the Dolan and
Davis [15] “Storm Power Index”. In this paper, a physically based parameter was preferred, namely,
wave energy flux [26,27]. Wave energy flux, or wave power per unit of wave-front length (P), was
calculated using the following equation:

P =
ρg2

64π
Te H2

m0

[
W
m

]
(1)

where ρ is water density, g is the gravity acceleration, Te is the energy period that represents the period
of the sinusoidal wave with the same energy as a real sea state (for which a JONSWAP spectrum is
about 90% of the peak period) and Hm0 is the spectrally significant wave height. To obtain an accurate
estimation of the total energy (Ei

tot) of each storm [26–29] the energy flux was time-integrated:

Ei
tot =

∫ di

0
Pdt

[
Wh
m

]
(2)

where the di is the duration of i-th storm. Using Equations (1) and (2) the total energy of each of the
2961 storms was calculated.

For example, two storms at the prediction Point P3 are shown in Figure 3. The first storm started
on 25 February 2009 and the second on 4 March 2009. Figure 3a shows the Hm0 values of the two
storms identified by means of the threshold ht = 1.5 m. The corresponding energy flux P and the total
energy Ei

tot (Equations (1) and (2)) is shown in Figure 3b.
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Figure 3. (a) Spectrally significant wave height Hm0, during the storms of 25 February and 4 March
2009 at the prediction Point P3. The dashed red line is the spectrally significant wave height threshold
ht = 1.5 m, d1 and d2 are storm duration. (b) Energy flux during time and total storm energy.

142



Water 2019, 11, 509

The method proposed by [30], i.e., “the natural breaks” function, was used to classify storm events
into five classes, from Class I (low-energetic events) to Class V (high-energetic events).

The Return Period of the Energy Flux of Storms

For the estimation of the return period of the energy flux (P) of each storm class, the probability
of exceedance was fitted with a modification of the Weibull Cumulative Distribution Function (CDF)
described in [23,31]:

F(P) = e−(
P
w )

u
[%] (3)

where w and u parameters that depend on the location under examination. Using the auxiliary
variables X = 100 · ln(2.5 · P) and Y = 100 · ln [ln (1/F(P))] [23,31], in the coordinate system X,
Y, the data points should lie on a straight line. Thus, the parameters of Equation (3) can be easily
estimated by fitting those data points by means of the least-squares method.

The above-mentioned Weibull CDF is related to the return period Tr by means of

Tr =
1

λ · F(P)
[year] (4)

where λ is the mean number of events per year. Consequently, for the lower and upper limit of each
storm class, the probability of exceedance and the return period were calculated.

3.3. Stormy Year

For the sake of continuity with previous research [11,32], the definition of stormy year was
adopted here. In particular, for each prediction point, stormy year empirical recurrence period (Ri)
and annual frequency of occurrence ( fo) were assessed by using the equations:

Ri =
(n + 1)

m
[year] (5)

fo =
1
Ri

[%] (6)

where Ri is the recurrence interval calculated for n number of years (35 in this paper), m is the number
of events that occurred within the date-range of interest, and fo is the yearly frequency of occurrence
of the event. For each prediction point, two values of Ri and fo were calculated using a minimum and
a maximum threshold, respectively. The minimum threshold is the mean of total energy (μ) calculated
within the whole period of 35 years, the maximum threshold is μ+ σ, where σ is the standard deviation
of the total energy.

4. Results and Discussion

4.1. Wave Height Characterization

Wave height data did not present a general trend along the investigated period, but a clear
seasonal behavior was recognized, as observed by Rangel-Buitrago and Anfuso [13] on the Atlantic
sector of Andalusia. As a general trend, higher average values of monthly maximum spectrally
significant wave heights (Hm0,max) were observed during the winter season, i.e., the December–March
period and, specifically, Points 1, 2 and 4 recorded maximum values in March and Point 3 in February
(Figure 4). High values recorded in March are linked to the great importance of eastern waves due to
regnant winds during such months. Lower average Hm0,max values were observed during the summer
time, i.e., July, August, and September, ranging from 1.7 m at Point 1 to 2.1 m at Point 3. Dealing with
the behavior of each analyzed point, Point 3 showed the highest values in all years, always followed
by Point 2; but during June, July, and August, Point 4 recorded greater values than Point 2 (Figure 4).
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Figure 4. Average values of monthly maximum spectral significant wave heights Hm0,max.

Approaching directions observed at different points clearly reflected coastal orientation and
prevailing marine climate (Figure 1). Point 1 is close to the Strait of Gibraltar but sheltered to the
Atlantic swell waves. East approaching fronts, with prevailing wave height classes of 0.5–1.25 m
(c. 30%) and 1.25–2.5 (c. 10%), clearly prevailed at this prediction point (Figure 1) and were linked to
the strong easterly winds associated with a surface pressure gradient over the Gibraltar Strait when
the Azores high pressure is located over the Iberian Peninsula, while there is pronounced low pressure
over northern Africa [33]. Points 2 and 3 are situated at the central part of the investigated area, so
they are exposed to winds and waves from W and E and E-NE directions; specifically, at Point 2, E and
N approaching waves are equivalent to W approaching fronts. At Point 3, the western component
prevailed on the north-east approaching direction because of the increase of the western geographic
fetch; an increment of the NE component was also observed since this point is more exposed to this
approaching direction with respect to Point 2 because of coastal orientation (Figure 1). At Point 4,
despite the prevalence of the E-NE approaching direction, the NE component becomes even more
evident than at Point 3. Furthermore, since this latter point is sheltered to the west because of coastal
orientation (NNE-SSW oriented), waves approaching from the third quadrant essentially present SW
and W-SW components.

4.2. Storm Characterization

During the investigated period, a total of 2961 storm events were categorized into five classes,
i.e., Class I (weak), Class II (moderate), Class III (significant), Class IV (severe), and Class V (extreme).
Points 3 and 2 recorded the highest number of storms (Figure 5). The distribution is similar at all
points, with a clear dominance of events belonging to Classes I and II: 87.4% in Point 1, 86.6% in Point
2, 83.1% in Point 3, and 90.4% in Point 4 (Table 1, Figure 5). Mean wave height value of each class did
not present great spatial variations, i.e., all points recorded similar values of wave height for the same
class. Concerning maximum and minimum wave height values per class, a clear and general trend
was not observed, e.g., Point 4 presented the lowest wave height value for Class III but the highest for
Classes IV and V (see Table 1).
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Table 1. Storm characteristics at each prediction point: class, energy (Etot), frequency of storms,
significant wave height (Hm0) peak period (Tp), and duration (D).

Point Class
Etot [Wh/m] Frequency [%] Hm0 [m] Tp [s] D [days]

Min Max Mean Mean Standard Deviation Mean Mean

1

I 108 503 265 59.6 2.01 0.26 6.5 0.9
II 503 1100 730 27.8 2.61 0.37 7.4 1.9
III 1100 2102 1509 8.3 3.27 0.48 8.1 2.9
IV 2102 4179 2624 3.5 3.64 0.65 8.5 4.2
V 4179 9165 5635 0.7 4.68 0.98 9.7 4.8

2

I 108 503 272 58.9 2.05 0.29 6.5 0.9
II 503 1100 749 27.6 2.65 0.38 7.4 2.0
III 1100 2102 1484 9.9 3.13 0.50 7.9 3.3
IV 2102 4179 2752 2.3 3.76 0.62 8.6 4.8
V 4179 9165 5551 0.4 4.73 0.76 9.2 6.9

3

I 108 503 270 55.0 2.05 0.28 6.5 0.9
II 503 1100 739 28.0 2.69 0.39 7.4 1.9
III 1100 2102 1460 12.4 3.22 0.47 8.0 3.1
IV 2102 4179 2775 3.4 3.99 0.52 8.9 4.4
V 4179 9165 5632 0.9 4.87 0.74 9.5 7.0

4

I 108 503 280 67.1 2.03 0.27 6.8 0.9
II 503 1100 712 23.2 2.52 0.35 7.6 2.0
III 1100 2102 1408 8.3 3.12 0.46 8.3 3.0
IV 2102 4179 2802 0.9 4.34 0.60 9.6 3.3
V 4179 9165 5248 0.3 5.18 0.49 10.6 3.7
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Figure 5. Distribution of storm events per class at each point.

Regarding wave period, the same storm classes of different points presented similar values.
Higher wave period variations among classes were recorded at Points 2 and 3 (Table 1). The mean
storm duration presented an increase from Class I to Class V at each point (especially Points 2 and 3)
and important differences among points (Table 1). Figure 6 reports the monthly distribution of all
storms (i.e., the sum of all events recorded at each points) per class. Results are very similar to those
obtained by [7,8,11–13,15,34] in their respective studies. Concerning temporal distribution, Classes I
and II storms were observed along the whole year. Class III storms were recorded in winter and spring
seasons (from October to May), with a minimal occurrence during summer months, i.e., June (8 storms),
August (2 storms), and September (2 storms). Class IV storms were observed from November to
March, and Class V storms were only recorded from December to March (especially in February, with
7, and March, with 5 events). It is interesting to observe that Classes II and III are very frequent in
March, because it relates to approaching waves generated by E and SE winds that are quite frequent
in springtime.
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Figure 6. Monthly distribution of all storm events per class and month.

Concerning approaching directions, at Point 1, Classes I and II mainly approached from the east
with a small western component (Figure 7) and Classes III, IV and V almost exclusively (>95% of
records for each class) approached from E and were linked to the predominant eastern storm waves
(Figure 1). At Point 2, the sum of the E and E-NE directions is broadly equivalent to the western
component (Figure 7) and clearly reflects, with a slight increase of the eastern component, the wave
rise shown in Figure 1. At Point 3, storm energy classes approaching directions (Figure 7) broadly
reflect wave rise presented in Figure 1 with an increase of the importance of the western component for
all storm classes. At Point 4 (Figure 7), the storm approaching directions are consistent with the wave
direction pattern observed in Figure 1. At Point 4, more numerous storms approach from the E-NE
direction and disappear in the SW direction. The return period (Tr) of Classes III, IV, and V events at
each prediction point are shown in Table 2.
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Figure 7. Energy flux roses at all prediction points. (A) Point P1, (B) Point P2, (C) Point P3, (D) Point P4.
N is the total number of storm events.
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At Points 2 and 3 the yearly the probability of energy flux exceedance for Class III storms was
100%, varying from 76.9% to 100% at Point 1 and from 43.5% to 100% at Point 4 (Table 2). For Class IV,
the probability of occurrence ranged from 41.7% to 100% and from 58.8% to 100% at Points 2 and 3
respectively, and from 27.8% to 76.9% at Point 1 and from 12.7% to 43.5% at Point 4. Class V probability
of exceedance have minimum percentages of 12.7% and 18.5% at Points 2 and 3, and 8.4% at Point 1
and 3.3% at Point 4. Mentioned values are broadly similar to observations carried out by Anfuso et al.
[11] near the areas of Huelva and Cádiz, i.e., the less energetic zones of Cádiz Gulf. It is observed that
the most energetic points (i.e., Points 2 and 3) have the highest percentages of probability of energy
flux exceedance (Figure 8), so the facing littoral, i.e., the coast between Málaga and Almería, is very
exposed to storms belonging to all classes, and especially to most energetic ones (III, IV, and V) that
can have a great impact on both natural and urbanized sectors.
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Figure 8. Energy flux probability of exceedance (%) of storms per class III, IV, and V at each point in
the coastal area of influence. The percentage values per class as reported on Table 2 are superimposed
in the colored stripes.

4.3. Characterization of Stormy Years

In this paper, a special attention was devoted to the yearly cumulative characteristics of storms,
i.e., their number, duration, and energy. In fact, as observed by Ferreira [35], the relationship between
storms and beach erosion (and/or damage to human structures) varies according to single storm
characteristics, storm grouping, and coastal response/morpho-dynamic behavior. Concerning the
characterization/quantification of stormy years, only Classes III, IV, and V were considered since these
events are the ones that produce important coastal damage according to [12]. With respect to energy
data, a similar trend was recorded at the four points, with a similarity observed among Points 1, 2, and
3 (Figure 9).
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Figure 9. In the left column: the total energy of storms per year for Classes III, IV, and V. At (a) Point
P1, (c) Point P2, (e) Point P3, and (g) Point P4. In the right column: the corresponding durations of
storms (b) Point P1, (d) Point P2, (f) Point P3, and (h) Point P4. Red and dashed lines respectively
represent the average value (μ) and the average plus one standard deviation (μ + σ).

Dealing with yearly energy distribution, it was possible to observe nine energetic years, i.e., 1980,
1983, 1990, 1992, 1995, 2001, 2008, 2010, and 2013. Anomalies were recorded at Point 3, which differed
in four of the nine aforementioned years; at Point 1, which recorded a low-energy year in 2013 (i.e.,
essentially Classes I, II, and III), and at Point 4, which recorded low energy values in 1983, 1984, and
2008 and high values in 1986 and 2007 (Figure 9). Analyzed data of stormy years did not present a clear
trend; as an example, yearly distribution of cumulative energy presented a correlation factor (r2) that
ranged from 10−5 for Point P2 to 2 × 10−4 for Point P4, but showed a cyclical behavior as highlighted
by the calculation of the return period. The recurrence interval and the yearly frequency of occurrence
are presented in Table 3 according to the distribution of yearly cumulative energy values (Figure 9). Per
each Point, two values of recurrence interval (and frequency of occurrence) are presented, and refer to
the mean value and the mean plus one standard deviation of yearly cumulative energy. The frequency
of occurrence of stormy year was higher at Point 2 with 17% and 53%, respectively, for the lower and
higher energy value, i.e., a low-energetic storm year is observed every 1.9 years and a high-energetic
year presents a recurrence interval of 6 years. Point 4 recorded longer recurrence intervals, which
ranged from 2.6 to 9 years (39% and 11% values of frequency), respectively, for higher and lower
energetic stormy years. Points 1 and 3 presented average values (Table 3).
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Table 2. Return period (Tr) and probability of energy flux exceedance (F(P)) for the lower and upper
limit of each Class (III, IV, V) calculated using Weibull CDF Equation (3). The minimum values are
highlighted with blue-colored font.

Point
Class III Class IV Class V

min max min max min max

P1
Tr [year] <1 1.3 1.3 3.6 3.6 11.9
F(P) [%] 76.9 100 27.8 76.9 8.4 27.8

P2
Tr - <1 <1 2.4 2.4 7.9
F(P) - 100 41.7 100 12.7 41.7

P3
Tr - <1 <1 1.7 1.7 5.4
F(P) - 100 58.8 100 18.5 58.8

P4
Tr <1 2.3 2.3 7.9 7.9 30.1
F(P) 43.5 100 12.7 43.5 3.3 12.7

Table 3. Stormy year recurrence interval (Ri) and yearly frequency of occurrence ( fo) calculated from
Equation (4), considering yearly cumulative energy values (Figure 9), for each prediction point (Table 1).

Point Stormy Year

Ri [year] fo [%]

min max min max

P1 2.2 7.2 14 44
P2 1.9 6.0 17 53
P3 2.2 7.2 14 44
P4 2.6 9.0 11 39

Regarding the cumulative storm duration (Figure 9), the trend was not clear. From one side, there
is a good correspondence between the number of storms and storm duration within each point, that is,
years with many storms also recorded a high cumulative yearly storm duration. Such correspondence
was also observed with yearly energy values distribution. On the other hand, no correspondence was
observed among different points. A comparison of stormy year distribution recorded in this paper
with the one observed by [12] for the Atlantic region of Andalusia showed the opposite behavior linked
to the fact that storms on the Atlantic side of Andalusia are essentially related to the predominance of
western approaching fronts; meanwhile, on the Mediterranean side [36], they are essentially linked to
eastern approaching fronts.

5. Conclusions

To prevent and reduce coastal erosion and damages to human structures, as well as the
comprehension of past and future climate trends and beaches’ annual and seasonal behavior and
evolution, it is very important to characterize the local sea climate. This paper shows as wave climate
considerably varies along the Mediterranean coast of Andalusia, from a relatively sheltered area
(Point 1) close to the Gibraltar Strait, exclusively affected by easterly wave fronts, to a very energetic
central area (Points 2 and 3) exposed to both western and eastern fronts, and to a low-energy area
(Point 4) that, because of coastal orientation, is sheltered to western and very exposed to eastern fronts.
This behavior is evident when analyzing wave approaching data: main approaching storm directions
for high-energy events ranged from E at Point 1, from E to W at Point 2 (only from W for Class V), from
W with a small E-NE component at Point 3, and from NE at Point 4 with secondary W-SW components
for Classes III and IV (13.33% W for Class III and 20% SW for Class IV). Points 2 and 3 were the most
energetic points due to high-energy events approaching from western directions. Stormy years were
considered years with a great cumulative energy of Classes III to V events. Nine stormy years were
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selected during the investigated period, i.e., 1980, 1983, 1990, 1992, 1995, 2001, 2008, 2010, and 2013.
Finally, this study highlighted that the yearly probability of energy flux exceedance of more energetic
events is higher in the central sector of the studied area, i.e., at Points 2 and 3, Class III events have a
100% probability; Class IV have a 41.7 to 100% probability; and Class V have a 12.7 to 58.8% probability
of energy flux exceedance, so this area has a high sensitivity to storm impacts. Future investigations
should be devoted to the analysis of the effects on natural and urbanized coastal environments of single
representative storms of each storm class to better understand how an increase in energy and storm
duration affects coastal behavior, which is strictly linked to beach morpho-dynamic state, and damages
to human structures. Secondly, the effects of storm groupings should be better investigated since
erosion and damages to coastal structures greatly depend on cumulative storm energy, on separation
between storm events, and on natural beach recovery rates.
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Abbreviations

The following abbreviations and symbols are used in this manuscript:

CDF Cumulative Distribution Function
ECMWF European Centre for Medium-Range Weather Forecasts
ERA-Interim ECMWF Reanalysis (from January 1979 onward)
POT Peak Over Threshold
WAM Wave Model

Symbols

di Duration of i-th storm
Ei

tot Total energy i-th storm
F (P) Weibull Cumulative Distribution Function of energy flux
fo Frequency of occurrence related to the empirical recurrence interval
g Gravity acceleration
Hm0 Spectral significant wave height
Hm0,max Monthly mean of maximum spectral wave height within the studied date-range (35 years)
ht Wave height threshold for storm definition
λ Mean number of events per year
m Number of events (upper threshold) within the studied date-range (35 years)
μ Mean of total energy within the studied date-range (35 years)
N Number of storm events
P Energy flux or wave power per unit of wave-front length
Ri The stormy year empirical recurrence interval
ρ Water volumetric mass density
σ Standard deviation of total energy within the studied date-range (35 years)
Te Energy period
Tr Return period related to the probability of exceedance
u Weibull function second parameter
w Weibull function first parameter
X Abscissa of auxiliary variable for linear fitting
Y Ordinate of auxiliary variable for linear fitting

150



Water 2019, 11, 509

References

1. Ministerio de Medio Ambiente y Medio Rural y Marino. Evolución de las Zonas Costeras en Europa; Editorial
Ministerio de Medio Ambiente: Madrid, Spain, 2008; Volume 1, p. 108.

2. Garcia, G.M.; Pollard, J.; Rodriguez, R.D. Origins, management, and measurement of stress on the coast of
southern Spain. Coast. Manag. 2000, 28, 215–234.

3. Manno, G.; Lo Re, C.; Ciraolo, G. Uncertainties in shoreline position analysis: The role of run-up and tide in
a gentle slope beach. Ocean Sci. 2017, 13, 661–671. [CrossRef]

4. Bacon, S.; Carter, D.T. Wave climate changes in the North Atlantic and North Sea. Int. J. Climatol. 1991,
11, 545–558. [CrossRef]

5. Komar, P.D.; Allan, J.C. Increasing hurricane-generated wave heights along the US east coast and their
climate controls. J. Coast. Res. 2008, 24, 479–488. [CrossRef]

6. Rodrıguez-Ramırez, A.; Ruiz, F.; Cáceres, L.; Vidal, J.R.; Pino, R.; Muñoz, J. Analysis of the recent storm
record in the southwestern Spanish coast: Implications for littoral management. Sci. Total Environ. 2003,
303, 189–201. [CrossRef]

7. Mendoza, E.T.; Jiménez, J.A. Clasificación de tormentas costeras para el litoral catalán (Mediterráneo NO).
Tecnología y Ciencias del Agua 2008, 23, 21–32.

8. Mendoza, E.; Jimenez, J.; Mateo, J.; Salat, J. A coastal storms intensity scale for the Catalan sea (NW
Mediterranean). Nat. Hazards Earth Syst. Sci. 2011, 11, 2453–2462. [CrossRef]

9. Guisado, E., Malvárez, G.C. Multiple scale morphodynamic mapping: methodological considerations and
applications for the coastal atlas of Andalusia J. Coast. Res. 2009, 56, 1513–1517.

10. Pintado, E.G.; García, G.C.M. El estado morfodinámico de las playas a través de modelización numérica
de propagación y asomeramiento del oleaje: El frente litoral de Doñana. GeoFocus. Revista Internacional de
Ciencia y Tecnología de la Información Geográfica 2015, 1, 163–180.

11. Anfuso, G.; Rangel-Buitrago, N.; Cortés-Useche, C.; Castillo, B.I.; Gracia, F. Characterization of storm events
along the Gulf of Cadiz (eastern central Atlantic Ocean). Int. J. Climatol. 2016, 36, 3690–3707. [CrossRef]

12. Rangel-Buitrago, N.; Anfuso, G. Coastal storm characterization and morphological impacts on sandy coasts.
Earth Surf. Processes Landf. 2011, 36, 1997–2010. [CrossRef]

13. Rangel-Buitrago, N.; Anfuso, G. Winter wave climate, storms and regional cycles: The SW Spanish Atlantic
coast. Int. J. Climatol. 2013, 33, 2142–2156. [CrossRef]

14. Halsey, S. Proposed classification scale for major northeast storms: East coast, USA based on extent of
damage. In Geological Society of America, Abstracts with Programs (Northeastern Section); Geological Society of
America: Boulder, CO, USA, 1986; Volume 18, p. 21.

15. Dolan, R.; Davis, R.E. An intensity scale for Atlantic coast northeast storms. J. Coast. Res. 1992, 8, 840–853.
16. Orford, J.; Hinton, A.; Carter, R.; Jennings, S. A tidal link between sea level rise and coastal response of a

gravel-dominated barrier in Nova Scotia. Geophys. Monogr. 1992, 11, 71–79.
17. Orford, J.; Carter, R. Examination of mesoscale forcing of a swash-aligned, gravel barrier from Nova Scotia.

Mar. Geol. 1995, 126, 201–211. [CrossRef]
18. Kriebel, D.; Dalrymple, R.; Pratt, A.; Sakovich, V. Shoreline risk index for northeasters. In Proceedings of the

1996 Conference on Natural Disaster Reduction, Washington, DC, USA, 3–5 December 1996.
19. Zhang, K.; Douglas, B.; Leatherman, S. Beach erosion potential for severe nor’easters. J. Coast. Res. 2001,

17, 309–321.
20. Manno, G.; Anfuso, G.; Messina, E.; Williams, A.; Suffo, M.; Liguori, V. Decadal evolution of coastline

armouring along the Mediterranean Andalusia littoral (South of Spain). Ocean Coast. Manag. 2016, 124, 84–99.
[CrossRef]

21. Fernandez-Nunez, M.; Díaz-Cuevas, P.; Ojeda, J.; Prieto, A.; Sánchez-Carnero, N. Multipurpose line for
mapping coastal information using a data model: The Andalusian coast (Spain). J. Coast. Conserv. 2015,
19, 461–474. [CrossRef]

22. Guisado, E.; Malvárez, G.C.; Navas, F. Morphodynamic environments of the Costa del Sol, Spain. J. Coast. Res.
2013, 65, 500–505. [CrossRef]

23. Boccotti, P. Wave Mechanics for Ocean Engineering; Elsevier: Amsterdam, The Netherlands, 2000; Volume 64.

151



Water 2019, 11, 509

24. Dee, D.; Uppala, S.; Simmons, A.; Berrisford, P.; Poli, P.; Kobayashi, S.; Andrae, U.; Balmaseda, M.;
Balsamo, G.; Bauer, P.; et al. The ERA-Interim reanalysis: Configuration and performance of the data
assimilation system. Q. J. R. Meteorol. Soc. 2011, 137, 553–597. [CrossRef]

25. Puerto del Estado Recomendaciones para Obras Marítimas R.O.M. 0.3-91. Oleaje. Anejo I. Clima Marítimo en el
Litoral Español; Technical Report; Ministerio de Obras Públicas y Transportes: Madrid, Spain, 1992.

26. Monteforte, M.; Lo Re, C.; Ferreri, G.B. Wave energy assessment in Sicily (Italy). Renew. Energy 2015,
78, 276–287. [CrossRef]

27. Lo Re, C.; Manno, G.; Ciraolo, G.; Besio, G. Wave Energy Assessment around the Aegadian Islands (Sicily).
Energies 2019, 12, 333.

28. Iglesias, G.; Carballo, R. Wave energy potential along the Death Coast (Spain). Energy 2009, 34, 1963–1975.
[CrossRef]

29. Vicinanza, D.; Cappietti, L.; Ferrante, V.; Contestabile, P. Estimation of the wave energy in the Italian offshore.
J. Coast. Res. 2011, 64, 613–617.

30. Jenks, G.; Caspall, F. Error on Choroplethic Maps: Definition, Measurement, Reduction. Ann. Assoc.
Am. Geogr. 1971, 61, 217–244. [CrossRef]

31. Lo Re, C.; Cannarozzo, M.; Ferreri, G.B. Present-day use of an empirical wave prediction method. Proc. Inst.
Civ. Eng. Marit. Eng. 2016, 169, 3–14. [CrossRef]

32. Almeida, L.; Vousdoukas, M.; Ferreira, Ó.; Rodrigues, B.; Matias, A. Thresholds for storm impacts on an
exposed sandy coastal area in southern Portugal. Geomorphology 2012, 143–144, 3–12. [CrossRef]

33. Dorman, C.; Beardsley, R.; Limeburner, R. Winds in the strait of gibraltar. Q. J. R. Meteorol. Soc. 1995,
121, 1903–1921. [CrossRef]

34. Moritz, H.; Moritz, H. Evaluating extreme storm power and potential implications to coastal infrastructure
damage, Oregon Coast USA. In Proceedings of the 9th International Workshop on Wave Hindcasting and
Forecasting, Victoria, BC, Canada, 24–29 September 2006.

35. Ferreira, Ó. Storm groups versus extreme single storms: Predicted erosion and management consequences.
J. Coast. Res. 2005, 42, 221–227.

36. Menéndez, M.; Mendez, F.J.; Losada, I.J.; Medina, R.; Abascal, A.J. Variaciones del régimen extremal del
clima marítimo en el litoral español en el periodo 1958–2001. In El Clima entre el Mar y la Montaña. Asociación
Española de Climatología y Universidad de Cantabria, Santander, Serie A; García Codron, J.C., Diego Liaño,
C.F., De Arróyabe Hernáez, P., Garmendia Pedraja, C., Rasilla Álvarez, D., Eds.; Asociación Española de
Climatología (AEC): Santander, Spain, 2004; Volume 4, pp. 73–84.

c© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

152



water

Technical Note

Wave Climate at Shallow Waters along the Abu
Dhabi Coast

Waleed Hamza 1, Letizia Lusito 2,*, Francesco Ligorio 2, Giuseppe Roberto Tomasicchio 2 and

Felice D’Alessandro 2

1 Biology Department, College of Science, United Arab Emirates University, 15551 Al Ain, UAE;
w.hamza@uaeu.ac.ae

2 Department of Engineering for Innovation, University of Salento, Campus Ecotekne, 73100 Lecce, Italy;
francesco.ligorio@unisalento.it (F.L.); roberto.tomasicchio@unisalento.it (G.R.T.);
felice.dalessandro@unisalento.it (F.D.)

* Correspondence: letizia.lusito@unisalento.it

Received: 3 July 2018; Accepted: 18 July 2018; Published: 26 July 2018

Abstract: High-resolution, reliable global atmospheric and oceanic numerical models can represent a
key factor in designing a coastal intervention. At the present, two main centers have the capabilities to
produce them: the National Oceanic and Atmospheric Administration (NOAA) in the U.S.A. and the
European Centre for Medium-Range Weather Forecasts (ECMWF). The NOAA and ECMWF wave
models are developed, in particular, for different water regions: deep, intermediate, and shallow
water regions using different types of spatial and temporal grids. Recently, in the Arabian Gulf (also
named Persian Gulf), the Abu Dhabi Municipality (ADM) installed an ADCP (Acoustic Doppler
Current Profiler) to observe the atmospheric and oceanographic conditions (water level, significant
wave height, peak wave period, water temperature, and wind speed and direction) at 6 m water
depth, in the vicinity of the shoreline of the Saadiyat beach. Courtesy of Abu Dhabi Municipality,
this observations dataset is available; the recorded data span the period from June 2015 to January
2018 (included), with a time resolution of 10 min and 30 min for the atmospheric and oceanographic
variables, respectively. At the ADCP deployment location (ADMins), the wave climate has been
determined using wave propagation of the NOAA offshore wave dataset by means of the Simulating
WAves Nearshore (SWAN) numerical model, the NOAA and ECMWF wave datasets at the closest
grid point in shallow water conditions, and the SPM ’84 hindcasting method with the NOAA wind
dataset used as input. It is shown that the best agreement with the observed wave climate is obtained
using the SPM ’84 hindcasting method for the shallow water conditions.

Keywords: wave hindcasting; Abu Dhabi; shallow waters; Shore Protection Manual; wave climate

1. Introduction

The United Arab Emirates (UAE) is an Arabian Gulf (also named Persian Gulf) nation with an
extended coastal area, comprising more than 700 km of coastline and embracing many different shallow
water wetland habitats. Some areas of the Abu Dhabi coastline are undergoing a large development
with residential, business, cultural, and tourism infrastructure (http://government.ae/en/about-the-
uae/uae-future). As a consequence, there is an increasing need for a detailed knowledge of the wave
conditions in order to design the coastal interventions [1–4].

The present study focuses on Saadiyat (Figure 1), a large low-lying 27 km2 island situated in
the Gulf within the Emirate of Abu Dhabi. Saadiyat island hosts a vast national park of mangroves
and a 9 km SW–NE oriented natural sandy beach, Saadiyat beach, populated by numerous flora and
fauna species. Part of the island is undergoing a considerable development program. In March 2015,
the “North Beach Phase 1 Development Plans” document was submitted to the Abu Dhabi Urban
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Planning Council as a part of the Shoreline Protection Works Master Plan, an addendum to the Concept
Master Plan of the Saadiyat Cultural District. The urban plan includes the construction of new luxury
hotels, a private luxury residential area, and the Cultural District with the Louvre and Guggenheim
museums (Figure 2).

Figure 1. Aerial view of Saadiyat beach.

 

Figure 2. Concept Master Plan of Saadiyat Cultural District (courtesy Tourism Development &
Investment Company).
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At present, professionals involved in the Abu Dhabi coastal development typically use two main
sources of wind and wave data: the National Oceanic and Atmospheric Administration (NOAA) and
the European Centre for Medium-Range Weather Forecasts (ECMWF), following the well consolidated
scientific methods already developed for the analysis of shallow water coastal areas [5–9].

To overcome the scarcity of in situ observations in the area, the Abu Dhabi Municipality (ADM)
has recently installed several instruments in the vicinity of the Abu Dhabi coastline at different water
depths. Within a research project granted by the National Water Center at the United Arab Emirates
University, the new in situ observed wave conditions dataset has been made available.

The in situ observed wave dataset allows for the comparison and verification of data from
other sources, such as the NOAA and ECMWF global wave models, third-generation shallow water
models such as the Simulating WAves Nearshore (SWAN) [10,11], and second-generation local wave
models [12]. The comparison and verification method used is the Shore Protection Manual ’84 (SPM
’84) method [1], a second-generation wave hindcasting method widely used for local hindcasting.
SPM ’84 has been selected because of its simplicity in the algorithms and because it allowed for the
consideration of different wave regions. SWAN has been already successfully used to model waves in
coastal regions [13–19].

The SPM ’84 method allows the estimation of the wave characteristics using wind data (intensity,
direction and duration of the event) at a reference height of 10 m above sea water level, and the
effective fetch value. It has been used to calculate the wave conditions at the location where the ADM
instrument (ADMins) is deployed from the NOAA wind data, which are provided at 10 m above sea
water level.

The comparison and verification of data from NOAA, ECMWF, and SPM ’84 has been conducted
under the assumption that the ADMins and the closest NOAA and ECMWF nodes are exposed to
homogeneous atmospheric and oceanographic conditions [20,21].

The present paper is organized as follows: Section 2 presents a review of the state-of-the-art of
atmospheric and oceanographic global numerical models and the description of the application of the
SPM ’84 parametric local wave growth method, Section 3 describes the results, and Section 4 discusses
the results from the use of the SPM ’84 wave hindcasting and the adopted verification procedure.

2. Materials and Methods

Recently, the ADM installed an instrument to observe atmospheric (wind speed and direction)
and oceanographic (water level, significant wave height, peak wave period, water temperature)
characteristics close to the shoreline of the Saadiyat beach. The instrument, an Argonaut-XR produced
by the company “SonTek—A Xylem Brand” (San Diego, CA, USA), is a 3-D up-looking monostatic
Acoustic Doppler Current Profiler (ADCP) that uses sonar for precise water velocity measurements.
Monostatic refers to the fact that the same transducer is used as a transmitter and receiver, with a
sampling frequency of 1.5 MHz. Recorded data from June 2015 to January 2018 (included) were
available at a time resolution of 10 and 30 min for the atmospheric and oceanographic variables,
respectively. The deployed Argonaut-XR presented a limitation: the profiler had not been equipped
with the software/hardware necessary to also measure wave spectra; therefore, the instrument could
not measure the wave directions directly.

Direct wave measurements are considered the most reliable source of information. In the Gulf area,
this type of information is rare or even missing. The Abu Dhabi Municipality started to monitor the
wave conditions only four years ago. Other Municipalities in the UAE do not provide directly observed
data. As a consequence, at present, the only reliable source of wave data in Abu Dhabi is to consider
the new in situ observed wave conditions dataset of sufficient length to represent a mean annual wave
climate in relation to the weather conditions in the area, which are quite mild, characterized by the
absence of extreme wind conditions (e.g., hurricanes) and extreme wave conditions, due to the fact
that the Gulf is an enclosed basin. The wave observations, recorded by the ADCP, have been compared
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to wave numerical models, designed by some of the major oceanography research centers all over
the world.

The first considered model is designed by NOAA. The NOAA National Centers for Environmental
Prediction (NCEP) developed the Climate Forecast System (CFS), a fully coupled model representing
the interaction between the Earth’s atmosphere, oceans, land, and sea ice. A reanalysis of the
sea and atmosphere state for the period of 1979–2009 has been conducted, resulting in the CFS
Reanalysis (CFSR) dataset [22]. The purpose of the CFSR is to produce multiyear global, state-of-the-art
gridded representations of atmospheric and oceanic states, generated by a consistent model and data
assimilation system. The vertical discretization of the atmosphere consists of 64 layers. The temporal
resolution for the atmospheric variables is 3 h. Using the CFSR dataset, the NOAA Marine Modeling
and Analysis Branch (MMAB) has produced a wave hindcast for the same period. The wave hindcast
dataset has been generated using the WAVEWATCH III (WW3) model (v3.14), and it is suitable for use
in climate studies. The wave model suite consists of global and regional nested grids. The rectilinear
grids were developed using ETOPO-1 bathymetry [23], together with v1.10 of the Global Self-consistent
Hierarchical High-resolution Shoreline (GSHHS) database. The higher-resolution North West Indian
Ocean bathymetry grid, adopted in the considered data, has a resolution of 10 arc-minutes (1/6◦).
The WW3 model is run using a 30 arc-minute computational resolution, but the results are interpolated
on a 10 arc-minute numerical grid. The spatial resolution of the considered data is, therefore, 1/6◦,
which corresponds to roughly 20 km. The North West Indian Ocean computational grid, adopted in
the considered data, extends in longitude from 30◦ E to 70◦ E (with 241 grid nodes) and in latitude from
20◦ S to 31◦ N (307 grid nodes). As wave characteristics are dominated by wind dynamics, it is possible
to achieve an accurate wave hindcast by using statistically homogeneous wind fields from a long-term
reanalysis such as the CFSR, without the need for wave data assimilation [24–26]. The NOAA datasets
(both wind and waves) are freely available. The NOAA WAVEWATCH III/CFSR webpages [27,28]
present additional details about the datasets.

The second of the considered wave hindcasting methods is designed by the European Centre
for Medium-Range Weather Forecasts (ECMWF) and it is named ERA-Interim. The ERA-interim
dataset is another global atmospheric reanalysis, starting from 1979 and is continuously updated. It is
based on the Cy31r2 version of the Integrated Forecasting System (IFS). It also models oceanographic
variables, including waves. The atmospheric configuration uses 60 vertical model levels and a 6-hourly
temporal resolution [29,30]. The wave model is based on WAM [31,32], resolving 30 wave frequencies
and 24 wave directions. The wave model contains corrections for treating unresolved bathymetry
effects and a reformulation of the dissipation source term. The bathymetric information is based on
the ETOPO-2 bathymetry, with a 2 arc-minute resolution (1/30◦). The computational grid resolution
for the wave model is 80 km [33], but the output grid has been interpolated onto a finer mesh, of 1/8◦

horizontal resolution. The ECMWF ERA-Interim dataset is available upon request on the ECMWF
servers. Further information on how to access the data can be found at Reference [34].

The SPM ’84 method [1] is a parametric wave hindcasting method; it allows for the determination
of the significant wave height (Hs) and peak period (Tp) from (i) the geographical extent of the area
where the constant wind is blowing, indicated as fetch (F), (ii) the wind duration (t), and (iii) the depth
of water in the generation area (d) [35]. Fetches are related to the curvature of the isobars describing
the weather system at the origin of the wave growth. The extent of a typical weather system results in
an upper limit for fetches of roughly 500 km.

Given the relative values of F, Tp, and t, the sea state is classified as follows:

• Fully Arisen Sea (FAS), where any added wind energy is balanced by wave energy dissipation
and the waves have the maximum possible height;

• Fetch-Limited Sea (FL), where the wave height is limited by the length of the fetch over which the
wind has blown; or

• Duration-Limited Sea (DL), where the wave height is limited by the duration of the
wind conditions.
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The SPM ’84 method determines the spectral significant wave height Hm0 from σ, the variance of
the sea surface elevation, according to:

Hm0 = 4σ = 4
√

m0 (1)

where m0 is the zero moment of the wave spectrum, i.e., the area under the spectrum itself. In deep
water, Hm0 is approximately equal to Hs; in shallow water, Hm0 becomes less than Hs.

The wave growth formulas at both deep and shallow waters are given in terms of the wind stress
factor UA (adjusted windspeed or wind stress), which is related to the normal windspeed at a height
of 10 m, U, by the following equation:

UA = 0.71 U1.23 (2)

where both UA and U are measured in m/s. The SPM ’84 method is based on the assumption that
the wave growth is entirely caused by a wind blowing at a constant speed and direction for a given
duration over the specific fetch area. The wind direction is considered constant if it varies from the
wind direction mean by less than 15◦, and the wind speed is considered constant if it varies from the
wind speed mean by less than 2.5 m/s. With these assumptions and considerations, the equations
for wave growth hindcasting/forecasting at shallow water conditions for fully arisen, fetch-limited,
and duration-limited sea conditions have been determined. These equations are derived from the
analogous deep-water equations [1] with the additional condition that the wave energy is further
reduced due to additional effects like bottom friction.

In the present application of wave hindcasting in the Arabian Gulf area, the SPM ’84 input data
are the ADMins effective fetches, F [36,37]; the water depth at the ADMins, d (equal to 6 m); the wind
stress and direction of the wind generating the waves in proximity of ADMins, taken from the NOAA
CFSR grid point which is the closest to the ADMins; and the wind duration, t. In the case of Saadiyat
beach, there are two NOAA CFSR grid points that are similarly distant from ADMins (Figure 3), located
at the north and at the south of the ADMins; in the following, these two grid points will be indicated
as NOAA North (NOAA N) and NOAA South (NOAA S). Figure 3 shows the location of the ADMins,
the NOAA N and NOAA S grid nodes and the location of the ECMWF grid point. Table 1 reports the
coordinates of these grid points, with their corresponding water depths.

Table 1. ADMins, NOAA N, NOAA S, ECMWF, NOAA Offshore coordinates, and water depths.

Name Longitude (◦E) Latitude (◦N) Water Depth (m)

ADMins 54◦24′29” 24◦34′17” 6
NOAA North 54◦30′00” 24◦40′00” 6
NOAA South 54◦19′59” 24◦30′00” 3

ECMWF 54◦22′30” 24◦37′30” 11
NOAA Offshore 54◦00′00” 25◦00′00” 21

Figure 4 shows the NOAA N (a) and NOAA S (b) wind rose, indicating that the atmospheric
conditions at the two locations can be considered uniform. In fact, the NOAA N and NOAA S nodes
are exposed to the same atmospheric conditions, given the relatively small distance between the two
nodes. Because of this similarity, for the SPM ’84 application, only the data from the north node have
been considered; in particular, the wind stress UA,N , and wind direction, θ.
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Figure 3. Bathymetry of the Saadiyat area, where markers show the position of ADMins, the NOAA N,
the NOAA S, the NOAA offshore and the ECMWF model nodes.

(a) (b)

Figure 4. NOAA wind rose at the north node (a), and at the south node (b), in proximity of the ADMins,
indicating that the atmospheric conditions along this stretch of coast can be considered uniform.
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The NOAA N wind time series, consisting of approximately 90,000 points, was used to determine
an averaged time series of steady wind in both magnitude and direction. A wind measurement datum,
i, was considered to belong to a steady weather phenomenon if the following is true:

• |Ui − < Uj>| ≤ 2.5 m/s

• |θi − <θj >| ≤ 15◦

where the symbol <Uj> indicated the average of the wind speed calculated over the j points before the
ith, already previously “clustered” in a steady wind condition. The same procedure applied for <θj>.
If the ith point met the steady state condition, a new average was calculated, aggregating the ith point
to the other j. The cluster then contained j + 1 points. Then, the successive point was examined. If a
point did not satisfy these conditions, the time-cluster was closed and the location was considered
to be subject to a new different wind condition afterwards [38]. The procedure described above is
indicated in the following as a “dynamical running average” (DRA). Figure 5 shows the result of the
DRA procedure for August 2009. The top panel shows the time series of the wind speed (red) and the
dynamically averaged wind speed (blue). The bottom figure shows time series of the wind direction
(red) and the dynamically averaged wind direction (blue).

Figure 5. Top panel: time series of the wind speed (red) and the dynamical running averaged wind
speed (blue). Bottom panel: time series of the wind direction (red) and the dynamically averaged wind
direction (blue).

Comparing the DRA wind speed and direction time series (Figure 5, blue lines), only segments
where DRA time series are flat in both the wind speed and direction time series were considered
(Figure 5, green vertical line). These segments indicated periods of time where the wind conditions
were steady (constant). Therefore, the time period between the beginning and the end of these
segments has been assumed as the wind duration tADMins of the steady wind phenomenon generating
the waves (Figure 6, orange horizontal line). In the example in Figure 6, the resulting duration of the
particular wind phenomenon was 15 h (5 data points with 3 h time resolution). If no flat segment
could be identified in both the DRA time series, the wind duration was assumed to be 3 h (equal to the
time resolution of the original time series).

Having determined the duration of the wind generating the waves, it was possible to apply
the SPM ’84 method at the ADMins location, as explained in the following. The wave direction

159



Water 2018, 10, 985

at the ADMins θwave,ADMins was calculated considering the wind–wave direction correlation [39].
Sea regimes (FAS, FL, DL) at the ADMins location, where the water depth d was 6 m, were determined
as in Reference [40]. If the factor:

UA,N

(g · d)
1
2
< 0.83 (3)

FAS exists at the ADMins.

 

Figure 6. Determination of the duration of the steady wind generating the waves (zoom of Figure 5).

If the ADMins is under the FAS condition, the significant wave height, Hs,ADMins, was
calculated as:

Hs,ADMins =
U2

A,N

g
0.283 tanh

⎡
⎣0.530

(
g · d

U2
A,N

) 3
4
⎤
⎦ (4)

where all the SI units are adopted. If the ADMins was not under the FAS condition, the duration
tADMins was compared to the minimum duration, tmin, necessary for establishing the FL condition.
The minimum duration was calculated as in Reference [38]:

tmin = 2.59 · Fe f f ,ADMins

d̂
·
(

g · d̂
U2

A,N

) 2
3

(5)

where d̂ is an average water depth along the fetch extension. In this case, d̂ = 30 m. If tADMins < tmin,
the location was in the DL condition, otherwise it was in the FL condition.

In the FL condition, the significant wave height at the ADMins, Hs,ADMins, was calculated as:

Hs,ADMins =
U2

A,N

g
0.283 tanh

⎡
⎣0.530

(
g · d

U2
A,N

) 3
4
⎤
⎦ · tanh

⎡
⎢⎢⎢⎢⎢⎣

0.00565 ·
(

g · Fe f f ,T/U2
A,N

) 1
2

tan h

[
0.530

(
g·d

U2
A,N

) 3
4
]

⎤
⎥⎥⎥⎥⎥⎦ (6)

In the DL condition, from Equation (5), a new effective fetch F′e f f ,ADMins was calculated by
considering tmin = tADMins and used in Equation (6) to calculate Hs,ADMins in DL conditions.

Another approach to calculate the wave climate at the ADMins location consisted of propagating
the wave dataset at the offshore NOAA grid point towards the coastline. Wave propagation from
offshore to ADMins was performed by means of the numerical model SWAN [10,11], which is a
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third generation fully-spectral wind-wave model developed at the Delft University of Technology
(The Netherlands) that simulates random, short-crested wind generated waves in coastal regions.

The offshore wave time series was extracted from the NOAA CFSR model at coordinates
54◦00′00” E, 25◦00′00” N, with water depth equal to 21 m (Figure 3 and Table 1). SWAN was run in
stationary mode, in which waves are assumed to propagate instantaneously throughout the model
domain. This assumption was reasonable for the small domain and slowly varying forcing conditions
for this case. Nonlinear triad interactions [41,42] were significantly larger than quartet interactions
for the short spatial scales and shallow depths considered here, and thus quartet interactions were
neglected. The model runs included the Madsen expression for bottom friction dissipation [43] using a
coefficient of 0.001 m. Breaking wave dissipation was estimated with a bore-based model [44], with the
depth-induced constant wave breaking parameter γ = 0.73, found as the mean value of the dataset
of Battjes and Stive [45,46]. The frequency, f, and the directional resolution, δ, were defined using the
SWAN default values, resulting in 24 logarithmically distributed frequency bins (e.g., Δf ≈ 0.14f [47]
over 0.04 ≤ f ≤ 1.00 Hz and 36 10◦-wide directional bins Δδ evenly spaced over 0◦ ≤ δ < 360◦ [47]).
Table 2 summarizes the main SWAN configuration parameters.

The boundary conditions on open boundaries in the north and north-north-west of the
computational domain (Figure 3, yellow and blue lines) have been taken from the NOAA WW3
re-analyses, at the coordinates 54◦00′00” E, 25◦00′00” N (Figure 3, yellow dot). Past similar works,
e.g., Gorrel et al. [13], suggest that negligible errors in the computing area grids result from the
assumption of uniform waves on the N and NNW cross-shore open water boundaries of the grid.
The bathymetry information, provided through the “General Bathymetric Chart of the Ocean”
(GEBCO) consortium, consists of a gridded terrain model for ocean and land with a spatial resolution
of 30 arc-seconds. It was generated by combining quality-controlled ship depth soundings with
interpolation between sounding points guided by satellite-derived gravity data [48,49]. Figure 3 shows
also the GEBCO bathymetry of the considered area.

Table 2. Main SWAN configuration parameters.

Model Version SWAN 41.20

Time and Spatial mode Stationary 2-dimensional

Bathymetry GEBCO_2014 (30 arc-second)

Computational domain LON: 54.00417◦ E, 54.59584◦ E

LAT: 24.00417◦ N to 25.00417◦ E

71 × 120 computational nodes

Wave frequency grid 0.04 to 1.00 Hz, 24 frequencies

Directional grid 0◦ to 360◦, 36 directions

Physics

Breaking constant breaker index, γ = 0.73

Whitecapping Komen et al., 1984 [50]

Bottom Friction Madsen et al., 1988 [43]

equiv. roughness length scale of the bottom 0.001 m

Triads included

Diffraction excluded

Quadruplets excluded

Boundary conditions N boundary: from 54.00417◦ E to 54.59584◦ E

provided by NOAA WW3 NNW boundary: from 24.834◦ N to 25.00417◦ N

Boundary wave spectra shape Jonswap [51]

Table 3 summarizes the information about the bathymetry and the computational resolution used
in SWAN, and in the NOAA and ECMWF wave models.
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Table 3. Bathymetry and the computational resolution.

Name Bathymetry Computational Grid Output Grid

Name Resolution Resolution Resolution

NOAA ETOPO-1
(1 arc-minute resolution)

10 arc-minutes = 1/6◦
(interpolated)

10 arc-minutes = 1/6◦
(interpolated from 1/2◦)

10 arc-minutes = 1/6◦
(interpolated from 1/2◦)

ECMWF ETOPO-2
(2 arc-minute resolution) 2 arc-minutes = 1/30◦ 80 km 1/8◦ (interpolated

from T255)

SWAN GEBCO 30 arc-seconds = 1/120◦ 30 arc-seconds = 1/120◦ 30 arc-seconds = 1/120◦

3. Results

Field measurements showed that the Argonaut-XR appeared to be unable to measure wave peak
periods smaller than 3 s, although the instrumental sensitivity range is 2–20 s, according to the system
manual technical specifications [52]. Figure 7 shows the wave period normalized probability density
function distribution (normalised p.d.f.) as measured by the ADMins, as determined by the NOAA and
the ECMWF wave models at the closest location to the ADMins position, and as estimated by the SPM
’84. Figure 7 shows a cut-off at 3 s in the peak period distribution measured by the ADMins. This is not
in agreement with the results from the NOAA and ECMWF wave numerical models indicating that
waves with a 3 s peak period appear in the area.

Figure 7. Wave period distribution (normalized p.d.f.) by ADMins, by NOAA and ECMWF datasets
and by SPM ’84.

Figure 8 shows the wave roses from SPM ’84 (1979–2009) and ADMins (June 2015–January 2018).
The maximum value of the significant wave height, Hs, recorded at a 6 m water depth in front of
Saadiyat beach, was around 2 m. The SPM ’84 underestimates the low (0.25–0.50 m) and high (1–2 m)
waves, respectively. For each wave height class, Figure 9 depicts the difference between values of
appearance frequency (af ) in %, determined by SPM ’84 and observed by ADMins; the difference
appears to be small, therefore the af determined by SPM ’84 and observed by ADMins are in fairly
good agreement. The largest differences were found for values of wave height between 1 and 1.5 m.
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(a) (b)

Figure 8. Wave roses from SPM ’84 (a) and from ADMins (b).

Figure 9. Difference in values of appearance frequency determined by SPM ’84 and observed
by ADMins.

Figure 10 shows the wave roses from the NOAA and ECMWF wave models at the nodes, which
were closest to ADMins. Comparing the wave roses obtained from the NOAA and ECMWF nodes
at shallow water conditions (Figure 10), with the wave roses estimated by SPM ’84 and observed
by ADMins (Figure 8) shows that the NOAA and ECMWF models did not sufficiently capture the
variability of the wave climate at the ADMins location in shallow water conditions; in particular, for the
directional distribution. The higher horizontal resolution (1/8◦) of the ERA-Interim wind and waves
hindcasted datasets allowed ECMWF to model the waves having Hs between 1.5 and 2 m with better
precision compared to NOAA.
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(a) (b) (c)

Figure 10. NOAA wave rose at the north node (a), NOAA wave rose at the south node (b), and ECMWF
(c) wave rose in proximity of the ADMins.

Figure 11 shows the SWAN-computed wave rose at the ADMins location. As for the ADMins
and SPM ’84, also in this case, the majority of the waves at Saadiyat beach came from the north-west
direction, having a wave height of up to 2 m.

 

Figure 11. SWAN-computed wave rose at the ADMins location.

Comparing the results from SWAN and SPM ’84 with the observations at the ADMins location,
it followed that SWAN was able to reproduce waves with low and high Hs better than the SPM ’84,
but the SPM ’84 wave directional distribution presented a better agreement with the observations.

To summarize, Table 4 shows the observed/modelled appearance frequency (af ) (in %) in the
main sector (NW or numerically 315 ± 22.5◦), divided in seven classes of Hs.
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Table 4. NW af, for classes of Hs.

Dataset
Classes of HS (m)

[0, 0.25] [0.25, 0.5] [0.5, 1.0] [1.0, 1.5] [1.5, 2.0] [2.0, 2.5] >2.5

ADMins
(O) 7.23 5.59 7.01 3.53 0.38 0.05 0.01

SWAN 14.88 22.25 19.33 6.68 3.48 0.70 0.00
SPM ’84 4.48 7.26 15.45 0.97 0.00 0.00 0.00

NOAA N 7.90 38.99 17.63 1.68 0.03 0.00 0.00
NOAA S 4.76 39.01 16.47 0.86 0.00 0.00 0.00
ECMWF 12.66 25.29 20.16 7.49 2.85 0.59 0.10

With reference to the observations at the ADMins (O), Table 5 shows the af BIAS, af Root Mean
Square Error (RMSE), af Normalized BIAS (NBIAS), af Normalized RMSE (NRMSE), Symmetric Mean
Absolute Percentage Error (SMAPE), and symmetric RMSE (SRMSE) for the modelled values (M)
by: SPM’ 84, SWAN, NOAA N, NOAA S, and ECMWF with respect to the observations, calculated
according to:

BIAS =
∑7

i=1(Mi − Oi)

N
(7)

RMSE =

√
∑7

i=1(Mi − Oi)
2

N
(8)

NBIAS =
∑7

i=1[(Mi − Oi)/Oi]

N
(9)

NRMSE =

√
∑7

i=1[(Mi − Oi)/Oi]
2

N
(10)

SMAPE =
1
N

7

∑
1=1

∣∣∣∣∣Mi − Oi
(Mi+Oi)

2

∣∣∣∣∣ (11)

SRMSE =

√√√√√√∑7
i=1

{
Mi−Oi[
(Mi+Oi)

2

]
}2

N
(12)

where the index i indicates the Hs class (i = 1, 2, . . . , 7) and N = 7, the number of classes of Hs.
SPM ’84 presented the lowest af RMSE (3.55%), indicating that the standard deviation of the af

residuals, i.e., the model error was equal to 3.55% for events in the NW sector. The SWAN af RMSE
(8.52%) was lower compared to NOAA N (13.27%) and S (13.20%), and ECMWF (9.36%), confirming
the good performance of SWAN under shallow water conditions with respect to the global scale wave
models, WAM/WW3, which are more suitable for oceanic large-scale applications.

The main drawbacks of the use of RMSE solely in calculating model performance are the scale
dependency (if the model includes variables with different scales or magnitudes, then absolute error
measures could not be applied), the high influence of outliers in data on the model performance
evaluation, and the low reliability (the results could be different depending on the different fraction
of data) [53]. For these reasons, Table 5 shows not only absolute model error statistical indicators,
such as BIAS and RMSE, but also indicators based on percentage errors, such as NBIAS and NRMSE.
The advantage of such indicators is that they do not depend on the scale of the observations.
The disadvantages are that (i) they include a division by 0 if observed data values are very small,
(ii) the very high weight of outliers in the final result, (iii) the “asymmetry issue”, and (iv) the error
values differ whether the predicted value is bigger or smaller than the actual. For these reasons, a third
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group of statistical indicators is considered: the so-called “symmetric error” indicators, which are the
SMAPE and the SRMSE.

Table 5. Wave model errors’ statistical indicators.

Dataset af BIAS af RMSE af NBIAS af NRMSE af SMAPE af SRMSE

SWAN 6.22 8.52 3.84 5.98 1.25 1.35
SPM ’84 0.62 3.55 -0.37 0.86 1.23 1.42

NOAA N 6.06 13.27 0.59 2.42 1.27 1.44
NOAA S 5.33 13.20 0.46 2.43 1.42 1.54
ECMWF 6.48 9.36 4.80 6.07 1.19 1.27

Table 5 shows that the performance of SPM ’84 was the second best considering the SMAPE, after
only ECMWF, and followed closely by SWAN. This was due to the fact that both ECMWF and SWAN
modelled the contribution of waves with higher Hs better than SPM ’84 in the NW sector, while SPM’84
modelled the directional distribution better.

Analyzing the correlation in each class of Hs between the observations and each model, Figure 12
shows scatter plots of each hindcasting model af versus the observed af. Each subplot shows the values
of the coefficient of determination, R2 calculated as:

R2 = 1 − SSres

SStot
(13)

where SSres is the sum of squares of residuals while SStot is the total sum of squares (proportional to
the variance of the data).

The best performance in terms of the correlation was shown by ECMWF (R2 = 0.856) and SWAN
(R2 = 0.831); SPM ’84 was third (R2 = 0.618).

To facilitate the comparative assessment of the different hindcasting models, Figure 13 shows
a Taylor diagram [54] representing the performance of each model. Taylor diagrams are used to
quantify the degree of correspondence between the modelled and observed behavior in terms of
three statistics: the Pearson correlation coefficient, related to the azimuthal angle (in blue), the RMSE
(green), and the standard deviation (black). The Pearson correlation coefficient (gauging similarity
in pattern between the simulated and observed af ) is related to the azimuthal angle; the centered
RMSE in the modelled af is proportional to the distance from the point on the x-axis identified as
“reference”; and the standard deviation of the modelled af distribution is proportional to the radial
distance from the origin. Therefore, Figure 13 shows that all the models had a standard deviation
(grey dotted contours) much larger than the observed data, which have a standard deviation of 3.03.
The Pearson correlation coefficient was high for SWAN and ECMWF (>90%) compared to SPM ’84
(80%), but SWAN and ECMWF also presented a much higher RMSE (>5%) and a larger standard
deviation (>7.5%) compared to the SPM ’84. Therefore, the Taylor diagram showed that the SPM ’84
exhibited the best performance among the considered models.
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Figure 12. Scatter plots of each hindcasted model af versus the observed af.

Figure 13. Taylor diagram of the performance of each of the considered models.
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4. Discussion and Conclusions

Where the ADCP instrument was deployed, the observed wave climate had been obtained and
compared with the wave climate determined by means of different models at the same location:
wave propagation of the NOAA offshore wave dataset conducted by the SWAN numerical model,
assuming wave conditions at the NOAA offshore grid point as boundary conditions; the NOAA and
ECMWF wave dataset at the closest grid point; and the SPM ’84 [1] hindcasting method with the
closest NOAA wind dataset used as input. The analysis of the wave characteristics has been expressed
in terms of distributions of individual wave heights and directions.

The predictive capability of the SPM ’84 has been favorably verified against the observed and
calculated wave climates. The estimated af RMSE showed that SPM ’84 resulted in a better agreement
with the observed data compared to the other investigated models, and SPM ’84 exhibited the smallest
af RMSE (3.55%), followed by SWAN (8.52%), ECMWF (9.36%), and NOAA N and S nodes (13.27%
and 13.20%, respectively). Considering a symmetric statistical indicator, such as the SMAPE, SPM ’84
showed a comparable performance to ECMWF and SWAN. The reason for this was that ECMWF and
SWAN simulated waves well in the NW sector with high Hs. The principal limitation of the latter
two models was their limited representation of the wave directional distribution; mainly due to the
assumed NOAA offshore directional distribution and to the limited bathymetrical grid, respectively.

Although SWAN, similarly to WW3 and WAM, used by NOAA and ECMWF, respectively, was a
third-generation wave model, it showed better performance in determining the wave characteristics at
Saadiyat with respect to NOAA and ECMWF models. This was due to the fact that SWAN contains
some additional parameterizations primarily for shallow water [46], different numerical techniques,
and different formulations for the wind input and the white-capping with respect to WW3. In addition,
it used the higher resolution computational grid and bathymetry in the model implementation, as was
shown in Table 3.

A Taylor diagram (Figure 13) of the overall performance of each of the considered wave
hindcasting methods showed that the best agreement with the observed wave climate in the vicinity
of Saadiyat beach at Abu Dhabi was obtained using the SPM ’84 hindcasting method for the shallow
water condition. On the contrary, more sophisticated atmosphere–ocean numerical models, such as
those used by NOAA and ECMWF, presented some limitation.

The SPM ’84 best performance could also be due to the fact that the SPM ’84 was based on
exact equations (cfr. Equations (3)–(6)) and exact input terms, such as fetches, water depths, wind
characteristics, and therefore, not influenced by the resolution of the computational grid or the
bathymetric information. The SPM ’84 could be improved, aiming at better modelling waves with
high Hs by recalculating the numerical factors that appear in Equations (3)–(6), or calibrating the
method before the application by using a subset of the wave observations. In the case of Saadiyat
beach, it was not possible to perform this calibration for the time being due to the limited statistics of
wave observations collected so far.

The reliability in wave modelling from the application of the SPM ’84 can lead to a better planning
of the ambitious coastal interventions that are foreseen in the Gulf area in the next future.
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Abstract: In this paper, the advantages of shaping a non-conventional triple collocation-based
calibration of a wave propagation model is pointed out. Illustrated through a case study in the
Bagnoli-Coroglio Bay (central Tyrrhenian Sea, Italy), a multi-comparison between numerical data
and direct measurements have been carried out. The nearshore wave propagation model output
has been compared with measurements from an acoustic Doppler current profiler (ADCP) and
an innovative low-cost drifter-derived GPS-based wave buoy located outside the bay. The triple
collocation—buoy, ADCP and virtual numerical point—make possible an implicit validation between
instrumentations and between instrumentation and numerical model. The procedure presented here
advocates for an alternative “two-step” strategy. Indeed, the triple collocation technique has been
used solely to provide a first “rough” calibration of one numerical domain in which the input open
boundary has been placed, so that the main wave direction is orthogonally aligned. The need for a
fast and sufficiently accurate estimation of wave model parameters (first step) and then an ensemble
of five different offshore boundary orientations have been considered, referencing for a more detailed
calibration to a short time series of a GPS-buoy installed in the study area (second step). Such a
stage involves the introduction of an enhancement factor for the European Centre for Medium-Range
Weather Forecasts (ECMWF) dataset, used as input for the model. Finally, validation of the final
model’s predictions has been carried out by comparing ADCP measurements in the bay. Despite
some limitations, the results reveal that the approach is promising and an excellent correlation can be
found, especially in terms of significant wave height.

Keywords: wave numerical model; directional wave spectra drifter (DWSD); ADCP; GPS wave buoy;
triple collocation; Bagnoli-Coroglio Bay

1. Introduction

1.1. Motivations and Perspective

Many coastal engineering applications require robust estimates of the “design sea state” with
a certain return period, and incorrect estimates can have dramatic effects on the flood risk analysis
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or on the structural design of maritime structures. Therefore, trustworthy and robust wave datasets
are required [1,2]. In the last few decades, satellite observations and meteorological reanalysis
have resulted in considerable improvements in weather and wave climate forecasting. Their use
is gradually increasing, a day at a time. Moreover, in Italy, where there is a long history of wave
measurement [3], datasets such as those provided by the European Centre for Medium-Range Weather
Forecasts (ECMWF) [4] have become widely used to improve/substitute the dataset provided by the
Italian Wave Buoy Network. The reasons can be addressed as:

• the presence of some missing values (the percentage of missing data can severely reduce the
representativeness of the sample and disturb the conclusions drawn from the dataset) [5];

• the spatial resolution, the Italian Wave Network (IWN) consisting of only 15 stations positioned
along the more than 7000 km of Italian coasts [6];

• the temporal window, since the oldest buoy of the IWN in operation from 1989 until 2014 [1,7].

As result, nowadays, ECMWF, which covers the period from 1 January 1979 onward and
continuously extends forward in near real time, is assumed as the only source for wave climate
assessment [8–14]. Several papers have discussed how to validate hindcast data (e.g., [15–24]).
For coastal engineers and marine scientists, it is important to take into account the tendency to
underestimate significant wave height values during severe storm conditions performed by the
ECMWF dataset, as evidenced in several studies [6,8,25–35]. Biased estimates of wave heights will
affect [36,37] both long-term return level estimates for extreme wave analysis and the short/medium time
wave climate in nearshore areas, resulting from the wave model being forced with a hindcast dataset.

The detailed validation of the ECMWF hindcast model and coastal propagation model are beyond
the scope of the present paper. The goals of this study are to:

• perform a comparison of different calibration stages based on the triple collocation method [38–49]
and on the use of multiple numerical geographical domains with different orientations;

• highlight the discrepancies and errors in the use of different sources of wave data for both offshore
and nearshore wave climate analysis from the perspective of coastal engineering measures and
especially in the assessment of non-extreme wave conditions.

The latter are of particular importance for the study site, the Bagnoli-Coroglio Bay, because it
represents one of the most polluted areas in the world but is nestled between two marine protected
areas (the Gaiola and the Baia marine protected areas). This large bay at the north-western end of the
Gulf of Naples (Tyrrhenian Sea) is included within the contaminated Sites of National Interest (SIN)
for the high levels of environmental contamination by heavy industrial activities by the Ilva, Eternit,
Cementir and Federconsorzi industrial factories and plants [50,51]. Due to the limited exchange of
water, the accumulation of pollutants poses major concerns for human and environmental health [52].
In 2015, the Italian central government took over the planning competences over the area. By the
end of 2015, the remediation of soil surfaces and the marine area has not yet been completed. In the
former industrial area, most of the buildings have been demolished, while the surface and subsoil
have been remediated by only 50%. In the southern portion of the area, which hosted the asbestos
industry, only 30% of the remediation has been completed [53]. In the period of 2016–2018, researchers
collected updated information to develop the next phase of the restoration project. This research
phase was granted by the ABBaCo project (“Sperimentazioni pilota finalizzate a restauro Ambientale e
Balneabilità del SIN Bagnoli-Coroglio”) [54,55], in which the present study takes form.

In addition to wave data for both littoral drift/shoreline modeling, future wave climate assessment
should include other detailed eco-hydraulic analyses in order to respond to the nascent requests of
marine biologists and ecologists (e.g., the coupled turbulence-dissolved oxygen dynamics modeling
and forecasting, [56]; projected changes in wave climate [57,58], nearshore velocity field and related
dynamics of deep chlorophyll [59–63], habitat mapping purposes [64–68] and ecosystem-based coastal
defence [69–73]). Therefore, results from a high-resolution coastal propagation model have been
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compared with the in situ measurements of an innovative economical GPS-based wave buoy and
with an acoustic Doppler current profiler (ADCP) in order to calibrate the numerical model itself.
The measurements have been carried out by placing the pair of instruments very close to each other.
In particular, a wave buoy called the directional wave spectra drifter, (DWSD) designed and fabricated
by the Lagrangian Drifter Laboratory (LDL) of the Scripps Institution of Oceanography (SIO) [74],
is examined, exploring its significant potential use in a low-cost drifter for measuring waves in
coastal areas.

1.2. Approach and Challenges

The triple collocation—DWSD buoy, ADCP and virtual numerical point—makes possible an
implicit validation between instrumentations and between instrumentation and numerical model.
Considering the recent depletion of the IWN, as well as in all of Europe, mainly due to the high costs
of maintenance of the traditional wave buoy systems, the opportunity to develop cost-effective and
sustainable technologies to monitor waves is of strong interest to researchers and engineers. In the last
decade, global positioning system (GPS) technology has been introduced in wave buoys as a cheaper
alternative to traditional instruments which mainly utilized accelerometers to measure the pitch, heave
and roll of the buoy [75–80].

Technological advancements of the GPS receivers have helped the development of reliable
GPS-tracked wave buoys, which are currently gradually complementing conventional sensor-based
wave buoys, offering the same high-quality data as traditional, well-established, accelerometer-based
buoys such as the Datawell directional wave-rider buoys [81–93]. GPS technology has also been largely
adopted in the development of surface drifters that track the world ocean surface circulation [86–88],
while other authors [89–91] have recently proposed that the GPS drifter is particularly suited for
nearshore or surf-zone applications. The use of a GPS receiver, as opposed to an autonomous
instrument package, results not only in considerable cost saving but it enables also the development of
smaller buoys, which can be easily transported, deployed and handled from a small boat. This wave
buoy has been developed, moving on from the experience acquired from the Global Drifter Program
(GDP) [86–89]. Its small size (40-cm diameter) also has the advantage of coping with a higher wave
frequency, extending the range of measurement [93].

The idea to have multiple lines of evidence agree has always fascinated climate scientists and
ocean modelers, and a cluster of wave buoys goes right in that direction. Therefore, this work describes
an experience of a calibration procedure in which multiple numerical simulations, called ensembles,
are calibrated by means of the DSWD buoy.

The method presented in this work allows an enclosing calibration procedure to be a building
block in a single two-step approach. The triple collocation technique (applied in a point outside the
study area) has been used solely to provide a first “rough” calibration. Having this fast calibration
(first step), then (second step) the tuning of wave parameters in the numerical model, is refined
by an ensemble of five numerical domains running in different wave sectors, in which time series
are compared with another DWSD buoy located within the study site. Finally, we demonstrate the
method via direct comparison with the wave time series measured by an ADCP installed in the bay.
The final dataset obtained from the calibrated model has been used to describe the local wave climate.
Quali-quantitative considerations from the whole historical dataset are drawn. The results suggest
that the numerical model’s calibrations, based on short-term wave buoy measurements, can be easily
applied in different areas where detailed wave data are not available.

The paper is organized as follows: the next section provides detailed information on the hindcast
model and the instruments used at the study site, as well as a description of the numerical model and
the underpinning assumptions that were used to carried out the calibration. In Section 3, the validation
results of the DSWD buoy against the ADCP are reported. Moreover, the final dataset obtained from
the calibrated model has been used to describe the local annual wave climate. Sources of uncertainty,
relevant shortcomings and contradictions between the calibrated and uncalibrated numerical model are
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also highlighted. Section 4 is devoted to an overall discussion, with remarks on the future perspective.
Finally, some conclusions are drawn.

2. Wave Data and Methodology

2.1. Offshore Wave Dataset

The present work has been based on two sources of offshore wave data: wave buoy records and
hindcast data. The first have been supplied by pitch-roll type directional buoys operating offshore in
Ponza (central Tyrrhenian Sea). The records are available from 1 July 1989 [94,95], as a part of the IWN.
From 1989 to about 2002, the wave buoys collected 30 min of wave measurements every 3 h, but when
in the presence of wave heights greater than 1.5 m, the measurements were continuous. From 2002
to 31 December 2014, the wave measurements were always continuous and the wave characteristic
parameters refer to 30-min time intervals. In any case, the dataset comprises the spectrum zero-moment
wave height (Hm0), the mean wave period (Tm) and the mean wave direction (θ).

A gross stochastic error detection phase has been applied. The data processing has firstly regarded
the missing data problem. Missing values reduce the representativeness of the sample and they can
severely disturb the conclusions drawn from the data. For Ponza buoys, about 10% missing data,
covering about 20 years of observation, have been detected. In order to get a conservative estimation
in case of a lack in the time series, missing data or values of wave height of less than 0.2 m for several
hours have been considered as errors and removed. However, to test the sensitivity of the results, Hm0
= 1 m and 2 m have also been used. This analysis has shown that the estimated wave energy flux does
not differ substantially (i.e., less than 12%) if wave heights of 1 m or 2 m are used to fill the missing data.
Therefore, by considering missing data, unrealistic calm conditions and spikes, of the approximately
126 thousand available data of the whole dataset, only 96,879 values were considered useful.

In addition to these buoy records, the dataset was compared/complemented with the ECMWF
dataset [4], in which historical observational data spanning an extended period are implemented
through a single consistent analysis in forecast models. The ECMWF dataset is composed of a coupled
ocean atmosphere and a general circulation model, i.e., an atmospheric reanalysis coupled with a wave
model integration where no wave parameters are assimilated, making the wave part a hindcast run.

The dataset used is termed ERA-Interim, continuously updated in real time. Significant wave
height (Hm0), mean period (Tm) and mean direction (θ), ranging from January 1979 to December 2018,
were extracted from the ERA-Interim archive, available for download online [46].

The ECMWF internal WAve Model (WAM) covers the Mediterranean Sea by a base model grid
with a resolution of 0.75◦ × 0.75◦. ERA-Interim and WAM products are publicly available on the
ECMWF Data Server. The WAM provides wave characteristics assimilated every 6 h. Here, 12 grid
points (E1–E12) were considered. The geographical coordinates and distance from the seabed of all
offshore points that are of interest to the present study are shown in Table 1. The position of point O,
as representative of the “offshore” of Gulf of Naples, and of point W (offshore Pozzuoli’s Gulf), are
also reported. Geographical information is graphically represented in Figure 1.
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Table 1. Geographical information of ECMWF grid points E1–E12, Ponza wave buoy and reference
point O (offshore of the Gulf of Naples) and point W (offshore Pozzuoli’s Gulf).

Point Latitude Longitude Depth

E1 41.25 N 12.75 E 122
E2 40.50 N 12.75 E 3601
E3 40.50 N 13.50 E 1688
E4 40.50 N 14.25 E 1017
E5 39.75 N 12.75 E 3591
E6 39.75 N 13.50 E 3072
E7 39.75 N 14.25 E 2377
E8 39.75 N 15.00 E 1755
E9 39.00 N 12.75 E 3020

E10 39.00 N 13.50 E 3179
E11 39.00 N 14.25 E 3438
E12 39.00 N 15.00 E 2781

Ponza buoy 40◦52′0.10” N 12◦57′0.00” E 100
O 40◦29′45.06” N 13◦47′46.70” E 1037
W 40◦45′56.49” N 14◦ 7′41.22” E 100

 
Figure 1. Map of mid-Tyrrhenian Sea, showing the location of the Ponza wave buoy, European Centre
for Medium-Range Weather Forecasts (ECMWF) grid points E1–E12 and reference point O (offshore of
the Gulf of Naples) and point W (offshore Pozzuoli’s Gulf).
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2.1.1. Comparison of Offshore Wave Data

The assessment of the whole dataset available for the Ponza wave buoy and for ECMWF time
(point E3) is graphically represented with polar diagrams assembled in Figure 2. The wave dataset
obtained from the Ponza wave buoy by means of the “geographic transposition of wave gauge data”
to point O is also reported. The geographic transposition has been applied according to the method
originally formulated by Contini and De Girolamo [96].

Figure 2. Wave climate referenced to different wave height classes (in legend): (a) at Ponza buoy; (b) at
point O, as obtained by transposition of Ponza wave buoy data; (c) at ECMWF point E3.

The method is based on the following hypotheses:

(a) the wind speed and direction are the same at both real and “virtual” (transposed) stations;
(b) the extent of the wave generation region can be described by the effective fetches [97];
(c) the wind blows over the fetch long enough to assume that wave conditions are independent of

the wind duration (fetch-limited conditions);
(d) both real and virtual stations are in deep water.
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Under the above conditions, the spectral significant wave height Hm0 and the peak period Tm can
be estimated using the Sverdruv Munk Bretschneider (SMB) method [98]:

g×Hm0

U2
A

= 1.6× 10−3 ×
∣∣∣∣∣ g× F

UA
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1
2

(1)

g× Tm
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1
3

(2)

where g is the gravity acceleration, UA represents the wind-stress factor and F is the effective fetch.
Equations (1) and (2) can be written at real and virtual sites and, under the assumption that wind

conditions are the same for both stations, the following equations can be derived:
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2
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where the subscripts R and V denote the variables referring to the real and virtual station, respectively.
The “transposition coefficients” KH and KT allow us to calculate from the real wave buoy records

the transposed wave gauge dataset at the virtual station. For the sake of completeness, the virtual
station O was selected between the ECMWF grid points E3 and E4 before the hindcast data analysis.
In this way, once we selected the best ECMWF reference point from one of the two points, a sufficient
comparison with the transposed dataset was ensured. More than 65% of the annual wave energy comes
from the sector 220◦–280◦, in accordance with the long fetch facing the Gulf and with the mesoscale
climate conditions, with swells approaching from distant storms coming from the NW sector of the
Mediterranean Sea.

The comparison between the ECMWF dataset and buoy records (both real and transposed) shows
some differences. In particular, the rate of waves coming from the east is significantly reduced. Then,
the lowest values of energy in the ECMWF points are noticeable, particularly in the highest power
class. It can be seen that the average wave power moves from 3.85 kW/m computed at the Ponza wave
buoy (4.73 kW/m for point O) to 2.19 kW/m at point E3 (Table 2).

Table 2. Main wave climate parameters (based on the whole datasets) at Ponza wave buoy, point O
and ECMWF grid point E3.

Dataset
Hs,mean Hs,max σH Tp, mean Tp, mean σT θm σθ P,mean

(m) (m) (m) (s) (s) (s) (◦) (◦) (kW/m)

Ponza
buoy 0.89 7.9 0.71 5.49 33.33 2.34 215.92 70.95 3.85

Point O 0.92 9.46 0.79 5.63 38.16 2.49 215.92 70.95 4.73
E3 0.65 6.133 0.53 5.07 11.54 1.44 222.62 76.51 2.19

Moreover, Table 3 shows the average differences between the measurements carried out by the
buoy (at Ponza and after transposition at point O, respectively) and the hindcast data. Such values
of Hs,PONZA BUOY / Hs,ECMWF and Hs,POINT O / Hs,ECMWF are organized by wave class (in terms of
Hs ranges).
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Table 3. Average differences between the buoy records (at Ponza and transposed at point O, respectively)
and ECMWF hindcast data for point E3.

Hs

(m)
Hs,PONZA BUOY/Hs,ECMWF

(m)
Hs,POINT O/Hs,ECMWF

(m)

<0.5 1.04 1.06
0.5–0.75 1.75 1.77
0.75–1 1.47 1.50

1–2 1.41 1.43
2–3 1.35 1.37
3–4 1.21 1.36

Mean 1.37 1.42

It is possible to note that for calm conditions (Hs < 0.5 m), the datasets are very similar. The highest
discrepancy was found for 0.5 m < Hs < 0.75 m, where values of Hs recorded by the Ponza wave buoy
(point O, respectively) were on average 1.75 times (1.77, respectively) higher than those reported for
the E3 hindcast data. The overall mean discrepancy between the Ponza buoy and the ECMWF data
was 1.37, while between point O and ECMWF, it was 1.42. A comparison of the wave height time series
obtained from the different datasets is highlighted in Figure 3.

Figure 3. Comparison of the wave height obtained from buoy records, transposition of buoy records at
point O and ECMWF data for the reference point E3.

The bulk of these differences can be attributed to the dissimilar measurement conditions.
The smaller sampling frequency for the hindcast data involves peak attenuation, acting as a band-pass
filter and smoothing the signal. The underestimate of the ECMWF data was previously highlighted
within the WW-Medatlas projects [28]. Moreover, through intercomparison with NCEP (National
Centers for Environmental Prediction) Climate Forecast System Reanalysis [26] and with wave buoy
data, the lowest values of energy in the ECMWF points were detected, especially in the highest power
class (e.g., [6,10,27,36]). Hence, the use of the ERA-Interim dataset could be considered adequate for
slightly conservative wave power potential and studying long-term variations in wave height [10] but,
at the same time, should be examined carefully during detailed resource assessments or for arriving at
the design wave condition or to build a detailed nearshore wave model. The main parameters of the
wave climate at each grid point are reported in Table 4.
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Table 4. Main wave climate parameters (based on 39-year average) at ECMWF grid points.

Point
Hs,mean

(m)
Tm, mean

(s)
θ, mean

(◦)
Pmean

(kW/m)

E1 0.64 4.43 222.63 2.19
E2 0.77 4.71 229.82 2.94
E3 0.65 4.43 222.62 2.19
E4 0.67 4.55 237.02 2.49
E5 0.85 4.86 235.25 3.77
E6 0.79 4.83 237.98 3.69
E7 0.74 4.69 242.95 2.91
E8 0.69 4.68 240.89 2.56
E9 0.95 4.87 238.58 4.73

E10 0.95 4.87 238.59 4.11
E11 0.86 4.72 249.12 4.11
E12 0.75 4.70 254.91 3.13

A tentative contour map (based on interpolation of power rate at 12 grid points) has been provided
in Figure 4, where wave power isolines are depicted, ranging from 2.5 to 5 kW/m.

 

Figure 4. The 18-year averaged energy flux for the 12 ECMWF grid points and contour lines of the
estimated mean wave power flux per unit crest on the central and southern Tyrrhenian Sea.

2.2. Study Site and Nearshore Wave Instrumentation

The nearshore study site is represented by the Bagnoli-Coroglio Bay, located within the Gulf of
Naples, a natural semi-enclosed embayment within the Gulf of Pozzuoli (also known as the Gulf of
Puteoli). Its mean depth is ca 60 m, with a maximum depth of 110 m and a surface area of 33 kmq.

Due to the proximity to the city of Naples, the whole area historically represents one of the best
studied coastal areas of the Mediterranean Sea [99].

Thanks to the presence of the Stazione Zoologica “Anton Dohrn” (SZN) since 1872, marine
investigations have been carried out for more than a century and half [100]. Recently, two Monitoring
and Environmental Data Units (MEDA) of the SZN have been installed in the Gulf of Naples and in
the Gulf of Pozzuoli (Figure 5). These MEDA units are mainly used for the chemical, biological and
environmental monitoring of the marine ecosystem and both are equipped with an ADCP [61]. This
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shallow marine area is also famous, as it is the most highly active volcanic district in the coastal zone
of SW Italy [101]. The geographical coordinates and water depth for MEDA A (Gulf of Pozzuoli) and
MEDA B (Gulf of Naples) are indicated in Table 5. Close to MEDA B, a DWSD wave buoy (DWSD-B
hereafter), provided by the University of Campania, was installed during a field campaign which
took place from May to June 2016 [93]. Instead, in the period of February–March 2017, a DWSD buoy
(DWSD-A) was placed close to MEDA A.

 

Figure 5. (a) Map of the Gulf of Naples and location of the study site. (b) Zoom on the study
area. The positions of point W (offshore Pozzuoli’s Gulf), Monitoring and Environmental Data
Units, MEDA-A and MEDA-B, are also depicted. The brown contour line defines the remediation
site boundaries.

Table 5. Geographical information of MEDA units.

Point Latitude Longitude Depth

MEDA A 40◦49.668’ N 14◦13.984’ E 19.0
MEDA B 40◦48.550′ N 14◦09.300’ E 17.5
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2.2.1. Acoustic Doppler Current Profiler

The ADCPs used for the test campaign are one of the most widely used instruments in
oceanographic research for measuring the wave velocity profile. Such instruments are also able
to provide wave information. ADCP-A and ADCP-B are part of the aforementioned MEDA A and
MEDA B, respectively. The ADCP (Figure 6) is a bottom-mounted upward-looking instrument which
takes the measurements of the waves basically using three independent techniques.

 
(a) (b) (c) 

Figure 6. Stazione Zoologica “Anton Dohrn” (SZN) instruments: (a) MEDA A; (b) MEDA B; (c) acoustic
Doppler current profilers (ADCPs).

The first method is wave measuring using the basic principle of Doppler shifting to evaluate the
orbital velocities of waves, ensonifying the entire water column along four inclined beams. The orbital
velocity measured by the ADCP along each distant beam provides information above the directional
and non-directional wave spectrum. In addition to wave orbital velocity measurement, the ADCP also
measures the non-directional spectra through echo ranging (surface track) and bottom pressure with a
pressure transducer, providing redundant measurements of wave height and water depth.

In Tables 6 and 7, the ADCP specification and the parameters used for the spectral analysis are
described. Details of the ADCP wave measurements are described in [102–106].

Table 6. ADCP configuration.

Time between Full Ensemble Records (15 min)

Frequency (600 kHz)
Size of the depth cell (50 cm)

Number of bins in the current profile (49 bins)
ADCP altitude above bottom (50 cm)

Number of beams (4 beams)

Table 7. The spectral analysis parameters of the ADCP.

Frequency band width (0.0078 Hz)
Maximum upper cutoff frequency (0.5 Hz)

Sea-swell transition frequency (0.11 Hz)
Minimum lower cutoff (0.039 Hz)

Number of direction frequency bands (128 bands)
Number of frequency bands (128 bins)
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2.2.2. Directional Wave Spectra Drifter-Derived Wave Buoy

The DWSD buoy uses the GPS sensor package in order to measure w(t), u(t) and v(t), which
represent respectively the vertical, horizontal E-W and horizontal S-N buoy velocity components, from
changes in the frequency of the GPS signal [86,93,107,108]. The measurements are made for a 17 min
long sample of u(t), v(t) and w(t) every hour, divided into overlapping 4-min segments with 1 Hz
of sampling frequency. The power spectral density, co-spectra and quadrature-spectra parameters
are derived from a Fourier transform of the correlation functions related to each pair of the three
aforementioned signals, giving the first five independent Fourier coefficients (a0, a1, a2, b1, b2) and thus
the wave spectra for each hourly sea state. For each measured sea state, the three velocity components,
the computed first five Fourier coefficients and the main wave data parameters are transmitted in real
time through the Iridium satellite system. All these wave data, including data on battery voltage and
the pressure, temperature and humidity of the hull, are accessible in real time from a dedicated website.

The DWSD buoy (Figure 7) has a simple spherical geometry with a diameter of 0.39 m and weight
of 12 daN, reducing in this way the installation and maintenance costs, being very easy to handle and
to install.

(a) (b) 

Figure 7. The directional wave spectra drifter (DWSD) buoy: (a) ashore, prior to launching; (b) right
after deployment at MEDA-B. The orange float required for the mooring system is also shown.

2.3. Wave Propagation and Model Calibration

In order to consider the intricate variations in wave energy density occurring from offshore of
the Gulf of Naples to the Bagnoli-Coroglio Bay, the nearshore energetic patterns have been studied
by means of the numerical suite MIKE 21 SW spectral wave model, developed by DHI Water and
Environment [109]. The model takes into account the effects of refraction and shoaling due to varying
depths and local wind generation and energy dissipation due to bottom friction and wave-breaking, and
it has been validated by comparison with data from buoys and satellites by several authors [8,110–113].
Moreover, several scientific papers (e.g., [114–117]) discussed the overall satisfactory agreement
between MIKE 21 SW and SWAN, TOMAWAC and STWAVE. In particular, Ilia and O’Donnell [118]
found that both MIKE 21 SW and SWAN were largely consistent in their observations during storms,
even if MIKE 21 SW predicted some of the storm peaks slightly better than SWAN. Therefore, the results
from this study can be of interest for applications with other spectral wave models.

The basic equations in the model are derived from the conservation equation for the spectral wave
action density Z, based on the approach proposed by the authors of [119]. In fact, in the presence
of currents, wave action is conserved whilst the wave energy is not [120]. The source/sink term that
represents all physical processes which generate, dissipate or redistribute energy, Stot, can be written as:

Stot = Sin + Ssur f + Sdw + Sbot + Snl (5)
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where Sin represents the energy transfer from wind to waves, Ssurf is the dissipation of wave energy
due to depth-induced breaking, Sdw is the dissipation of wave energy due to whitecapping, Sbot is the
dissipation due to bottom friction and Snl is the energy transfer due to non-linear triad (three-wave)
interactions. The following approaches/models are used in the model:

• for the wave bathymetric breaking, the formulation proposed by Battjes and Janssen [121];
• the formulation of Kofoed-Hansen and Rasmussen [122] for bottom friction dissipation;
• the Komen et al. [123] dissipation model for whitecapping;
• the triad-wave interaction is modeled using the simplified approach proposed by Eldeberky and

Battjes [124,125];
• for Snl parameterization, the discrete interaction approximation developed by Hasslmann et al. [126].

Operatively, the models compute the evolution of Z by solving the action balance equation [127],
which in the Cartesian co-ordinates can be written as:

∂Z
∂t

+ ∇x,y
[(

Cg + U
)
Z
]
+
∂
∂σ

(CσZ) +
∂
∂θ

(CθZ) =
Stot

σ
(6)

where Z = V/σ, V being the variance density and σ the relative angular frequency, θ is the mean wave
direction measured clockwise from true north, Cg is the group velocity, U is the current velocity vector
and Cσ and Cθ are the propagation velocities in spectral space (σ,θ). The left-hand side of the above
equation represents the local rate of change of the wave energy density, propagation in geographical
space and shifting of frequency and refraction due to the spatial variation of the depth and current.

For wave propagation over slowly varying depths h, σ can be written by means of the linear
dispersion relation

σ =
√

g k tanh(kh) (7)

in which k is the wave number.
The magnitude of the group velocity Cg is given by
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]√
g
h

tan h(kh) (8)

The implicit assumption of these equations is that properties of the medium (water depth and
current) as well as the wave field itself vary on time and space scales that are much larger than the
variation scales of a single wave.

The model takes into account diffraction by using the approximation proposed by Holthuijsen
et al., [128], based on the revised version of the mild slope equation model of Berkhoff [129] that was
proposed by Porter [130].

It is worth noting that the source functions Sin, Snl and Sds in MIKE 21 SW are similar to the source
functions implemented in the WAM Cycle 4 model [131,132]. The latter provides the basis for the
ECMWF wave hindcast dataset [16,133,134]. One of the main restrictions of the model is that when
propagation leads to waves moving nearly parallel and close to the coast, there is an unrealistic loss
of energy caused by the large second-order diffusion error [135]. In this case, moreover, the main
assumption that the source integration time step has to be shorter than or equal to the propagation
time step is at fault. Hence, an intrinsic sensibility to direction can be detected, representing a warning
if significant diffraction-reflection conditions can be found.

The model solves the governing equation by means of finite element-type methods to discretize
geographical and spectral space. A parameterization of the conservation equation in the frequency
domain is performed by introducing the zeroth and the first moment of the action spectrum as
dependent variables.

The computational domain was discretized using an unstructured grid with meshes based on
linear triangular elements (Figure 8) and performed using the cell-centered finite volume method.
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The seabed was performed by interpolating at the grid nodes the information provided by the General
Bathymetric Chart of the Oceans (GEBCO) database [136]. The grid resolution was assumed to be
variable linearly between the maximum depth to 150 m for depths in the range of 500 m to 100 m.
Constant values of 150 m and 1000 m of the grid resolution have been assumed for water depth
shallower than 100 m and deeper than 500 m, respectively.

 

 

Figure 8. Zoom on the Bagnoli-Coroglio Bay with focus on the computational mesh implemented in
MIKE 21 SW:

The wave model was run as forced wave-by-wave with data from the ECMWF internal WAve
Model (WAM) with the ERA-Interim dataset related to source point E3. The basic data necessary to
fulfill the offshore requirements are the significant wave height (Hm0), mean wave period (Tm) and
mean wave direction (θ), provided by 6-h hindcast wave data. Wave power series was calculated
from the resulting dataset provided by the transformation model. For natural sea states, where waves
are random in height and period (and direction), the spectral parameters have to be used. The wave
energy flux can be defined as:

P = ρg
∫ 2π

0

∫ ∞
0

Cg( f , h)S( f ,θ)d f dθ (9)

where � is the sea water density, S(f,θ) denotes the 2D wave spectrum as a function of the spectral wave
frequency f and mean wave direction θ and Cg(f,h) denotes the wave group velocity, expressed by
Equation (8).

2.3.1. First Step: Triple Collocation

Although a phase-decoupled approach is employed in order to reproduce the qualitative behavior
of changes and spatial redistribution in the wave direction, when significant diffraction conditions
are detected (e.g., in front of reflecting obstacles like rocky coasts), a Boussinesq-type model is
required. However, due to the large extension of the spatial domain and the large wave dataset
and computing effort normally required for the computation of diffraction in arbitrary geophysical
conditions, a different approach was applied in the present study. Taking into account the way in
which MIKE 21 SW solves the equations, better results are normally obtained with waves that are
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parallel to one of the coordinate axes or (if just one boundary is used to force the model) perpendicular
to the offshore boundary from which the input waves are coming [137]. Therefore, the input open
boundary should be placed so that the main wave direction is orthogonally aligned. Looking to a
large scale, the exchanges between the Gulf of Naples and the Tyrrhenian Sea occur along the Bocca
Grande, the main aperture of the gulf between Ischia and Capri. Considering that Bocca Grande
opens to the west into the Mediterranean Sea and the bulk of the waves are provided by westerly
waves [5], firstly, the open boundary of the numerical domain was orthogonally aligned along the
220◦ N direction. For convenience, we will call this domain M220◦. Under this domain, the numerical
model was forced with the hindcast data by ECMWF (grid reference point E3). Since two sources of
direct meausurement of the “physical truth” (with certain systematic deviations and random errors)
are available (i.e., ADCP-B and DWSD-B datasets), the search for the best set of model parameters
(breaking parameter, bottom friction and white capping) was iteratively obtained by firstly applying a
triple collocation procedure. This is the singularity of the present study, for which the third dataset is
not univocally defined: the triple collocation is not used just for error estimation purposes but to help
the search for the best calibration.

The term “triple collocation” indicates a methodology used to characterize systematic biases and
random errors in satellite observations, model fields and in situ measurements. It attempts to segregate
the measurement uncertainties, spatial and temporal representation and sampling differences in the
different datasets by an objective method [137,138]. A frequent and often biased assumption is that all
errors are due to the system that is being tested against a reference system, that is in turn assumed
perfect. In this vein, Stoffelen [38] also refers to the biases associated with regression and with error
distributions. These issues cannot be clearly resolved in dual comparisons, as scatter will be caused
simultaneously by all the above issues for both observing systems, and there is no clear objective way to
assign errors to one or the other [139]. In triple collocation, instead, three (ideally) independent datasets
are brought together, so that three scatter plots can be made. Focusing on the specific application
to coastal engineering, and referring to studies provided by Robertson et al. [45], Muraleedharan et
al. [42] and McColl et al. [46], the technique needs the assumption of a linear relationship between the
measured value and true value. The following equation can be considered:

Xi = αi + βiT + ei (10)

where the Xi (i ∈ {1, 2, 3}) are collocated measurement systems linearly related to the true underlying
value T with additive random errors ei, respectively. The terms αi and βi are unknown calibration
parameters representing bias and the linear calibration coefficient (i.e., the ordinary least squares
intercepts and slopes, respectively).

Given that the true value T is unknown, this method requires that one of the datasets is defined
as the reference. However, as noted by Janssen et al. [40], the choice of T does not affect the results.
The ADCP-B dataset was defined as the reference dataset; hence, its α and β will be set to 0 and
1, respectively.

The first step removes α from the datasets by introducing the following new variables:

X′i = Xi − αi (11)

A new set of equations, without T, result from inserting (11) into (10). The uncertainty term e in
(10) can be modified to:

X′′i − T =
X′i
βi
− T =

ei
βi

= e′′i (12)

By calculating the difference between any two of above equations, the true value can be eliminated,
obtaining the following:

X′′1 −X′′2 = e′′1 − e′′2
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X′′3 −X′′2 = e′′3 − e′′2 (13)

X′′1 −X′′3 = e′′1 − e′′3

Assuming the errors from the independent sources have zero mean and are uncorrelated with
each other and with T, error terms can then be calculated by multiplying any of the two equations
above, introducing the mean values:

(X′′1 −X′′2 )
(
X′′3 −X′′2

)
=
(
e′′1 − e′′2

)(
e′′3 − e′′2

)
=
(
e′′2
)2

(X′′1 −X′′3 )
(
X′′2 −X′′3

)
=
(
e′′1 − e′′3

)(
e′′2 − e′′3

)
=
(
e′′3
)2

(14)

(X′′1 −X′′3 )
(
X′′1 −X′′2

)
=
(
e′′1 − e′′3

)(
e′′1 − e′′2

)
=
(
e′′1
)2

Then, according to Janssen et al., [40], it is possible calculate the linear calibration coefficient for
the X2 and X3 datasets (the DWSD-B datasets and the numerical output, respectively, in the present
study). It can be calculated as:

β2 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝−B2 +

√
B2

2 − 4A2C2

2A2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (15)

β3 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝−B3 +

√
B2

3 − 4A3C3

2A3

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (16)

where A2 = r2X′1X′2, r2 = e1/e2, B2 = X′12 − r2X′22, C2 = X′1X′2, and A3 = r3X′1X′3, r3 = e1/e3,

B3 = X′12 − r3X′32, C3 = X′1X′3.
Hence, the bias is calculated as:

α2 = X2 − β2X1 (17)

α3 = X3 − β3X1 (18)

assuming as initial values for the iterative method that α2 = α3 = 0 and β2 = β3 = 1. The iterative
process ends when either of the bias, beta or error variance converge [45]. For this study, convergence
was based on the error variance.

Operatively, the triple collocation procedure has been repeated several times with different
numerical outputs (X3) obtained each time after arbitrary modification of model parameters. It was
assumed, in particular, that the calibration of the numerical output was achieved when the error
variance estimated by means of the triple collocation between X3 and X2 and X3 and X1 were both
smaller than the error variance between X1 and X2.

For the qualitative evaluation of the comparison results, statistical indicators such as bias and root
mean square error (RMSE) were used. These parameters are defined as:

Bias
(
Xi, Xj

)
=

1
N

∑N

n=1

(
xj,n − xi,n

)
(19)

RMSE
(
Xi, Xj

)
=

√√√
1

N − 1

N∑
n=1

(
xj,n − xi,n

)2
(20)

where xj and xi (i,j ∈ {1, 2, 3}, i�j) indicate the wave parameters at the n-th hourly sea state, respectively,
measured by the DWSD buoy, the ADCP or provided by numerical runs, and N is the total number
of hourly sea states considered for the field test campaign. The notation is such that capital letters
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represent random variables, and lower-case letters represent realizations of random variables. We also
may derive the bivariate correlations between the measurement sources as:

Γ =
COV

(
Xi, X j

)
σXiσxj

(21)

obtained by defining the second-order quantities that are estimable directly from sample measurements,
i.e., the covariance, COV(Xi,Xj), and the standard deviation, σ, of two datasets.

The key benefits of the first step can be summarized as follows:

• firstly, qualitative evaluations of the input time series amount to cheap and almost instantaneous
forward runs of a pretrained network of direct measurements;

• secondly, fast and accurate approximations of numerical output with respect to the model
parameters returns, since short recordings by DWSD-B and ADCP-B are taken into account.

These benefits, used together under the triple collocation technique, allow for an efficient
rough calibration.

2.3.2. Second Step: Ensemble of Multiple Runs

The small gulf of Bagnoli-Coroglio Bay represents a sub-basin in the northwestern end of the Gulf
of Naples. Water exchange occurs between Pozzuoli Bay and the Gulf of Naples through a section
that is 100 m deep and 2 km wide. Considering its wave sector, in addition to M220◦, the other four
different offshore boundary orientations have been applied (M180◦, M240◦; M260◦; M280◦), as shown
in Figure 9.

 
Figure 9. Bathymetry implemented for each boundary orientation: (a) model M180◦; (b) model M220◦;
(c) model M240◦; (d) model M260◦; (e) model M280◦.

The main idea was that the model results coming from M220◦ can be improved by weighing
the contributions of each sub-model. Hence, equal numbers of wave sectors from the whole offshore
dataset have been propagated within the respective oriented model, as explained in Table 8. In other
words, the 1-year wave time series was divided into five sub-series, collecting waves by the five
directional ranges. The angular width of such wave sectors is not equal but is chosen concurrently,
considering that the morphological characteristics of the bay and offshore directional wave rose.
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Table 8. Geographical information of nearshore study sites.

Name of the Model Wave Sector

M180◦ From 0◦ N to 190◦ N
M220◦ From 190◦ N to 220◦ N
M240◦ From 220◦ N to 250◦ N
M260◦ From 250◦ N to 270◦ N
M280◦ From 270◦ N to 360◦ N

At their first run, the set of model parameters found for M220◦ was considered. The procedure is
synthesized in the scheme reported in Figure 10.

The whole dataset of resulting wave patterns obtained by means of the multi-domain procedure
can be seen as not significantly affected by neglecting diffraction (i.e., not significantly different in
comparison to adopting a diffraction model using just five scenarios along the mean five directions).

The calibration of each domain has been carried out, comparing the numerical results of a 1-year
wave time series at the control point corresponding to the DWSD-A location, focusing only on waves
coming from the reference wave sector. Then, the search for the optimal tuning parameters was carried
out iteratively.

Concerning this iterative operation, it is of significative importance that an enhancement factor is
introduced into the input series. In fact, after a first run for all the five boundary orientations, a sort of
large bias was detected. Even if a calibration in phase one was carried out, the gross error remained
too high, especially for larger wave heights. This discrepancy was not found when the geographically
transposed dataset (at point O) was used to force the numerical model. Therefore, in order to use
the ECMWF dataset (with the advantage of 40 years of continuous wave data), a rough correction
parameter had to be applied (i.e., the enhancement factor) and then the finer calibration procedure
could be applied. As previously highlighted, the use of a reanalysis product (the ERA-Interim dataset)
as input for the numerical model leads to a general underestimation of the wave height. Considering
that these differences can be attributed mainly to the dissimilar measurement conditions, an estimation
of the discrepancies between ECMWF and IWN buoy records (the one at Ponza buoy and at point O,
by transposition) is available in Section 2.1.1. In this work, the value of 1.42 (see Table 3) has been
applied to amplify the wave height time series at point E3. The amplification factor was not necessary
in the first step. This can be attributed to the small range of wave heights collected at MEDA B. As
highlighted in Section 2.1.1, no relevant differences between reanalysis and direct measurements were
detected for Hm0 < 0.75 m.

Finally, the resulting five numerical series were assembled in order to reconstruct the 1-year
nearshore dataset. The main information for the assemblage was represented by the offshore wave
direction provided at point E3. The logic description of the assemblage algorithm is reported in
Appendix A.
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Figure 10. Flow chart of the two-phase calibration procedure.

3. Results

3.1. DWSD Buoy Compared to the ADCP

Figure 11a shows the time series of the significant wave height Hm0 measured by the two wave
instruments, presenting very good agreement considering the very different instrumental techniques
that were used. It can be noted that the time series plot between the DWSD-B and ADPC-B looks very
similar, without any significant deviation, especially when the significant wave height exceeded 0.5 m.
In Figure 11b, the comparative analysis of the significant wave height clearly shows a good correlation
between the simultaneous buoy data and the ADCP, with a bias of 0.038 m, RMSE of 0.07 m and a
correlation coefficient R of 0.96. Such a strong agreement between two wave sensors of totally different
natures confirms the high quality of this cheap DWSD. For practical coastal engineering applications,
sea states with values of Hm0 lower than 0.50 m are in many cases considered as calm conditions.
If only the sea states greater than this threshold are considered in the comparison between DWSD
and ADCP, then the results show excellent correlation, with a bias of of 0.011 m and RMSE of 0.05 m.
The wave height correlation coefficient between sources is Γ = 0.87.
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(a) (b) 

Figure 11. (a) Data series of the significant wave height Hm0 between DWSD-B buoy and ADCP-B (from
12 May to 18 May 2016); (b) comparison of the significant wave height Hm0 between the two instruments.

The correlation of the peak period Tp between the ADCP-B and the DWSD-B is shown in
Figure 12a. The peak period considered in the analysis refers to the peak related to the wind–sea spectra
(0.11 Hz < f < 0.49 Hz). The results of peak periods show some small differences between the two
instruments, mainly when the calculated wave spectra have multiple peaks in the wind sea frequency
range (0.11 Hz < f < 0.49 Hz), of approximately equal magnitude, leading to some difficulties in the
correct evaluation of the Tp. Small stochastic effects may easily modify the spectral peak, yielding a
slightly different peak period. Figure 12b shows the comparison of the peak period for each sea state,
showing a bias of −0.1 sec and an RMSE for the 1.1 section.

 
(a) (b) 

Figure 12. (a) Data series of the peak period Tp measured with the DWSD-B buoy and the ADCP-B
(from 12 May to 18 May 2016); (b) comparison of the peak period Tp between the two instruments.

3.2. Triple Comparison

After the implicit validation between ADCP and the DWSD buoy was obtained, the M220◦ MIKE
21 model was calibrated. The breaking parameter, bottom friction and white capping were tuned in
order to provide better wave predictions. In the present work, the iterative procedure ends when the
bias related to Hs between numerical output and DWSD buoy is less than the one between ADCP-B
and DWSD-B (i.e., <0.038). In particular, a bias = 0.03 m was reached.
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Figure 13 shows a brief time series of the different datasets. The original ECMWF dataset (without
the enhancement factor) is depicted. It is worth noting that the available data for triple comparison
are few and, in particular, the range of measured wave height is between 0.4 m and about 1 m. This
reinforces the need for a second stage of calibration.

Figure 13. Observed and modeled time series of hourly averaged wave height. The observed time
series of 6-hourly averaged wave height at the ECMWF grid point E3 (offshore of Gulf of Naples) is
also reported.

It is also important to note the smoothed signal for the hindcast data and, hence, the numerical
model, due to the smaller sampling frequency. By means of the small arrows in Figure 13, we also
reported the offshore wave direction at point E3, which ranged between 232◦ N to 274◦ N. It can be
noted that for waves coming from 230◦–250◦ N, the numerical model fits very well with the direct
measurements (in this vein, it could be seen as the envelope curve for those time series). On the other
hand, when the direction became higher than 250◦–255◦ N, the error significantly increased. This
evidence corroborates the use of a multi-domain approach in order to overcome the intrinsic limits of
the numerical model in relation to diffraction issues.

3.3. Final Calibration

According to the main wave direction, the five numerical domains were run. The second step
of the calibration procedure was obtained by comparing the numerical output with the records at
the DWSD buoy located at MEDA A. Unfortunately, during the working period of the Buoy-A,
the ADCP-A did not record any data due to malfunction. A unique time series from the five datasets
has been re-constituted.

Figure 14 shows the comparison between the ensemble of numerical runs as reconstituted by
the five numerical domains and the Buoy-A and related to 1 year of data. This period, however, is
not a consecutive time, but it was reconstituted considering the available period of measurements at
ADCP-A. In other words, the fictitious 1-year ADCP-A time series was built by linking the following
timeslots: 1 May 2016–30 November 2016, 1 December 2017–8 March 2018, 22 March 2017–27 April
2017. Obviously, for the numerical runs, the same temporal windows from the hindcast data were used.
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Figure 14. Comparison of time series obtained with the ensemble numerical runs, buoy records at
MEDA A and ECMWF data for the reference point E3.

The results related to 1 year are graphically represented with polar diagrams, assembled in
Figure 15. The wave rose of Figure 15a shows that the 1-year predominant offshore waves are the ones
coming from WNW to WSW. Depending on the system morphology, the wave rose measured at the
ADCP-A (Figure 15b) undergoes a radical transformation, both in predominant direction and wave
energy. The comparison between ADCP-A and wave climate obtained by using a single numerical
domain (i.e., M220◦, in Figure 15c) shows some differences.

The loss of directional information is noticeable for all wave height classes, resulting in an
unrealistic predominant wave direction (210◦–225◦ N): the occurrence frequency of these waves is
about 48%.

The ensemble numerical runs (Figure 15d) and the energy flux from each wave class are consistent
with the ADCP-A measurements and the relationship between one wave sector and another is well
evidenced. As highlighted in Figure 14, the smaller sampling frequency (6-h) for the numerical model
leads to lower peak values and to a reinforcement of the lowest wave height class (i.e., <0.25 m),
which also occurs if the enhancement factor for the input dataset is applied. If a moving average filter
(spanning 6 h) is applied to the 1-year ADCP-A measurements in order to have a time series with the
same sampling frequency of the numerical ensemble, an excellent correlation can be found, with a bias
of 0.009 m and an RMSE of 0.52 m. The main wave climate parameters and main statistics obtained for
the various sources are reported in Table 9.

The results shown as the mean energy flux at MEDA A are not negligible, in contrast with the
intricate morphology of the Bagnoli-Coroglio Bay.

A tentative wave energy flux density contour map is shown along the analyzed coastline in
Figure 16. It is stressed that the mean wave power is able to provide its effect up to the outer surf zone.
The explanation is straightforward: when the wave front is parallel to the bathymetry and, in particular,
if a favourable funnel shape of the coast is recognizable, the main phenomenon governing the wave
transformation is energetic refraction, and shoaling could be easily recognized as an energy-conserving,
non-dissipative mechanism. This effect could in part explain the validity of the results even though a
Boussinesq-type model was not used.
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Figure 15. Wave rose referenced to different wave height classes (in legend) and related to the fictitious
1-year period for: (a) ECMWF grid point E3; (b) ADCP at MEDA A; (c) numerical model by using
M220◦ only; (d) reconstituted time series by the five numerical domains.

Table 9. Wave statistics obtained for the various sources.

ECMWF Ensemble ADCP

Hs Hs Hs
(m) (m) (m)

Mean 0.62 0.38 0.39
Median 0.45 0.24 0.26

Max 3.95 2.96 3.27
Min 0.07 0.00 0.00

Standard deviation 0.5 0.41 0.38

Tp Tp Tp
(s) (s) (s)

Mean 5.14 4.54 5.47
Median 4.94 4.55 5.4

Max 10.33 10.16 28.1
Min 1.96 0.23 0.00

Standard deviation 1.71 2.61 2.27
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Table 9. Cont.

ECMWF Ensemble ADCP

θ θ θ

(◦) (◦) (◦)
Mean 234.39 201.7 198.65

Median 262.39 202.21 203.00
Max 359.98 359.02 359.00
Min 0.03 0.00 0.00

Standard deviation 77.07 35.99 35.72

P P P
(kW/m) (kW/m) (kW/m)

Mean 1.73 0.93 0.96
Median 0.4 0.09 0.13

Max 67.88 33.95 43.19
Min 0 0 0

Standard deviation 4.18 2.70 2.80

 

Figure 16. Mean wave power flux per unit crest (expressed in kW/m) in the Bagnoli-Coroglio Bay.

4. Additional Considerations and Future Perspectives

Waves are a concentrated form of solar energy. This energy flows through the Earth’s climate
system, and its components respond. The response (change in energy flow) usually has impacts
on other parts of the climate system. This is known as feedback. Such feedback can be positive (it
leads to reinforce a small change) or negative (it acts as a stabilizing force, pushing the system back
to its original state). In the context of climate assessment (also in the perspective of climate change
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detection), this has the opposite connotation: positive feedback destabilizes the system (which is
usually bad), while negative feedback acts against the perturbation [140]. Whereas several climate
factors have been classified as positive or negative feedback, storm waves and sea level rises are not
univocally defined. In the study of environmental restoration projects, like the one in Bagnoli-Coroglio
Bay, the identification of feedback is important in order to better understand the sensitivity of local
environmental parameters to changes. The authors of [141], in analyzing the impact of sea level rises
and storms along the U.S East Coast, stumbled across a variation in sea surface height associated with
the Gulf Stream. As is typical of many applications, wave climate changes sit in context with internal
variability and other local causes. The non-tidal condition for the Bagnoli-Coroglio area makes it
possible to avoid the influence of internal modes of variability in the atmosphere. Therefore, the results
of the present study may be assumed as the basis for building other models for “climate” purposes,
like those for sea level rises, water circulation and heat exchange at the water surface.

A second point concerns the effectiveness of the numerical model calibration by means of a short
(thus affordable and feasible) period of in situ buoy measurement. A heuristic explanation could be
that the available dataset respects the hypothesis of the representativeness of the sample, i.e., it is
adequate to the distribution of wave parameters. In this vein, it appears crucial that measurements
cover the majority of the wave height range. The fact that measurements at MEDA A were carried out
during an intense winter storm, in fact, has proven to be essential.

It is worth noting that, in the present study, a “true” triple collocation method (e.g., [39,41]) is not
possible due to the short overlap of time series at MEDA-B and lack of simultaneous measurements
from ADCP-A and DWSD-A.

However, the reliability of the DWSD buoy, its versatility and cost-effectiveness allows the
implementation of a sustainable global array of wave sensors that will support the validation of
satellite products and enhanced climatological studies, as well as providing an indispensable tool for
the calibration and validation of numerical models in coastal areas.

5. Conclusions

Any eco-restoration actions require a high level of accuracy in the assessment of the nearshore wave
patterns and in the definition of wave climate scenarios for the following decades. Due to this delicate
issue, the accuracy and reliability of the techniques and instrumentation used to define the waves are
crucial. The present study provides a non-conventional application of the multi-collocation method.
In fact, essentially due to a brief overlap of sea state observations carried out by the ADCP and the
DWDS buoy, a full triple collocation method is impossible to apply. However, the direct measurements
available at two different locations allowed, by means of a two-step strategy, the calibration of a
numerical model. In particular, during the second calibration phase, a nonparametric wave height
enhancement factor was required in order to achieve the best optimization of the numerical model.
The enhancement factor consists of an amplification of each value of the WAM dataset provided
by ECMWF. To estimate such an amplification, it was proposed as the assumption of the average
discrepancy observed between the WAM hindcast dataset at a point located offshore of the study
area and the time series, obtained by the transposition of the available offshore wave buoy records.
Then, the ECMWF time series was used as input for the numerical model. It was remarked that the
second step used a highly representative sample consisting of measurements collected in a period
experiencing a large range of significant wave height. Hence, the “need for speed” is by no means
limited to rough calibration, and the path of the two-step method exposed here moves in this direction.

To summarize, two main outcomes can be considered from this study:

1. the procedure here proposed, in which every sea state is subject to five (one for each grid model
orientation) numerical propagations by a simpler spectral wave model, allows researchers to reach
a good level of accuracy, similarly to a more time-consuming Boussinesq-type wave model which,
nowadays, represents a state-of-the-art modeling technique if a very detailed wave disturbance
in an enclosed coastal area needs to be explored;
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2. the effectiveness of numerical model calibration by means of a short period of direct measurement,
opening up opportunities to use low-cost GPS buoys. To bridge the gap of abundant direct
measurements in the sea from traditional wave buoy networks, the capability of GPS-buoy
clusters to provide data for assimilation, calibration and validation of both climate and weather
models could be optimally leveraged.

Specifically for the study area, the results shown were not negligible values of wave energy flux at
the study site, also if a significant variability of punctual wave power could be envisaged. The evaluation
of wave climate here presented would provide the opportunity for careful eco-engineering solutions
against storm control and for restoration purposes. In this vein, it is worth noting a first application
of the method to provide wave data for a source apportionment assessment of marine sediment
contamination in the study area [142]. Reliable nearshore wave assessment, in fact, makes it possible
to assess restoration practices from the perspective of projected medium/long term changes in sea
state characteristics; for instance, those stemming from climate change (both at global and local levels).
Future field campaigns will help to increase confidence in the technologies and in the approach
presented in this work.
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Appendix A

This appendix contains logic details about the algorithm used to assemble the five numerical runs.

Input

1. Sea states, S, datasets (in terms of triple significant wave height Hmo, peak period Tp, wave direction θ)
from the five numerical models (differing for the open boundary orientation) M180◦, M220◦, M240◦,
M260◦, M280◦, i.e., SM180◦ , SM220◦ , SM240◦ , SM260◦ , SM280◦ , respectively;

2. Original hindcast wave direction dataset from ECMWF grid point E3, θECMWF (expressed in degrees
measured clockwise from true north).

Result

• Ensemble dataset, SEN, of 1-year numerical runs with N = 1460 data (8760 h /6 h = number of
ERA-Interim data spanning 365 days at six-hour time slots).

Algorithm

For each n-th hourly sea state (n=1, . . . ,N)
if θECMWF,n ∈ ]0,190] then SEN,n = SM180◦,n
if θECMWF,n ∈ ]190,220] then SEN,n = SM220◦,n
if θECMWF,n ∈ ]220,250] then SEN,n = SM240◦,n
if θECMWF,n ∈ ]250,270] then SEN,n = SM260◦,n
if θECMWF,n ∈ ]270,360] then SEN,n = SM280◦,n
end
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Abstract: The main aim of this study is to determine the threshold values for extreme sea and
weather events on the Polish Baltic coast. The study is based on daily hydrometeorological data
on the sea level; air temperature and atmospheric precipitation collected between 1965–2014 from
six coastal sites (Świnoujście; Kołobrzeg, Ustka, Łeba, Hel, and Gdynia/Gdańsk). Threshold values
for the occurrence of extreme events (with a probability of 10% and 95%, and a return rate of once
every 10 years) and exceptionally extreme events (with a probability of 1% and 99%, and a return
rate of once every 100 years) were determined using probability distribution and quantile analysis.
Hydrometeorological absolute extremes were also determined. The methodology used to determine
these extreme events and the time-space analysis of hydrometeorological extremes reveal significant
geohazards for the functioning of the Baltic coastal zone, including the erosion of coastal dunes and
cliffs and the destruction of technical infrastructure.

Keywords: extreme events; threshold values; probability; hydrometeorological conditions; Baltic coast

1. Introduction

It is expected that global warming will continue in the 21st century. In countries around the
Baltic Sea, climate change and sea level rise have been studied since at least the 1990s [1,2]. In the
Baltic Sea region, global warming is likely to be higher than the global average. Global warming will
be accompanied by an increase in precipitation in the winter and uncertainty of weather changes
in the summer, with a high probability of a high frequency of droughts in the southern zone of the
region. The forecasted atmospheric changes will also be accompanied by an increase in the sea level
and its temperature. Hydrometeorological changes will affect the natural environment, for example,
marine biogeochemistry and coastal erosion [3]. Climate changes and physical properties of the sea
favor the occurrence of extreme hydrometeorological events. The functioning and transformation of
the natural environment in the coastal zone are especially determined by extreme hydrometeorological
events. Extremely high storm surges and atmospheric precipitation intensify hydrological and
geomorphological processes (including storm floods and mass movements). Extreme weather events
therefore pose a significant threat to the natural environment and human activity. On the Polish Baltic
coast, the greatest geohazards are storm floods. The frequency thereof is rising, causing significant
economic losses across long stretches of land [4].

Literature contains neither a uniform definition of extreme events nor a methodology for
their designation [5–10]. Extreme weather events are most often determined using probability
characteristics [11–13]. The extreme characteristics of meteorological, hydrological, and geomorphological
events include threshold values whose probability of being exceeded is lower than 10%, thus with a return
period of once per decade. Exceptionally extreme weather events are considered those with a probability
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of less than 1%, thus with a return period of once per century. Probability characteristics are often used
to estimate threats to hydrotechnical infrastructure in the coastal zone. Also used to determine extreme
events is the quantile method, which most often accounts for threshold values using percentiles 5% and
95% [14–16]. Regardless of the methodology employed to determine extreme weather events (whether
probabilistic or quantile), the events must be assigned absolute maximums and minimums.

The main aim of this study is to determine the threshold values for extreme sea and weather
events (in terms of sea level, air temperature, and atmospheric precipitation) on the Polish Baltic coast.
This paper presents absolute values of hydrological and meteorological conditions, as well as threshold
values for extreme weather events calculated using the probabilistic method (for return period) and
quantile analysis (for frequency of occurrence).

Aside from their scientific significance, extreme hydrometeorological events have a utilitarian
significance. Extreme thermal and precipitation conditions, as well as high sea level, are the main
determinants of geomorphological changes in the sea coastal zone (sometimes with disastrous and
irreversible consequences). Exceeding the threshold values defining extreme hydrometeorological
events may pose a significant threat to the functioning of the coastal zone. Therefore, the determination
of threshold values and return periods for extreme events is important for various areas of human
activity, especially those related to the protection, management, and development of the coastal region.

2. Materials and Methods

The research area was the Polish Baltic coast (about 500 km long), where there are two basic types
of shoreline: dunes and cliffs. The dune coastal zone, which covers around 85% of the coast, has been
forming since the wane of the last glacial period, i.e., the beginning of the Holocene. It consists of sand
barriers (spits) that separate coastal lakes from the sea, and proglacial wetlands made up of dunes
of varying origin and height (2–30 m). The cliff coastal zone, which covers around 15% of the coast,
was formed during the Pleistocene Epoch and is a type of high coastline (up to 95 m). It is made
up of glacial clays accumulated by the continental glacier in the form of head moraines, as well as
fluvioglacial loams and sands accumulated mainly in the form of bottom moraines. Poland’s Baltic
coastal zone is home to coastal islands (e.g., Wolin and Uznam), peninsulas (e.g., Hel), bays (e.g., the Bay
of Pomerania and Bay of Gdańsk), and lagoons (e.g., the Szczecin and Vistula lagoons). Sections of
the coast near the Szczecin and Vistula lagoons are floodplains and areas of organic accumulation.
According to the Köppen classification system, the South Baltic coast is in a temperate zone with a
humid, continental climate; warm summers; and an even distribution of rainfall in all seasons. In the
last half-century, in the research area, the average annual air temperature was 8.3 ◦C and the average
annual rainfall was around 605 mm. A statistically significant increase trend was observed in the
mean annual air temperature of 0.3 ◦C/10 years. There was no statistically significant tendency for
atmospheric precipitation [17]. The Atlantic climate and the sea have an important influence on the
climate of the region, which is manifested in frequent cloud cover, increased humidity, and increased
wind speed. Most notable are winds from the N-W sector, which most frequently cause a rise in
sea level and wind waves. Storm surges most frequently occur during cyclonic circulations from
the direction: Northwest 20.6%, West 18.3%, and North 12.7% [18]. In winter, the Polish coast is
usually on the warm side of the jet stream which, during positive NAO (North Atlantic Oscillation),
causes warming, increased precipitation, and strong winds. In summer, the influence of the subtropical
high-pressure system is important, which causes more extreme thermal conditions. The Polish Baltic
coast can therefore be classified as a modern marine climate [19].

Daily data from a 50-year homogeneous measurement series (1965–2014) were used to determine
the threshold values for extreme hydrometeorological events. The data included average, maximum,
and minimum air temperature; total atmospheric precipitation; and average and maximum sea
level. Meteorological data (from meteorological stations in Świnoujście, Kołobrzeg, Ustka, Łeba, Hel,
and Gdynia) and sea level data (from mareographical stations in Świnoujście, Kołobrzeg, Ustka, Hel,
and Gdańsk) were obtained from the Institute of Meteorology and Water Management in Warsaw
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(Figure 1). In Poland, the Baltic High System (BHS) applies, which accounts for long-term observations
of average sea level using the Kronstadt sea gauge. The estimated difference between the system
based on the Normaal Amsterdams Peil (NAP) and the BHS is around 15 cm (the Kronstadt system is
higher). Although Poland uses a high system based on the Kronstadt sea gauge (zero level = −508 cm),
the registration and recording of sea levels is based on the NAP (zero level = −500 cm). This is why
the sea gauges do not need to be adjusted [20]. In order to obtain a reference to the 0.00 NN ordinate,
it would be necessary to reduce the sea-level values presented in this paper by 500 cm. An analysis
of the average sea levels in the Polish Baltic coast in 1965–2014 showed a rate of increase of about
2 mm per year. This dynamic is similar to that found for the global average increase of the sea level,
which was estimated to be 1–2 mm per year [21].

 

Figure 1. Research area and locations of meteorological and mareographical stations in the coastal
zone of the Polish Baltic.

The definitions and criteria for determining extreme weather events are based on global
research [22–24]. The following criteria were used in this study:

- Absolute extreme. The highest or lowest value that has been empirically evidenced for a given
meteorological and hydrological event.

- Extreme event. Values close to the absolute extremes for a given meteorological and hydrological
event, whose probability of being exceeded is lower than 10%, i.e., the chances of their occurrence
(or “return period”) is at most once every ten years. In quantile terms, extreme threshold values
were designated using percentiles 5/100 and 95/100.

- Exceptionally extreme event. Values close to the absolute extremes for a given meteorological
and hydrological event, whose probability of being exceeded is lower than 1%, i.e., the chances
of their occurrence (or “return period”) is at most once every hundred years. In quantile terms,
exceptionally extreme threshold values were designated using percentiles 1/100 and 99/100.

For the probabilistic approach, the following procedure was used to determine extreme events:
verification of the completeness and homogeneity of data (using Alexandersson’s homogeneity test);
adjustment of the theoretical distribution to empirical distribution (using the Kolmogorov − Smirnov
test); and determination of the probability density distribution from the cumulative probability density
function. This study specifies the threshold values for hydrometeorological events with a return period
of 1 year P(X) 100%, 5 years P(X) 20%, 10 years P(X) 10%, 50 years P(X) 2%, 100 years P(X) 1%, 500 years
P(X) 0.2%, and 1000 years P(X) 0.1%. Return periods were determined by the following formula [12].

The probability of the threshold values being exceeded was estimated from the inverse probability
density function. Calculations were made in Easy Fit Professional (Version 5.6, MathWave Technologies,
Washington, DC, USA).

209



Water 2018, 10, 1337

3. Results

In the coastal zone of the Polish Baltic, the average annual air temperature from 1965–2014 ranged
from 7.9 ◦C in Łeba to 8.6 ◦C in Świnoujście. Annually, on average, the most precipitation occurred in
Ustka (704.2 mm) and the least in Świnoujście (535.7 mm). The average sea level ranged from 501.0 cm
in Świnoujście to 509.6 cm in Gdańsk. The eastern coastal region is therefore cooler and more humid,
and has a higher sea level than the western coastal region.

3.1. Absolute Extreme

The absolute values of thermal and precipitation extremes in the Baltic coastal zone are low
compared to those recorded further away from the coast. The highest absolute maximum air
temperature (38.0 ◦C) was recorded in Kołobrzeg (10 August 1992), and the lowest (33.7 ◦C) in
Hel. The lowest absolute minimum air temperature ranged from −25.0 ◦C in Łeba (6 February 2012)
to −18.7 ◦C in Hel. The highest absolute amplitude of air temperature (≥60 ◦C) occurred in the
central part of the coastal zone (Ustka and Łeba), and the lowest (<55 ◦C) in the eastern part (Hel and
Gdynia). The absolute values for average daily air temperature followed a similar pattern. The daily
precipitation efficiency in the coastal zone is fairly low. The highest daily efficiency was recorded
in the middle of the coastal zone, especially near Ustka and Łeba (141.0 mm, 24 July 1988). In the
western (Świnoujście and Kołobrzeg) and eastern (Hel and Gdynia) coastal zone, the maximum daily
precipitation was less than 90 mm. The absolute extreme of the maximum sea level was 661 cm in
Świnoujście (4 November 1995), which was higher than the average sea level by 1.6 m. The highest
average daily sea level was recorded at around 620 cm at bay stations in Świnoujście (Zatoka Pomorska)
and Gdańsk (Zatoka Gdańska). The maximum average daily sea level was about 620 cm, which was
higher than the average sea level by around 1.1 m. The absolute minimum of the average sea level on
the entire Baltic coast was lower than the average level by 1.0–0.7 m (Table 1).

The absolute extremes presented in Table 1 occurred once in the 50-year period studied.
The occurrence of such events in the future (especially maximum sea level and atmospheric
precipitation) could have catastrophic consequences for human activity and the natural environment.

Table 1. Absolute extremes of air temperature (◦C), atmospheric precipitation (mm), and sea level (cm)
in the Polish coastal zone of the South Baltic (1965–2014). AGL: About ground level.

Place

Maximum Air
Temperaturę at 2 m AGL

Mean Air
Temperaturę at 2 m AGL

Minimum Air
Temperaturę at 2 m AGL

Precipitation
Maximum
Sea Level

Mean Sea Level

Max Max Min Min Max Max Max Min

Świnoujście 37.4 27.7 −16.5 −22.2 76.6 661 624 401
Kołobrzeg 38.0 28.1 −16.5 −21.9 85.2 644 618 401

Ustka 37.8 29.8 −16.1 −22.2 94.2 636 611 428
Łeba 37.2 28.4 −16.5 −25.0 141.0 - - -
Hel 33.7 26.0 −14.6 −18.2 77.1 620 604 431

Gdynia 35.0 27.2 −16.0 −18.7 82.1 - - -
Gdańsk - - - - - 644 620 436

3.2. Extreme Events—Probabilistic Analysis

When using the probabilistic method to determine extreme threshold values, it was very important
to match the theoretical distribution to empirical distribution (by selecting the best theoretical
distribution from among the 40 available in Easy Fit 5.6 Professional). Matches were indicated
by the statistically significant (significance level p < 0.001) lowest value of the Kolmogorov − Smirnov
(K − S) test (Table 2), which was additionally confirmed by the lowest Corrected Akaike Information
Criterion (AICC).

For data on daily air temperature, the best match was the Error (Exponential Power) Distribution,
which has the following parameters and functions of cumulative distribution and probability density:
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k—shape parameter; σ—scale parameter (standard deviation); μ—location parameter (mean);
z—standardized value; Γ—scale parameter.

F(x) =

⎧⎪⎪⎨
⎪⎪⎩

0.5
(

1 +
Γ|c0z|k ( 1|k)

Γ( 1|k)

)
x ≥ μ

0.5
(

1 −
Γ|c0z|k ( 1|k)

Γ( 1|k)

)
x < μ

(1)

f(x) = c1σ
−1 exp

(
−|c0z|k

)
(2)

c0 =

(
Γ(3|k)

Γ((1|k))
)1/2

c1 =
kc0

2Γ(1|k) z ≡ x − μ

σ
(3)

For data on daily atmospheric precipitation, the matching of distributions and the subsequent
determination of threshold values for a specific return period were heavily flawed. This is why data for
maximum daily precipitation in all months from 1965–2014 were taken into account. The best match
was the Log-Gamma Distribution, which had values of p = 0.59 and K − S = 0.108. The probability
of daily precipitation for a given return period estimated later for this distribution indicated values
that could possibly occur (Table 3). The Log-Gamma Distribution has the following parameters and
functions of cumulative distribution and probability density:

α—continuous parameter (α > 0); β—continuous parameter (β > 0).

0 < x < ∞ (4)

F(x) =
Γln (x)/β(α)

Γ(α)
(5)

f(x) =
(ln(x))α−1

xβαΓ(α)
exp(− ln(x)|β) (6)

For daily data on the sea level, the best match was the Generalized Logistic Distribution.
This distribution has the following parameters and functions of cumulative distribution and
probability density:

k—shape parameter; σ—scale parameter (standard deviation > 0); μ—location parameter (mean);
z—standardized value.

1 + k
(x − μ)

σ
> 0 for k �= 0 (7)

− ∞ < x < +∞ for k = 0 (8)

F(x) =

{ 1
1+(1+k z)−1/k k �= 0

1
1+exp(−z) k = 0

(9)

f(x) =

⎧⎪⎨
⎪⎩

(1+k z)−1−1/k

σ
(

1+(1+k z)−1/k
)2 k �= 0

exp(−z)
σ(1+exp(−z))2 k = 0

(10)

z ≡ x − μ

σ
(11)
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Table 2. Matching theoretical distributions to empirical data (using the K − S test) on thermal
conditions, precipitation conditions, and sea level in the Polish coastal zone of the South Baltic
(1965–2014).

Place

Hydrometeorological Conditions

Maximum Air Mean Air Minimum Air
Precipitation

Maximum Mean Sea

Temperature Temperature Temperature Sea Level Level

Statistical Distribution

Error (Exponential Power) Distribution
Log-Gamma
Distribution

Generalized Logistic
Distribution

Świnoujście

k = 3.91 k = 3.39 k = 2.42 α = 70.59 k = 0.10 k = 0.05
σ= 8.19 σ= 7.18 σ = 6.72 β = 0.048 σ = 11.55 σ = 10.78
μ = 11.95 μ = 8.62 μ = 5.70 μ = 506.46 μ = 499.80

K − S = 0.021 K − S = 0.033 K − S = 0.042 K − S = 0.108 K − S = 0.015 K − S = 0.015
p < 0.001 p < 0.001 p < 0.001 p = 0.590 p < 0.001 p < 0.001

Kołobrzeg

k = 3.50 k = 3.17 k = 2.30 α = 127.11 k = 0.10 k = 0.06
σ = 7.98 σ = 7.12 σ = 6.68 β = 0.028 σ = 12.01 σ = 11.06
μ = 11.67 μ = 8.34 μ = 5.34 μ = 507.11 μ = 500.73

K − S = 0.025 K − S = 0.039 K − S = 0.044 K − S = 0.123 K − S = 0.014 K − S = 0.013
p < 0.001 p < 0.001 p < 0.001 p = 0.429 p < 0.001 p < 0.001

Ustka

k = 3.35 k = 3.14 k = 2.30 α = 89.93 k = 0.09 k = 0.05
σ = 7.97 σ = 7.08 σ = 6.75 β = 0.040 σ = 11.98 σ = 11.13
μ = 11.36 μ = 8.20 μ = 5.41 μ = 508.11 μ = 502.18

K − S = 0.031 K − S = 0.036 K − S = 0.041 K − S = 0.090 K − S = 0.017 K − S = 0.018
p < 0.001 p < 0.001 p < 0.001 p = 0.797 p < 0.001 p < 0.001

Łeba

k = 3.74 k = 3.31 k = 2.16 α = 87.05

- -
σ = 8.01 σ = 7.12 σ = 6.82 β = 0.040
μ = 11.22 μ = 7.92 μ = 4.61

K − S = 0.031 K − S = 0.038 K − S = 0.041 K − S = 0.101
p < 0.001 p < 0.001 p < 0.001 p = 0.672

Hel

k = 5.58 k = 4.47 k = 3.12 α = 72.66 k = 0.09 k = 0.042
σ = 8.08 σ = 7.07 σ = 6.64 β = 0.049 σ = 12.15 σ = 11.15
μ = 11.30 μ = 8.24 μ = 5.52 μ = 508.28 μ = 503.29

K − S = 0.027 K − S = 0.031 K − S = 0.037 K − S = 0.066 K − S = 0.015 K − S = 0.020
p < 0.001 p < 0.001 p < 0.001 p = 0.975 p < 0.001 p < 0.001

Gdynia

k = 4.30 k = 3.75 k = 2.87 α = 83.83

- -
σ = 7.81 σ = 7.23 σ = 6.97 β = 0.041
μ = 11.28 μ = 8.51 μ = 6.00

K − S = 0.023 K − S = 0.031 K − S = 0.039 K − S = 0.094
p < 0.001 p < 0.001 p < 0.001 p = 0.758

Gdańsk - - - -

k = 0.07 k = 0.02
σ = 12.17 σ = 11.64
μ = 513.45 μ = 508.29

K − S = 0.018 K − S = 0.019
p < 0.001 p < 0.001

Analysis of the probability density function revealed potential threshold values for
thermal-precipitation conditions and sea level for the expected return period (Table 3, Figure 2).
Threshold values for extreme events are determined by a 10% probability (once every ten years),
and for exceptionally extreme events, by a 1% probability (once every hundred years). For maximum air
temperature (Tmax), the highest values were recorded in Ustka in the central coastal area (10% = 33.2 ◦C,
1% = 35.5 ◦C), and the lowest in Hel in the eastern coastal area (10% = 30.0 ◦C, 1% = 31.3 ◦C).
For minimum air temperature (Tmin), the highest values were recorded in Łeba (10% = −18.1 ◦C,
1% = −21.6 ◦C), and the lowest in Hel (10% = −13.1 ◦C, 1% = −15.3 ◦C). For average daily air
temperature (T), the highest threshold values were recorded in Kołobrzeg (10% = 28.2 ◦C, 1% = 30.5 ◦C),
and the lowest in Hel (10% = 25.7 ◦C, 1% = 27.2 ◦C). The range of air temperature threshold values
between stations was <50%. For atmospheric precipitation (P), the highest threshold values were
recorded in Hel (10% = 58.9 mm, 1% = 96.7 mm), and the lowest in Świnoujście (10% = 49.8 mm,
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1% = 80.5 mm). The spatial variation of extreme threshold values for atmospheric precipitation in the
Polish coastal zone is <20%. For the sea level, the highest threshold values were recorded in Kołobrzeg
(maximum sea level Hmax 10% = 660.1 cm, 1% = 731.0 cm; and average daily sea level H 10% = 617.0 cm,
1% = 661.0 cm), and the lowest in Gdańsk (maximum sea level Hmax 10% = 648.9 cm, 1% = 703.5 cm;
and average daily sea level H 10% = 612.3 mm, 1% = 644.7 cm). The spatial differences between extreme
threshold values for sea level are very small, and do not exceed 5%.

In the Polish Baltic coastal zone, spatial variation between threshold values for extreme
hydrometeorological events were recorded. The highest probability values for thermal extremes and
sea level were recorded in the western part of the zone (Świnoujście, Kołobrzeg), and for atmospheric
precipitation, in the central part of the zone (Ustka, Łeba), as shown in Table 2.

Table 3. Probability of extreme hydrometeorological events in the Polish coastal zone of the South
Baltic (daily data from 1965–2014).

Place Parameter

P(X) [%]

0.1 0.2 0.5 1 2 5 10 20 500 100

T [Years]

1000 500 200 100 50 20 10 5 2 1

Świnoujście

Tmax 36.7 36.2 35.6 35.0 34.5 33.7 33.1 32.4 31.3 30.5
T 31.9 31.5 30.8 30.2 29.6 28.8 28.2 27.4 26.4 25.5

Tmin −21.0 −20.2 −19.2 −18.4 −17.5 −16.3 −15.4 −14.4 −12.9 −11.8
P 117.2 105.4 90.8 80.5 70.8 58.6 49.8 41.1 29.0 1.0

Hmax 817.0 787.6 752.0 727.0 703.9 675.8 656.3 638.1 616.0 600.6
H 686.4 673.3 656.7 644.5 632.7 617.7 606.7 596.1 582.5 572.6

Kołobrzeg

Tmax 37.1 36.6 35.9 35.3 34.7 33.8 33.1 32.3 31.2 30.2
T 32.3 31.8 31.1 30.5 29.8 29.0 28.2 27.5 26.3 25.4

Tmin −22.1 −21.3 −20.2 −19.4 −18.5 −17.2 −16.2 −15.1 −13.6 −12.3
P 101.1 93.4 83.6 76.4 69.3 60.0 53.0 45.7 34.8 1.0

Hmax 820.5 791.3 755.9 731.0 707.9 679.7 660.1 641.7 619.4 603.7
H 711.3 695.4 675.5 661.0 647.2 629.7 617.0 604.9 589.6 578.6

Ustka

Tmax 37.4 36.9 36.1 35.5 34.8 33.9 33.2 32.3 31.2 30.2
T 32.2 31.6 30.9 30.3 29.7 28.8 28.0 27.3 26.1 25.2

Tmin −22.4 −21.6 −20.5 −19.6 −18.7 −17.4 −16.3 −15.3 −13.7 −12.5
P 129.3 117.3 102.3 91.6 81.3 68.3 58.7 49.1 35.4 1.0

Hmax 786.0 762.0 732.5 711.5 691.8 667.4 650.2 634.0 614.0 599.8
H 707.6 692.5 673.4 659.5 646.1 629.2 617.0 605.2 590.3 579.5

Łeba

Tmax 35.9 35.5 34.8 34.3 33.7 32.9 32.2 31.5 30.4 29.5
T 31.3 30.8 30.1 29.6 29.0 28.1 27.5 26.7 25.6 24.7

Tmin −24.7 −23.8 −22.6 −21.6 −20.6 −19.2 −18.1 −16.9 −15.2 −13.8
P 120.3 109.2 95.2 85.3 75.7 63.6 54.7 45.8 33.1 1.0

Hel

Tmax 32.3 32.0 31.6 31.3 30.9 30.4 30.0 29.5 28.8 28.2
T 28.3 28.0 27.5 27.2 26.7 26.2 25.7 25.2 24.4 23.7

Tmin −17.1 −16.5 −15.8 −15.3 −14.7 −13.8 −13.1 −12.4 −11.3 −10.5
P 142.2 127.5 109.4 96.7 84.7 69.7 58.9 48.4 33.8 1.0

Hmax 801.6 775.7 743.8 721.3 700.2 674.2 656.0 638.8 617.7 602.9
H 692.3 679.3 662.7 650.5 638.6 623.5 612.5 601.7 588.0 577.9

Gdynia

Tmax 33.9 33.5 32.9 32.5 32.0 31.4 30.8 30.2 29.3 28.6
T 30.8 30.4 29.8 29.3 28.8 28.0 27.4 26.8 25.8 25.0

Tmin −18.8 −18.2 −17.4 −16.8 −16.1 −15.1 −14.3 −13.4 −12.2 −11.2
P 117.1 106.1 92.4 82.6 73.3 61.5 52.8 44.1 31.8 1.0

Gdańsk
Hmax 767.7 747.2 721.8 703.5 686.1 664.4 648.9 634.2 615.8 602.6

H 678.8 668.3 654.8 644.7 634.8 621.9 612.3 602.8 590.4 581.3

These theoretical values for the probability of hydrometeorological events (Figure 2, Table 3)
are highly varied in comparison to the empirical absolute extremes (Table 2). For maximum and
minimum air temperature (Tmax and Tmin), the absolute extremes had a theoretical return period of
once every 500 years (Kołobrzeg, Ustka, Gdynia) and once every 1000 years (Świnoujście, Łeba, Hel).
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For average temperature (T), the absolute extremes had a theoretical return period of once every 5 years
(Świnoujście, Kołobrzeg, Gdynia), once every 10 years (Hel), once every 20 years (Łeba), and once
every 50 years (Ustka). For atmospheric precipitation, the absolute extremes had a theoretical return
period of once every 20 years (Hel), once every 50 (Świnoujście, Gdynia), once every 100 years (Ustka),
once every 200 years (Kołobrzeg), and once every 1000 years (Łeba). For maximum sea level (Hmax),
the absolute extremes had a theoretical return period of once every 2 years (Hel), once every 5 years
(Kołobrzeg, Ustka, Gdańsk), and once every 10 years (Świnoujście). For maximum average sea level
(H), the absolute extremes had a theoretical return period of once every 5 years (Ustka, Hel), once every
10 years (Kołobrzeg, Gdańsk), and once every 20 years (Świnoujście).

 

Figure 2. Threshold values for the probability (return period) of extreme hydrometeorological events
in the Polish Baltic coastal zone.

The occurrence of extreme hydrometeorological events with a 10% probability in the Polish Baltic
coastal zone is marked by high episodicity and randomness (Figure 3). For the period from 1965–2014,
no statistically significant tendency for the increase or decrease in the occurrence of extreme events can
be determined. The least common were days on which the sea level was extremely high—there were
only three, 12 years apart (in 1983, 1995, and 2012). More common was extremely high atmospheric
precipitation, which occurred on 22 days, the greatest concentration of which was in 1991–1993,
and 2010–2012. Most common were extreme thermal events, especially maximum and minimum air
temperature (49 and 67 days, respectively). Exceptional was 1987, in which there were 11 extremely
cold days (Tmin). Then, in 2010, there was an exceptional number of extremely hot days (Tmax), i.e., five.

214



Water 2018, 10, 1337

0

1

2

3

4

5

6

7

8

9

10

11

12

19
65

19
70

19
75

19
80

19
85

19
90

19
95

20
00

20
05

20
10

N
um

be
r o

f e
ve

nt
s (

da
ys

)

Tmax T Tmin P Hmax H

Figure 3. Occurrence of extreme hydrometeorological events with a 10% probability in the Polish Baltic
coastal zone (collectively).

3.3. Extreme Events—Quantile Analysis

Quantile analysis (Table 4) determines the threshold values for the occurrence of extreme
events in reference to empirical data using percentages 1%, 5%, 95%, and 99%. In probabilistic
analysis, theoretical threshold values for extreme hydrometeorological events are much higher than
in quantile analysis, resulting in the episodic occurrence of extreme events with long return periods.
In quantile analysis, threshold values are lower, and extreme events occur much more frequently
than in probabilistic analysis. For example, for the 95th percentile, they concern 5% of the data set
(900–1000 cases in the 50-year collection of hydrometeorological data). Quantile analysis is therefore
more helpful than probabilistic analysis for the study of time trends and spatial variability. Due to its
much higher frequency of extreme events, quantile analysis enables the determination of a statistically
significant linear trend in the 50-year period (Figure 4).

For the Polish Baltic coastal zone, analysis revealed a statistically significant (significance level
p < 0.05, correlation coefficient r > 0.3) positive trend in the occurrence of extreme events (95%),
air temperature, and sea level (Figure 4). For average air temperature, as well as maximum and
average sea level, analysis revealed an increase in the number of events to three every 10 years.
For maximum air temperature, the increase was lower, i.e., to two days every 10 years. For the quantile
analysis, the annual numbers of extreme thermal events ranged as follows: from 10 in 1977 and 1980 to
45 in 2006 for maximum temperature; from 70 in 1977 to 48 in 2006 for average temperature; and from
1 in 1977 and 1990 to 52 in 1969 for minimum temperature. Extreme precipitation occurrences ranged
from seven in 1975, 1982, and 2005, to 23 in 2002. Extreme maximum sea level occurrences ranged
widely from three in 1966 to 67 in 1983.
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Table 4. Extreme threshold values (percentiles 5/100 and 95/100) and exceptionally extreme threshold
values (percentiles 1/100 and 99/100) of hydrometeorological events in the Polish coastal zone of the
South Baltic (1965–2014).

Place Percentile
Maximum Air
Temperature at
2 m AGL [◦C]

Mean Air
Temperature at
2 m AGL [◦C]

Minimum Air
Temperature at
2 m AGL [◦C]

Precipitation [mm]
Maximum Sea

Level [cm]
Mean Sea
Level [cm]

Świnoujście

1/100 −4.6 −7.7 −11.2 0.1 464 455
5/100 −0.5 −2.9 −5.4 0.1 478 471
95/100 24.7 19.4 15.8 12.0 548 535
99/100 29.0 22.2 18.1 22.3 576 557

Kołobrzeg

1/100 −4.6 −8.2 −12.0 0.1 464 458
5/100 −0.4 −3.2 −6.0 0.1 478 472
95/100 24.2 18.9 15.3 13.0 550 538
99/100 28.8 21.7 17.4 26.1 577 558

Ustka

1/100 −4.7 −8.2 −11.8 0.1 465 459
5/100 −0.6 −3.1 −6.0 0.1 478 473
95/100 24.3 18.8 15.5 13.8 550 539
99/100 29.0 21.7 17.8 25.7 573 558

Łeba

1/100 −5.0 −8.4 −12.9 0.1 − −
5/100 −0.8 −3.5 −6.8 0.1 − −
95/100 24.1 18.6 14.9 13.5 − −
99/100 28.5 21.5 17.3 26.2 − −

Hel

1/100 −4.8 −7.0 −9.9 0.1 464 460
5/100 −1.0 −2.8 −5.0 0.1 478 474
95/100 23.8 18.9 15.6 12.2 548 539
99/100 26.9 21.3 17.9 23.6 570 556

Gdynia

1/100 −4.8 −7.5 −10.5 0.1 − −
5/100 −0.9 −3.0 −5.4 0.1 − −
95/100 23.2 19.4 16.4 12.4 − −
99/100 26.7 21.9 18.9 23.4 − −

Gdańsk

1/100 − − − − 468 463
5/100 − − − − 483 478
95/100 − − − − 555 545
99/100 − − − − 578 563
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Figure 4. Occurrence of extreme hydrometeorological events in the Polish Baltic coastal zone.

Analysis of occurrence of extreme hydrometeorological events showed a high variability in time
and space. In the whole coastal zone, the most extreme thermal events (over 100 cases in the five-year
period) took place in the last three pentads (at the beginning of the 21st century) of the analyzed
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long-term period 1965–2104. This situation confirms the regularity of climate warming on the South
Baltic coast. However, the occurrence of extreme precipitation and sea level was characterized by a
large time-space heterogeneity. For example, a high frequency (over 50 days in the five-year period) of
extreme rainfall events was recorded in Świnoujście in the last pentad (2010–2014) of the long-term
period (1965–2014). On the other hand, in Ustka, the most extreme precipitation events were found in
the periods 1969–1974 and 1995–1999. In the case of high sea level, the most extreme events (over 100 in
the five-year period) occurred in the pentad 1980–1984 and the beginning of the twenty-first century
(2000–2014) (Figure 5).

Figure 5. Temporal and spatial variability of the occurrence of extreme hydrometeorological events in
the Polish coastal zone of the Baltic Sea.

4. Discussion

The methodology of separation, the threshold values for extreme events, and the temporal and
spatial regularities of hydrometeorological conditions in this work are consistent with those in other
works, especially those from the Baltic countries [9,13,25–31].
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Certain quantitative discrepancies between threshold values may be a result of the theoretical
distribution in the probability distribution analysis and the varied extent of input data. The Log-Gamma
distribution for maximum monthly precipitation was similar to the gamma distribution for maximum
monthly precipitation (i.e., ≥0.1 mm) for 1961–2010 [16]. For sea level, the best-suited theoretical
distribution was the Generalized Logistic Distribution. In other works, the Gumbel Distribution is
most often used [12,19]. The higher values of probability (excess) in this work were due to varying
periods of input data and measurement intervals. This study analysed data from a uniform period
(50 years, 1965–2014) measured at uniform daily intervals for each station (the number of entries for
each hydrometeorological phenomenon at each station was ~18,250). In other works (e.g., [10]), the time
period for sea level data varied (e.g., Świnoujście 1901–2006, Ustka 1948–2006) and the quantity of
input data was significantly lower (mainly monthly data, e.g., Świnoujście < 1400 and Ustka ~800).
The probability values for extreme sea levels obtained in this work were around 25 cm higher for a
probability of 10% and 40 cm higher for a probability of 1% than those in other works on the probability
of maximum seal levels in the South Baltic being exceeded [12,32]. The threshold values obtained for
maximum sea level are realistic. For example, those with a probability of 0.1 (once per 1000 years)
ranged from 2.68 (Gdańsk) to 3.21 (Świnoujście) meters above the average sea level (MAMSL). Similar
sea levels with a 1000-year return period have been recorded in the Polish Baltic coastal zone, including
2.2 MAMSL on 13 November 1972 in Kołobrzeg [33], as well as in estuary sections of rivers during ice
blockages, such as 2.67 MAMSL on 16 March 1956 in Wisła Świbno and 3.10 MAMSL on 21 March 1888
in Nogat [12].

Due to their probability and return period, extreme events rarely occur. This is why quantile
analysis is more appropriate when using statistical methods, time decomposition, and extreme
hydrometeorological event forecasting. It revealed an increase in the frequency of extreme sea level and
air temperature events within the last 50 years. However, it did not reveal the same for atmospheric
precipitation, which confirms that changes in precipitation, as well as in the number of days with
extreme precipitation, are insignificant and spatially inconsistent [31,34]. Extreme hydrometeorological
events occur at an especially high frequency during positive North Atlantic Oscillation (NAO).
Deep, low-pressure centres from the Atlantic moving rapidly over the Polish Baltic coast are
conducive to storm surges, effective atmospheric precipitation, and significant warming, especially in
winter [35,36].

The extreme threshold values obtained using quantile analysis (e.g., of percentiles 5% and 95%)
are similar to those obtained using the 3σ-rule, a common method for determining extreme events.
The 3σ-rule can be used as a warning system for danger and abnormal hydro-meteorological conditions,
preferably for normally distributed data. In this study, threshold values of the 95% and 99% percentiles
(using the Generalized Logistic Distribution) for the maximum average sea level are very similar (+1%
error) to values +2σ from μ and +3σ from μ (σ—standard deviation, μ—average). To determine the
range of a specific data percentile for deviations of ±2σ and ±3σ from μ for thermal and precipitation
data, specific distribution tables can be used (for temperature—Error (Exponential Power) Distribution,
for precipitation—Log-Gamma Distribution). Nevertheless, the quantile classification used in this
study to determine threshold values for extreme thermal and precipitation events is more appropriate
than typical classifications based on the 3σ-rule.

Southern Baltic coasts are eroded during an extremely high sea level, especially during high storm
waves and intense precipitation. Exceeding the set threshold values for medium and maximum sea
level can be treated as a threat to extreme erosion of coastal dunes. An analysis of the correlation
between the sea level and loss of coastal dunes in Poland has made it possible to define threshold values
for potential erosion of the dune coast. Extreme values of sea level determined with the probabilistic
method coincide with empirical studies favoring the erosion of coastal dune. Conditions during an
average sea level of 602 cm and maximum of 636 cm are potentially beneficial to intensive erosion
of the dune coast (>100,000 m3) [18]. Thus, threshold values of the mean sea level > 596 cm and
maximum sea level > 638 cm (Table 3) determined in this report based on the probabilistic method
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(10% probability, once every ten years) constitute an important geoindicator for extreme erosion of
dunes on the Polish coast of the Baltic Sea.

The threshold values for extreme mean sea level determined in the study (e.g., for Świnoujście
10% probability = 596 cm) are also a good indicator of cliff coast erosion (e.g., for the island of
Wolin). Empirical cliff top recession rates studies in 1984–2014 showed that the statistically defined
extreme sea level is responsible for significant transformation of the foot of the cliff and initiates
mass movements [37]. This value is consistent with empirical research on coastal cliffs abrasion [38].
What is more, the thresholds for extreme precipitation, as defined in this paper, are a good indicator
of the initiation of mass movements on the cliff coast. For example, the precipitation threshold value
for Świnoujście is 49.8 mm with a probability of 10% (Table 3), which coincides with research on
the impact of weather conditions on the dynamics of landslide processes on the shores of the Wolin
Island, conducted in 2006–2009 by Winowski, et al. [38]. This author stated that the initiation of mass
movements occurs when the daily sum of rainfall is higher than 40 mm, while for regular landslide
processes, when daily rainfall is at least 60 mm.

Analyzing the 21st century Regional climate models (RCM) dealing with, among other things,
changes in air temperature, precipitation, sea level, and storm surges, an increased frequency or
crossing of thresholds for extreme hydrometeorological events in the Baltic Sea zone—set out in
Table 3, may be expected in the nearest time. In the South Baltic region, the average annual air
temperature is expected to increase in the 21st century by 2–3 ◦C, with an additional increase in
atmospheric precipitation by 0–10% in the summer and 10–20% in the winter season [39]. It is also
expected that the periods of heat will become more frequent and will last longer [40]. For the southern
Baltic coast, most RCMs indicate an increase in frequent daily rainfall, both in winter and summer [41].
On the other hand, model simulations suggest a decrease in the number of days with atmospheric
precipitation [42], which may increase the risk of long periods of drought [43]. It is predicted that
in the 21st century, the sea level of the ocean will increase due to the loss of land ice masses and the
thermal expansion of ocean water from 28 to 61 cm [44]. An absolute increase in sea level in the Baltic
Sea is estimated at 80% of the global average [3]. For the south and south-west coast of the Baltic
Sea, the estimated relative increase in the level would be particularly high, around 50–60 cm [45].
The hydrodynamic modeling performed assumes an increase of storm surges for the entire Baltic Sea
in all seasons [46]. The size of the predicted increase in the case of long-term extremes by 5% or 10 cm
is relatively small. Therefore, the absolute change of extremely high sea levels during storm surges
will probably depend on the size of the average sea level change. This is particularly important for the
Southern Baltic, where the largest increase in the average sea level is forecasted [47]. This will result
in the increased erosion of dunes and cliffs and may contribute to damage to the coast’s technical
infrastructure (descent to the beach, technological conurbations, or existing bank fortifications).

5. Conclusions

Delimitation of threshold values for extreme hydrometeorological events in the Polish coastal
zone of the Southern Baltic performed in the study allows for the following conclusions:

Threshold values were determined using the probabilistic method and quantile approach.
The probabilistic method that captures the probability and return period of extreme events
(10%, 1 time/100 years) is particularly useful for determining threshold values of extreme
hydrometeorological events in the context of their impact on the dynamics of real geomorphological
changes on the seacoast. Statistical threshold values of extreme sea level and atmospheric precipitation
determined with this method are reflected in the empirical intensity of the erosion of coastal dunes
and cliffs, e.g., an average daily sea level > 596 cm (10% probability) will generate the potential erosion
of coastal dunes in the entire Polish coastal zone of the Baltic >100,000 m3. Therefore, threshold values
of hydrometeorological extremes determined by the probabilistic method are a good indicator of the
risk of occurrence of erosion processes. On the other hand, the quantile approach due to a much
higher frequency of events is very helpful for the time decomposition of the occurrence of extreme
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hydrometeorological events. It is then possible to determine the trend, cyclical, and seasonal variability
of extreme hydrometeorological events. A positive trend (+3 days/10 years) of the occurrence of
extreme events (95% percentile) as regards to air temperature and sea level was found.

Temporal and spatial diversity of threshold values of extreme hydrometeorological events was
found in the Polish coastal zone of the Baltic Sea. The highest values of thermal extremes and sea
level were found for the western part of the coast, in the Szczecin Pobrzeża region (Świnoujście and
Kołobrzeg), and in the case of atmospheric precipitation in the central part of the coast, in the Pobrzeże
Koszalińskie region (Ustka, Łeba). The eastern region, Gdańsk Coast, demonstrated the lowest
threshold values of extreme hydrometeorological events. The most extreme hydrometeorological
events occurred in the western region, on the Szczecinskie Coast, and the least in the central part of
the coast, on the Koszalin Coast. Coasts of the Pomeranian Bay (Świnoujście and Kołobrzeg) and,
to a lesser extent, Gdańsk Bay (Hel, Gdynia/Gdańsk), are the most threatened by the occurrence of
extreme hydrometeorological events. The smallest threat occurs in the coastal zone of the open sea
(Ustka, Łeba).

The beginning of the 21st century (2000–2014) had the highest frequency of extreme
hydrometeorological events—average and maximum air temperature, as well as mean and maximum
sea level. Such a situation is a manifestation of climate warming and sea level rise in the coastal zone of
the South Baltic Sea.

Taking into account global and especially regional climate models prepared for the 21st century,
one can expect an increase in the frequency of extreme hydrometeorological events in the near future
(exceeding threshold values). This applies in particular to the maximum and average daily air
temperature, daily sum of atmospheric precipitation, and maximum and average sea level.

Delimitation of extreme hydrometeorological events is significantly practical. Threshold values
for seal level and thermal and precipitation events determine the extreme ranges of certain
hydrometeorological conditions to which the economy should adapt. The threshold values presented in
this study can be used to forecast changes in climatic and hydrological conditions in the Baltic coastal
zone for the 21st century.
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Abstract: This article presents the temporal and spatial variability of hydrometeorological conditions
conducive aeolian processes on the Southern Baltic coastal zone in Poland. The analysis made
use of daily meteorological (wind, temperature, and rainfall) and hydrological (sea level) data
from 1961 to 2010. Data for four stations (Świnoujście, Kołobrzeg, Ustka, Hel) were provided
by the Institute of Meteorology and Water Management in Warsaw. A time decomposition of
hydrometeorological conditions conducive to the initiation and intensification of aeolian processes in
the coastal zone was also performed. In addition to their scientific significance, the temporal and
spatial conditions for aeolian processes on the Baltic coast of Poland have an essential utilitarian
significance. Modern aeolian processes on the Baltic coast limit the development potential of
the coastal zone. Aeolian processes have a positive and negative impact on geomorphological
transformation of the sea coast. They take part in the reconstruction of the beach and foredunes
after storms. In periods between storms, coastal wind is seen to decrease the balance of beach
sediments and lowers the beach area. On the other hand, onshore wind favors, among other things,
filling of tourist infrastructure and development located at the hinterland of the beach and dunes.
Hydrometeorological conditions especially favorable to the intensification of aeolian processes are the
main determinants of geomorphological changes in the coastal zone (some of which can be extreme).
Temporal and spatial analysis of hydrometeorological conditions conducive to aeolian processes is
important for many areas of human activity, especially those concerning protection, management,
and development of the coast.

Keywords: aeolian processes; hydrometeorological conditions; onshore and offshore winds; Southern
Baltic coast

1. Introduction

To determine how geo-ecosystems of the coastal zone function, it is necessary to identify in
detail the hydrometeorological conditions that most influence the trend, cyclicality, and seasonality
of geomorphological processes. An example of such a process is aeolian transport. It constitutes an
important factor for shaping beaches, coastal dunes and sandy cliff slopes. Research on aeolian
processes was carried out irregularly and in various parts of the Polish Baltic coast, including:
Świna Gate Sandbar [1], Wolin island [2,3], Kołobrzeg [4], Mierzeja Łebska [4–11], Lubiatowo [12],
and Hel [13]. The dynamics of aeolian transport depend on hydrometeorological factors and
the type of substrate surface, especially its roughness and moisture [4,9,10,14,15]. Meteorological
conditions (including the direction and speed of wind, atmospheric precipitation, and air and ground
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temperature) determine the initiation, intensity, and duration of aeolian processes. Sea level, on
the other hand, determines the availability of beach sediments, which may be subject to deflation,
transport, and aeolian accumulation.

Since the internal climate of the Earth varies constantly, climate models are devoted to analyze
the non-linear interactions and different time responses of the components in the climate system.
With regard to the atmosphere, changes in temperature, rainfall, wind speed and direction are mainly
subject to particular analysis [16–18]. Atmospheric parameters may vary over the year. Changes in
wind direction affect regional changes in atmospheric factors, such as rainfall and cloudiness [19].
What is more, changes in wind direction and other meteorological factors affect the morphological
changes of the coast [20]. Statistical modeling is also used; it takes into account temperature and
atmospheric precipitation in the Baltic Sea basin [21]. Research has shown that there are changes in
wind directions and speeds in the Estonia region [22]. Sandy beaches, separated from the land by
foredunes, favor transport of sand along the coast. Prolonged, above-average winds have a greater
impact on sand transport than relatively short-lived strong winds during storms [23]. The analysis
of available meteorological data allows to observe changes on the coast occurring as a result of
intensifying aeolian processes.

The following take part in development of the beach: Coastal currents in the littoral zone, waves
in the inflow zone causing beach erosion during the development of storms and accumulation of sand
on the beach during the weakening of storms and aeolian processes in interstorm periods [9]. Material
provided by marine alongshore currents comes from eroded cliffs [4,24].

Wind speed, air temperature, as well as air and substrate humidity affect the fraction of exhausted
mineral material [10]. Granulation of dunes and sands of the Southern Baltic coast is mainly made up
of sands. Research on sediments of sandy beaches in the Baltic Sea coastal zone in Lithuania [25] and in
Poland [12] has shown that beaches in these countries are made of fine-grained sands. Other studies on
beach sediments on the Curonian Spit, Vistula and Hel have shown that the beaches are dominated by
medium- and coarse-grained sand, whereas foredunes are built of fine-grained sands [13,26]. This is in
line with the results of a study by Reference [12], which indicated that the graining of beach sediments
in Świnoujście, Kołobrzeg, Ustka and Hel is dominated by medium- and fine-grained sands. Coarse
sands are found on beaches along which currents and sea waves blur clay thresholds [12].

So far, research carried out in the Baltic Sea basin has been related to various hydrometeorological
factors. The rise of sea level [27,28], storm frequencies [29–32] and climatic conditions (also those in
other parts of the world) [33] may affect the functioning of aeolian processes in the geosystem of the
South Baltic coasts. This work aims to analyze meteorological data, which will allow to establish to
answer to the following question: Do hydrometeorological conditions changing in time and space
translate into variability of conditions for potential initiation and intensity of aeolian processes in the
Polish coastal zone of the Southern Baltic? For this purpose, hydrometeorological threshold values
for the potential favorable conditions of aeolian processes were defined, time dynamics and spatial
variability of hydrometeorological conditions were indicated, and frequency of intensification of
aeolian processes in relation to particularly conducive hydrometeorological conditions was presented.
In the Polish coastal zone of the Baltic Sea, this type of research has not yet been done.

2. Materials and Methods

2.1. Aim and Methods

The main aim of this work was to conduct a temporal and spatial analysis of hydrometeorological
conditions potentially favorable (initiating) and particularly conducive (intensifying) to aeolian
processes in the Southern Baltic’s Polish coastal zone. The occurrence of these conditions was
accompanied by fulfillment of all threshold values. The conditions were classified into two groups
(threshold values):
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– Potentially favorable to initiation of aeolian processes (maximum wind speed ≥4 m·s−1,
no precipitation in the last two days, average daily air temperature >0 ◦C, maximum sea level
(storm level) <570 cm).

– Particularly conducive to intensification of aeolian processes (maximum wind speed ≥10 m·s−1,
precipitation <5 mm/2 days, minimum air temperature >0 ◦C, maximum sea level (average level
over many years) <~502 cm).

The above meteorological threshold values were derived from direct field studies of aeolian
transport dynamics on the Polish Baltic coast. To determine the impact of weather conditions on the
occurrence of aeolian processes in the South Baltic coastal zone, field research was conducted in both
the dune coastal zone [1,3,4,17,18,34,35] and the cliff coastal zone [2,36,37]. It is assumed that the
mobilization of sandy sediments on the beach begins at wind speeds of 4–5 m·s−1. This threshold
estimated to be 4.4 m·s−1 for the finest dry sands, and 10 m·s−1 for moist material [38]. Marked
intensification of aeolian transport occurs during winds blowing from the sea, as well as parallel to the
coast, as they buffet the entire beach zone and the slopes of dunes and cliffs. Aeolian processes are
limited by atmospheric precipitation, which increases the moisture of surface sediments and limits
their ability to move. Field studies [2] and regression analysis (atmospheric precipitation—aeolian
transport) revealed that aeolian transport occurs when the sum of atmospheric precipitation from the
last two days is <5 mm. In the case of pluviometric conditions, the mobilization of sand as a result
of splashing was not accounted for. Apart from wind speed higher than 8 m·s−1, movement of sand
grains due to splashing is responsible for many factors related to, among others, kinetic energy of
rain, morphology and forms of land cover during rainfall [10]. Many factors are responsible for the
movement of sand as a result of splashing during rainfall. These include the kinetic energy of the
rain, and the morphology and types of surface cover. Splashing of sand on the beach takes place
even in situations when wind shear speeds are too low to initiate aeolian transport [39]. Aeolian
transport is also determined by thermal conditions [7,10]. When surface-level sediments are frozen,
the movement of sand is impossible. The initiation of aeolian transport therefore begins when the
average daily air temperature is >0 ◦C. Yet, there are no limitations on the movement of sand when the
temperature is above freezing. The dynamics of aeolian processes are also related to the availability
of beach sediments. During storm surges (≥570 cm in the Polish Baltic coastal zone), the sea level
is high, making the availability of beach sediments for aeolian processes low (beach sediment may
be available in the upper beach area), and sometimes cancelling it altogether (e.g., a narrow beach
in the cliff coastal zone). For this reason, it was assumed that the conditions for initiation of aeolian
processes occurred on days when sea level was below 570 cm. Particularly conducive to intensification
of aeolian processes were wide beaches and a maximum sea level lower than the average sea level
over the analyzed period, i.e., ~502 cm. This temporal and spatial analysis of how sea conditions
affect aeolian processes was based on daily sea level data from mareographic stations in Świnoujście,
Kołobrzeg, Ustka, and Hel. Only the Baltic High System (BHS) (based on the Kronstadt sea-gauge) was
used. The estimated difference between the Normal-Null (NN)- and BHS-based systems is about 15 cm
(the Kronstadt system is higher). Although Poland uses a high system based on the Kronstadt sea
gauge, the registration and recording of sea levels is based on the Normal-Null reference system [29].

2.2. Hydrometeorological Data

This study is based on daily hydrometeorological data from 1961 to 2010 concerning: Average,
maximum, and minimum air temperature; average and maximum wind speed; the sum of atmospheric
precipitation; and average, maximum, and minimum sea level. The data was provided by the Institute
of Meteorology and Water Management in Warsaw (https://danepubliczne.imgw.pl). Data was
collected from four coastal stations in Świnoujście, Kołobrzeg, Ustka, and Hel (Figure 1). One drawback
of these stations is that they are located behind the coastal dunes, which means that recorded wind
speeds may be lower than those actually occurring on the beach.
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Figure 1. Area of research—location of measurement stations in the Polish Baltic coastal zone.

Wind directions were not taken into account in the study. It was assumed that aeolian processes
operating on the beach occur with all directions of wind: Onshore, offshore, alongshore.

2.3. Study Area

The Polish coast has a length of 500 km [40]. It represents two basic types of coastline: Dune
and cliff (Figure 1) [41]. Out of this, 80% is constituted by dune, developing in the Holocene. These
are usually sandy barriers with a height of 2 to 35 m. When it comes to dune shores, about 15% are
constituted by accumulative stretches and around 35% by erosional stretches [1]. Cliffs occupy about
15% of the sea shore [40]. They were created during the Holocene and contemporary erosion of frontal
moraines. Moraines are built of glacial clays, usually 10–95 m high, as well as fluvioglacial sand and
clays accumulated in the form of ground moraines, most often 6–15 m high. A small part (a few %)
in estuarine sections of rivers is constituted by a low coast of flood plains or organic accumulation.
The height of this type of coastline is 0–5 m above sea level. Aeolian processes occur on all coastal types,
especially in the beach zone. Aeolian processes are also observed on the slopes of dunes and cliffs.

Four areas were selected for the analysis: Świnoujście, Kołobrzeg, Ustka, Hel. Distances between
these areas are around 90–130 km. The Świnoujście area covers the section located east of Świnoujście.
It is a dune section of the coast, which currently comprises an accumulative section. The Kołobrzeg
zone west of the Parsęta River is a dune section. On the other hand, there is a clay shore east of the
Parsęta River, with a height of 2–6 m above sea level. The western part of the Ustka area is a dune
section. There are sand and clay cliffs up to 41 m above sea level in the eastern part of this area near
Dębina. The Hel area, on the other hand, constitutes a spit section of the coast, which is 36 km long.
There are also inland dunes in the final part of the Hel Peninsula.

3. Results

3.1. Hydrometeorological Conditions

Analysis of meteorological data revealed that from 1961 to 2010, the maximum daily wind speed
was lower than 10 m·s−1 only in Kołobrzeg in 1989, 1991, 2005, 2009, and 2010. In these years,
the proper anemometric conditions for aeolian processes in beach sediments wet from precipitation
did not occur. The highest maximum wind speed occurred on the eastern coast (Ustka 26 m·s−1

in 2004, Hel 23 m·s−1 in 1999). The average annual wind speed was highest in Hel 4.4 m·s−1

and Ustka 4.3 m·s−1 (exceeded the threshold value of 4 m·s−1 for initiation of aeolian processes
in dry sandy sediments), and significantly lower in Świnoujście 3.7 m·s−1 and Kołobrzeg 3.2 m·s−1.
The anemometric conditions in the eastern zone of the Polish Baltic coast were more favorable to
aeolian processes (Figure 2).
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Figure 2. Annual dynamics of wind speed in the Polish Baltic coastal zone.

Pluviometric conditions in the open coastal zone of the Baltic (Ustka and Kołobrzeg) were less
favorable to aeolian processes than those in bay areas (Świnoujście and Hel). In Ustka and Kołobrzeg,
the following were confirmed to be significantly higher: Average annual sum of precipitation (702.2 mm
and 636.6 mm); average annual number of days with precipitation (181 and 180 days); and maximum
daily sum of precipitation (94.2 and 85.2 mm). In Świnoujście and Hel (near the Pomeranian and
Gdańsk Bay), the following were confirmed to be significantly lower: Average annual sum of
precipitation (561.5 and 586.1 mm); average annual number of days with precipitation (169 and
177 days); and maximum daily sum of precipitation (58.7 and 77.1 mm). Pluviometric conditions in
the central zone of the Baltic coast (Kołobrzeg and Ustka) were thus less favorable to aeolian processes
than those in the western (Świnoujście) and eastern (Hel) zones (Figure 3).

Figure 3. Annual dynamics of precipitation in the Polish Baltic coastal zone.

Each year, the average annual air temperature was similar across the entire Baltic coast zone.
This confirms the rule that thermal conditions are more spatially homogenous than pluviometric and
anemometric conditions. The average annual air temperature for the analyzed period decreased from
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8.5 ◦C in Świnoujście, to 8.2 ◦C in Kołobrzeg, to 8.1 ◦C in Ustka and Hel. The occurrence of aeolian
processes is limited by the freezing of surface settlements (tmax ≤ 0 ◦C). The most days with freezing
temperatures were recorded in the eastern coastal zone in Hel, with an annual average of 28 days.
Slightly fewer days with freezing temperatures were recorded in the remaining coastal zone, with an
annual average of 23 to 25 days. The conditions for aeolian processes were particularly unfavorable in
1963, 1969, 1997, and 2010, when there were over 50 days with freezing temperatures recorded on the
entire coast (Figure 4).

Figure 4. Annual dynamics of air temperature in the Polish Baltic coastal zone.

The annual dynamics of the maximum, average, and minimum sea level from 1961 to 2010 are very
temporally and spatially varied (Figure 5). The average sea level ranged from 500 cm in Świnoujście to
504 cm in Hel. The absolute maximum sea level was 661 cm (Świnoujście—4 November 1995), and the
absolute minimum sea level was 375 cm (Świnoujście—4 November 1979). The amplitude of sea-level
fluctuations in the Polish Baltic coastal zone was, thus, 286 cm. It was only in 1966 that no excess
of storm level Hmax > 570 cm was recorded at any of the stations. There were no limitations on the
availability of beach sediments for aeolian processes on any day of that year.

Figure 5. Annual dynamics of sea level in the Polish Baltic coastal zone.
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Particularly favorable conditions for intensification of aeolian processes occurred in the entire
coastal zone when the maximum sea level was lower than the average sea level from the analyzed
period (~502 cm), and especially when the sea level was exceptionally low (Hmin < 430 cm). It was
then that surface-level beach sediments were most available for aeolian processes. Such events
(Hmin < 430 cm) occurred in the entire coastal zone in 1972, 1979, and 2010. The greatest differences
in sea level were recorded on the west coast (Świnoujście and Kołobrzeg), where storm surges and
post-storm level drops were particularly significant. Relatively small differences in maximum and
minimum sea level occurred on the east coast in Hel.

3.2. Potentially and Particularly Favorable Hydrometeorological Conditions for the Occurrence of
Aeolian Processes

Temporal and spatial analysis of hydrometeorological conditions for initiation of aeolian processes
revealed a greater annual average of events on the coast of the Pomeranian Bay (Świnoujście, 92 days)
and the Gdańsk Bay (Hel, 96 days) than in the open coastal zone (Kołobrzeg, 64 days; Ustka, 87 days)
(Table 1). Along the entire coast, the greatest number of days potentially beneficial for initiation of
aeolian processes was found in the decade of 1971–1980 (annual average of 93 days) and the least
days in the decade of 2001–2010 (annual average of 79 days). This happened on the most days
in 1975 (average of 125 days) and the least days in 2004 (average 65 days). For the occurrence of
hydrometeorological conditions potentially favorable to initiation of aeolian processes, all thermal,
precipitation, wind, and sea criteria must be fulfilled simultaneously.

Table 1. Average number of days per year with conditions potentially favorable to initiation of aeolian
processes in the Polish Baltic coastal zone.

Hydrometeorological
Criteria for Aeolian
Processes Initiation

Place

Time Period

1961–1970 1971–1980 1981–1990 1991–2000 2001–2010 1961–2010

Mean Number of Days in Year

Wind speed ≥4 m·s−1

Świnoujście 293 315 344 264 262 295
Kołobrzeg 305 288 253 214 192 250

Ustka 312 306 291 302 351 312
Hel 325 337 336 319 319 327

Mean air temperature
>0 ◦C

Świnoujście 303 322 323 327 322 319
Kołobrzeg 301 322 324 327 321 319

Ustka 300 320 321 329 323 318
Hel 301 318 322 326 321 318

Sea level <502 cm

Świnoujście 362 361 358 360 358 360
Kołobrzeg 362 360 358 360 358 360

Ustka 363 361 358 361 359 360
Hel 364 362 360 361 361 361

Precipitation 0 mm/2
days

Świnoujście 137 141 131 141 127 135
Kołobrzeg 122 127 123 128 122 124

Ustka 123 128 119 126 125 124
Hel 131 133 126 123 122 127

Potential favorable
days for aeolian

processes initiation

Świnoujście 85 105 107 86 79 92
Kołobrzeg 75 81 66 56 44 64

Ustka 80 85 76 88 104 87
Hel 94 103 100 92 88 96

This is why the occurrence of all these conditions at once in the entire Baltic coastal zone is
significantly rarer (annual average of 85 days) than their occurrence individually (sea level, average
360 days; air temperature, average 319 days; wind speed, average 296 days; and precipitation, average
128 days). During the analyzed period, there was a statistically significant (p < 0.05) increase in the
number of days per year with an average air temperature of >0 ◦C (r ~ +0.3), and a decrease in the
number of days per year with a maximum wind speed of ≥4 m·s−1 (r ~ −0.5). Only in Ustka was there
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an increase in the number of days per year with a wind speed of ≥4 m·s−1 (r ~ +0.9). The remaining
hydrometeorological conditions, i.e., precipitation of 0 mm/2 days and sea level <570 cm, exhibited
a statistically insignificant (p > 0.05) downward trend in the number of days per year, with a low
correlation (r < −0.3).

Analysis of the number of days per year with favorable conditions for initiation of aeolian
processes revealed a statistically insignificant downward trend for Świnoujście and Hel (r ~ −0.2),
and a statistically significant downward trend for Kołobrzeg (r ~ −0.7). Only for the central coast in
the region of Ustka was a statistically significant upward trend recorded (r ~ +0.4) (Figure 6).

Figure 6. Annual trend of days with potentially favorable conditions for initiation of aeolian processes
in the Polish Baltic coastal zone.

Temporal and spatial analysis of hydrometeorological conditions particularly conducive to
intensification of aeolian processes revealed a greater average annual number of events in Świnoujście
and Hel (4 days) than in Ustka (3 days) and Kołobrzeg (1 day) (Table 2). Conditions particularly
conducive to intensification of aeolian processes occurred on the most days in the decade of 1971–1980
(annual average of 5 days), and on the least days in the decade of 1991–2000 (annual average of
only 1 day). This happened on the most days in 1976 (average of 9 days) and the least in 1990, 1991,
and 1997 (no days). Intensification of aeolian processes in the coastal zone may only occur when
all hydrometeorological criteria are fulfilled simultaneously. Such events in the entire Baltic coastal
zone are thus very rare (annual average of 3 days). The individual hydrometeorological conditions
of these events occur more frequently (air temperature—average of 290 days, precipitation—average
of 281 days, sea level—average of 140 days, and wind speed—average of just 10 days). During the
analyzed period, there was a statistically significant (p < 0.05) increase in the number of days per
year with a minimum daily air temperature of >0 ◦C (r ~ +0.3), and a decrease in the number of
days per year with a maximum wind speed of ≥10 m·s−1 (r ~ −0.6). Only in Ustka was there an
increase in the number of days per year with a wind speed of ≥10 m s−1 (r ~ +0.5). The remaining
hydrometeorological conditions, i.e., precipitation of <5 mm/2 days and sea level <502 cm, exhibited
a statistically insignificant (p > 0.05) downward trend in the number of days per year, with a low
correlation (r < −0.3).
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Table 2. Average number of days per year with conditions particularly conducive to intensification of
aeolian processes in the Polish Baltic coastal zone.

Hydrometeorological
Criteria for Aeolian

Processes
Intensification

Place

Time Period

1961–1970 1971–1980 1981–1990 1991–2000 2001–2010 1961–2010

Mean Number of Days in Year

Maximum wind
speed ≥10 m s−1

Świnoujście 24 41 47 22 28 32
Kołobrzeg 14 10 4 3 2 6

Ustka 34 24 15 34 95 40
Hel 64 85 39 18 11 43

Minimum air
temperature >0 ◦C

Świnoujście 275 287 290 292 289 286
Kołobrzeg 268 285 287 291 286 283

Ustka 308 308 308 308 308 308
Hel 267 282 287 293 292 284

Mean sea level
<502 cm

Świnoujście 169 174 134 149 112 148
Kołobrzeg 159 177 126 139 110 142

Ustka 158 156 121 137 109 136
Hel 144 158 114 123 122 132

Precipitation
<5 mm/2 days

Świnoujście 286 293 289 286 285 288
Kołobrzeg 272 279 279 275 267 274

Ustka 271 272 273 278 278 275
Hel 291 293 286 290 282 288

Particularly favorable
days for aeolian

processes
intensification

Świnoujście 4 6 5 2 2 4
Kołobrzeg 1 1 0 0 0 0

Ustka 3 1 0 3 9 3
Hel 6 11 1 1 0 4

Analysis of the number of days per year with conditions conducive to intensification of aeolian
processes revealed a statistically significant downward trend for Kołobrzeg and Hel (r ~ −0.6), and a
statistically significant upward trend for Ustka (r ~ +0.5) (Figure 7). For Świnoujście, this trend was
statistically insignificant.

Figure 7. Annual trend of days with conditions particularly conducive to intensification of aeolian
processes in the Polish Baltic coastal zone.

The occurrence of hydrometeorological conditions potentially favorable to initiation and
particularly conducive to intensification of aeolian processes in the Polish Baltic coastal zone clearly
depended on the seasons (Figure 8). During the cold half-year, especially from November to March,
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the number of days with conditions for the occurrence of aeolian processes was lower than from April
to October. The cold half-year is the storm period, during which, despite higher wind speeds, storm
surges are not conducive to aeolian processes, as they limit the availability of sandy beach sediments.
Furthermore, during this period, there is a higher frequency of days with precipitation, as well as
low temperatures causing ground frost. In the warm half-year, there are significantly fewer storm
surges and days with precipitation, and no days with freezing temperatures. Conditions particularly
favorable to the initiation and intensification of aeolian processes occurred especially in the spring,
from April to June. At the beginning of spring, hydrometeorological conditions for the occurrence of
aeolian processes were exceptionally favorable, as vegetation was not fully developed at the beginning
of the season, and therefore did not limit the availability of sandy sediments for aeolian processes.
Additionally, the inflow of dry masses of continental air from the Northeast were frequently recorded
during this time.

Figure 8. Seasonal dynamics of the number of days with conditions potentially favorable to initiation
and particularly conducive to intensification of aeolian processes in the Polish Baltic coastal zone—a
case study on Świnoujście 1961–2010.

For the Polish Baltic coastal zone, analysis of the general trend in occurrence of
hydrometeorological conditions potentially favorable to initiation and particularly conducive to
intensification of aeolian processes (based on the maximum number of days per year with conditions
for aeolian processes recorded by all four measurement stations) revealed statistically significant
patterns (Figure 9). For hydrometeorological conditions potentially favorable to initiation of aeolian
processes, an upward trend was observed. However, for hydrometeorological conditions particularly
conducive to initiation of aeolian processes, a downward trend was observed. The hydrometeorological
conditions from 1961 to 2010 were thus characterized by a certain increase in the number of events
(days) with conditions for the occurrence of aeolian processes, albeit of relatively low intensity.
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Figure 9. Trend in the number of days with hydrometeorological conditions potentially favorable
to initiation and particularly conducive to intensification of aeolian processes in the Polish Baltic
coastal zone.

4. Discussion

Research on the mechanism of aeolian processes in the coastal zone (especially quantitative values
and the laws governing the movement of particles by wind) conducted in natural conditions [11,42,43],
as field experiments [5,10,15,34,44,45], and especially as laboratory experiments [46,47] has often
yielded divergent results. The number of variables determining the mechanism of aeolian processes in
the coastal zone is much higher than in desert areas, especially in laboratory conditions (wind tunnels).

Field observations have shown that aeolian processes have positive and negative effects in
geomorphological transformations of the coastal zone. The first group contains reconstruction of the
beach after storms and during interstorm periods [9]. At this time, sand can be transported by winds
from the beach to the dunes [1,9,10,34,45,48]. Ripple marks form on the surface of the beach, as well
as aeolian shadows behind various obstacles, transverse sand patches, or even small barchans [10].
The second group contains lowering of the beach surface by seaward and alongcoast winds [4,9,49].
The visible effect of lowering of the beach is aeolian pavement and microshadows behind small
obstacles [10].

During a storm build-up, the transverse profile of the beach (width and height) is of great
importance; the beach can be flooded completely. During weakening of the storm, the aeolian processes
act the most quickly on the upper beach fragment at the base of the dunes or cliff. During large storms,
at sea level of 570 cm, sea waves cause erosion of sand dunes [1,41]. Such a situation occurs in many
places on the Polish coast, even on beaches with a width of up to 70 m, which have low altitudes.

The threshold hydrometeorological conditions potentially favorable to initiation and particularly
conducive to intensification of aeolian processes determined in the study are a kind of generalization.
The threshold values were determined based on a review of literature concerning field research on
the dune coastal zone [5,9,10,38], and original research on the cliff coastal zone [2,3]. We can assume
that the hydrometeorological criteria used in this study are very general, but appropriate for the South
Baltic coastal zone.

Analysis of the variability of hydrometeorological conditions over time on the Polish coast
revealed patterns similar to those found in other studies on the South Baltic coast [50–52]. Current
trends and forecasts of climatic conditions in the South Baltic coastal zone indicate that for every
10-year interval, the average annual air temperature will increase by 1.9 ◦C, and the annual sum of
precipitation will decrease by 4% (meaning around 30 mm) [53]. The trend of increasing temperatures,
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especially during winter (1.7–2.3 ◦C), will limit the number of days on which freezing temperatures
freeze the ground, and as a consequence, improvement of conditions unfavorable to the functioning
of aeolian processes. Furthermore, the drop in precipitation will most likely reduce the number of
days with precipitation, and thus increase the occurrence of conditions favorable to aeolian processes.
Additionally, the observed increase in sea level by 3–4 cm every 10 years [41] may reduce the width of
beaches and the availability of sandy sediments for aeolian processes. The increase in the level of the
South Baltic Sea is insignificantly higher than the forecasted rise in global sea level, which is estimated
at 1–2 mm·a−1 [54].

The high number of days with conditions potentially favorable to aeolian processes from 1971
to 1980 was accompanied by high annual intensity of potential aeolian transport. In this decade, the
value of aeolian transport in Świnoujście was estimated at around 1075 t·m−1—from ~80 t·m−1 in
1972 to ~150 t·m−1 in 1977 [4]. During the same period in Kołobrzeg, there were significantly fewer
hydrometeorological events favorable to initiation of aeolian processes. The average annual value of
aeolian transport was around 395 t·m−1—from ~30 t·m−1 in 1980 to ~60 t·m−1 in 1975 [4]. According
to Reference [4], 80% of the total aeolian transport takes place during 8% of the year (for about 1 month).
The period of potential increase in aeolian transport (1 month) therefore constituted 30% to 50% of the
average annual number of days with conditions favorable to aeolian processes (92 days in Świnoujście
and 64 days in Kołobrzeg).

5. Conclusions

The relationship between hydrometeorological conditions and aeolian processes in the coastal
zone is not linear. Extremely high wind speed does not always generate extreme aeolian erosion,
transport, and accumulation on beaches and the slopes of dunes and cliffs, especially when strong
winds are accompanied by storm surges and significant precipitation. The geomorphological effects of
wind in the coastal zone are determined by many other factors that disturb the relationship between
hydrometeorological conditions and aeolian processes. Among the most important of these factors
are: Morpholytic conditions on beaches and the slopes of dunes and cliffs; surface exposure to wind;
land cover from vegetation in different seasons; the dynamics and frequency of previous extreme
hydrometeorological events; and human activity (e.g., hydraulic engineering).

Temporal and spatial analysis of hydrometeorological conditions determining initiation and
intensification of aeolian processes in the South Baltic coastal zone in Poland yielded the following
conclusions:

– The hydrometeorological and morpholithodynamic conditions of the coastal zone are conducive
to aeolian processes. The average annual number of days with conditions favorable to initiation
of aeolian processes is particularly high in terms of sea level (360 days) and air temperature (319
days). This number is slightly lower for wind speed (296 days), and lowest for precipitation
(128 days). All of these factors must occur simultaneously for the initiation of aeolian processes.
For this reason, the average annual number of potentially favorable events was 85. The number
of days with conditions particularly conducive to intensification of aeolian processes was
significantly lower (only three). While the average annual number of days with conducive
conditions in terms of air temperature and precipitation was high (290 and 281 days), this number
was significantly lower for sea level (140 days), and negligible for wind speed (only 10 days).
Therefore, the average annual number of days with conditions potentially favorable to initiation of
aeolian processes is nearly 30 times greater than the number of days with conditions particularly
conducive to their intensification.

– The Pomeranian Bay (Świnoujście) and Gdańsk Bay (Hel) are particularly predisposed to the
occurrence of hydrometeorological conditions potentially favorable to aeolian processes. In these
areas, aeolian processes can occur for over 3 months per year on average. In the open coastal
zone, aeolian processes can occur for around 2 months per year on average, e.g., in Kołobrzeg.
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– The upwards trend of conditions particularly favorable to the intensification of aeolian processes
for Ustka is probably related to the coastline’s exposure to seaward winds. An additional effect
may be the increase in share of winds associated with storms.

– Clustering of high frequencies of potential aeolian processes occurred in the 1970s. The lowest
frequency of hydrometeorological conditions for the occurrence of aeolian processes was recorded
in the first decade of the 21st century. Aeolian processes may occur on as few as 32 days per year
(Kołobrzeg, 2010), and as many as 143 days per year (Świnoujście and Hel, 1989). In seasonal
terms, the hydrometeorological conditions most conducive to initiation and intensification of
aeolian processes occurred in the spring, especially from April to June.

– Conditions conducive to intensification of aeolian processes indicate that there is positive and
negative wind activity within the coastal zone. Seaward wind directions cause formation of
forms on the beach and build up foredunes. In addition, they cause flooding of promenades,
pavements and streets in seaside resorts. Inland wind directions cause dissipation of dunes and
clear off sandy material to the sea. Seaward and alongshore directions contribute to lowering of
the beach area and transporting sand to other sections of the beach.

Regional climate models (RCM) predict climate change in the upcoming few decades involving the
increase of temperature and precipitation [55]. The efficiency of daily rainfall is also to increase [56], and
their frequency will be lower [57]. More frequent and longer periods of heat waves are predicted [16]
as well as the possibility of long periods of drought [58], which will be conducive to the functioning
of aeolian processes. The number of days potentially beneficial and particularly favorable to aeolian
processes is likely to increase. An increase in their intensity is also expected.

Considering the current trend of rising sea levels, climatic changes, and the increasing frequency
of extreme hydrometeorological events in the South Baltic coastal zone, it is not possible to reliably
forecast the frequency of aeolian processes. However, the results of this study may be useful for
determining how the coast functions, especially its beaches, coastal dunes, and moraine cliffs, whose
low resistance to aeolian erosion is characteristic for the Baltic coast from Germany to Estonia.
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Uniwersytetu Szczecińskiego: Szczecin, Poland, 2017; ISBN 978-83-7972-091-0.

30. Sztobryn, M.; Stigge, H.J. Storm Surges on the Southern Baltic Sea; IMGW Press: Warszawa, Poland, 2005; ISBN
83-88897-61-6.
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Abstract: This paper describes a set of experiments undertaken at Universitat Politècnica de
Catalunya in the large wave flume of the Maritime Engineering Laboratory. The purpose of this study
is to highlight the effects of wave grouping and long-wave short-wave combinations regimes on
low frequency generations. An eigen-value decomposition has been performed to discriminate low
frequencies. In particular, measured eigen modes, determined through the spectral analysis, have
been compared with calculated modes by means of eigen analysis. The low frequencies detection
appears to confirm the dependence on groupiness of the modal amplitudes generated in the wave
flume. Some evidence of the influence of low frequency waves on runup and transport patterns are
shown. In particular, the generation and evolution of secondary bedforms are consistent with energy
transferred between the standing wave modes.

Keywords: spectral analysis; low frequency; wave grouping; eigen analysis; eigenmode; random
waves; combination waves

1. Introduction

Extreme storms may significantly affect the coastal environment, especially in terms of erosion
and sediment transport. They can provoke disastrous consequences such as sediment transport beyond
the surf zone to unusual depths [1]. Waves reaching a coastline release the majority of their energy
and momentum within the surf zone as intense turbulence generated at the front face of the breaker.
However, a portion of that energy is transferred to low frequency modes [2], like Low Frequency
Waves, longshore currents, rip-currents and shear waves, that are oscillations generated by a shear
instability of the mean longshore current profile, especially on barred beaches [3,4]. Low-frequency
waves can be generated from intense interaction between short waves and between short waves and
long waves at the surf-swash boundary [5,6].

Cross-shore standing long wave swash oscillations are usually forced by infragravity frequency
(f < 0.05 Hz) waves [7–14] as are swash oscillations due to waves traveling or oscillating along
the water edge, parallel to the mean-water line (edge waves) [15–19]. Although wind-waves or
short-waves (typical frequency of about 0.1 Hz) are the major force behind the swash zone (SZ)
dynamics, the importance of the SZ for the generation/transformation of low frequency motions has
been recognized [6,20–23]. In the SZ, in fact, while the final dissipation of short-wave (wind and
swell) energy occurs, the Low Frequency Wave (LFW hereinafter) energy (typical wave frequencies
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between 0.03 and 0.003 Hz) is, generally, reflected back seaward. In addition, intense interaction
between short waves and between short waves and long waves at the surf-swash boundary can lead
to the generation and reflection of further LFW [5,6]. Superficial SZ hydrodynamics, subsurface SZ
hydrodynamics, sediment dynamics and co-related beachface morphodynamics determine and are
strongly determined by the frequency of swash motion in no-tidal seas [24–31]. Nonlinearity is a major
mechanism responsible for LFW. However, amplitude modulation of waves surface elevation (also
termed wave grouping or groupiness) represents another predominant feature in short wave processes
affecting long wave generation.

The Groupiness Factor (GF) is a measure of the degree of grouping or rather than of the
amplitude modulation of the incident wave field. It is defined as the standard deviation of Smoothed
Instantaneous Wave Energy History (SIWEH) normalized with respect to its mean value. A technique
which involves no low-pass filtering to compute the low frequency part of the square of the water
surface elevation is the Hilbert transform technique. Groupiness Factor is a global measure of the
variance contained, in the entire low frequency, part of the square of the water surface elevation [32,33].

Some questions still remain as to which mechanisms dominate under different surf zone
conditions. For example, while it is well known that more regular waves (swell waves) tend to
promote recovery but irregular waves (sea waves) tend to promote erosion, it is not clear if this is
related to changes in nonlinearity or groupiness or to changes in energy [34–36].

In this context, the project SUSCO (Swash zone response under grouping Storm Conditions)
used the Hydralab III facility at the large wave flume of the Maritime Engineering Laboratory (LIM),
Catalonia University of Technology (UPC) [37]. The objectives of the project were to compare the
shoreline response and the SZ hydrodynamics of various wave regimes. In particular, the beach
response between monochromatic conditions and wave groups were investigated as a direct result
of the wave groupiness. The effects of forced and free long waves induced by the groupiness were
also examined.

The data provided by the SUSCO campaign represent a comprehensive and controlled series of
tests for evaluating in detail many complex phenomena affecting the hydro-morphodynamic in the
surf and SZ. Starting from that dataset, the main aim of this study is to compare the effect of various
wave regimes on very low frequencies generations. In particular, wave flume seiching is investigated
as a potential effect of low-frequency energy during the experiments. As known, wave generation in
an enclosed flume could cause seiching owing to wave reflections or wave grouping effects that can
transfer wave energy to low-frequencies [38].

Often wave flume experiments involve wave reflection generated by structure/beaches.
Nowadays this problem is solved by controlling the paddle through an active reflection system,
which is not applicable to long wave absorption. When active absorption is applied, the reflected
waves approaching the generator are predicted in real time and paddle control signals are modified
to absorb the waves approaching the generator. The result is that the control of the incident waves is
maintained throughout the test. The wave resonance in the wave flume is generated by the reflection
phenomena occurring when the wave frequency begins to be equal to the fundamental or harmonic
resonant frequency of the flume. Lengthwise oscillations of long waves in a flume can be troublesome
as they take a long time to dissipate, owing to their high reflectivity [39].

The wave generator does not have the capability to absorb long wave energy, it is first necessary
to see if any of the long wave activity is due to resonance of certain frequencies with the wave flume
(seiche). The natural frequencies of the wave flume have to be determined by eigenvalue analysis.

Bellotti et al. [40], on the basis of data from tests performed at the same large wave flume
of LIM, found a non-negligible low-frequency component that can be addressed to seiches of the
flume. Resonant seiche response in a wave flume (or wave tank) represents an unfortunate drawback,
especially for mobile bed experiments. In a resonant condition, the excitation of low-frequency
(resonant) modes of the wave flume results in components whose amplitudes can increase to be of the
same order as the primary waves [41]. Some authors are concerned about resonant cross-tank seiching
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that would occur in a wave flume under different wave conditions [42,43]. The variation in seiching
has been found to modify the final equilibrium profile and the bar-trough morphology [35,36].

For these reasons, it is important to quantify any influence of the low-frequency for erosive and
accretive wave conditions especially concerning the interpretation of different hydro-morphodynamic
effects. Furthermore, among the generated waves of the experimental tests described in the Section 2,
the results for random and combination tests are presented here.

Low frequencies are studied through the Spectral and Eigen analysis as presented in Section 3,
estimating the frequency of the dominant seiches in the wave flume. Furthermore, the influence of the
low frequencies on the wave energy spectra is investigated using a numerical solution, which adopts
as input the measured data of the beach profiles of the case studies. Finally, combined analysis between
modes for surface displacement and net sediment transport has been used to clarify the influence of
LFW on morphodynamics. The results of these analyses are shown in Sections 4 and 5; then the main
findings are summarized in Section 6.

2. Experimental Setup

In this paper, wave interaction with a rouble mound breakwater has been modeled using
numerical simulations. The CIEM (Canal d’Investigació i Experimentació Marítima) large-scale
wave flume is 100 m long, 3 m wide and up to 4.5 m deep. The beach consisted of commercial
well-sorted sand with a medium sediment size (d50) of 0.25 mm, with a narrow grain size distribution
(d10 = 0.154 mm and d90 = 0.372 mm) and a measured settling velocity (ws) of 0.034 m/s.
The experimental profile and equipment distribution is presented in Figure 1. The x-coordinate
origin is at the wave paddle at rest condition before starting the waves and positive toward the
shoreline. The movable bed profile started after 31 m of concrete with a section 1:20 slope from x = 31
to 37 m prior to a plane bed, from x = 37 to 42 m, followed by a 1:15 slope plane beach (Figure 1).
Prior to running each wave condition, the water depth was performed by manual reshaping and then
compacted by running 10 minutes of ‘smoothing’ wave conditions, in order to return almost the same
initial profile. The water depth at the toe of the wedge-type wave paddle was 2.5 m [44].

 

Figure 1. Longitudinal cross-section of the Catalonia University of Technology (UPC) flume and detail
of acoustic wave gauges and wave gauges location (length in m).

Among all the instruments installed and used in the controlled area [45], 6 Acoustic Wave Gauges
(AWGs), 10 Resistant Wave Gauges (WGs), and 1 beach profiler were acquired. These instruments
were sampled at 20 Hz according to the characteristics of the acquisition system (Figure 1).

The bottom profile information was acquired by means of a mechanical bed profiler that measures
the emerged and submerged profile along a central line of the flume. The mechanical profiler consists
of a wheel at the end of a pivoting arm which is mounted on a moving platform along the flume.
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A computer records the velocity of the platform and the angle rotation of the arm. Those data are used
to extract the X and Z flume bathymetry. The overall vertical profile accuracy is therefore estimated
to be ±10 mm. Such accuracy is comparable with more recent experimental study on beach profile
evolution [46], where the standard deviation of the vertical profile was found to be equal to 0.1 cm and
0.2 cm for the emerged and submerged beach profile, respectively. The vertical datum for the profile
data is the sea water level (SWL in Figure 1). The horizontal datum is that of the reference point in the
flume, which is 7.4 m from the wavemaker and approximately 36 m seaward of the beach toe.

As previously mentioned, the tests were carried out for two different levels of energy flux,
defined as “erosive” and “accretive”, covering a broad range of wave amplitudes, short and long wave
frequencies, modulation rates and group frequencies. The behavior of the two wave regimes was
forecasted by mean of the dimensionless sediment fall velocity number (Dean number) [47] and on the
basis of previous experiments in the CIEM flume using similar wave conditions. The final profiles and
net sediment transport are consistent with these initial estimates. Therefore, hereinafter “erosive test”
and “accretive test” refer to wave conditions able to produce morphological patterns (over the whole
beach profile) in which erosive or accretive conditions dominate, respectively. The following waves
were appointed:

• random waves with different Grouping Factors (GF);
• combination of free partial standing long waves plus monochromatic short waves (hereinafter,

combined waves);
• regular monochromatic;
• bichromatic waves (including bound long waves).

Among all the tests generated during the test campaign, random and combination waves in both
cases erosive and accretive are here examined. In the Tables 1 and 2 the wave characteristics such as
wave height H (m), related to the different wave components, and wave period T (s) for those tests
in erosive and accretive conditions are listed. Considering the measured sediment fall velocity of
0.034 m/s, the beach was morphologically characterized by intermediate and reflective conditions for
erosive and accretive waves regimes respectively [48]. According to Wright and Short [49], the beach
state is a function of breaker height, period and of the sediment size.

Table 1. Wave characteristics for accretive conditions.

Test H (m) T (s) Wave Type

CA_1 0.226
0.038

6
30 Combination

CA_2 0.226
0.038

6
15 Combination

RA_1 0.319 6.7 Random GF = 0.96

RA_2 0.319 6.7 Random GF = 1.08

Four random wave trains, RE_1, RE_2, RA_1, RA_2, were generated with the same variance based
on wave height and the same peak frequency as their corresponding monochromatic pair. On the
other hand, to generate long-wave short-wave combinations, the monochromatic conditions have been
perturbed by small amplitude long waves, added to the control signal. Hence, cases CE_1, CE_2, CA_1,
and CA_2 represent the addition of free long waves to otherwise monochromatic wave conditions
(Tables 1 and 2). Controlled wave generation was achieved by a wedge-type wave paddle, particularly
suited for intermediate-depth waves. The wave generation software used for controlling the wave
paddles was AWASYS5 [50].
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Table 2. Wave characteristics for erosive conditions.

Test H (m) T (s) Wave Type

CE_1 0.370
0.038

3.7
30 Combination

CE_2 0.370
0.038

3.7
15 Combination

RE_1 0.530 4.1 Random GF = 1

RE_2 0.530 4.1 Random GF = 1.1

The groupiness was slightly varied as well as the phases, obtaining random waves of identical
energy spectrum (conforming to JONSWAP spectrum with γ = 3.3) [48]. The Grouping Factor,
which measures the degree of grouping, or rather than of the amplitude modulation of the incident
wave field, is computed according with Hald [51] (Equation (1)) as the standard deviation σ of half the
squared wave surface elevation envelope curve E(t) relative to the squared variance σ2 of the surface
elevation η(t) as follows:

GF =
σ[E(t)]
σ2[η(t)]

(1)

In particular, the half squared envelope signal is computed by the Hilbert transformation.
The standard approach of wave generation is to use random uncorrelated phases which in the
average leads to GF = 1.0 along with σ2 ≈ 0.13 for 500 waves. [48–51]. Greater values of GF suggest
that small waves tend to be succeeded by small waves, and large waves by other large waves.

All tests started from a similar initial 1/15 handmade slope. For the erosive conditions the
reshaping took place along the active profile, while the reshaping occurred from the landward edge of
the bar trough to the run-up limit on the accretive conditions. The tests were composed of four steps
which included five bottom profiles. Each test lasted 24 min and was repeated 6 times. Consequently,
the final profile (P4) was generated after a total active wave time equal to 144 min.

Different bottom profiles where acquired during each wave testing condition. One at the beginning
of the experiments (P0), and consecutively at the end of the 1st (P1), 2nd (P2), 4th (P3) and 6th (P4)
runs for each of the 13 wave conditions.

Tests were a compromise between the desire to reach an equilibrium profile and the available
experimental time.

3. Methods

Data treated in this work concern the first step of 24 min duration for each test. The wave
conditions started with a similar initial beach profile for both wave conditions, accretive and erosive,
respectively, as shown in Figures 2 and 3. For this reason, the results discussed below can be
considered without significant influence from morphodynamic feedback during the measurements.
Such conditions afford to obtain reliable observations of hydrodynamic behaviors of LFW also in
movable bed experiments.

Furthermore, before carrying out the computation of net sediment volume variation ΔVSZ, bed
elevation data have been corrected. In fact, it is worth mentioning that the total beach volume of
each profile was not the same. Due to profiler measurement errors, in particular the inability to
accurately measure ripple volumes and some non-uniformity of the profile, calculation of ΔV along the
whole profile never returns identically zero. Therefore, errors in the calculated ΔV were corrected by
distributing the mismatch in sediment volume along the whole profile, leading to a zero value of ΔV.
Generally, the error distributed is of a few millimeters, hence the correction does not significantly affect
the volume computation. This approach derives from the method proposed by and Baldock et al. [18]
for calculation of the net time-averaged sediment transport. The analysis assumed a depth of closure
for the sediment transport calculations at x = 60 m (at a water depth of approximately 1 m), and
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applied the sediment continuity correction over the active profile, that is, landward of x = 60 m or
shallower than 1 m. This enables greater resolution and improved accuracy in the ΔV calculations.
Closure errors corresponded to a mean error in vertical elevation across the profile that ranged from
3 mm to 15 mm, with an average of 9 mm over all tests, which is consistent with the estimated
accuracy of the bed profiler. However, other methodologies could be applied to reconstruct transverse
profiles and to study coastal evolution, in particular performing a comparison of aerial photographs
according to Muñoz-Pérez et al. [52].

In the present paper, two kinds of analysis have been carried out, as described in the following
two sub-sections.
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Figure 2. Initial beach profiles of the accretive tests, random and combination, respectively.
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Figure 3. Initial beach profiles of the erosive tests, random and combination, respectively.

3.1. Spectral Analysis

On the basis of the time series of surface elevations the spectral analysis has been performed to
evaluate the energy characteristics induced by wave motion. The response of low frequency variations
in the large wave flume for random and combination tests has been analyzed. In addition, the spectra
response is observed taking into account the time series of the water surface elevation in accretive and
erosive wave conditions.

According to Molloy [53], the spectral density represents the momentum corresponding
to the specific frequencies. A higher momentum or spectral density corresponds to a larger
amplitude oscillation.

Operatively, a Fast Fourier Transform (FFT) is applied to execute spectral analysis for each test.
Once the peaks in the spectra corresponding to low-frequencies and harmonics are identified, they are
later compared with wave modes determined by the Eigen analysis, as described in the following.
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3.2. Eigen Analysis

It is first necessary to study if any of the long wave activity is due to resonance of specific
frequencies with the wave flume (hereinafter “seiche”). According to Rabinovich [54] the resonance
occurs when the dominant frequencies of the external forcing match the Eigen frequencies of the flume.

In particular, seiche is long-period standing oscillation in an enclosed basin. The resonant (eigen)
frequency of seiche is determined by basin geometry and water depth. The set of eigen frequencies
and associated modes are a fundamental property of a specific basin [54]. The mode of a seiche is the
number of nodes it has within the system. The period of a seiche with “n” nodes is given by Merian’s
formula [55]. This assumes that the basin is rectangular, with a uniform depth. The related period can
be computed as:

Tn =
2L

n
√

gh
(2)

where: Tn is the period of an nth mode seiche; L is the wavelength of the seiche (length of the basin); n
is the number of nodes/modes of the seiche; g is the acceleration due to gravity 9.81 m/s2, and h is the
average water depth.

The period derived from Equation (2) is the time it takes for the waveform to oscillate from one
end of the basin to the other and back. That is, to travel a distance of twice the basin length. Obviously,
the different seiche modes are not mutually exclusive. Seiches with various different modes can occur
together in a system. However, the fundamental oscillation is usually dominant, as first shown by
Wilson [56].

In the next section the results of the calculated Eigenvalues and Eigenmodes through a numerical
approach are shown. This method was presented by Kirby et al. [57] to determine the family of
Eigenmodes for measured wave flume geometry. The resulting matrix eigenvalue problem, derived
from the next equation (Equation (3)), is solved using the EIG routine in MATLAB™.

qxx − λz−1q = 0 (3)

where q = zu is the volume flux, u the horizontal velocity, z the water depth, λ = ω2/g represents
the Eigenvalue for the problem and ω the angular frequency. Equation (3) is finite differenced
using centered second-order derivatives. The corresponding expansion, orthogonality condition,
and dispersion relation are given by:

q(x) =
∞

∑
n=1

qnFn(x) (4)

∫ L

0
z−1FnFmdx = 0; n �= m (5)

ω2
n = −g

∫ L
0 (F′

n)
2dx∫ L

0 z−1F2
n dx

(6)

in which Fn and Fm represent the family of eigenmodes of order n and m respectively.
In this study, the four families of eigenmodes, F1, F2, F3 and F4, have been determined by solving

numerically Equations (3)–(6).

4. Results and Discussion

Spectral power density (expressed in m2/Hz) and water surface elevation signal plots (related to
the wage gauge WG5 at 21.58 m in the wave flume) are presented in Figure 4.
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Figure 4. Cont.
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(f)

(g)

(h)

Figure 4. Power spectral density and Time series water surface elevation for test: (a) RA_1 (GF = 0.96);
(b) RA_2 (GF = 1.08); (c) RE_1 (GF = 1); (d) RE_2 (GF = 1.1); (e) CA_1; (f) CA_2; (g) CE_1 and (h) CE_2.

It is possible to note the great variability of the oscillation modes even in the region of low
frequencies, according to Cáceres and Alsina [58]. In fact, the authors found that random waves need
longer time periods to reach a stationary position. These are wave conditions with wider breaking
areas. Furthermore, they found that the wave group and short wave period ratio plays a significant
role in the suspended sediment fluxes through the generation of harmonics with longer periods than
the wave group. This is due to the fact that the time evolution of morphological features is affected by
the length of the breaking area.

Focusing on frequencies under 0.1 Hz, the power spectral density peak values and the
corresponding frequencies for random tests in both the erosive and accretive case are reported in
Tables 3 and 4. Those values are related to the first, second and third harmonic. Water surface elevation
time series are between −0.2 and 0.2 m meanly for all the studied tests.

Furthermore, it is noted that increasing the grouping factor the spectral density associated to the
1st harmonic strongly decrease in random waves. In fact, for cases RA_2 and RE_2 the lowest frequency
peak is relatively less pronounced (Tables 3 and 4). That energy density is moved in the higher part of
the spectra, as further demonstrated by Table 5, where power levels associated with various sections
of the spectra are reported. In particular, for erosive tests, no relevant difference in the 2nd and 3rd
harmonic energy density is observed. Moreover, beyond the first harmonic, a monotone trend in
wave spectra is found, while for accretive conditions the spectral density slightly increases moving
toward lower frequencies. It is notable as for tests RE_1 and RE_2 the third harmonic represents the
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highest peak before the carrier wave (frequency of about 0.25 Hz). For accretive conditions a slight
peak appears at about 0.11 Hz.

Table 3. Peak frequencies, periods and power spectral density for RA_1 and RA_2 tests.

Test RA_1

Harmonics f (Hz) T(s) E (m2/Hz)

1st harmonic 0.02319336 43.1157895 0.00059542
2nd harmonic 0.04516602 22.1405405 0.00058067
3rd harmonic 0.09033203 11.0702703 0.00155648

Test RA_2

1st harmonic 0.02441406 40.9600042 0.00052997
2nd harmonic 0.04516602 22.1405405 0.00089923
3rd harmonic 0.08544922 11.7028571 0.00267999

Table 4. Peak frequencies, periods and power spectral density for RE_1 and RE_2 tests.

Test RE_1

Harmonics f (Hz) T(s) E (m2/Hz)

1st harmonic 0.02197266 45.5111111 0.00211399
2nd harmonic 0.04760742 21.0051282 0.00310199
3rd harmonic 0.08056641 12.4121212 0.00424879

Test RE_2

1st harmonic 0.02319336 43.1157895 0.00041757
2nd harmonic 0.04516602 22.1405405 0.0038171
3rd harmonic 0.08911133 11.2219178 0.0040941

Table 5. Power spectral density for various sections of the spectra for the random tests.

E (m2/Hz) RE_1 RE_2 RA_1 RA_2

total 1.22 × 101 1.20 × 101 3.37 × 100 4.00 × 100

<0.1 Hz 1.45 × 10−1 1.19 × 10−1 3.97 × 10−2 6.34 × 10−2

<0.03 Hz 2.18 × 10−2 6.68 × 10−3 5.26 × 10−3 5.07 × 10−3

In the case of combination waves the 1st harmonic does not decrease strongly, as for the
combination cases, but at about 0.8 Hz. Moreover, a power spectral response corresponding to
twice the wave frequency is noted, especially for the erosive wave regimes (Figure 4e–h). In Tables 6–8
the peak frequencies, periods and power spectral density are summarized, also related to various
sections of the spectra. In particular, the difference for the combination waves in accretive and erosive
conditions is higher when is considered the power spectral density at frequencies less than 0.03 Hz.

Table 6. Peak frequencies, periods and power spectral density for CA_1 and CA_2 tests.

Test CA_1

Harmonics f (Hz) T(s) E (m2/Hz)

1st harmonic 0.032958984 30.34074074 0.01233396
2nd harmonic 0.065917969 15.17037037 0.00001770
3rd harmonic 0.108642578 9.20449438 0.00004718

Test CA_2

1st harmonic 0.025634766 39.00952381 0.00002758
2nd harmonic 0.041503906 24.09411765 0.00000737
3rd harmonic 0.067138672 14.89454545 0.02348628

For tests RA_1 and RA_2 a sort of spreading around the carrier wave should be noted (frequency
of about 0.158 Hz and 0.167 Hz respectively). In particular, this spreading takes the form of a second
downshifted peak, more evident for RA_2. The shift from the main wave is of about ±0.045 Hz, that
is, an amount approximately equal to the second harmonic. It is worth noting that the presence of
2nd harmonic disturbance on the carrier wave is also perceptible for RE_2. The latter turns out to
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be important looking at Figure 5, where spectral density ratio between third and second mode and
between second and first harmonic are summarized. A heuristic explanation for the singular behavior
of RE_2 and the influence of the second harmonic could be addressed to the enhanced non-linear
interactions due to wave groupiness forcing a long wave at the frequency of second harmonic. In this
vein, it is worth considering that the largest wave height (both maximum and significant) compared to
others wave conditions with the same energy flux is formed precisely during RE_2. And just like the
undertow largely follows the instantaneous wave height [59], the larger waves in the groups could
dominate the whole hydrodynamics.

Table 7. Peak frequencies and power spectral density for CE_1 and CE_2 tests.

Test CE_1

Harmonics f (Hz) T(s) E (m2/Hz)

1st harmonic 0.03295898 30.34074074 0.00314475
2nd harmonic 0.06713867 14.89454545 0.00000949
3rd harmonic 0.10805664 12.41212121 0.00002413

Test CE_2

1st harmonic 0.023193359 43.11578947 0.00000319
2nd harmonic 0.040283203 24.82424242 0.00000234
3rd harmonic 0.067138672 14.89454545 0.00393993

Table 8. Power spectral density for various sections of the spectra for the combination tests.

E (m2/Hz) CE_1 CE_2 CA_1 CA_2

total 1.11 × 101 1.32 × 101 3.43 × 100 3.17 × 100

<0.1 Hz 2.53 × 10−2 3.14 × 10−2 9.80 × 10−2 1.86 × 10−1

<0.03 Hz 4.50 × 10−3 1.35 × 10−4 1.81 × 10−2 3.83 × 10−4
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Figure 5. Ratio between spectral density level at different harmonics of the random tests.

The ratios between spectral density level at different harmonics of the combination tests show a
similar behavior in the cases of erosive and accretive regime for the monochromatic waves perturbed
with larger (CE_1 and CA_1) and smaller (CE_2 and CA_2) long waves, respectively (Figure 6).

In order to clarify the origin of these waves, the frequencies of the longest standing waves in
the flume have been evaluated and compared with the measured lowest frequencies. The natural
frequencies of the wave flume are determined by Eigenvalue analysis. The calculated periods and
frequencies using formulas found in the literature were published in recent research conducted by
Riefolo et al. [60]. Measured and numerically predicted mode periods are compared in Figures 7 and 8,
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where a linear deviation from the bisector line is highlighted (see black dashed line). The frequencies
calculated with the formula proposed by Merian [55] are shown in Table 9. Appreciably, correlation
between the measured and calculated frequencies has been found. These tests, in fact, show a good
correspondence between the calculated and measured frequencies especially for the first and second
harmonic, for which the influence of wave flume-generated seiching can be definitively highlighted in
the case of random waves (Figure 7). On the other hand, the monochromatic wave perturbed with
the larger long waves for the erosive condition (CE_1) gives different variation, in the measured and
calculated Eigenmodes, of the case in the accretive conditions (CA_1). Instead, a similar variation
of the measured and calculated Eigenmodes for the tests CA_2 and CE_2 is highlighted where the
monochromatic wave was perturbed with smaller long waves, for both analyzed conditions, accretive
and erosive, respectively (Figure 8). This similarity has been confirmed by the ratios between spectral
density level at different harmonics of the combination tests, as previously described in Figure 6.
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Figure 6. Ratio between spectral density level at different harmonics of the combination tests.

Figure 7. Frequencies plot of measured versus calculated Eigenmodes with formula for rectangular
basin for random tests in the case of accretive and erosive condition.
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Figure 8. Frequencies plot of measured versus calculated Eigenmodes with formula for rectangular
basin for combination tests in the case of accretive and erosive condition.

Table 9. Eigen values calculated through the formula proposed by Merian [55].

Mode f (Hz)

1st 0.02474874
2nd 0.04949747
3rd 0.07424621

5. Additional Considerations

The effects of the LFWs have been assessed by a set of the four lowest computed modes (F1–F4)
for volume flux in the wave flume, shown in Figures 9 and 10. Mode periods are computed by the
eigen analysis based on water depth z. Very interesting results can be identified:

• A strong non-linear pattern of F1–F4 is identified for all the tests in proximity of breaking zone;
• Clear opposite behaviours of volume flux eigenmodes are shown for accretive and erosive wave

conditions in the case of random and combination waves, except for the test CE_2;
• A different variation of the Eigenmodes for the combination tests in the erosive, clearly, due to the

non-linearity effects;
• The monochromatic wave perturbed with the larger long waves for the erosive condition (CE_1)

has an opposite variation of the Eigenmodes, than the monochromatic wave perturbed with
smaller long waves (CE_2).
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Figure 9. Eigenmodes for volume flux q related to the profile measured in random test: (a) RA_1; (b)
RA_2; (c) RE_1 and (d) RE_2.
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Figure 10. Eigenmodes for volume flux q related to the profile measured in random test: (a) CA_1, (b)
CA_2, (c) CE_1 and (d) CE_2.

Moreover, the spreading around the carrier wave seen for RE_2, and probably due to the 2nd
harmonic disturbance, leads to more homogeneous erosion phenomena compared to RE_1, where
the formation of a well visible bar is recognizable. Final profiles and net sediment transport were
consistent with these initial estimates [48]. Despite the fact that RE_1, RE_2, CE_1 and CE_2 have
identical spectral energy, their local effect on beach profile can be significantly different due the
presence of LFWs effectively influencing the spectra. The greater concentration of power at certain
frequencies due to larger wave grouping could promote a stronger influence of LF motions in the SZ,
in particular for two reasons:

1. specific eigenmode of the wave flume (generated seiches) induces spreading or downshift of
carrier wave frequency, as foreseen;

2. grouping of short waves in the inner surf zone could directly induce low-frequency oscillations
of the shoreline.
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As termed by Russell [61] and Smith and Mocke [62], LFWs are powerful agents of sediment
transport as they remove large amounts of the sediment which is put into suspensions by the short
(wind) waves.

5.1. Influence on Morphodynamic

Figures 11 and 12 summarize the net sediment volume variation, ΔVSZ, in the SZ (here
approximated as the emerged beach) between the test start and end. These were obtained using
the changes in bed elevation between profiles, above z = 0. Focus on the emerged SZ, during the
analyzed first step of experiments, all wave conditions lead to a landward net sediment transport,
except cases RE_2 and CE_1. For these wave conditions, the energy density associated with the second
harmonic has been found about ten times the power level of the first mode, increasing the disturbance
effect of the 2nd harmonic itself. Although erosive random waves have the same wave height and mean
period, their morphological effect is quite different. It is noted that the grouping factor could promote
the presence of multiple low-frequency motions responsible of nonlinear interactions. For this reason,
there is a significant contribution that determines the evolution of surface changes. Unfortunately,
the case CE_1 formed part of the tests that developed lateral cross-flume asymmetry; this does not
significantly alter the wave height on WG 5, but the profile correction may not be sufficient for SZ
sediment volume here computed. Hence, results for that case are not reported in Figure 12.

It is important to note as case CE_2 shows a positive net sand volume variation in the emerged
SZ greater than accretive cases. Such conditions, however, are not in contrast with the typical erosion
pattern along the whole profile (see [20]) of case CE_2. The reason for such strong “apparent” accretive
behaviour in the SZ should be addressed to the initial beach profiles that, in such experiments, were
usually the same or very similar for all wave conditions. Hence, in erosive conditions the beach
is moving more rapidly toward an approximate equilibrium profile, and the mean beachface slope
change induced by erosion of sediment provide some local deposition/positive slope change.
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Figure 11. Net sand volume variation in the emerged swash zone (water depth > 0) after 24 min of
wave generation: positive values represent accretion or landward transport; negative values represent
erosion or seaward transport, for random tests.
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Figure 12. Net sand volume variation in the emerged swash zone (water depth > 0) after 24 min of
wave generation: positive values represent accretion or landward transport for combination tests.

5.2. Influence on Swash Hydrodynamics

A tentative correlation between detected LFWs and runup is reported in the following.
The measurements of runup have been conducted by a PC-based acquisition of digital camera
records. Data processing has been carried out by using Image Processing Toolbox™ in MATLAB™
(version 2017, Natickk, MA, USA). The camera was mounted on the profiler’s carriage at rest, close
to the board of the beach and focused on the wave flume. The camera was calibrated every time
that it was removed from the waterproof housing (i.e., when profiler was operating). The calibration
procedure consists of determining the relative position of a minimum of four points (“targets”) in order
to find the initial location and orientation of the camera relative to the calibration frame, as described
by [63–67]. Since the position of instruments (captured in the video records) was known, eight “target”
points were used, enhancing the quality of analysis. Then, the process was automatically completed by
the definition of all remaining pixel position on the frame. In particular, the relative position of runup
(as separation between dry and wet zones) was identified.

Runup measurements took place within the first three minutes of each step in order to identify
the role of spectral wave components and wave grouping on runup, starting from the same underlying
beach conditions.

The good agreements between runup values form video analysis and the ones derived by the
extrapolation of measurements from micro-acoustic wave gauges (which only provide the height of
the swash lens) on some uprush/backwach cycle give confidence in the technique.

The maximum runup measured are reported in Table 10. Looking at the table, some preliminary
considerations can be drawn:

• “accretive” conditions do not necessarily involve smaller runup;
• despite comparable energy levels, random waves give a runup twice higher than

combination cases;
• the higher the grouping factor the higher the maximum runup.
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Hence, the data demonstrate that increasing differences in the spectral wave components through
perturbations of monochromatic waves with long waves or increasing the grouping factor in random
waves promotes the enhancement of wave run up, except for case R_E2.

Table 10. Maximum runup measured within the first three min of each step.

Test Measured (m) Test Measured (m)

R_E1 0.36 R_A1 0.30
R_E2 0.41 R_A2 0.37
C_E1 0.16 C_A1 0.18
C_E2 0.12 C_A2 0.23

6. Conclusions

Experimental data from CIEM large-scale wave flume were specifically used to investigate low
frequencies generated by random and combination waves in accretive and erosive conditions.

By examining the spectral distribution of wave power, a secondary downshifted peak around
the carrier wave has been noted for conditions (both erosive and accretive) with higher grouping
factor. This spreading takes the form of a second downshifted peak of about ±0.045 Hz, an amount
approximately equal to the second harmonic. Through the Eigen analysis it has been possible to
estimate the periods of the dominant seiches in the wave flume and detect the low frequencies
for combination and random waves. Then, comparing measured and calculated Eigenvalues for
a rectangular wave flume, a good correspondence for the first and second harmonic has been
found. Consequently, the wave flume-generated nature of first and second harmonic has been
definitively clarified.

During the analyzed first step of experiment, all wave conditions lead to a landward net sediment
transport in the swash zone, except cases RE_2 and CE_1 (Figures 11 and 12). For these wave conditions,
the energy density associated to the second harmonic has been found to be about ten times the power
level of the first mode, increasing the disturbance effect of the 2nd harmonic itself. However, case CE_1
contained errors due to cross-flume asymmetry of the evolving beach profile. Direct comparison of
this test with the other erosive conditions is, therefore, not possible.

In the case of the erosive random waves, the presence of multiple low-frequency motions is
responsible for nonlinear interactions, promoted by the grouping factor. Therefore, LFWs contribute
significantly to the evolution of surface displacements.

The hydro-morphodynamic effects of the LFWs have been assessed by a volume flux
Eigenmode analysis.

A clear opposite pattern of volume flux Eigenmode depending on accretive or erosive behaviour
of wave conditions has been detected, except for the test CE_2. Despite the fact that the final profile and
net sediment transport are consistent with the erosive trend, this test has shown an unexpected response
on swash zone hydro-morphodynamics; the behavior is closer to a typical accretion wave condition.

A pattern of energy exchange between modes has been identified for all the tests in proximity of
the breaking zone.

Results observed for swash zone volume variations measured during the first step (i.e., in
comparable morphodynamic initial condition between tests) could be directly addressed to resonance
phenomena in the wave flume. They may be also representative of real resonant conditions which
could be generated landward of a submerged breakwater or in a natural enclosed basin (e.g. pocket
beach with large secondary bar).

Clearly, the magnitude of net sediment volume in the swash zone suggests that low frequency
motions could have a significant influence only on generation/development of secondary bedforms.
In fact, morphodynamic effects of the seiches seem recognizable and significant only at a certain scale
of observation. On the other hand, hydrodynamic influence on runup is more evident, but further
analysis is required.
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Future works will consider the last steps of each test, in order to investigate the low frequencies
when affected by morphodynamic effects and vice versa (e.g. bedforms migration).
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Abstract: A new experimental campaign on a 2D movable-bed physical model, reproducing a typical
nourishment sandy beach profile, is being carried out in the wave flume of the Laboratory of Coastal
Engineering at Politecnico di Bari (Bari, Italy). The main aim is to assess the short-term evolution
of a sandy beach nourishment, relying on a mixed solution built on the deployment of a Beach
Drainage System (BDS) and a rubble-mound detached submerged breakwater. This paper aims
at illustrating the experimental findings. Tests presented herein deal with both unprotected and
protected configurations, focusing on the hydrodynamic and morphodynamic processes under
erosive conditions. Results show that, with respect to the unprotected conditions, BDS reduces the
shoreline retreat and the beach steepen within swash and surf zone as well. Moreover, a reduction of
net sediment transport rate is observed. When BDS is coupled with the submerged sill, a reversal of
the prevalent direction of the net sediment transport seaward occurs offshore the sheltered region.
Less considerable positive effects on shoreline retreat are induced by the submerged structure,
whereas the mean beach slope remains quite stable. Secondary effects of drain on the submerged
sill performance are also highlighted. BDS reduces wave-induced setup on beach, by mitigating the
mean water level raising, typically experienced by such structures.

Keywords: beach nourishment; beach drainage system; groundwater; submerged breakwater;
cross-shore sediment transport; climate change

1. Introduction

Coasts are naturally affected by erosion processes enhanced by climate changes, raising
urbanisation and exploitation of coastal zones. Beach size is decreasing with unfavourable
consequences for the environment, society and economy. Coastal defence and mitigation interventions
appear to be essential and the timing for decisions dealing with coastal protection against climate
change should be taken at the early stage [1–3]. In such a context, it was observed that upgrading
coastal defences and nourishing beaches would reduce the impacts related to climate change roughly
by three orders of magnitude [4].

Several methods, ranging from standard rubble mound breakwaters (e.g., [5,6]) up to
low-environmental impact solutions (e.g., beach nourishments, artificial reefs and by-pass systems
(e.g., [7–10])), are typically deployed to recover and protect beaches from erosion. However, effects of

Water 2018, 10, 1171; doi:10.3390/w10091171 www.mdpi.com/journal/water259



Water 2018, 10, 1171

defence work are not always sustainable under both environmental and economical points of view.
Hard structures often cause a shift of erosion process along neighbouring areas, whereas soft solutions
demonstrate to be long-term unsustainable. Among the latter, beach nourishments constitute the
most used method. They can be considered as examples of environment-friendly solution for beach
restoration and coastal preservation, basically consisting of filling the near-shore region with new
sediment to restore or maintain an adequate beach width and ensure an appropriate dune protection,
without compromising coastal environment and tourism.

To limit sediment losses during intervention lifetime, nourishment works are frequently combined
with hard coastal defence structures, since they reduce sediment spreading and lengthen the time
span between periodic re-nourishments for coastal restoration. On the other hand, defence structures
influence wave propagation and reduce the environmental sustainability of the intervention. To reduce
such impacts on environment, submerged breakwaters are widely used as shore protection system
aimed at preventing shoreline retreat. They dissipate the incident wave energy, hence reducing the
wave hydrodynamic action on coasts [11,12] and extending the residence time of sediments in the
sheltered region [13,14], depending on configuration parameters (i.e., freeboard, distance from the
shoreline, and transmission coefficient), wave climate and nearshore seabed [15–18]. Moreover, they
have a lower impact on both hydrodynamic processes and nearshore zone morphodynamics with
respect to the emerged detached breakwaters and groins, since they are able to enhance the water
circulation, its renovations rates [19,20] and biological biodiversity [21].

Past studies show that sandy beach stability could also be increased by the deployment of a
Beach Drainage System (BDS), which is counted among soft-engineering systems aimed at contrasting
erosion. Previous works [22–24] demonstrate the importance of the close link between the swash
zone sediment transport and groundwater. In particular, they demonstrate that a lower position of
groundwater with respect to mean sea level can affect morphodynamics, by inducing a sediment
stabilisation when infiltration inside the beach occurs. The BDS is able to increase the apparent sand
permeability, by inducing within the beach an artificial lowering of the saturation line and an increase
in the thickness of the unsaturated area. In this way, up-rush flux is more easily absorbed by the beach,
whereas sea-ward flow is significantly reduced.

Currently, drainage efficacy in restoring eroded beaches is not well defined. BDS can be considered
as an auxiliary system in coasts management, such as combined with a beach nourishment to increase
sediment stability and, hence, the nourishment lifetime [25]. Field installations deployed around the
world (e.g., Denmark, USA, UK, Japan, Spain, Sweden, Holland, France, Italy, and Malaysia) were
not supported by an adequate long-term monitoring to highlight a full scientific evidence of beach
stabilisation, mainly due to both the erroneous management and the non-existent maintenance of the
systems. However, in some cases, an overall reasonable performance in short-medium term (1–5 years),
was reported [26]. Moreover, even though the BDS concept was initiated about fifty years ago and
many BDSs have been installed worldwide since 1981 [27], the first experimental studies on BDS
morphodynamic and hydrodynamic performances were carried recently [28,29]. In 2010, full-scale
laboratory experiments were carried out to overcome the limitations of previous studies [30–33].
The already tested BDS configurations were shown to stabilise the beach for medium and low energy
conditions, while for high energy wave attacks the drainage system seemed to be inadequate in giving
any stabilisation effect [34,35].

Another important issue related to beach nourishment design is related to the retrieval of
nourished sediments with specific characteristics, fully compatible with the existing grain size
and composition (i.e., mineralogy). Both the choice of sediments and the sampling area influence
not only the further evolution of coastline and the beach response [36], but also the impact on
environment. In general, the material necessary for nourishments comes from dredging operations
(of navigation channels, harbour entrances or basins) or from mining sites (land or submarine).
In all cases, the compatibility between added and native sediments is fundamental to assess the
suitability of mining sites and the sediment volumes required to ensure nourishment stability, manage
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subsequent periodic recharging operations and prevent the intervention area, which could suffer
dramatic consequences due to high turbidity during the works [37–39].

Due to both the high costs of sediment recovery and dredging operations and the significant time
required for large nourishment projects, beach scraping may represent an attractive option [40–42],
being widely undertaken and often privately supported by beach managers. Such a kind of
small periodical interventions could constitute a valid alternative with respect to traditional large
nourishment projects for recovering beaches [43], since small sediment volumes are required,
with consequent reduced costs, working time and minimal impacts on coastal natural cycles.
The sediment could be easily mined from the active littoral zone, ensuring the compatibility of
the sediment source [44].

Beach nourishments, as well as beach scraping, can indeed be recognised as able to counteract
beach erosion and, hence, limit the effects of climate changes on coastal flood risk due to beach
erosion [45]. Of course, the approach should be environmentally sustainable.

Our research aims at investigating a mixed approach, relying on both standard and innovative
beach defence systems, by gaining insight on the cross-shore, short term morphodynamic response
of a beach nourishment protected by a rubble-mound detached submerged breakwater and a BDS
deployed together. Unique and definitive design guidelines on BDS are still missing, since previous
field installation did not provide an adequate long-term monitoring and laboratory experiments were
mainly focused on the study of the hydrodynamics, by neglecting the role of longshore gradients in
the morphodynamics evolution. The novelty of our research lies in assessing the reliability of the
mixed approach in beach stabilisation. The basic idea is to switch high energy sea states propagating
from offshore to medium/low energy waves in the surf zone, by means of the submerged breakwater,
to enhance the efficiency of BDS and improve sandy nourishment performance by increasing the
intervention lifetime, without affecting its low-environmental impact.

A modelling campaign on a 2D physical small scale model of a typical nourished sandy beach
profile is being carried out. The tests presented herein dealt with the investigation of the profile
evolution forced by erosive waves, by focusing on its morphological development up to equilibrium
and its hydrodynamics. The configurations comprised the unprotected beach, BDS protected and
the coupled BDS-breakwater beach cases. Protection systems efficiency is here reported in terms
of cross-shore profile evolution, shoreline displacement, submerged bar migration and sediment
transport rate. Furthermore, wave parameters and groundwater behaviour inside the beach in the
different tested configurations are reported and discussed.

2. Materials and Methods

2.1. Experimental Setup

The experimental tests were performed in the wave flume at the Laboratory of Coastal Engineering
of the Department of Civil, Environmental, Building Engineering and Chemistry of the Politecnico di
Bari (Bari, Italy). The 2D wave flume used for the experiments is about 50 m long, 2.5 m wide and 1.2 m
deep. It is equipped with a piston-type wave maker provided by Wallingford (UK) able to generate
regular and irregular wave trains and extreme wave heights of 0.3 m with a maximum water level of
0.8 m. The nourishment profile was reproduced inside the flume as a 2D physical bed movable model.
It may be viewed as a Froude scaled typical intervention with a prototype-to-model ratio equal to 1:10.
However, as the results are intended to be general, model dimensions are illustrated and discussed as
well hereinafter.

In Figure 1, a sketch of the model geometry adopted for the experiments is shown. The initial
sandy profile began about 20 m from the wave paddle with a mean slope of 1/30 for 9 m, followed by
a 1/8 sloped foreshore for 5.2 m and a horizontal emerged berm 2.5 m long, +0.15 m above the mean
water level. The total sand volume was of about 18 m3.

261



Water 2018, 10, 1171

Figure 1. (a) Cross-section of the physical model built in LIC 2D flume with overlapped the plan
view of the instruments and drains locations on the shoreface (Detail A.1); (b) detail of drain pipes,
piezometers (PZ), pore pressure transducers (PT) placed inside the sand (Detail A.2); (c) detail of the
submerged sill (Detail B); (d) perspective picture of drain pipes and instruments, during installation,
with magnification of PZ and PT; and (e) lateral view of submerged sill, ADVs and wave gauges.

The adoption of a unique coordinate system was appropriate to analyse measurements derived
from different instruments. The x-axis was aligned with the cross-shore direction, pointing to the wave
paddle with the origin (x = 0) set at the onshore limit of the sandy beach profile at the flume centreline.
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The z direction was aligned with the vertical direction, pointing upward with z = 0 at the mean water
level. The y-axis was aligned with the long-shore direction.

Sand grain size curve was obtained at LIC, according to A.S.T.M. standard [46], whereas both
permeability and water content were measured on reconstituted sand samples at the Geotechnical
Engineering Laboratory of Politecnico di Bari. According to Wentworth grain size classes [47], the sand
used was an almost uniform medium-fine sand with a D50 equal to 0.227 mm and D10 and D90 equal to
0.177 mm and 0.322 mm, respectively. The sand was characterised by a permeability of 4.1 × 10−5 m/s
and a mean water content of about 27%.

The drainage system was constituted of a drain pipe placed inside the beach, at 0.165 m below the
static groundwater level, parallel to the shoreline, covering the total model width (about 2.5 m).
Two drain pipes (D1 and D2 in Figure 1) were installed to preliminarily evaluate the drainage
performances at different distances from the initial shoreline (1 m and 1.5 m, respectively). Drains
were 0.07 m diameter PVC pipes, with rectangular holes uniformly distributed along the side surface,
allowing the water drainage. Moreover, to avoid the obstruction of the aforesaid holes by the sand,
the pipes were covered by a geotextile membrane. The drains were connected through a blind pipe to
a manifold well from which the water was removed by means of a pumping system and then fed back
into the water circulation system. The on/off drains switch was made possible by means of two valves
installed at the end of each pipe, outside the flume, before the connection with the blind pipes.

The dimensions of the rubble-mound submerged breakwater were chosen to switch high energy
sea states propagating from offshore to medium/low within the surf zone, for which drainage seems
to show a better efficiency [35]. This was achieved by testing a submerged breakwater characterised by
a freeboard higher than conventional submerged defence structures. The breakwater was constructed
of one layer of natural stones with a median diameter equal to 5 cm in model scale. The landward
side of the structure was 2.4 m from the shoreline with a 0.6 m wide crest and a freeboard equal to
−0.18 m below the mean water level. Both landward and seaward slopes were 1:2. Other significant
dimensions (i.e., sea/landward water depths) are reported in Figure 1.

A constant JONSWAP wave spectrum with peak enhancement factor 3.3 and characterised
by nominal significant wave height Hs and peak period Tp of 0.2 m and 1.5 s, respectively, was
reproduced in the flume. The cross-shore nourishment evolution was investigated in both unprotected
and protected conditions to compare the effects of the mixed configuration on both hydrodynamics
and morphodynamics, forced by the same wave attack, reproducing erosive conditions. The empirical
criteria proposed by [48–51] were used for the scope.

After testing beach profile evolution in unprotected conditions, each drain was tested without
the submerged breakwater. Then, the mixed solution constituted by the coupled system of the drain
D1 and the rubble-mound detached submerged breakwater was tested. Each test was subdivided in
steps, in accordance with the bottom measurements time-intervals, chosen to follow the quick bed
variations occurring in the early stage. Accordingly, surveys were performed every 15 min in the first
hour (Steps 1–4) and every 30 min for the second hour (Steps 5 and 6). Then, the profile was surveyed
every hour until the fourth hour of test (Steps 7 and 8), every 2 h until the tenth and every 3 h up
to equilibrium. In Table 1, tests are reported as performed in chronological order, with the relative
reference name (Test ID). Moreover, the wave bulk parameters (significant wave height Hs, zero-order
moment wave height Hmo, peak period Tp and zero-order moment m0) estimated from the offshore
wave gauge (WG1) for each test are reported as mean values of those calculated for each step. Tests
were run until beach equilibrium condition was reached, approximately when variations in profile
measurements were almost negligible.
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Table 1. Test ID and main bulk parameters of wave attacks.

Test Test ID Hs (m) Hm0 (m) Tp (s) m0

Unprotected UNP 0.187 0.206 1.47 0.0027
Drain 1 BDS1 0.183 0.206 1.47 0.0027
Drain 2 BDS2 0.18 0.203 1.47 0.0026
Drain 1 + Submerged Breakwater BDS1-BW 0.19 0.212 1.47 0.0028

2.2. Measurements

Wave transformations along the flume were investigated by means of seven resistive wave gauges
placed in the flume central section (WG1–WG7 in Figure 1) by measuring water surface elevations with
an acquisition frequency of 20 Hz. Wave parameters were calculated for each test step at wave gauge
locations by means of standard zero-crossing and spectral analyses. The offshore wave gauge placed
near the wave paddle (WG1) and gauges WG2–WG3 in the unprotected conditions (Figure 1) were used
to check the pseudo-random wave trains generated in the flume, since no active absorption system
was deployed. In the protected tests BDS1, BDS2, BDS1-BW (Table 1), wave gauges WG2–WG4
were moved and located at the foreshore toe in order to estimate the beach reflection coefficients by
separating reflected from incident components by means of the method proposed by [52].

Water surface elevations measured from the gauges WG4–WG7 and WG5–WG7 in unprotected
and protected conditions, respectively, were used to evaluate waves propagation along the nearshore.
In particular, during tests performed with the submerged sill and the drainage system deployed
together (BDS1-BW), three gauges were placed just seaward (WG5), landward (WG7) and over (WG6)
the submerged structure to investigate the influence of the structure on waves energy exchange and
propagation. Offshore wave spectra generated for all tests were compared, demonstrating that wave
boundary conditions were almost the same in all configurations, since no differences in wave generation
were observed. Moreover, wave reflection analysis was performed from the free surface elevation
measured by WG1, WG2 and WG3, placed near the paddle in the unprotected configuration. A mean
reflection coefficient overall the UNP test was estimated about 0.08, confirming that despite no active
absorption system was deployed, the wave generation was only slightly affected by re-reflected waves.

Instantaneous local velocities were measured by means of two Acoustic Doppler Velocimeters
(ADVs) located in the surf zone with an acquisition frequency of 20 Hz. The locations of ADVs, fixed
for all tests, are reported in Figure 1, where VecS refers to the Vectrino side-looking, whereas Pro f
indicates the location of the Vectrino Profiler. The former measured the velocity components in x, y
and z directions in a point. Velocity profiles were then obtained by moving the instruments along the
vertical direction at 1 cm-spaced intervals for a total water column investigated of 3 cm, at about 6 cm
above the bottom level, since during the first unprotected test, sediment accretion was observed in the
area where both ADVs were placed. A lower distance from the bottom would foreclose the velocity
measurements during submerged bar formation. Every measurement was performed for 1 min at each
vertical location (three points) and the time-averaged values were considered for deriving velocity
profiles, for a total duration of measurement equal to 4 ÷ 5 min. This allowed obtaining comparable
results at each vertical location along the measurement section and neglect any bottom variation during
each measurement, which could lead to erroneous analyses. VecS measurements were performed at
the beginning, at the end and at t/2 of each test step (where t indicates the duration of the test step), for
steps not exceeding 1 h and every 30 min for test steps longer than 1 h. The Pro f , located as depicted
in Figure 1, continuously measured the x, y and z velocity components within a 3.4 cm high water
column, with a vertical spatial resolution of 1 mm, from around 3.5 cm above the (varying) bed level at
the beginning of each step.

To investigate the infiltration processes inside the porous medium and the effects of drainage
on beach saturation degree (groundwater level) as well as on the swash zone hydrodynamics, an
array of piezo-resistive pore pressure transducers (PT) and piezometers (PZ) were placed inside the

264



Water 2018, 10, 1171

beach (Figure 1). Six pore pressure transducers (PT1–PT6) were placed below the drain pipe along the
flume centreline, up to the initial shoreline position. A transducer was also placed inside each drain
(PT8–PT10) to investigate the hydraulic behaviour inside the drain pipes. Two more PTs were placed
near each drains on the same side (positive y), as in Figure 1, to verify groundwater regime around the
pipe, by comparing the water head inside and outside drains. Moreover, the PT11 was located in the
pumping well in order to measure the average drained flow during drained tests, according to the
procedure described in [30]. The transducers acquired at a frequency of 20 Hz. The static oscillations of
water table were measured by means of nine piezometers (P1–P9 in Figure 1). Each of the piezometers
was made of a brass filter covered by a geotextile layer placed inside the sand at the same elevation
of the pore pressure transducers at the flume centreline, connected through high pressure PVC pipe
(nominal diameter equal to 11 mm) to a cylindrical glass pipe placed outside the flume. The water
level oscillations inside the glass pipes were measured by using water level gauges and manually
recorded every 5 min for the entire duration of each test. Measurements from both instruments PTs
and PZs were used to investigate the saturation line lowering in drained conditions and its raising in
undrained configuration.

Considering both the different response times of PT and PZ instruments and the objective of
analysing the slow oscillations of the water tables under the influence of wave groups, an averaging
procedure of the PT values was conducted. The time window used for the procedure was 5 min
around the acquisition datetime of PZ. Figure 2 highlights an example (without limitations) of the
hydraulic pressure heads oscillations (Δh) induced by the external wave motion during swash cycles
for configuration BDS1 with both initial (red circles) and final (gray circles) points used for averaging
the time series, for the first 15 min long time step. A very fast decrease of signal at the D1 opening,
in the range of 1–2 s, was noticeable. Specifically, PT2, PT3, PT7, and PT8 then exhibited slight
fluctuations following wave groups motions. Meanwhile, PT4–PT6, PT9 and PT10 showed a lower
decrease, followed by higher oscillations, with remarkable distinction of single wave influence, due to
their closer position to the swash zone.

In Figure 3, an example of the spatial variability of saturation lines (Δh) with respect to the initial
groundwater level (equal to the mean water level in the flume) is reported for all configurations,
referring to the first temporal step (15 min). Circles refer to static (mean) groundwater level measured
by the PZ, whereas inverted triangles correspond to the mean values derived from the dynamic pore
pressure variations, measured by PT. For the UNP tests PZs derived measurements are not reported
since no measurements were available due to problems which occurred with PZs.

Wave-induced run up on the beach (R) was derived by means of a high-resolution visible camera
Sony Lens G (3D EYE camera, 18.2 MPX, lens-style DSC-Qx30). Timestack images for wave run up
measurements [53] were generated in correspondence of each time step and configuration, from video
with a duration of 30 min and a frame-rate frequency of 30 Hz.

The routines applied for projecting, as well as pre- and post-processing the recorded images and
videos, were derived from [54,55] and suitably adapted for the experiments. Firstly, a geometrical
correction for the lens distortion was applied by using the parameters derived from the intrinsic
calibration procedure, carried out at the beginning of the extensive laboratory set-up. A perspective
transformation matrix, 3 × 4 using homogeneous coordinates, for geo-referencing the camera [56,57]
was calculated employing a set of Ground Control Point (GCPs), distributed in the FoV of the camera.
The support of the GCPs, recorded by both the laser beam of the Total Station used for beach surveys
and the camera, was built by means of a plastic spherical target placed on top of a steel pole. The
perspective matrix was used to retrieve the image coordinates to be sampled from the frame, given the
beach real-world coordinates of the transect. Then, pixel intensities were extracted along a selected
central cross-shore transect from each frame during video progressions by means of Python scripting
and OpenCV libraries.
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Figure 2. Time variation of PT during first time step (15 min) for configuration BDS1. Circle markers
defines the initial (red-filled) and final (grey-filled) points used for signals averaging. Different ordinates
limits are used to catch the time evolution of the signals.

Figure 3. Spatial variation of water tables at the first step (15 min).

The timestack processing was basically performed by a procedure coded in Matlab and Fiji
(Java). The step-by-step procedure was the following: (i) contrast enhancement with histogram
equalisation; (ii) filter made of a Bi-Exponential Edge-Preserving Smoother (BEEPS, [58]); (iii) filter to
reduce the effect on a non-uniform illumination by fast recursive Gaussian filters; Gabor filters on the
gray-channel using five scales and eight orientations to enhance and localise major edges (output based
on maximum intensity over the 40 images); (iv) despeckle and outliers filters; (v) an edge detector
based on structured random decision forest [59]; and (vi) a final smoothing median filter on the edges
detected, useful since the backwash is typically less distinguishable than the up-rush.
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The evolution of beach profile was investigated by measuring the bottom elevations at the flume
centreline, by means of a Leica FlexLine TS06plus Total Station with a uniform spatial resolution of
0.05 m for both emerged and submerged beach for a total number of measurement points equal to
295. According to time discretisation of tests previously described, at the end of each test step, bottom
survey was performed, from which sediment transport rates, shoreline location, mean foreshore slope
and bar position were derived.

3. Results and Discussion

3.1. Hydrodynamics

Free surface elevations time series collected by wave gauges were analysed in order to
investigate wave transformations along the flume and compare the significant wave heights cross-shore
distribution. Figure 4 reports the spatial variation of the mean significant wave height Hs in both
protected and unprotected conditions calculated by means of the standard zero crossing method.
At each wave gauge location the temporal variabilities of Hs are also reported for each configuration
as error bars.

Figure 4. Significant wave height Hs spatial distribution.

In the unprotected configuration, Hs slightly decreased landward due to the interaction with the
seabed up to the sand bar location and a raise of the significant wave height is recorded by the last
gauge (WG7) in all steps, closer to the breakpoint. In fact, as observed in [60], an estimation of the
breakpoint location can be determined at the maximum relative wave height, γ = Hs/d, where d is the
local water depth, expected in the inner surf-zone and confirmed by the increasing γ spatial trend with
the maximum at the WG7 (time-averaged overall test steps γmax =0.653). Moreover, an increasing of
the maximum relative wave height at the last wave gauge is observed over time in the range 0.50–0.87,
demonstrating the coherent offshore movement of the breakpoint as the sand bar migrates offshore.
Indeed, at the beginning of the tests (i.e., γ � 0.5) the fraction of breaking waves could be argued to be
very small (hence, the breakpoint is far from the location of WG7), whereas at the end of the tests (i.e.,
γ � 0.8) the fraction of breaking waves highly increased, hence the breakpoint moved offshore to the
location of WG7. The same behaviour was observed in drained conditions (BDS1 and BDS2), whereas
differences could be highlighted in the presence of the submerged sill. The sill induced the breaking of
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the highest waves, leading to a substantial reduction of the significant wave height, with maximum
values of γ evaluated at WG6 location, over the submerged sill.

In Figure 5, power amplitude spectra evolution along the profile is reported for all configurations
at significant wave gauge locations (as reported in Figure 1), after 10 h of wave action, at sandbar
equilibrium condition.

Figure 5. Power amplitude spectra variation for UNP, BDS1, BDS2 and BDS1-BW configurations.

Consistent with the Hs spatial variation observed in unprotected condition (UNP) (Figure 4),
wave spectra showed an energy decay around the peak frequency ( fp), without any substantial
modification of the spectral bandwidth until the location of the bar toe, except for higher harmonics
components arising at about 2 fp due to the sandbar-induced breaking. Wave energy dissipation in
drained conditions is slightly more pronounced, whereas no variation in peak frequency or other
energy components is observed.

The submerged structure induces further noticeable effects on wave spectra spatial evolution,
since well-known wave damping occurs when waves propagate over the sill. In particular, the
Probability Density Functions derived from the short-term statistics of wave heights identified by
zero-crossing analysis at both seaward and landward wave gauges location near the submerged sill,
showed for all steps a decreasing of the wave heights (Hi) higher than 1.4 Hm (where Hm indicates the
mean wave height at the toe of the structure). Being the mean ratio between the significant wave height
at WG5 and WG1 calculated equal to 0.85 and the mean ratio between the significant and the mean
wave height at the toe of the structure (WG5) of 0.65 (0.64–0.68), the breaking conditions occurred for
wave heights Hi > 0.76Hso, with Hso the offshore significant wave height.

To analyse the swash zone behaviour, herein the wave setup (η) and run up (R) variations over
time in all configurations are shown in Figure 6, derived from time-stacks processing. As highlighted
in [31], the drainage system influenced the groundwater, leading to a reduction in η elevation on
beach. A decreasing trend in time was clearly evident, and highlighted by the linear trend shown.
The differences between the configurations were small. The influence of the BDS1 on the reduction of η

could be observed, BDS1 exhibited smaller values at the first time steps, the linear trend then remained
the lowest among the configurations, as well. The performance of BDS2 was poor, with results very
similar to those observed in UNP, whereas the BDS1-BW highlighted, despite the submerged sill effect
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on wave momentum losses occurring during wave breaking and, hence, on onshore mass transport
[61], a good efficiency in reduction of the η with respect to the unprotected conditions.

The vertical oscillations of R are analysed in terms of bulk parameters R2% and Rmax. It should
be noted the maximum run up (either R2% or Rmax) was limited by the elevation of the horizontal
emerged berm (i.e., +0.15 m). All the sill-unprotected cases (drained and undrained) showed time
steps characterised by low values of both quantities, due also to a scarp formation at the shoreface.
This condition was also due to the very steep profile (typical of artificial nourishment post-damping)
and high-energy waves, which led to small beach scarp formation [62]. In these cases, the formation
of the scarp did not allow the waves to reach the horizontal emerged berm. Swash waves steepened
the beachface, subsequently they focused on the foot inducing its undercutting or removal. On the
contrary, the BDS1-BW1 behaviour was characterised by high and almost constant values over the test
duration. This was due to the morphodynamic differences highlighted, and the absence of the scarp
formation at the shoreface, which highly influences the swash dynamics.
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Figure 6. Bulk statistics of swash oscillations over time. (a) Wave runup R2% (top), Rmax (bottom) ; (b)
Wave setup (η).

In view of investigating the potential contribution of the wave-induced setup in the cross-shore
return currents, the temporal evolution of cross-shore component (v) velocity profiles are here reported
as measured by the Vectrino Profiler, Pro f (Figure 1) close to the breaker zone and compared in different
configurations. During waves breaking at the ADVs sections, air bubbles penetrated into the water
column, generating the large part of spike noises in recorded signals, by causing sometimes unreliable
estimates of velocities. Few signal drop-outs were also found in correspondence to measuring points
above the water level. The quality of Pro f velocity data, estimated in terms of Signal-to-Noise Ratio
(SNR), were first used to discard values less than 15 dB. Then, the quasi 3D phase-space threshold
method was used for the filtered data, according to the procedure described in [63,64]. Specifically,
if any component of velocity u, v, or w was identified as a spike noise, all three components were
eliminated from the dataset. The percentage of removed data was typically less than 14% out of the
whole dataset. Beam velocities were recorded into the ADV′s orthogonal coordinate system, divided in
long-shore u (y-axis), cross-shore v (x-axis) and vertical w velocities (z-axis), according to the reference
system introduced in Section 2.1.

The location of the ADVs was suitable for assessing the magnitude of the undertow currents,
flowing in the lower section of the water column under breaking waves. The influence of the
investigated defence systems on velocities field in the surf zone is here investigated, focusing the
analyses on comparing time evolution of v components of velocity vectors, acquired by the Pro f ,
whose results are in line with those of VecS, not reported here.

In Figure 7, light to dark profiles refer to the time evolution of the undertow currents, positive
seaward, averaged in temporal intervals of 15 or 30 min, for all the configurations studied. The vertical
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axes zb of each plot refers to distances from the bottom, positive upward, which varied over time due
to morphological changes of the bed elevation. Few profiles were recorded at higher distances from
the bottom, due to some inaccuracies in manual positioning of the instrument.

Figure 7. Time evolution of v-component of the velocity vectors for UNP ( ); BDS1 ( ); BDS2
( ); and BDS1-BW ( ) tests. zb refers to distances from the bottom, positive upward.

The undertow currents generally tended to decrease significantly, and after around 6 h their
range of variability over the depth was less then 0.02 m/s. More specifically, drained configurations
BDS1 were characterised by a very slight tendency in reduction with respect to UNP and BDS2.
The phenomenon could be considered consistent with the observations in [31], where, for high-energy
conditions, velocity profiles did not show any substantial variations. On the contrary, the configuration
BDS1-BW exhibited a different behaviour. An increase of seaward currents was observed over time
within the investigated depth, with a variability range at the later time steps of up to 0.04 m/s,
followed by a lowering trend after 8 h, without reaching values less than 0.05 m/s. The authors
related these results to differences of morphological response in presence of the sill, at its shoreward
side, to be attributed to the feedback between breaking induced undertow and the location of the bar,
its formation and migration (see Section 3.2).

The drains efficacy in increasing sea-water infiltration inside the beach during swash cycles was
investigated by means of pore-pressure heads measured by both PZ and PT. As partly expected,
all drained configurations showed a maximum water table lowering close to the drain. The effects on
saturation degree decreases as the distance from the drain increases, so that the water table tended to
the undisturbed groundwater level landward and to the mean water level seaward.

Figure 8 reports the groundwater behaviour at selected test steps in both unprotected and
protected configurations. Moreover, beach profiles are reported as measured at the end of the
same selected tests-steps. The groundwater dynamics, influenced by beach morphodynamics, for all
configurations tested varied particularly in the first 120 min of the processes. The decrease was less
than about 2 cm overall in this window. The process then proceeded slowly. Results highlighted that
the drain with higher efficiency in water table lowering was the D1 due to its relative distance with
respect to the shoreline, within the active infiltration zone [30,65]. The drain D2, closest to the shoreline,
is able to intercept both the vertical infiltration flux through the porous sand and partly the water
waves directly from the sea. Such effect is more evident as the beach profile evolves, since shoreline
moves back and the drain D2 position is closer to the shoreline, so ineffective in reducing beach
saturation degree. In such a condition, no reduction in backwash flow occurs.
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Figure 8. Spatial and temporal variation of groundwater table with the relative profiles measured at
the end of the selected test step: (a) UNP; (b) BDS1; (c) BDS2; and (d) BDS1-BW.

3.2. Morphodynamics

High spatial as well as temporal resolution profile data were derived from the measurement of
bed elevations in all tested configurations. In Figure 9, an example of the cross-shore time variation
of the nourished beach, measured at the beginning of the test and at the end of each test step up to
equilibrium condition is reported for test UNP. As expected, the morphological evolution of beach
profile was faster in the first hours, whereas it tended to become slower up to the equilibrium condition,
in correspondence of which any substantial variation in sediment transport was observed.

In Figure 10, the final profiles (Figure 10a) and the bottom changes with respect to the initial bed
elevations (Figure 10b) are reported. Since the initial profiles were slightly different at the beginning of
each test, the origin of the horizontal axes coincides with the initial shoreline location at the beginning
of each test, in order to make final profiles comparable. In unprotected conditions temporal profile
evolution showed a shoreline retreat since seaward sediment transport occurred along both swash and
surf zones (Figure 10). Sediments moved offshore within the active zone with the formation of two
submerged bars which evolved during tests until both equilibrium position and shape were reached.
Such a behaviour was observed in unprotected and only drained conditions. The presence of the sill
together with the drain D1 induced the submerged bar formation in the first stage of profile evolution,
until the bar migrates near the structure landward toe and sediments accumulation occurred with a
final S-shaped beach profile.

The high resolution bed elevation data in both spatial and temporal domains allowed the sediment
transport rate (m3/s·m) to be analysed by applying Exner’s equation (e.g., [12,66]). The sediment
transport rate spatial variation (qs(xi)) is then expressed as a function of temporal bed elevation
evolution (∂z/∂t) and the material porosity (p). Assuming the porosity constant along the profile since
the sediment grain size was almost uniform without any variation of the mean diameter (D50), Exner’s
equation can be written at each location xi as follows (Equation (1)):

qs(xi) = qs(xi−1)− Δz
Δt

Δx (1)
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Figure 9. (a) Time-evolution of beach profile measured at the centreline (z, blue gradient lines). (b)
Spatial and temporal evolution of bottom elevation changes (Δz) with respect to the initial profile.

Mass balance equation was solved on xi locations of a regular grid with a spatial Δx equal to
0.01 m, interpolated from the bed elevation measurements acquired every 0.05 m, and a temporal
Δt equal to the duration of each test step. During bed elevation measurements, some small errors in
volumes calculation were found, with consequent unreliable values of qs at boundaries. As discussed
in [67], indeed, boundary conditions at both sides of the flume imposes that sediment flux has to be
equal to zero at the beach toe and close to the run-up limit as well. Due to errors in bed elevation
measurements (i.e., over the ripples), the intrinsic accuracy of the instruments (2÷ 3 mm), a not-perfect
uniformity of profiles in long-shore direction and small sand losses in the flume, a correction on
volumes calculation was needed. Accordingly, since it is not possible to determine where the mismatch
occurs [67], a uniform redistribution of the closure errors calculated at the beach toe was applied across
the profile where sediment transport rates were not zero.

In Figure 11, the corrected net sediment transport rates for unit length qs(xi) (m3/s·m) are
reported for all configurations at selected time steps to highlight the cross-shore variation of qs(x) over
time and the differences induced by the defence system deployed. According to Equation (1) and
local coordinate system with the x-axis positive seaward, negative values refer to onshore sediment
transport, whereas positive values stand for offshore prevalent transport. Information about the net
sediment transport fluxes at each location can be retrieved by considering the derivative of qs(x)
with respect to x, which measures the change in the transport rate per unit increase in x along the
curves. Therefore, an increasing of qs(x) in both positive or negative quadrants of the graphs indicates
bottom erosion, mainly concentrated in the swash and surf zones, whereas negative derivatives can be
observed at the sandbar location, where sediments settle.
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Figure 10. Comparison between final profiles (a) and bottom changes (b) for unprotected (UNP) and
protected (BDS1, BDS2, and BDS1-BW) cases. The origin of the horizontal axis coincides with the
location of the initial shoreline.

Figure 11. Sediment transport rates over time for the different configurations.

Figure 11 shows that in unprotected conditions the sediment transport was mainly seaward.
In BDS1 and BDS1-BW configurations, both systems affect this trend, by reversing the direction of the
net sediment transport onshore, in the area close to the sand bar and the sill, respectively. Such effect is
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more pronounced when the submerged sill is coupled with the drain. Sediment transport tended to an
equilibrium condition in the first hour for all configurations.

The presence of the BDS1 mainly affected the morphodynamics in the first stage of these changes,
whereas any substantial differences are highlighted with BDS2. During the first 15 min, a reduction of
eroded sediments along the emerged beach in presence of BDS1 was observed, whereas any substantial
difference occurred within the surf zone. The sediments moved offshore with the formation of the
submerged bar at about the same position reached in the unprotected case. Moreover, positive effects
were highlighted since sediment transport rate became negative in the seaward zone close to the sand
bar. In presence of the BDS2, the erosion of the foreshore was comparable with that in unprotected
conditions, since as beach eroded and shoreline moved back, the drain was completely submerged
and, indeed, not suitable for reducing the beach saturation degree. After 60 min of wave exposure,
transport rate was low in all configurations and sediments tended to be quite stable. Profile global
shape remained quite constant and modifications were mainly due to the gradual redistribution of
sediments from the emerged beach to shallow waters (swash and surf zones) and in correspondence of
the offshore submerged bar.

As an example, in Figure 12, the comparison between qs and the measured relative spatial
variation of zb within the active zone, at 15 min (Figure 12a), 90 min (Figure 12b), and 16 h (Figure 12c)
are reported as representative of beach profile evolution for UNP test. Once the quasi-equilibrium
condition after 1 h of test (Figure 12b) was reached, small qs variations were observed along the
emerged beach, within the swash zone and at bar location, dominated by slow seaward sediment
transport. The redistribution of sand along the profile, indeed, induced a decrease of the mean
foreshore slope with a consequent shoreline retreat, whereas the submerged bar migrated seaward,
until it reached its local equilibrium under waves action (Figure 12c).

Figure 13 show the temporal variation of shoreline (Δx at 0 m depth isoline, solid line) and mean
foreshore slope (β), respectively, for each configuration. In the Figure 13a the temporal variation of
depth-lines −0.03 m and +0.03 m, with respect to the mean water level (z = 0 m) are reported (dotted
lines). Results are presented with reference to the initial shoreline position up to the end, according to
the time discretisation of profile measurements, evaluated as the intersection of each measured beach
profile with the static water level in the flume. Meanwhile, the mean foreshore slope was calculated as
the mean beach slope from the beach berm to the section where submerged bar formed.

As stated for profiles evolution, shoreline retreat and beach steepening were both faster at the
beginning, for all configurations, since after 180 min the shoreline retreated about 50% of its final
location. UNP and BDS2 configurations showed the maximum Δx at z = 0 m, demonstrating
that the location of D2 was not useful and that beach behaviour was comparable with natural one.
Corresponding to the sediment transport rate decrease, both shoreline onshore displacement and
beach foreshore slope velocities decreased, even if both processes persisted. Even though a lower
sediment transport rate was observed (Figure 11), shoreline did not stabilise, since slow sediments
redistribution along the swash zone led to a decrease of beach slope (Figure 13a). When the drain D1
was activated, the shoreline recession was lower with and without the submerged sill, slightly lower
in BDS1 configuration.

The temporal variation of the depth-lines around the shoreline reported in Figure 13a shows
that the redistribution of sediment occurring after the early stage, induced a higher change of beach
slope within the swash zone in unprotected conditions, with respect to the other configurations, as
confirmed by the higher differences in depth-lines −0.03 m and 0.03 m retreats. In BDS1 and BDS1-BW
configurations, temporal evolution of +0.03 m depth-lines shows that positive effects of both defence
system could be also observed along the emerged beach, close to the shoreline, where higher sediment
volumes with respect to unprotected conditions accumulated.
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(a)

(b)

(c)

Figure 12. Sediment transport rates (qs) and measured profiles (zb) at 15 min (a), 90 min (b) and at the
submerged bar equilibrium (c) in unprotected conditions.

(a) (b)

Figure 13. Temporal variation of depth-lines −0.03 m, 0 m, +0.03 m locations (a) and mean foreshore
slope (b) for each configuration from the beginning of each test.

In Figure 14, the defence systems effects on profile evolution are analysed in terms of submerged
bar behaviour. The bar is here sketched by means of its representative parameters reported in
Figure 14a, where xbar indicates the cross-shore distance of the bar crest elevation from the initial
shoreline position, hbar is the water column height over the crest bar and zbar represents the maximum
bar height with respect to the initial profile at xbar. In Figure 14b, the bar migration (xbar) over
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time is reported for UNP, BDS1, BDS2 and BDS1-BW configurations. To analyse bar evolution, a
dimensionless bar crest height is introduced, ranging from 0 to 1, defined as follows (Equation (2)):

ζbar = − zbar
zbar + hbar

(2)

x (m)
2 6 10 14

z 
(m

)

-0.6

-0.4

-0.2

0

0.2

Initial Profile
i
th

 Profile
z

bar

h
bar

SWL

Shoreline

x
bar

(a)

(b)

Figure 14. (a) Sketch of the main parameters useful for bar description. (b) Temporal variation of crest
bar location, xb (left panel) and dimensionless bar crest height, ζb (right panel).

Figure 14b provides evidence of quite similar behaviours of the breaker bars evolution over time
under the wave condition tested for all cases, although some differences should be discussed. Results
demonstrate that offshore bar migration velocity was higher in the first 3 h for all configurations.
With respect to UNP, BDS1 and BDS2 conditions where sediments began to settle quite at the same
water depth, the submerged sill induced the initial bar formation in the section closest to the shoreline.
During such a phase the sand offshore movement from the swash zone also induced a timely increase
of the bar height, more pronounced in unprotected conditions, as the temporal variation of ζbar shows.
After the third hour, the bar migration showed a slow-down phase for around 40%, comparable for
both natural and drained conditions. This was observed for the hbar behaviour as well.

In presence of the submerged breakwater, bar formation only occurred in the early stage of the
profile evolution. After about 3 h of test, as the bar moved offshore, the sediment began accumulating
near the submerged sill and the bar parameters are not suitable for the analysis since the bar cannot be
properly defined. For this reason, in Figure 14, temporal evolution of bar parameters for BDS1-BW is
reported until 180 min of waves exposure. As the bar moved offshore, the bar height continuously
increased until near a quasi-equilibrium condition. After 10 h, the bar position was almost stable.

The slight increase in xbar was mainly due to the bar crest height arise together with a redistribution
of sediments. The final location of the bar was almost the same for UNP, BDS1 and BDS2 tests.
In UNP, with respect to the other cases, the sandbar height is slightly higher and the sharpening of its
shape was observed. Notably, in unprotected conditions, an evident increase of ζbar was observed at
the end of UNP test, against a lower increase of xbar. This demonstrates that the increase of hbar is not
due to the offshore migration at greater depths, but to properly raise the bar crest height (zbar).
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4. Concluding Remarks

This paper presents a new experimental campaign aimed at assessing the cross-shore short-term
evolution of a sandy beach nourishment in presence of an alternative mixed defence system, constituted
by a Beach Drainage System and a submerged detached rubble-mound breakwater deployed together.
The submerged sill is characterised by high freeboard and its purpose is twofold. It aims at improving
BDS efficacy, by switching high energy sea states to medium low energy waves, since past studies [30]
demonstrated BDS efficacy in stabilising sediments on beach for medium and low energy conditions,
whereas any positive effects were observed under erosive wave conditions. Moreover, the submerged
structure intercepts offshore sediment transport, resulting in a sediment accretion in the shallow waters
and favouring the possibility of periodic interventions of beach scraping, with a consequent reduction
of sand volumes, costs and working time, with a minimal impact on littoral natural cycles.

The experiments were performed at the Laboratory of Coastal Engineering of the Politecnico
di Bari (Bari, Italy) on a 2D movable-bed physical model. A constant JONSWAP wave spectrum
representative of erosive condition was used as forcing boundary wave conditions. To assess the
performance of the proposed protection system, hydrodynamics and beach profile evolution up
to equilibrium were firstly analysed in unprotected and only drained (without the submerged sill)
conditions. Two different distances of drain pipe with respect to the initial shoreline position were
tested. Wave transformation along the beach profile and over the submerged structure, surf zone
velocities, beach groundwater as well as beach profile evolution, spatial and temporal sediment
transport rates, shoreline, bar and mean foreshore slope evolution are presented and discussed.

Results show that, under tested conditions, both BDS and submerged sill affected hydrodynamics
and morphodynamics along the surf and swash zones, with respect to the unprotected configuration.
The general efficiency of the drain system mainly depends on its hydraulic regime, pipes characteristics,
porous medium behaviour which influences flow resistance, and groundwater head. Beyond the
full-scale experiments of [30], the comparison between the PTs placed inside both drains (PT8 and
PT10) and those very close to their contour inside the sand (PT7 and PT9) allowed to state that a
seamless hydraulic regime develops in the system sand-drain. No gaps between local pressure head
inside both the pipe and the low transmissivity porous medium were observed, thus leading to a
steep cone of depression. In such conditions, drains mainly worked under pressure. Such an outcome
suggests the possibility of improving BDS efficacy in collecting sea-water by enhancing both design
characteristics and porous medium infiltration capability and inserting, for example, a gravel layer
around the pipe acting as a filter which can guarantee a stepwise increasing of permeability from sand
to pipe.

The higher capability of the beach in absorbing run up flows in presence of the drain D1 induced
lower shoreline retreat, a decrease of beach slope within the swash as well as surf zone and a reduction
of net sediment transport rates. Moreover, the different form of sandbar visible in both BDS1 and
BDS2 with respect to UNP tests justifies differences in wave energy dissipation over the sand bar.

Besides BDS effects on both hydrodynamics and morphodynamics observed when the system
was tested alone, interesting outcomes were found in the jointly configuration with the submerged
sill. The structure induced an evident wave energy reduction within the surf zone due to the wave
breaking and a reversal of the prevalent direction of the net sediment transport seaward, offshore the
sheltered region. However, the role of the structure in inducing further improvements in drainage
efficacy is still doubtful, whereas the secondary effects of drain on the submerged sill performance
were more clear. Results point out that BDS influenced swash zone hydrodynamics also in presence
of the submerged breakwater, as the reduction of wave-induced setup with respect to unprotected
tests demonstrated. It is widely accepted, indeed, that such submerged structures experiences mean
water level raising on the shoreward side, which increases as structure freeboard (Rc) reduces [61,68].
Experiments showed that the drainage is able to mitigate such raising of the mean water level, even if
further analyses are needed, since any influence on seaward undertow currents in the sheltered region
was observed.
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Different submerged sill and drains configurations (i.e., distance from the shoreline, berm width,
freeboard, and presence of a gravel layer around the drain pipe) are planned for new experiments
to clarify the mutual influence and dependency. Accordingly, these tests also represent a highly
detailed database in space and time for further goals of developing numerical solutions useful
for parameterisation of the main drainage parameters for a beach protection scheme which could
potentially include a nourished beach profile protected by a breakwater.
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Abstract: The understanding of the beach capability to resist and recover from a disturbance is of
paramount importance in coastal engineering. However, few efforts have been devoted to quantifying
beach resilience. The present work aims to investigate the shoreline resistance and resilience,
associated to a transient disturbance, on a sandy beach. A temporary groin was deployed for 24 h on
a micro-tidal sea-breeze dominated beach to induce a shoreline perturbation. Morphological changes
were measured by means of beach surveys to estimate the beach perturbation and the further beach
recovery after structure removal. An Empirical Orthogonal Function (EOF) analysis of the shoreline
position suggests that the first EOF mode describes the spatial-temporal evolution of the shoreline
owing to the groin deployment/removal. A new one-line numerical model of beach evolution is
calibrated with the field surveys, reproducing both the sediment impoundment and subsequent
beach recovery after the structure removal. Thus, a parametric numerical study is conducted to
quantify resistance and resilience. Numerical results suggest that beach resistance associated to the
presence of a structure decreases with increasing alongshore sediment transport potential, whereas
resilience after structure removal is positively correlated with the alongshore diffusivity.

Keywords: beach resilience; beach resistance; temporary groin; sea breezes; resilience index;
GSb model; Yucatan peninsula

1. Introduction

The stability of an ecosystem depends on both resistance and resilience capability to withstand
a given perturbation associated to either natural or anthropogenic disturbances [1–3]. The resilience
concept has been widely employed in ecological [4] and social [5] sciences and disaster risk
reduction [6,7]. However, studies incorporating resilience for coastal engineering applications are
scarce [8–10] and hence further research is needed [11].
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The beach resistance in the coastal vulnerability context can be associated to the amount of change
produced by wave events and/or due to the presence of coastal infrastructure which alter the mean
pattern of sediment transport in the coastal environment; thus, it is a measure of the beach capability
to resist deviations with respect to an equilibrium morphological condition. On the contrary, the beach
resilience determines the speed with which the beach morphology features (e.g., dune elevation and
shoreline position) return to the pre-disturbed condition [2]. Thus, the knowledge of the beach stability
(i.e., resistance and resilience) is fundamental for decision-making regarding mitigation measures
against beach erosion. Beach erosion in the northern Yucatan coast is critical at many locations
owing to the presence of coastal structures [12,13]. Meyer-Arendt [14] reported that construction
of traditional groins, made of timber and rocks, began in the 1950s and increased significantly in
the late 1960s with the construction of the port infrastructure. Furthermore, beach erosion has
been exacerbated during the past decade owing to the use of impermeable groins and breakwaters.
Therefore, structure removal has been considered as a mitigation measure against beach erosion in
this region [13]. However, no information regarding the mechanisms controlling the recovery of the
shoreline position after structure removal is available.

Temporary groins have been applied in previous studies [15–17] to measure alongshore sediment
transport and to calibrate sediment transport formulations. More specifically, the beach morphology
changes measured in such studies have been considered for the estimation of the K parameter in the
CERC equation [18]. However, less efforts have been devoted to investigating beach evolution after
coastal structures removal. Recent studies have focused on investigating the morphodynamic responses
to seafloor artificial perturbations (e.g., excavated holes and channels) in the nearshore [19–21].
Moulton et al. [20] investigated the mechanisms controlling the infill of large excavated holes in the
surf zone, finding that downslope gravity-driven bedload transport was important in morphological
evolution for bathymetric features with large slopes.

The present work aims to investigate the shoreline resistance and resilience on a sea-breeze
dominated beach by means of field observations and numerical modelling. The main findings are that,
on sea breeze dominated environments, the: (i) beach resistance to the presence of a groin is negatively
correlated with the alongshore sediment transport potential; and (ii) beach resilience after the structure
removal is positively correlated with alongshore diffusivity.

The outline of the paper is as follows. Firstly, the study area is presented in Section 2.
The experimental setup, numerical model and data analysis are described in the Materials and Methods
section (Section 3). Section 4 presents the field observations during the experiment and the numerical
model calibration and verification. Then, a discussion on the mechanisms controlling the shoreline
resistance and resilience is presented (Section 5). Finally, concluding remarks are given in Section 6.

2. Study Area

The study area is located on a barrier island in the northern Yucatan Peninsula (Figure 1a), at the
fishing village of Sisal (see Figure 1b). This coastal region is characterized by a micro-tidal range,
intense sea breeze conditions, a mild continental shelf and low energy waves [22]. The field experiment
was conducted between the Port and the Sisal Pier (see Figure 1c). Winds, offshore waves and mean
sea level have been measured over the past years in order to characterize the main forcing mechanisms
affecting the coastal region in this area (Figure 1b,c).

Wind conditions in the study area are dominated by synoptic scale patterns (i.e., Bermuda-Azores,
easterly winds, cold-fronts and tropical waves) and local sea breezes [23]. The NE sea breeze winds
are present throughout the year but are more frequent and intense in May. On the other hand,
Central America Cold Surge events, associated with cold-front passages, are more frequent during
winter months. Cold-fronts, usually originated in the Rocky Mountains [24], are characterized by
sustained winds (W > 15 m s−1) from the NNW and a high-pressure system (Figure 2a). Therefore,
the mean wave climate in the study area is associated to locally generated NE waves owing to sea breeze
events, with significant wave height Hs < 1 m (at h = 10 m water depth) (Figure 2b). More energetic NNW
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swell waves (Hs > 2 m and Tp > 7 s), associated to cold-fronts, occur during winter months (see Figure 2b).
Furthermore, the presence of tropical storms is ubiquitous in the area [25,26]. Tidal regime is mixed,
predominantly diurnal, with a spring and neap tidal range of 0.8 m and 0.1 m, respectively [27].

Figure 1. Location map showing (a) the Yucatan peninsula at the SE of the Gulf of Mexico, (b) a section
of the Yucatan north coast showing the barrier island and wetlands and (c) the study area location,
existing monitoring systems (ADCP: Acoustic Doppler Velocimeter Profile; ADV: Acoustic Doppler
Velocimeter) and coastal structures.

Torres-Freyermuth et al. [22] conducted a field experiment to characterize the nearshore circulation
during both intense local sea breeze events and synoptic Norte events. They found that during
intense sea breeze events the alongshore currents significantly increase inside the surf and swash
zones. Therefore, in the present case of a coast subjected to sea breeze conditions, the highly oblique
winds (see Figure 2a) play a major role in driving longshore currents and consequently longshore
transport [28–30].

The beach in the study area is composed of sand with median grain size, D50, equal to 0.3 mm [31].
Furthermore, it presents a shoreline orientation 14◦ south of the E-W orientation [22], which is altered
near the port’s jetty and the Sisal Pier. The nearshore bathymetry is characterized by the presence of a
sand bar system (Figure 3), where the outer bar is relatively alongshore uniform and inner bars present
a high seasonal variability. Analysis of the shoreline variability, during the intense sea breeze season
(May to September, 2015), at two transects bounding the study area suggests a small (<3 m) cross-shore
variation at these locations (not shown). Therefore, the temporal groin experiment was conducted
between these two transects located at the middle section between the two structures (Figure 3).
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Figure 2. (a) Wind and (b) wave roses in the study area. Wind data are taken from the Sisal
weather station MeteoSisal (www.weatherunderground.com 1 January 2009–17 June 2016) and the
wave data were collected from an ADCP located at 10 m water depth in front of Sisal (10 December
2013–20 April 2016). WS and Hs stand for wind speed and significant wave height, respectively.

Figure 3. Bathymetry measured two days before the experiment (25 May 2015), showing the study area
(�), the ADV (•) and the updrift/downdrift control lines (black solid lines) locations. The study site is
located between the jetty of the Sisal port entrance channel (left-hand side, gray line) and the Sisal pier
(right-hand side gray feature). The color bar indicates the elevation with respect to the mean sea level.

3. Materials and Methods

A description of field observations and data analysis is presented in this section. Furthermore,
the numerical model employed in this work is also described.

3.1. Field Experiment

The field experiment was conducted in Spring 2015 to investigate the beach stability owing to the
presence/removal of an artificial perturbation in the swash zone. Beach surveys before, during and
after the structure deployment allow us to investigate shoreline resistance and resilience. We focused
on a short-term sea breeze event due to: (i) the important role that sea-breeze events play in the
sediment transport in the study area; (ii) the difficulties for conducting the beach surveys during more
energetic wave conditions (storm conditions); and (iii) the labor-intensiveness required for obtaining
high- spatial and temporal resolution morphology data for a longer period.
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3.1.1. Temporary Groin

The temporary groin built for this study was based on the design proposed by [16]. The groin
dimensions are consistent with the typical structures found along the northern Yucatan coast.
The structure was made of 0.19 m thick wood-sections of dimensions 2.40 m by 1.20 m, with holes
(0.08 m diameter) drilled and covered with a 63 μm sieve cloth in order to avoid a returning offshore
flow near the structure [16]. The groin consisted of seven wood sections, installed over a frame made
of iron pipes and clamps; 10 m are inside the surf/swash zone within the region of active transport
and the remaining 4.4 m lie on the dry beach resulting on a total length of 14.4 m. Furthermore,
sandbags were spread out along the base of the structure to avoid bed scouring that could lead to
sediment bypassing underneath the structure. The sand bags consisted of polypropylene woven raffia
bags (60 by 100 cm) filled at approximately 2/3 of their capacity with sand.

The deployment of each section started from the land toward the sea, allowing a 0.20 m overlap
between sections. Each section consisted of three vertical pipes pounded 1.5 m into the sand bed using a
hammer and one horizontal pipe, holding the three pipes with scaffold clamps (Figure 4a). The original
design from [16] was improved by including two horizontal members, at the down-drift side of the
structure (see Figure 4a), perpendicular to the groin and attached with clamps to an additional scaffold
frame. This design provided additional resistance to alongshore forces induced by wind, waves and
currents. The groin deployment took approximately three hours for a team of 12 people.

 

Figure 4. (a) Temporary groin design made of wood-sheets, lined with sand bags and a scaffold frame
of iron pipes. (b) Picture of the shoreline perturbation 12-h after the groin deployment.

3.1.2. Data Collection

Different sensors were deployed to characterize the environmental conditions occurring during
the field experiment. Wind data was measured every minute using a weather station located in a
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tower installed near the Sisal Port (Figure 1c). Offshore wave conditions were recorded at 10 m water
depth using an RDI Acoustic Doppler Current Profiler (ADCP) located 11 km offshore (see Figure 1b
for instrument location). During the experiment, three breaker lines were observed at the outer and
inner bars and the inner-surf/swash zone transition. Moreover, an Acoustic Doppler Velocimeter
(ADV) Nortek Vector, located onshore the inner bar (Figure 5a,b) at 0.2 m above the seabed, acquired
high-frequency (16 Hz) velocity measurements during 48 h (27 May to 29 May). The instantaneous
velocities were measured in the XYZ coordinate system, where velocities are defined such that u, v and
w velocities correspond to the x (cross-shore), y (alongshore) and z (vertical) directions, respectively.

A temporary groin was deployed in the inner surf/swash zone on the morning (0800 local time)
of 27 May and was removed 24-h later on the morning of 28 May 2015. Beach morphology was
surveyed along 15 survey lines, covering the up- and down- drift sides of the temporary structure
(Figure 5a). A Leica Differential Global Positioning System (DGPS) was employed using Real Time
Kinematics (RTK) for conducting high-resolution topographic surveys. The equipment in RTK mode
and Kinematic (phase) moving mode has a horizontal and vertical accuracy of 10 mm and 20 mm,
respectively. The alongshore distance between transects varies from 2 to 6 m, with the highest
resolution corresponding to those transects located close to the structure (Figure 5a). The DGPS
beach surveys were conducted every two hours for 24-h to evaluate the beach resistance owing to
the structure presence. Furthermore, measurements continued after the structure removal, with the
same two-hour temporal resolution for 10 h and then were resumed with a lower temporal resolution
(i.e., 29 May, 3 June), continuing until the beach was fully recovered. A total of 20 beach surveys were
conducted. Control lines, located 50 m updrift and downdrift from the structure location (Figure 5a),
were surveyed weekly to assess the natural beach variability in this area. It is worth to notice that the
survey lines only cover the swash and inner surf zone and hence do not cover the entire surf zone
which extends offshore. The field data is available via author’s request following the instruction in the
supplementary material section.

Figure 5. (a) Plan view of the survey lines and the structure location, showing the breaker lines and
ADV location. (b) Beach profile of the middle transect showing the ADV location with respect to
the structure.

The mean sea level was acquired every minute by a tidal gauge located inside the Sisal Port
(Figure 1c). Mean sea level in the study area presents a cyclic annual variation [32], showing a minimum
in July and a maximum in October. Therefore, when a short-term experiment is carried out (days to
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weeks), the seasonality of the mean sea level (msl) elevation should be considered. The vertical datum
of the surveys corresponds to the MEX97 geoid [33] and the difference between the vertical datum and
the mean water elevation during the experiment is approximately 0.2 m. Beach surveys in the present
paper are referenced to the msl during the experiment period (May–June 2015). A summary of the
field data collected is presented in Table 1.

Table 1. Measured data, sensor employed, sampling frequency and measured period.

Variable Sensor Manufacturer Sampling Frequency Start Date End Date

Morphology GPS Leica Geosystems (Gallen, Switzerland) 2–24 h 27 May 2015 3 June 2015
Waves ADCP RD Instruments (Poway, CA, USA) 30 min 27 May 2015 3 June 2015

Surf zone currents ADV Vector Nortek (Rud, Norway) 16 Hz 27 May 2015 29 May 2015
Sea level Radar level sensor OTT HydroMet (Kempten Germany) 1 min 27 May 2015 4 June 2015

Winds Weather station Davis Vantage Pro 2 (Hayward, CA, USA) 1 min 27 May 2015 4 June 2015

3.1.3. Field Data Analysis

The shoreline position (z = 0) was extracted from each of the cross-shore DGPS survey lines.
An Empirical Orthogonal Function (EOF) analysis of the shoreline position [34–36], with respect to
the initial shoreline, was performed in order to investigate the dominant modes of variability during
the experiment. The EOF analysis allows to represent the coastline data, x(y, t), as a summation of n
spatial (en(y)) and temporal functions (cn(t)), where the variance explained decreases with the mode
number, as follows:

x(y, t) =
N

∑
n=1

cn(t)en(y)

The shoreline variability associated to the presence of the temporal groin can be evaluated by
analyzing the resulting spatial and temporal functions.

Wind magnitude and direction, from the meteorological tower, were averaged every 5 min.
Wave statistics measured by the ADCP were computed every 60 min based on pressure and velocity
measured at 2 Hz. On the other hand, the ADVs velocity information was removed when the
correlation value was less than 80% with the aim of identifying potentially inaccurate measurements.
The measured velocities were averaged over 512-s intervals to ensure stationary conditions and further
estimate the (cross- and along- shore) currents inside the surf zone.

3.2. Numerical Model

3.2.1. Model Description

Numerical simulations have been conducted by means of a newly proposed morphodynamic
model, named General Shoreline beach 1.0 (GSb), belonging to the one-line model typology [37].
This typology assumes that the beach cross-shore profile remains unchanged [38,39], thereby allowing
beach change to be described uniquely in terms of the shoreline position. The peculiarity of the GSb
model consists of simulating shoreline evolution based on a longshore transport formula/procedure
suitable at any coastal mound: sand, gravel, cobbles, shingle and rock beaches [40–44]. The GSb
model presents one calibration coefficient solely, KGSb, which does not depend on the grain size
diameter and depends on the alongshore gradient in breaking wave height [45]. The proposed
general formula/procedure considers an energy flux approach combined with an empirical/statistical
relationship between the wave-induced forcing and the number of moving units. GSb model allows to
determine short-term (daily base) or long-term (years base) shoreline change for arbitrary combinations
and configurations of structures (groins, jetties, detached breakwaters and seawalls) and beach fills
that can be represented on a modelled reach of coast. A demo version of the numerical model can be
downloaded by following the instructions in the supplementary material section.
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3.2.2. Data Analysis

The results from the numerical simulations have been adopted to investigate the shoreline beach
resistance and resilience at the considered stretch of coast. The resistance index, RS and resilience
index, RL, proposed by [2], to investigate ecological stability, were adapted for the present study. RS is
then defined as,

RS(t0) = 1 − 2|ΔS0|
(l + |ΔS0|) (1)

where ΔS0 represents the cross-shore distance, at t0 = 720 h, between the perturbed shoreline and the
unperturbed shoreline, in vicinity of the groin and l is the perturbation length which equals to the
groin length. RS ranges between 0 and 1; minimal resistance (largest effect) to the beach perturbation
corresponds to smaller values of RS. Similarly, the resilience index RL(t) is defined as,

RL(t) =
2|ΔS0|

(|ΔS|+ |ΔS0|) − 1 (2)

where ΔS represents the cross-shore distance, at time t, between the perturbed shoreline and the
unperturbed shoreline with RL = 1 corresponding to a fully recovered shoreline (i.e., return to the
pre-disturbed condition). Shoreline beach resistance and resilience are illustrated in Figure 6.

Figure 6. Definition sketch of shoreline evolution between points A and B for the cases of: (a) beach
resistance owing to the groin (original shoreline: blue line; disturbed shoreline: red dashed line) and
(b) beach resilience after the structure removal (perturbed shoreline: red-dashed line; shoreline position
at time ti after structure removal: yellow line).

4. Results

4.1. Field Observations

4.1.1. Forcing Conditions

Wind velocity time series shows a diurnal variability associated to sea-breeze events (Figure 7a).
A maximum wind speed of 16 m s−1, corresponding to the sea breeze event peak, was recorded during
the experiment in the afternoon (1630 local time) of 27 May (Figure 7a). Offshore wave conditions,
measured at 10 m water depth (Figure 7b), are highly correlated with local winds (Figure 7a). The wave
height increased from Hs = 0.3 m measured at 10:00 to Hs = 1.0 m measured at 1800, with mean wave
direction approaching from the NE (Figure 7b). The temporary structure was deployed during neap
tides (light gray shade in Figure 7c) in order to decrease the influence of the tide on the effective length
of the groin and hence restricting the swash zone width [16].
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Figure 7. Measured (a) wind speed and wind direction (b) offshore significant wave height and wave
direction at 10 m water depth and (c) mean sea level variation η from the Sisal gauge before, during
(light gray shade) and after (dark gray shade) the groin deployment.

Sea breeze events increased the wave energy inside the surf zone (Figure 8a). The alongshore
current velocity Vy becomes negligible during the land breeze (0300 h), whereas it reaches Vy > 0.3 m s−1

near the sea breeze peak (1800 h) (Figure 8b). Thus, westward currents dominated the surf zone
hydrodynamics during the measured period (red solid-line in Figure 8b). On the other hand,
the mean cross-shore current Vx (blue solid-line in Figure 8b) shows negligible current intensity at this
location/elevation during the 48 h period.

Figure 8. Surf zone conditions during and 24 h after the structure disturbance. (a) Significant
wave height inside the surf zone and (b) cross- (blue line) and along- (red line) shore currents.
Negative values in panel (b) indicate offshore/west-ward currents, while positive values indicate
onshore/east-ward currents.
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4.1.2. Observed Morphology Evolution

Beach morphology changes are evaluated by analyzing the high spatial and temporal resolution
RTK DGPS survey data (Table 1 and Figure 9). The measured beach survey before the structure
deployment (0730 local time) shows the alongshore uniformity of the beach contour lines (Figure 9a).
However, the deployment of a temporary impermeable structure (at x = 0 m) induces a shoreline
perturbation owing to the sediment impoundment at the east side of the structure and erosion at the
downdrift (west) side (a time-lapse video of the experiment is included as supplementary material).
The beach survey conducted 24 h after the structure deployment (0842 of the 28 May 2015) shows
significant changes for h > −0.6 m (Figure 9b). These observations are consistent with the westward
alongshore current associated to sea breeze events (Figure 8b). The shoreline contour reaches a
maximum advance of 6 m and maximum retreat of less than −4 m at the updrift and downdrift
side, respectively. The calculated sediment volume impoundment, at the updrift side of the structure,
reached 70 m3 in 24 h (2 to 6 m3/m), whereas the volume loss at the downdrift for the same period is
less than 40 m3. Differences between up- and down- drift volume changes might be ascribed to the
limited alongshore spatial coverage of the topographic measurements.

Alongshore uniformity for the submerged area (h < 0 m) was observed 24 h after the structure
removal (0825 of the 29 May 2015). However, a clear perturbation in the subaerial beach profile
was still present (Figure 9c). The disturbance smooths out during the following days, returning to
the pre-disturbed condition (i.e., straight and parallel contours) 144 h after the structure removal
(3 June 2015) (Figure 9d).

Figure 9. Beach survey (a) right before groin deployment, (b) right before groin removal (24 h later),
(c) 24 h after groin removal, (d) 144 h after groin removal. The title of each subplot indicates the
weekday and local time of each survey (W = Wednesday, T = Thursday, F = Friday).
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The EOF analysis of the shoreline position allowed us to identify the spatial and temporal shoreline
evolution before and after the structure removal. The first mode of variability, which represents more
than 91% of the total variance, has been associated solely to the groin influence. The spatial function of
the first mode (e1(y) in Figure 10a) describes the shoreline perturbation with positive/negative values
associated to accretion/erosion at the updrift/downdrift side of the temporal groin. Furthermore,
the temporal evolution (c1(t) in Figure 10b) shows an increase from zero to a maximum value in the
first 24 h (before structure removal). After the structure removal, c1(t) shows slower decrease reaching
a value close to zero at the end of the measured period. The second and third modes (not shown)
represent 7.5% of the total variance and show spatial and temporal functions not associated to the
groin presence. The beach recovery time can be calculated from the decay time of the perturbation
described by the first temporal function (c1(t)) which is nearly 144 h.

Figure 10. Empirical orthogonal function analysis of the shoreline data during the experiment (27
May–3 June, 2015). Only the (a) spatial function and (b) the temporal evolution of the first mode
are shown.

4.2. Numerical Modelling

The field data were employed to calibrate the GSb model. Thus, a 14.4 m long groin (10 m wet
plus 4.4 m dry) was positioned at the center of the domain. The alongshore model computational
domain was assumed equal to 41 m. Model grid cell resolution, DX, has been set equal to 1 m with a
total number of cells, NX, equal to 41, whereas the model experiment has been simulated adopting
a calculation time step, DT, equal to 0.005 h. For a direct comparison with field measurements,
the recording time step of the output files has been set to 1 h. The median grain size, D50, has been set
to 0.3 mm and the closure depth, h*, 0.8 m. Hourly wave conditions recorded at the ADCP located
11 km offshore the beach have been adopted as input to the GSb model (Table 2).
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Table 3 shows the values of the RMSE (Root Mean Square Error) from the comparison of the
observed and calculated (for different KGSb values) shoreline positions, yi,obs and yi,GSb, respectively,
at 23 h after the groin deployment; the RMSE is defined as,

RMSE =

√
∑N

i=1(yi,GSb − yi,obs)
2

N
(3)

where N is the number of transects along the considered shoreline. A KGSb = 0.01 value determined the
lowest RMSE, showing a better agreement between the calculated and the observed shoreline positions.

Table 3. Calculated and observed shoreline positions at 14 transects along the shoreline and relative
values of RMSE (Root Mean Square Error).

Longshore Distance
from Groin (m)

−20 −14 −10 −8 −6 −4 −2 2 4 6 8 10 14 20

RMSE

Cross-shore
Distance from
Baseline (m)

Initial Shoreline 11.3 11.6 11.5 11.8 11.9 12.0 12.8 12.7 13.1 13.5 13.6 13.5 14.2 14.9
Field data at 23 h 9.9 9.3 9.1 9.1 9.2 9.3 9.5 18.1 18.5 18.3 17.8 17.5 17.1 16.9

GSb, KGSb = 0.005 10.1 9.8 9.5 9.4 9.5 10.0 11.2 15.7 16.2 16.4 16.5 16.4 16.4 16.6 3.825
GSb, KGSb = 0.01 10.1 9.8 9.4 9.4 9.4 10.2 11.4 15.8 16.3 16.4 16.4 16.4 16.4 16.6 3.817
GSb, KGSb = 0.05 10.1 9.4 9.3 9.8 9.8 11.6 12.5 17.0 16.7 16.5 16.4 16.4 16.4 16.6 4.127
GSb, KGSb = 0.1 10.1 8.9 10.2 11.2 11.2 12.8 13.3 18.1 16.8 16.8 16.6 16.5 16.5 16.6 5.269

Numerical simulations were conducted for two different lateral boundary conditions: pinned
or moving lateral boundary. Figure 11 shows the comparison of the simulated shoreline positions
obtained after 23 h for the two different lateral boundaries; as expected, the shoreline shapes differ
in vicinity of the lateral boundaries but overlap in vicinity of the groin. If a moving lateral boundary
condition is selected, the boundary will move a specified distance over a certain time period. GSb lateral
boundaries have been selected as moving boundaries.

 
Figure 11. Comparison of the simulated shoreline positions obtained after 23 h for the two different
lateral boundaries.

The first beach survey was assumed as the initial shoreline position in the numerical model.
In particular, at the down-drift (x = 0 m) and up-drift (x = 41 m) boundaries of the computational
domain, the observed specific distances from the first beach survey, equal to −1.4 m and 1.8 m,
respectively, over a period of 24 h, have been assumed. On the other hand, for the post structure
removal condition the computation duration has been extended to 168 h taking as initial condition the
survey at t = 24 h.
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Figure 12c–g show that the calibrated numerical model satisfactorily predicts the downdrift
shoreline evolution, whereas the model is not capable of fully reproducing the shoreline advance,
at t = 21 h, in the updrift side (Figure 12h).

 

Figure 12. Measured and calculated shoreline position (a) 2 h, (b) 4 h, (c) 6 h, (d) 8 h, (e) 11 h,
(f) 14 h, (g) 16 h and (h) 21 h after the structure deployment. Information on the brackets indicates
the corresponding weekday (W = Wednesday, T = Thursday) and local time of field data and
GSb simulation.

The model capability to predict the shoreline resilience after the structure removal was
investigated (verification). The assumed initial shoreline position corresponds to the beach survey
performed immediately before the structure removal and the numerical model is run without the
structure using the daily mean conditions as measured for the following seven days. The numerical
model calculated the drastic change occurring during the first 24 h after the groin removal
(Figure 13a–e). Furthermore, it calculated the beach recovery occurring after approximately 7 days
(Figure 13f). Therefore, within the framework of the field data gained in the investigation (sea-breeze
conditions), the model can be considered as a reliable tool to conduct a numerical study on beach
resistance and resilience for the adopted study area.
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°

Figure 13. Measured and calculated shoreline position (a) 2 h, (b) 6 h, (c) 8 h, (d) 10 h, (e) 26 h and
(f) 1 week after the structure removal. Information on the brackets indicates the corresponding weekday
(T = Thursday, F = Friday) and local time of field data and GSb simulation.

5. Discussion: Shoreline Stability

Once the GSb model has been calibrated and verified, it has been used to investigate the beach
resistance and resilience phenomena. The main limitation in the field data is related to the limited
alongshore spatial coverage (40 m) of the topographic measurements. Therefore, for the numerical
setup, we considered a 10 m long groin located in the middle of a 200 m long shoreline computational
domain. For the parametric study we employed different cases (Table 4) encompassing constant
(low-energy) wave conditions during a 720 h period. The latter allows us to assess the resistance
and resilience sensitivity to different forcing conditions on a longer time-scale basis. For all cases,
the shoreline position at the end of the simulation is shown in Figure 14a. A positive correlation
between the shoreline distance change and the sediment transport was observed (Figure 14b) and
hence RS(t0) decreases as the sediment transport rate Q [40,41] increases (Figure 14c). Values of ΔS(t0)

were estimated for wave conditions in Table 4.

Table 4. GSb simulated cases to investigate beach resistance to a 10 m groin, for waves of Tp = 3.5 s,
after 720 h (t0) of simulation.

Case H1/50 (m) θ (◦) ΔS(t0) (m) RS(t0) Q × 10−5 (m3/s)

Test 1A 0.232 15 1.33 0.765 1.52
Test 2A 0.232 30 2.28 0.629 2.45
Test 3A 0.232 45 2.62 0.585 2.46
Test 4A 0.310 15 2.47 0.604 4.03
Test 5A 0.310 30 3.75 0.454 6.47
Test 6A 0.310 45 5.11 0.324 6.50
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(a) 

(b) 

(c) 

Figure 14. (a) Shoreline position, owing to the 10 m long groin presence, after 720 h (b) the corresponding
shoreline distance increases for different wave conditions listed in Table 4 and (c) resistance index
temporal evolution for different wave conditions listed in Table 4.
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The numerical model was also used to simulate the beach recovery phenomena (i.e., resilience)
after the structure removal. Thus, the numerical model is initialized with the shoreline from Test 6A
at t0 = 720 h (e.g., yellow line in Figure 14a), subjected to different wave forcing conditions (Table 5),
without the presence of the structure. The shoreline recovery is significant during the first 24-h for all
cases (Figure 15a), consistent with the field observations (Figure 9); afterward, it continues at a lower
rate. The numerical results were used to compute the temporal evolution of RL using Equation (2) for
each case (Figure 14b). Contrary to beach resistance, numerical results suggest that the beach resilience
is not controlled by the longshore transport potential and it depends on the alongshore diffusivity
G given by [40,41],

G =
2μ

(h∗ + B)
H5/2

1/50,b cos 2θb (4)

where μ is assumed equal to 0.15 m1/2 s−1, h∗ is the closure depth, B is the berm elevation, H1/50,b
is the value of H1/50 at breaking [40,41], θb is the wave angle breaking with respect to the mean
rectilinear trend of the shoreline. The diffusivity is associated to the longshore spreading of a
shoreline perturbation owing to its departure from equilibrium for the existing forcing. The numerical
simulations show that, for a given value of H1/50, the beach resilience increases as the value of
G increases (Figure 15b and Table 5). Therefore, alongshore diffusivity plays an important role on
beach resilience in the study area.

° °

(a) 

(b) 

Figure 15. Beach resilience after structure removal: (a) shoreline change with respect to time after the
structure removal and (b) resilience index temporal evolution.
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Table 5. GSb simulated cases to investigate beach resilience associated to the groin removal. The initial
condition for all simulations corresponds to the shoreline position for Test 6A at t = 720 h. θo is the
deep-water wave angle.

Case H1/3 (m) H1/50 (m) H1/50,b (m) θo (◦) θb (◦) G × 10−2 (m2/s) RL(ti)

Test 1B 0.150 0.232 0.34 15 3.74 0.88 0.865
Test 2B 0.150 0.232 0.33 30 6.76 0.77 0.815
Test 3B 0.150 0.232 0.31 45 8.71 0.67 0.689
Test 4B 0.200 0.310 0.43 15 3.89 1.60 0.945
Test 5B 0.200 0.310 0.42 30 7.40 1.43 0.920
Test 6B 0.200 0.310 0.39 45 10.29 1.14 0.844

6. Conclusions

A field and numerical study of shoreline resistance and resilience was conducted on a sea-breeze
dominated sandy beach. The following conclusions were found:

(1) Analysis of high- spatial and temporal resolution field observations showed a high growth
rate of the perturbation due to a groin disturbance and a lower decaying rate after the
disturbance removal.

(2) A new shoreline evolution model was calibrated with field observation and was able to reproduce
both the perturbation growth and decay observed in the field.

(3) A parametric numerical study suggests that shoreline resistance decreases with wave conditions
enhancing alongshore sediment transport; whereas the resilience increases as a function of the
alongshore diffusivity.

Supplementary Materials: A demo version of the GSb numerical model, for Mac and Windows systems,
has been made available for the scientific community and can be downloaded at: www.scacr.eu and field
measurements are available at http://ocse.mx/en/experimento/beach-resilience-to-coastal-structures-brics
upon request. A time-lapse video of the beach perturbation due to the temporary groin disturbance is included as
supplementary material.
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Abstract: Low-crested detached breakwaters (LCDBs) have been widely employed as a mitigation
measure against beach erosion. However, only a few studies have assessed their performance in
sea-breeze-dominated environments. This work investigates the beach morphodynamics behind
LCDBs deployed on a micro-tidal sea-breeze-dominated beach. The study area, located in the northern
Yucatán peninsula, is characterized by low-energy, high-angle waves, which drive a persistent
(westward) alongshore sediment transport (O(104) m3/year). High-resolution real-time kinematics
global positioning system (GPS) beach surveys were conducted over a one-year period (2017–2018) to
investigate the performance of LCDBs at three sites. Moreover, unmanned aerial vehicle flights were
employed to evaluate far-field shoreline stability. Field observations revealed a distinct behavior in
the three study sites, dependent on the breakwaters’ transmission characteristics, geometry, stability,
and shoreline orientation. Impermeable LCDBs, made of sand-filled geosystems, induced significant
beach accretion (erosion) in up-(down-)drift areas. On the other hand, permeable LCDBs, made of
Reef Ball™ modules, induced moderate beach changes and small erosion in down-drift areas owing
to higher transmission coefficients. Measurements of LCDBs’ freeboard height show that sand-filled
geosystems’ breakwaters presented a significant loss of sand during the study period, which explains
the unexpected beach morphodynamic response on the lee side of the structure. Observations suggest
that the study area is highly sensitive to the presence of LCDBs with low transmissivity.

Keywords: beach morphodynamics; UAV flights; beach surveys; Reef Balls™; sand-filled geosystems

1. Introduction

Sandy beaches and their associated front dunes provide both natural coastal protection against
storm events and a habitat for different marine and terrestrial species. Therefore, beach erosion due to
either natural or anthropogenic processes may cause environmental and economic impacts in the coast.
This is particularly relevant in low-lying coastal areas, which are prone to climate change impacts,
such as sea level rise and increasing storm activity [1].

Despite the increasing popularity of soft engineering [2,3], mixed soft–hard systems [4],
and eco-engineering [5] solutions, so-called low-crested detached breakwaters (LCDBs), such as
submerged rubble mounds, are popular in many locations around the world (e.g., [6]). The main
parameters controlling shoreline response in the presence of LCDBs are distance offshore, length
and orientation of the structure, transmission characteristics of the structure, depth at the structure,
freeboard height, and wave characteristics [7,8]. Previous works have extensively investigated the
stability, performance, and ecological impact of rubber-mound (conventional) LCDBs [8–11], but less
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effort has been devoted to understanding the performance of unconventional LCDBs (e.g., sand-filled
geosystems and artificial reefs) until more recently (e.g., [12–15]).

Shoreline response to LCDBs has been investigated by means of numerical models (e.g., [16]),
physical model tests (e.g., [11]), and field observations (e.g., [9]). However, monitoring studies
involving measurements of subsequent detailed bathymetry surveys and far-field effects are scarce,
owing to both economic and technical constraints [9]. Predicting the morphodynamic response on
the lee side of LCDBs is challenging [7]. The wave transmission, controlled by the freeboard level,
permeability, and wave conditions, determines the size and location of the shoreline salient [16],
and hence, a transmission coefficient must be incorporated in the design formulas [7]. Black and
Andrews [17] investigated the salient amplitudes for islands and reefs separately and developed a
power curve relationship similar to the one for emergent breakwaters presented by [18].

In recent years, the construction of breakwaters with the use of synthetic materials, such as
geotextile tubes filled with sand, has become widespread in some countries owing to their lower
permanent impact on natural coastal processes [15]. Other approaches have considered the use of
modular structures, such as artificial reefs (e.g., Reef Ball™), that mimic the wave dissipation effects
of natural coral reefs. Artificial reefs have become popular in tropical regions, because they provide
other ecosystem services, such as a habitat for marine species, while enhancing shoreline stability [19].
The use of sand-filled geosystems increased in popularity in the state of Yucatán (México) in the early
2000s, partially because of governmental environmental agencies that consider this alternative to be a
soft engineering solution [20].

This work aims to identify the role of changing wave conditions, LCDB type, geometry, freeboard
elevation, and distance and orientation of the structure on the morphological response on the northern
Yucatan coast by means of a monitoring program conducted from March 2017 to May 2018 at three
different sites. The outline of this paper is the following. First, the study area and LCDB characteristics
are described in Section 2. The beach-monitoring program conducted at the study sites is described in
Section 3. The results of the beach morphodynamics are presented in Section 4. A discussion on the
factors affecting the shoreline salient prediction in the study sites is presented in Section 5. Finally,
concluding remarks are given in Section 6.

2. Study Area

2.1. Description

The study area is characterized by a mild-slope continental shelf and a micro-tidal regime [21].
Intense sea breeze events generate short-period, high-incidence angle NE waves that are present
all year. Thus, sea breezes play an important role in nearshore hydrodynamics [22] and sediment
transport [23]. Furthermore, Central American cold surge (CACS) events, associated with cold-front
passages, generate NNW swell waves that occur during winter months [24]. Appendini et al. [25] found
that the net potential (westward) of sediment transport in the area is approximately 35,000 m3/year
and that such value is highly sensitive to shoreline orientation.

The northern Yucatán peninsula has been experiencing beach erosion over the past few decades,
mainly associated with coastal development [26]. The construction of eleven shelter ports and a major
offshore port from the 1960s to the 1980s solved many socioeconomic problems, but, at the same time,
motivated the deployment of hundreds of unauthorized groins by beach homeowners at locations
affected by the impoundment of the ports’ jetties [27]. The presence of coastal structures increased
during the following decades until the authorities enforced such structure removal, mainly consisting
of permeable groins, in the early 2000s. Beach nourishment combined with the groin removal provided
satisfactory results along a 5-km stretch of coast [28]. However, coastal erosion has been exacerbated
in certain areas due to the lack of a long-term beach nourishment program, the removal of the primary
dune due to the growth of the coastal urban area, and the continuous deployment of unauthorized
structures [29]. Meyer-Arendt [27] estimated erosion rates to be between 0.3 and 1.0 m/year west

306



Water 2019, 11, 635

of Progreso. A government-funded project considered the deployment of two breakwaters, made
of sand-filled geosystems, as mitigation measures against beach erosion in two critical erosion spots
located east of Progreso. At the same time, a privately funded project deployed breakwaters made of
Reef Balls™ in the same area (Figure 1).

Figure 1. Study area location: (a) the breakwaters are located in the northern Yucatán Peninsula in
the Gulf of Mexico; (b) the three sites (San Miguel, Teresiano, and El Faro) are between the ports of
Progreso and Telchac. Waves and tides were measured with an Acoustic Doppler Current Profiler
(ADCP) at a water depth of 10 m and a tidal gauge (www.mareagrafico.mx) installed near the 6 km-long
Progreso Pier.

Low-crested structures were deployed between spring and summer 2017 in the northern Yucatán
coast in Punta San Miguel, El Teresiano, and El Faro, located 10.5 km, 12 km, and 20 km from the Port
of Progreso, respectively (Figure 1). The structures are all located within 9.5 km of the coast, and hence,
environmental conditions (wind, waves, and water levels) are homogenous at all sites. Furthermore,
the beach is characterized by the presence of beach houses constructed close to the shore (<15 m) over
the primary dune.

San Miguel is located in a natural rocky headland where the shoreline orientation changes from
54 to 85◦ north (Figure 1). A 60-m rock revetment extends westward from the headland as a coastal
protection measure to mitigate beach erosion. El Teresiano beach is located 1.5 km eastward from San
Miguel and presents a uniform shoreline orientation of 80◦. The beach width is less than 5 m at the
most critical location, and waves reach the beach houses during high tides. Impermeable detached
submerged breakwaters, made of geotextile tubes filled of sand, were installed at these two sites to
increase the beach width (Figure 1).

El Faro has a shoreline orientation of 84◦ north (Figure 1), and the beach width at this site is
<10 m. The coast is relatively pristine at the up-drift and down-drift side of the structure, but two
beach houses are located behind the structure. The LCDBs deployed in El Faro are permeable.

2.2. Breakwater Characteristics

The low-crested detached breakwaters evaluated here are classified as impermeable and
permeable based on the materials used for their construction. Differences in nearshore wave
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transformation and sediment transport patterns were expected on the lee side of the structures owing
to the distance to the undisturbed shoreline, freeboard height, breakwater length and orientation,
and shoreline orientation (Figure 2). The impermeable breakwaters are made of sand-filled geosystems,
and the transmissivity depends only on the wave propagation above the freeboard crest. On the
other hand, the artificial reef modules known as Reef Balls™ [30] are considered to be permeable
structures, because they allow flow through the modules and the two 10-m gaps separating the three
breakwater segments. An overview of the breakwaters’ characteristics for each site is given in Table 1
and described in more detail below.

θ
°

θ
°

Figure 2. Description of structural parameters: (a) distance to the undisturbed shoreline (S), water
depth at the breakwater (hB), and freeboard elevation (fB); (b) breakwater length (B), breakwater
orientation (θB), and undisturbed shoreline orientation (θS).

Table 1. Breakwater characteristics at the three sites: breakwater length (B), distance from the shoreline
(S), breakwater orientation (θB), shoreline orientation (θS), freeboard (fB) of each section, and water
depth at the breakwater (hB).

Location B (m) S (m) θB (◦) θS (◦) fB (m) hB (m)

San Miguel 120 60 70 54 and 84 −0.58, −0.55, −0.64, −0.39, −0.37, −0.36 1.3
El Teresiano 140 90 80 80 −0.68, −0.68, −0.94, −1.02, −0.96, −0.69, −0.48, −0.62 1.6

El Faro 107 48 82 84 −0.89, −0.88, −0.78 1.5

2.2.1. Impermeable Breakwaters

The impermeable structures were installed at San Miguel and El Teresiano beaches (Figure 1).
The structures were constructed with 10- and 20-m sections of propylene geotextile mesh filled with
sand with a minimum resistance of 50 × 105 kN/m, 415 gr/m2, and 1.3 mm thickness. According to
the design, each section has a width of 1.83 m and a height of 0.90 m when filled to 70% of its capacity.

The breakwater at San Miguel was composed of 6 sections and had a total length of 120 m with a
minimum distance of 60 m to the original shoreline position (Figure 3a). The structure was oriented 70◦

north. The three easternmost 20-m sections of the breakwater at San Miguel beach were constructed
from 18 June to 25 June 2017. The fourth section was installed on 14 July 2017, and in the following
days, the remaining two sections were deployed. The structure required 620 m3 of sand, which was
procured on site. The freeboard elevation (vertical distance between mean sea level and breakwater
crest) in San Miguel varied between z = −0.36 and z = −0.64 m.

The LCDB at El Teresiano, composed of 8 sections, had a total length of 140 m with a distance to
shore of 90 m and was oriented parallel to the shoreline (see Table 1). The structure required 720 m3

of sand, which was taken from the submerged beach between the structure and the shoreline, at a
water depth of 1.5 m. The structure construction took place from 8 May to 16 May 2017. The freeboard
presented significant differences between each section of the breakwater. At the time of deployment,
the breakwater at El Teresiano had a freeboard that varied between z = −0.48 and z = −1.02 m along
the structure. This heterogeneity was not consistent with the design. Figure 3 shows the layout of the
two impermeable structures.
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Figure 3. Impermeable detached breakwaters’ layouts with respect to the mean shoreline orientation
(black solid line) at (a) San Miguel and (b) El Teresiano.

2.2.2. Permeable Breakwaters

The permeable LCDB installed at El Faro beach was built using Reef Balls™. These are perforated
hemispherical-shaped modules, available in different sizes, made of pH-neutralized concrete designed
by Reef Ball Development Group, Ltd (Sarasota, FL, USA). The breakwater at El Faro has a total length
of 107 m and consists of three 29-m sections separated by 10-m gaps (Figure 4). The structure was
built with 135 elements of pallet balls arranged in two rows. The pallet balls are 800-kg elements,
0.90 m high, and with a 1.22-m diameter. The structure is oriented parallel to the shoreline, 48 m
offshore (Figure 4). This field of detached breakwaters is considered, in this study, to be a single
(permeable) breakwater.

Figure 4. Reef Balls layout with respect to the mean shoreline orientation (black solid line) at El Faro.

3. Materials and Methods

Beach surveys were undertaken before the structure deployment in the three sites, and hence,
beach morphology evolution could be evaluated with respect to the undisturbed condition.
The freeboard elevation and breakwater length were periodically measured to assess structure
variability. Furthermore, beach surveys and unmanned aerial vehicles (UAVs) flights were conducted
to assess the functionality and far-field impact on adjacent beaches, respectively. Water levels and wave
conditions were also measured to correlate the observed beach changes with the forcing conditions.

3.1. Beach Surveys

Beach surveys were conducted by means of a Leica™ real-time kinematics differential global
positioning system (RTK-DGPS). Cross-shore transects were surveyed in the down-drift and up-drift
areas and on the lee side of each structure with high spatial resolution. The GPS base and radio
were installed inland on a fixed structure, specially built for this study, at each site, with known x, y,
and z coordinate locations. The rover DGPS was installed in a backpack to facilitate walking along
each transect, starting from the dry beach and extending offshore until reaching a water depth of
approximately 1.6 m. The beach surveys covered an alongshore stretch ranging from 300 to 400 m,
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decreasing the separation between transects to 10 m on the lee side of the structures and increasing
the separation to 20 m near the up-/down-drift boundaries of the surveyed area. A control point was
measured at the beginning and at the end of each survey to correct the rover height on the backpack
due to probable small vertical variations in its position during each survey. Typically, 20 cross-shore
transects were surveyed at each site. However, the number of transects was increased in San Miguel
from 20 to 27 due to the significant down-drift erosion observed beyond the original surveyed area
(Figure 5).

Figure 5. Aerial picture of San Miguel showing the survey transects (lines P01–P27) and the unmanned
aerial vehicle (UAV) flight missions (rectangular shapes) employed for the monitoring. The aerial
picture was taken on 11 April 2018.

The first survey at each site was taken as a reference to estimate relative sand volume changes.
The shoreline position was estimated to be the cross-shore location with an elevation z = 0. Additionally,
three-dimensional (3D) measurements allowed us to estimate the seabed changes in both the aerial and
submerged beach profiles. A total of 43 beach surveys were conducted with approximately 14 surveys
at each site (see symbols in Figure 6).

Figure 6. Time series of (a) significant wave height (black solid line: Wave Watch III hindcast; blue
solid line: measured) and wave direction; and (b) mean sea level (black solid line: 1-min average; red
circles: monthly average) during the study period. The blue symbols represent the surveys conducted
at each site.
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UAV flights have become a useful instrument in coastal studies [31]; the predominant advantages,
including larger surveyed areas than GPS, graphic documentation through ortho-mosaics of the
surveyed area, repeatability, and low cost, and, with the use of ground control points, centimeter-level
precision digital surface models (DSMs) can be achieved. In this study, a Phantom 4 DJI quadcopter
was used in combination with Pix4D Capture for flight planning and Pix4D Mapper to obtain digital
surface models and subsequently extract the shoreline (z = 0).

Flights were conducted on a monthly basis for each site and when a scheduled engineering
intervention or a storm event occurred. The mapped areas were rectangular with designed fixed
parameters, such as a double grid to correctly compute the 3D models, 30-m flight altitude, 75%
image overlap, 90-degree camera position, and medium-speed flight. Depending on the site and the
complexity of the area, a series of missions was used (e.g., San Miguel was covered by 4 separate
missions in each survey; see rectangles in Figure 5).

The accuracy of the ortho-mosaics and the DSMs depends largely on the quality and the coverage
of the ground control points (GCPs) given that the surveyed images did not include a precise UAV
location. Therefore, an average of 25 GCPs, precisely measured using RTK-DGPS, was used in each
flight. Horizontal coordinates were referenced to the World Geodetic System of 1984 (WGS 1984) using
the Universal Transverse Mercator coordinate system (UTM)Zone 16 N, and the vertical values were
referenced to mean sea level using Gravimetric Mexican Geoid version 2010 (GGM10). The accuracy
of the DSMs was validated using the RTK-DGPS data.

The obtained DSMs were integrated into the ArcGIS geographic information system, from which
the coastline was obtained (z = 0) and put into the Digital Shoreline Analysis System [32], from which
the shoreline change rate was obtained over the study period.

3.2. Waves and Water Level

Waves were measured with an RDI acoustic doppler velocimeter installed at 10-m water depth and
located approximately 10 km offshore (see Figure 1). Wave measurements are depicted by the blue line
in Figure 6a. Gaps in the record, due to instrument malfunction, were filled out using National Oceanic
and Atmospheric Administration (NOAA) Wave Watch III hindcast data (black line in Figure 6a),
corresponding with the closest node from the instrument’s location. Maximum wave heights often
occur during late fall and early spring and are associated with cold-front events, which drive NNW
swells (Figure 6a). On the other hand, predominant, short-period NE waves associated with sea breeze
events are present all year but are more frequent and intense during the spring–summer months, when
cold fronts are absent (Figure 6a and see Figure 2 in [23]). Mean sea level was recorded with a tidal
gauge from the National Mareographic Service (www.mareografico.unam.mx) located in the Progreso
Pier (see Figure 1). A local storm called “turbonada” increased the mean sea level significantly on 4
May 2017 (Figure 6b).

4. Results

Environmental conditions, structure variability, and anthropogenic actions play an important
role in beach morphodynamics. Thus, high spatial and temporal resolution monitoring allows us to
understand a sea breeze-dominated beach’s morphological responses to LCDBs. The analysis of the
structure variability and the beach’s morphological responses, based on field observations, is presented
in this section.

4.1. Structures’ Freeboard Variability

The impermeable LCDBs presented high spatial and temporal variability with respect to freeboard
elevation. In the case of San Miguel, the deployment of the different sections was not uniform with
the differences in elevation of 0.4 m between the sections (Figure 7a). Furthermore, the eastward
sections’ height changed up to −0.2 m in the two months following the installation due to loss of sand.
The westmost section was torn apart in November 2017 to reduce down-drift erosion. By 11 April

311



Water 2019, 11, 635

2018, only the two middle sections remained, and by June, the breakwater was completely deflated
(Figure 7a).

 

Figure 7. Freeboard elevation change at each of the sections of the low-crested breakwaters at (a) San
Miguel, (b) El Teresiano, and (c) El Faro.

The breakwater at El Teresiano also presented significant differences with respect the freeboard
height along the structure. The middle sections continuously lost elevation due to sand losses and
were significantly reduced two months after deployment and almost completely deflated 10 months
later. By 18 April 2018, only two 40-m sections remained with a gap between the sections of 60 m
(Figure 7b). On the other hand, the breakwaters made of Reef Ball™ modules remined stable with
freeboard changes of less than 0.10 m at the end of the study period (Figure 7c).

4.2. Morphodynamic Response

The importance of conducting high-resolution DGPS monitoring to explain beach changes is
illustrated in San Miguel. The structure at this location was deployed with the aim of increasing the
beach width at this natural headland to protect beach properties.

The beach morphology and structure history in San Miguel are shown in Figure 8. No significant
changes were observed near the headland prior to the structure deployment (Figure 8a,b). The first
half of the structure was deployed by 28 June 2017, and hence, some accumulation occurred at the
eastward transects due to the net westward sediment transport (Figure 8c). The structure was fully
deployed in July, and hence, the beach width increased behind the eastern half of the structure with
low elevation, owing to the prevailing sea breeze conditions (Figure 8d). These conditions persisted
until the beginning of the cold-front season, when swell waves decreased the salient length, increasing
the beach elevation on the lee side of the structure and allowing sediment accretion in the western
side (Figure 8e–i). However, significant beach erosion occurred at the down-drift (westward) beaches
(Figure 8d–h). To mitigate down-drift beach erosion associated with sediment transport gradients due
to wave diffraction, the westmost 20-m section of the geotextile was removed, inducing a positive
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recovery effect (Figure 8i–k). However, in January 2018, the authorities decided to remove sand from
the salient to nourish the down-drift beaches and prevent the formation of a tombolo. The estimated
volume extracted was 600 m3, which was taken from the subaerial beach (decreasing beach elevation)
and was placed in the down-drift transects with low elevation (Figure 8l). The effect of this action
was negligible one week later (Figure 8m), and the salient size increased during the following month
(Figure 8n). During the following months, the eastward sections of the breakwater were torn apart
(Figure 7a), gradually emptying and decreasing their freeboard height. Only two 20-m sections
remained by April 2018. The resulting configuration of the LCDB induced the formation of a sand spit
(Figure 8o), reducing the sediment supply and eroding the beach as far as 500 m in the down-drift areas.
Table 2 summarizes the chronology of the main environmental and anthropogenic events controlling
the morphological response at this site.

Figure 8. Topo-bathymetry and structure evolution at San Miguel from the (a) undisturbed condition
(without structure) to (o) the last survey a year after. The title in each panel represents the survey date
(yyyymmdd). The lighter color in breakwater sections indicates that the geotube section was deflated.
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Table 2. Environmental and anthropogenic events affecting the beach evolution in San Miguel.

Event Dates Morphology Effect

Low-Crested Detached Breakwater
construction June–July 2017 Updrift accretion

Sea breeze events July–August 2017 February–April 2018 Salient growth in the eastern half

Central American Cold Surge events September–December 2017 Subaerial beach accretion and
down-drift transport

Removal of westmost 20-m section November 2017 Recovery of down-drift beaches
Mechanical sand extraction from the

salient and placement in down-drift area January 2018 No significant changes

Removal of eastward sections March–April 2018 Sand spit formation

4.3. Spatial and Temporal Variability of Sand Volume

The volumetric changes were estimated using the high-resolution surveys from each site.
The volume changes were computed for both the up-drift and down-drift areas taking as a reference the
beach transect located at the center of the structure. Thus, the volume was integrated in the cross-shore
(from the landward limit of each transect until h > −1.5 m) and alongshore direction (from the middle
transect toward the down-drift and up-drift boundaries). The relative volume changes were estimated
with respect to the reference volume obtained from the initial survey (without structures).

The up-drift (east, blue bars in Figure 9) area showed a volume increase in all sites, with a more
significant increase with respect to the impermeable structures (Figure 9a,b). San Miguel beach showed
a consistent accretion in the up-drift side, reaching more than 5000 m3 in one year. Similar behavior
was observed at El Teresiano but with a lower volume change (2500 m3) over the same period. El Faro
showed more sensitivity to seasonal changes, with a maximum accretion of 1500 m3 but decreasing
to less than 1000 m3 by the end of the study period. On the other hand, the down-drift volume (red
bars in Figure 9) showed a significant volume decrease with respect to the impermeable structures
(Teresiano: 1000 m3; San Miguel: 2000 m3). The beach retreat in San Miguel was limited by a revetment
that constrained the volume decrease. The permeable LCDB in El Faro, made of Reef Balls™, showed
erosion at the down-drift side at about the same rate as the beach accretion during the first months.
However, with the start of the cold-front season, the alongshore transport reversed, and the down-drift
erosion decreased, turning into down-drift accretion at about the same volume as the up-drift accretion
by the end of the study period (red bars in Figure 9c).

Figure 9. Relative volume change with respect to the LCDB central axis (east: blue; west: red) at (a) San
Miguel, (b) El Teresiano, and (c) El Faro. Notice the difference in the vertical scales between panels.
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The subaerial beach volume (z > −0.5 m) was also computed and evaluated at each beach profile
(Figure 10). San Miguel showed a clear accretion/erosion trend in the eastern/western beach profiles
(Figure 10a). This highlights the large impoundment produced by this LCDB. The negative impact
on the down-drift side might have been enhanced by the drastic change in shoreline orientation at
this site, large B/S ratio, and high freeboard elevation. El Teresiano showed a moderate down-drift
effect, which was attenuated by the end of the study period due to changes in the structure’s elevation
(Figure 10b). However, with the start of the sea breeze season, the accretion increased in the up-drift
area. The LCDB made of Reef Balls™ modules showed a negative effect in the down-drift side,
followed by a sustained volume increase at the beginning of the cold-front season. The accretion
induced by the permeable structure was moderate as compared with that of the impermeable ones.

Figure 10. Subaerial volume change with respect to the reference beach survey (initial date, without
LCDB) at (a) San Miguel, (b) El Teresiano, and (c) El Faro. The dashed vertical lines denote the limits of the
LCDBs at each site. The date of the reference beach surveys corresponds to the initial date in the y-axis.

4.4. Trends: Shoreline, Volume, and Seabed Elevation

The trends of the shoreline position, emerged beach volume, and seabed elevation were estimated
for the three sites during the study period. The rates of shoreline change were calculated using the
shoreline (z = 0) extracted from the UAV flight data (San Miguel and El Teresiano) and DGPS surveys
(El Faro). The rate of volume change and seabed elevation were calculated for the emerged section of
each DGPS surveyed beach profile, considering z = −0.5 m to be the depth of the end of the emerged
beach. The three beaches showed similar behavior with respect to trends in the shoreline position
and in the emerged beach volume, with positive values in the eastern sections of the beach and less
positive or negative values in the western sections. However, the magnitude and extension of the
region with positive trends varied widely between sites.

San Miguel beach (Figure 11) showed the highest positive and negative shoreline trends of the
three beaches. In the shadow area of the eastern section of the structure, the change rate was as high as
30 m/year. On the other hand, in the western section, the shoreline trends were negative—even in the

315



Water 2019, 11, 635

shadow area of the structure—with values as low as −20 m/year in the down-drift section (Figure 11b).
Although the original flight path considered approximately 350 m on the western side of the structure,
there was clear evidence that the negative trend extended as far as 500 m in the down-drift side.
The change in the emerged beach volume showed similar trends with values ranging between +39.1
and −8.3 m3/m/year (Figure 11c). The beach presented a large accumulation of sediment in the
eastern section of the study area. Figure 11d presents the rate of change in the elevation between 27
April 2017 (before the deployment of the structure) and 7 March 2018. In certain regions, the increase
in beach elevation over the course of one year was larger than +1.5 m near the salient, whereas the
decrease in the down-drift (western) locations reached values larger than −1.0 m.

 

Figure 11. San Miguel beach (a) mosaic of the section of beach covered by the UAV flights with
the location of the impermeable structure highlighted in black and parallel lines marking the
high-resolution differential global positioning system (DGPS) profiles; (b) rate of change of the shoreline
position during the study period obtained from UAV surveys; (c) rate of change of the emerged beach
volume during the study period obtained from DGPS surveys; and (d) change in elevation between the
last (7 March 2018) and first (27 April 2017, no structure) DGPS surveys.

El Teresiano (Figure 12) displayed a similar pattern, although (i) positive trends showing an
advance in the shoreline position were below 20 m/year, (ii) the region where the shoreline trends
were positive covered a wider section along the beach, and (iii) the negative trends also showed
smaller values (>−5 m/year, Figure 12b). Regarding the volume, the trends varied between +10.8 and
−3.5 m3/m/year (Figure 12c). As presented in Figure 12d, the increase in elevation between 27 April
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and 18 April 2018 reached values similar to that in San Miguel (Figure 11d). However, the maximum
decrease in elevation near the shoreline and in the emerged beach was found to be −0.4 m, less than
half that in San Miguel.

Figure 12. El Teresiano beach (a) mosaic of the section of beach covered by the UAV flights with the
location of the impermeable structure highlighted in gray and parallel lines marking the high-resolution
DGPS profiles; (b) rate of change of the shoreline position during the study period obtained from
UAV surveys; (c) rate of change of the emerged beach volume during the study period obtained from
DGPS surveys; and (d) change in elevation between the last (18 April 2018) and first (27 April 2017, no
structure) DGPS surveys.

As for El Faro (Figure 13), the shoreline advance trends were positive on the lee side of the
structure, with values below 6 m/year (Figure 13b). The trends in the emerged beach volume between
4 May 2017 and 25 April 2018 varied between +8.0 and −4.3 m3/m/year. Changes in elevation after
the deployment of the structure were less important at this site, with maximum increases of +0.6 m
and decreases of −0.2 m.
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Figure 13. El Faro beach (a) aerial picture taken by the UAV flights with the location of the permeable
structure highlighted in gray and parallel lines marking the high-resolution DGPS profiles; (b) rate of
change of the shoreline position during the study period obtained from DGPS surveys; (c) rate of change
of the emerged beach volume during the study period obtained from DGPS surveys; and (d) change in
elevation between the last (25 April 2018) and the first survey (4 May 2017, no structure) DGPS surveys.

5. Discussion

A major problem with LCDB design is the difficulty of predicting the morphodynamic response
on the lee side of the structure [7]. Empirical formulations, relating the distance to the tip of the salient
Xoff, the length of the structure B, and the distance to the undisturbed shoreline position S, predict a
power curve relationship given by the following:

Xo f f = aB
(

B
S

)b

where the size of the salient Ys = S − Xo f f and the parameters a and b are those proposed by [18]
and [17] for a single emergent breakwater (a = 0.68 and b = −1.22), reefs (a = 0.50 and b = −1.27),
and islands (a = 0.40 and b = −1.52), respectively.

A distinct morphological response of the beach salient was observed in the three sites.
The maximum shoreline salient size was measured in San Miguel, followed by El Teresiano and
El Faro, respectively (Table 3 and Figures 11b, 12b and 13b). Empirical formulations (e.g., [17,18])
were employed, finding a satisfactory agreement for San Miguel (Table 3). This suggests that the
beach response associated with a sand-filled geosystem can be predicted by the formulation developed
by [17] for reefs. However, large differences between the observations and model predictions for El
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Teresiano were found (Table 3). The latter can be ascribed to the continuous loss of sand in the middle
sections of the geosystem (Figure 7b), which transformed a 140-m long breakwater into two 40-m
long breakwaters separated by a 60 m gap. Applying the model developed by [17] to the case of El
Teresiano for a 40-m breakwater predicted the size of the salient accurately (i.e., Ys = 20 m). On the
other hand, the shoreline salient on the lee side of the breakwater at El Faro was not predicted by
any model, owing to the high transmissivity through the modules and the gaps between the sections.
The formulations by [18] consistently underpredicted the salient size for impermeable LCDBs.

Table 3. Measurements and predictions of shoreline salient size Ys at the three sites.

Location Ys (m)
Hsu and Evans

(1990)
Islands in Black and

Andrews (2001)
Reefs in Black and

Andrews (2001)

San Miguel 33 25 43 35
El Teresiano 16 34 61 50

El Faro 5 20 35 28

Sand-filled geosystems are highly vulnerable to vandalism in this area, and hence, the useful life
of the structure can be drastically reduced. Furthermore, the tearing apart of the geotube sections plays
an important role in beach evolution, leaving behind emptied geotextiles that are difficult to remove;
moreover, the degradation of such geotextiles might have a negative ecological impact. It is not clear
how the effect LCDBs with sand-filled geosystems can be correctly predicted if they are so prone to
tearing and subsequent deflation.

6. Conclusions

A micro-tidal, sea-breeze-dominated beach’s morphological responses to both impermeable and
permeable low-crested detached breakwaters was analyzed based on high-resolution field observations.
The following conclusions were found:

(1). Impermeable structures induced a salient located on the up-drift (east) side behind the structure,
as well as down-drift erosion. The position and size of the salient is highly sensitive to the breakwater
orientation with respect to the shoreline. Predicting the performance of sand-filled geosystems
LCDBs is challenging owing to the high spatial and temporal variability of the structure.

(2). The permeable LCDB induced an order of magnitude less accretion and erosion than the impermeable
structures, with a more symmetric salient on the lee side of the structure. The structures were found
to remain stable during the study period. Based on observations, permeable (high transmissivity)
structures are more suitable for the study area due to the persistent alongshore transport.

(3). The subaerial beach volume increase on the lee side of the LCDBs was strongly correlated with
the beginning of the Central America cold surge season (i.e., October), owing to the combination
of the maximum mean sea level and swell conditions. On the other hand, the freeboard elevation
changes in the geotube sections showed no correlation with high energy conditions and hence
can be ascribed to external factors.

(4). High spatial and temporal resolution measurements, combining DGPS and UAVs flights,
were found to be important to explain far-field morphological changes.

(5). The design of sand-filled geosystems can be approximated with the formulation of [17] developed
for reefs. On the other hand, the development of new formulations for high transmissivity
structures, such as LCDB made of Reef Balls™ modules, is warranted.
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Abstract: The coastal vulnerability index (CVI) is a popular index in literature to assess the coastal
vulnerability of climate change. The present paper proposes a CVI formulation to make it suitable
for the Mediterranean coasts; the formulation considers ten variables divided into three typological
groups: geological; physical process and vegetation. In particular, the geological variables are:
geomorphology; shoreline erosion/accretion rates; coastal slope; emerged beach width and dune
width. The physical process variables are relative sea-level change; mean significant wave height and
mean tide range. The vegetation variables are width of vegetation behind the beach and posidonia
oceanica. The first application of the proposed index was carried out for a stretch of the Apulia region
coast, in the south of Italy; this application allowed to (i) identify the transects most vulnerable to
sea level rise, storm surges and waves action and (ii) consider the usefulness of the index as a tool
for orientation in planning strategies. For the case study presented in this work, the most influential
variables in determining CVI are dune width and geomorphology. The transects that present a very
high vulnerability are characterized by sandy and narrow beaches (without dunes and vegetation)
and by the absence of Posidonia oceanica.

Keywords: coastal vulnerability index; climate change; sea level rise; storm surges; waves action;
Mediterranean coasts

1. Introduction

The potentially massive impact of climate change on the world’s coastal zones is globally
recognized. The projections given by the Intergovernmental Panel on Climate Change (IPCC) indicate
a globally averaged sea level rise (SLR) [1–3]; future storms are expected to become more intense with
larger peak wind speeds; average wave conditions (wave height and direction) are also expected to
be modified by climate change with frequent flooding events induced by severe overtopping and
overwash. These climate change-driven variations in environmental forcing are likely to result in
significant physical impact along the coasts [4]. The assessment of the vulnerability of coastal areas
to climate change is therefore a topic of growing interest worldwide. There is an increasing need
for a detailed knowledge of the wave conditions in order to design the coastal interventions [5–8].
In literature, there are different approaches and methodologies for the assessment of vulnerability
and risk due to different types of hazard such as those related to climate change. A review of a
multi-risk assessment for climate change impacts is discussed by [9] while in [10] are described the
most commonly used methods to assess coastal vulnerability. According to [10] the methods to assess
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coastal vulnerability can be grouped into four main categories: index-based methods, indicator-based
approach, GIS-based decision support systems, methods based on dynamic computer models.

Among the index-based methods, the coastal vulnerability index (CVI), originally presented
by [11,12] is the first synthetic index to assess coastal vulnerability to climate change, in particular to
SLR. The method uses a number of variables that affect coastal vulnerability and allows assessment of
the relative coastal vulnerability of the different stretches of an investigated coastal area.

The CVI formulation proposed by [13], that modified the initial index proposed by [11,12], has
been widely used for other applications and studies at different territorial scales [14–18]. In literature
there are various applications of the CVI with modifications and integrations of physical parameters to
adapt the index to the particular coastal area [19–26].

In this context, the present paper proposes a methodology and presents a case study for assessment
of the physical vulnerability to coastal hazards; in particular, the paper proposes a CVI suitable for
Mediterranean areas which considers 10 variables. Six variables replicate those proposed by [13], while
the others 4 variables have been chosen to better characterize the Mediterranean coasts, especially the
low-lying coastal areas.

Regarding the Mediterranean Sea, in literature there are several studies in relation to climate
change. A review of climate change projections over the Mediterranean region based on global and
regional climate change simulations is described in [27]. Storm surges and wind-waves constitute a
further element of vulnerability and hazard for coastal areas in relation to erosion and dune breaching.
Various studies have been carried out on this topic [28–32]. Projections of extreme storm surge levels
along Europe have been investigated by [33]; the results obtained for the Mediterranean Sea predict
changes mostly in the ±5% band, either positive or negative. As described by [33] these results are in
line with the historical trends and there is consensus among different studies (e.g., [28,30,31]) for no
changes, or even a decrease in the frequency and intensity of extreme events. Furthermore, as reported
by [31] the increase of mean sea level and land subsidence, might significantly increase the hazard
posed by coastal floods. Due to the concentration of economic activities in coastal areas, the European
Environmental Agency [34] also consider the Mediterranean Sea region as one of the main climate
change hotspots (i.e., one of the areas most responsive to climate change).

Regarding the application of CVI in the Mediterranean area, Doukakis [35] carried out a study
to map the relative vulnerability of the western Pelleponese in Greece for a coastal length of about
50 km, while a recent application of the CVI index utilizing GIS technology is due to [36]. Another
study carried out in Greece is that described by [37]; in this study, the classification of the southern
coast of the Gulf of Corinth according to the sensitivity to the future sea level rise is attempted by
applying the Coastal Sensitivity Index (CSI), with variable ranges specifically modified for the coastal
environment of Greece, utilizing GIS technology. The results of the CVI application with an adaptation
to the coast of Andalusia, Spain, are described in [38], a modified version of the CVI approach with an
application to peninsular coastline of Spain is described in [4], while the Egyptian Mediterranean coast
was examined for vulnerability to sea-level rise using the CVI by [39].

The study described in this paper, as mentioned above, presents an application of the CVI with the
integration of four physical variables. The choice of these variables is due to the consideration that for
low-lying coastal areas of the Mediterranean, which represent 46% of the Mediterranean coastline [40],
coastal flooding generated by storm surge and wave-breaking represents one of the main destructive
natural disasters in the Mediterranean [41].

In this direction, the four integrated variables, emerged beach width, dune width, width of
vegetation behind the beach and Posidonia oceanica, are representative of the Mediterranean areas,
and allow an evaluation of the ability of “natural systems” to dissipate the wave energy.

According to the CVI formulation proposed by [13], a relative vulnerability score is assigned to
each variable based on the potential magnitude of its contribution to physical changes on the coast.
Variables are ranked on a linear scale from 1–5 in order of increasing vulnerability and CVI values are
classified in four different groups using percentiles as limits.
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2. Methods and Data

2.1. Methods

The proposed CVI considers the following 10 variables:

1. Geomorphology
2. Coastal slope
3. Shoreline erosion/accretion rates
4. Emerged beach width
5. Dune width
6. Relative sea-level change
7. Mean significant wave height
8. Mean tide range
9. Width of vegetation behind the beach
10. Posidonia oceanica

In addition to the six variables described by [13], four new variables have been proposed: Emerged
beach width; dune width; width of vegetation behind the beach and Posidonia oceanica. The new
proposed variables, representative of the Mediterranean coast, allow us to evaluate the ability of
“natural systems” to dissipate the wave energy. In particular, sandy beach-dune systems constitute
the natural barrier protecting coastal areas against flooding due to storm surge and wave impacts.
Furthermore, the effects of a well vegetated beach and seagrass Posidonia oceanica on wave energy
have significant implications for coastal protection.

All variables have been divided into three typological groups: Geological, Physical process
and Vegetation.

The Geological variables are:

• Geomorphology that expresses the relative erodibility of different landform types (e.g., rocky
cliffs, sandy beaches) along the coast and requires information on the spatial distribution of
landform types and their stability;

• Coastal slope that is an indicator of the relative vulnerability to inundation and of the potential
rapidity of shoreline retreat;

• Shoreline erosion/accretion rates that allows to make assessments on the state of erosion
or accretion;

• Emerged beach width is a variable related to the ability to dissipate wave energy; a wider beach
has greater ability to dissipate the wave energy and therefore to reduce the impact of extreme
events (e.g., storm surges).

• Dune width that represents an important variable for the conservation of the coastal zone,
increasing its resilience [42–46]; in fact, dune can reduce the risk of erosion, as they constitute a
reserve of sediment, and can counteract the risk of flooding of the hinterland.

The Physical process variables are:

• Relative sea level change that is derived from the time series of sea level records at each tide
gauge stations along the coast; this variable includes both eustatic sea-level rise as well as regional
sea-level rise due to isostatic and tectonic adjustments of the land surface;

• Mean significant wave height represents the potential for storm erosion. It is well known
that storm erosion is directly related to the energy contained in storm waves and that the
wave height has to be above a certain threshold (which depends on local conditions) to cause
beach/dune erosion.

• Mean tide range that is linked to both permanent and episodic inundation hazards.

325



Water 2018, 10, 1218

The Vegetation variables are:

• Width of vegetation behind the beach that is a variable related to vulnerability to storm events. In
fact, the presence of vegetation is useful to dissipate wave energy and to reduce erosion in case of
extreme events;

• Posidonia oceanica that is a marine phanerogam endemic to the Mediterranean basin which
forms extended meadows along its coasts in a bathymetric surface to 0–40 m depth in clear
waters [47]; several studies have shown the influence of these marine phanerogam on the nature
and dynamics of coastal sediments [48–51]. The Posidonia oceanica colonize sandy beaches, [52]
rocky substrates [53,54] and is generally absent in the depositional area of fine sediments such as
the mouth of coastal rivers [55,56] in relation to the high rate of turbidity which causes a reduction
of light penetration [57]. Recent papers [58,59] have confirmed that Posidonia oceanica forms a
key coastal habitat, which plays a crucial role in the physical equilibrium of a large portion of the
Mediterranean coasts. Therefore, the Posidonia oceanica is considered the resistance/resilience
slime of the extreme weather events and SLR.

A stretch of coast is divided into a number of transects (or cross-sectional profiles of the beach) in
order to assess its vulnerability. Each transect is characterized by a control area 0.5 km wide. Variables
are ranked on a linear scale from 1–5 in order of increasing vulnerability.

The CVI is obtained by the square root of the product of the vulnerability scores assigned to each
variable divided by the total number of variables:

CVI =
√
(a·b·c·d·e·f·g·h·i·l)/10 (1)

where a = Geomorphology, b = Coastal slope, c = Shoreline erosion/accretion rates, d = Emerged beach
width, e = Dune width, f = Relative sea-level change, g = Mean significant wave height, h = Mean tide
range, i = Width of vegetation behind the beach, l = Posidonia oceanica.

CVI values are classified in four different categories (low vulnerability, moderate vulnerability,
high vulnerability and very-high vulnerability) using percentiles as limits.

2.2. Data

In the following, the data sources used to define the 10 variables are listed.

- Geomorphology has been derived from the map data (DTM) combined with the lithological map
available on the Territorial Information System of Apulia Region, Sit-Apulia [60], for a 0.5 km
grid cell;

- Coastal slope (%), has been estimated in accordance with [61]; it has been determined from
a topographic and bathymetric grid extending 5 km landward and seaward of the shoreline.
Elevation data have been obtained from the digital model available on the Sit-Apulia as gridded
topographic and bathymetric elevation at 1 m vertical resolution for 8 m grid cells.

- Shoreline erosion/accretion rates (m/year), have been estimated as average values at the
considered transect. The shorelines used were derived from the orthophotos available for years
from 1992 to 2012, available on the Sit-Apulia [60];

- Emerged beach width (m), has been measured from the point where evidence of usual wave/tide
impact ends to the point where vegetation or infrastructures begin. It has been evaluated
considering the regional orthophotos, available on the Sit-Apulia [60];

- Dune width (m), has been evaluated considering the regional orthophotos, available on the
Sit-Apulia [60]. Relative sea-level change (mm/year), has been derived considering the data
reported for Mediterranean by National Oceanic and Atmospheric Administration, NOAA [62].

- Mean significant wave height (m), has been obtained with reference to the data of the Monopoli
wave buoy belonging to the National Wave Metric Network (ISPRA—Institute for Environmental
Protection and Research);
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- Mean tide range (m), has been obtained from the European Environmental Agency- EEA
data-base [63];

- Width of vegetation behind the beach (m), has been evaluated by considering the regional
orthophotos, available on the Sit-Apulia [60]. The width of vegetation has been determined by
clear and obvious signs of flora, indicated by the green area behind the beach; the measure was
interrupted in the case of intersection with infrastructures such as roads, houses, etc.

- Posidonia oceanica (Boolean: presence/absence), has been evaluated on the basis of a research
study carried out by Apulia Region [64].

Table 1 shows the range of vulnerability for the 10 variables. Regarding the variable
geomorphology, the ranges of vulnerability considered are those proposed by [65]. The ranges of
vulnerability for the variables of relative sea-level change, mean significant wave height and shoreline
accretion/erosion rate have been chosen in agreement with those proposed by [37]. Regarding the
variable coastal slope, the values have been chosen considering previous studies carried out for the
Mediterranean coast [4,36,37]. In particular, the range chosen are those proposed by [4]. Regarding the
variables emerged beach width, dune width and width of vegetation behind the beach, the ranges of
vulnerability have been defined in consideration of the characteristics of the Italian and Mediterranean
area [66]. Furthermore, the available data (regional orthophotos) made it possible to verify the
similarity of these considered values with those typical of the Mediterranean environment. Finally,
for the variable mean tide range, the ranges of vulnerability have been chosen in accordance with those
proposed by [37] but the scores (linear scale from 1–5) are different. This assumption, in agreement
with [13], is based on the concept that, in general, microtidal (tide range < 2.0 m) and macrotidal
(tide range > 4.0 m) are characterized by high and low risk, respectively. The reasoning is based
primarily on the potential influence of storms on coastal evolution, and their impact relative to the
tide range. For example, on a tidal coast-line, there is only a 50 percent chance of a storm occurring at
high tide. Thus, for a region with a 4.0 m tide range, a storm having a 3 m surge height is still up to
1 m below the elevation of high tide for half a tidal cycle. A microtidal coastline, on the other hand,
is essentially always “near” high tide and therefore always at the greatest risk of inundation from
storms [13]. Mediterranean area is a microtidal environment and the coast of Apulia has a tide range
< 1 m. As such, the range of vulnerability, as mentioned above, are those proposed by [37] but the
assigned scores are the inverse.

Other researchers (e.g., [12,67]) claimed the opposite; the large tidal range coast-lines were
assigned a high-risk classification, and microtidal coasts received a low risk rating. The reasoning for
this is that although a large tidal range dissipates wave energy, limiting beach or cliff erosion to a brief
period of high tide, it also delineates a broad zone of intertidal area that will be most susceptible to
inundation following long-term sea-level rise. Furthermore, the velocity of tidal currents depends
partially on the tidal range. High tidal range is associated with stronger tidal currents that are capable
of eroding and transporting sediment [67].
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Table 1. Ranges of vulnerability for the considered variables.

Type
Variables

Variables
Score

Very Low 1 Low 2 Moderate 3 High 4 Very High 5

Geologic

Geomorphology Rocky,
cliffed coasts

Medium cliffs,
indented coasts

Low cliffs,
alluvial
plains

Cobble beaches,
estuary, lagoon

Barrier beaches,
sand beaches, salt
marsh, mud flats,
deltas, coral reefs

Coastal slope (%) >12 8–12 4–8 2–4 <2

Shoreline
Erosion/accretion

(m/year)
>(+ 1.5) (+1.5)–(+0.5) (−0.5)–(+0.5) (−0.5)–(−1.5) <(−1.5)

Emerged beach width (m) >100 50–100 25–50 10–25 <10

Dune width (m) >100 75–100 50–75 25–50 <25

Physical
process

Relative sea-level change
(mm/year) <1.8 1.8–2.5 2.5–3.0 3.0–3.4 >3.4

Mean significant wave
height (m) <0.3 0.3–0.6 0.6–0.9 0.9–1.2 >1.2

Mean tide range (m) >0.8 0.6–0.8 0.4–0.6 0.2–0.4 <0.2

Vegetation
Width of vegetation

behind the beach (m) >400 200–400 100–200 50–100 <50

Posidonia oceanica
(Boolean:

presence/absence)
Present Absent

3. The Study Area

The proposed CVI index has been applied to a stretch of the coast of the Apulia Region, Southern
Italy, between the marinas of Torre Canne and Villanova (Figure 1).

Figure 1. Case study area—Marinas of Torre Canne and Villanova, Apulia Region, Southern Italy.

Starting from the north, Torre Canne (Figure 2), the first stretch of about 7 km (up to Torre San
Leonardo), which corresponds to the first 15 to 24 investigated transects, is characterized by beautiful
beaches, which the Apulia Region has intended to protect by establishing with Regional Law No
31/2006, the Coastal Dunes Park. The park covers about 1.000 hectares. In the protected area there are
many priority habitats, strongly threatened for their intrinsic fragility and for being located in areas at
risk, but also habitats of the Community interest representative of the biogeographical reality of the
Community territory. In the area there are beaches, consolidated dunes, retrodunal ponds and fossil

328



Water 2018, 10, 1218

dunes. The remaining 5 km of coastline, ranging from Torre San Leonardo to the port of Ostuni marina
(Villanova) which make up the remaining nine transects of the study area, are jagged cliffs and consist
of a series of coves with small beaches surrounded by Mediterranean vegetation.

Figure 2. Case study area and related transects.

The study area is mainly devoted to seaside tourism, and there are indeed many tourist
accommodation facilities (hotels, resorts, etc.).

4. Results

A Geography Information System (GIS) platform has been used to better process the data.
The stretch of coast has been divided into 24 transects; geomorphology includes very-high vulnerability
and moderate vulnerability;coastal slope values are <2% varying between 0.75% (min) and 1.52%
(max), while shoreline erosion/accretion rates is classified as very-low to very-high vulnerability.
The value of the relative sea-level change is constant at low vulnerability and mean tide range is
constant at very-high vulnerability. Mean significant wave height is constant at high vulnerability.
Emerged beach width includes high vulnerability and moderate vulnerability, while dune width
includes very-high vulnerability, high vulnerability and moderate vulnerability. Width of vegetation is
classified as very-low to very-high vulnerability. Finally, Posidonia oceanica predominantly shows a
low vulnerability since it is present in many transects.

The estimated minimum CVI value calculated for the case study is 30, while the maximum value
is 300. The CVI mean is 123.40, the median is 84.85. The classes of CVI values have been divided
into “low vulnerability” (green), “moderate vulnerability” (yellow), “high vulnerability” (orange)
and “very-high vulnerability” (red) categories, respectively, on the basis of 25th, 50th, and 75th
percentiles [13] as summarized in Table 2.

Table 2. Vulnerability categories.

Category CVI Values

Low <72.43
Moderate 72.43–84.85

High 84.85–163.62
Very-high >163.62
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Table 2 shows the vulnerability categories, while Table 3 shows the vulnerability value associated
to each variable and the estimated CVI values for each transect (a = Geomorphology, b = Coastal slope,
c = Shoreline erosion/accretion rates, d = Emerged beach width, e = Dune width, f = Relative sea-level
change, g = Mean significant wave height, h = Mean tide range, i = Width of vegetation behind the
beach, l = Posidonia oceanica).

Table 3. Vulnerability value associated to each variable and CVI values for each transect.

Transect a b c d e f g h i l CVI Value CVI Category

1 5 5 1 3 5 2 4 5 5 1 86.60 High
2 5 5 1 4 5 2 4 5 5 5 223.60 Very High
3 5 5 2 4 5 2 4 5 5 1 141.42 High
4 5 5 1 4 5 2 4 5 3 1 77.46 Moderate
5 5 5 1 3 4 2 4 5 5 1 77.46 Moderate
6 5 5 5 4 3 2 4 5 3 5 300.00 Very High
7 5 5 1 4 4 2 4 5 3 5 154.91 High
8 5 5 1 4 4 2 4 5 3 1 69.28 Moderate
9 5 5 4 4 5 2 4 5 2 1 126.49 High
10 5 5 2 4 4 2 4 5 3 1 97.98 High
11 5 5 2 4 4 2 4 5 2 1 80.00 Moderate
12 5 5 2 3 4 2 4 5 2 1 69.28 Moderate
13 5 5 3 3 3 2 4 5 2 1 73.48 Moderate
14 5 5 2 3 3 2 4 5 4 5 189.73 Very High
15 5 5 2 3 5 2 4 5 5 5 273.86 Very High
16 3 5 2 4 5 2 4 5 5 5 244.94 Very High
17 3 5 2 4 5 2 4 5 4 5 219.08 Very High
18 3 5 1 4 5 2 4 5 4 1 69.28 Moderate
19 3 5 2 3 5 2 4 5 4 1 84.85 Moderate
20 3 5 1 3 5 2 4 5 1 1 30.00 Low
21 3 5 2 3 5 2 4 5 4 1 84.85 Moderate
22 3 5 2 3 5 2 4 5 1 1 42.42 Low
23 3 5 1 3 5 2 4 5 5 1 67.08 Low
24 3 5 2 2 5 2 4 5 5 1 77.46 Moderate

Figure 3 shows a screenshot of the GIS page with the CVI values for the case study area.

Figure 3. CVI value for each transect.
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5. Discussion

For the case study area, the most important variables are geomorphology, shoreline erosion and
accretion rates, beach width, dune width, width of vegetation behind the beach and Posidonia oceanica,
since the other variables are constant. As described above, the variable geomorphology mainly includes
sandy beaches (very-high vulnerability) and low cliffs (moderate vulnerability), while shoreline erosion
and accretion rates attain values between low vulnerability and moderate vulnerability.

The variable emerged beach width attains values between moderate vulnerability and very high
vulnerability, as the beaches are not very large but rather narrow, while for the variable dune width
in the area, the dune is present only in some transects characterized by no significant widths. Width
of vegetation behind the beach is classified as very-low to very-high vulnerability while Posidonia
oceanica is present in many transects.

In particular, transects from 1 to 3 are characterized by a sandy beach, with a low coastal slope and
moderate emerged beach width; it should be noted that there is the absence of dune and vegetation,
with constructions built close to the shoreline; for transect 1 and 3 the vulnerability is partly mitigated
by the presence of Posidonia oceanica.

Transects 4 and 5 present a moderate vulnerability due to the presence of a modest dune,
vegetation and Posidonia oceanica.

In transect 6 and 7, the value of vulnerability increases in relation to the absence of Posidonia
oceanica, and for transect 6 a greater erosion is observed.

The transects from 8 to 13 present vulnerability that is predominantly moderate in relation,
especially due to the presence of vegetation and Posidonia oceanica.

The transects from 14 to 17 (Torre San Leonardo), are characterized by the transition from sandy
beach with dunes to low cliffs; in this stretch of coast there is an increase in vulnerability due to the
absence of Posidonia oceanica and to the considerable reduction of the dune and the vegetation; this
stretch is characterized also by an intensive land use with important population centers.

The transects from 18 to 24 are characterized by low and moderate vulnerability for the presence
of Posidonia oceanica and vegetation.

It is important to highlight that in index-based methodologies, such as CVI, the availability
of reliable and up-to-date databases is crucial. Variables like geomorphology and coastal slope
can be considered stable since present negligible changes in time, while for the relative sea level
change, mean tide range, and mean significant wave height, consolidated, international databases
exist. For the variable shoreline erosion/accretion rates, reliable and up-to-date databases may not
always be available [68]. For this variable, as well as for emerged beach width, dune width and width
of vegetation behind the beach, it may be necessary to consider field measurements or the use of
aerofotogrammetry. The field measurements are more precise but require significant investment and
are limited in time and space. While the use of aerofotogrammetry is less accurate, it can be extended to
larger areas. A more recent and useful tool for creating databases on these variables is the multispectral
processing of images from satellites; these images present higher resolution with pixel processing and
gradation based on photographic interpretation procedures (multispectral processing). This allows
activating procedures for semi-automatic and/or automatic recognition of spatial elements. In fact,
the increasing availability, resolution and spatial coverage of satellite imagery in recent years now
provides a powerful alternative to derive reliable, global scale shoreline data. In this direction, in many
recent studies the satellite images coupled with image processing techniques have been used [69–73].

6. Comparison between Two Index-Base Methods

In the present paper, the proposed CVI has been compared with the index-based method proposed
by [37], postponing its verification to a later study by more complex process-based models (e.g., [74,75]).

The objective of the comparison is to evaluate, compared to an index similar in structure and
range of vulnerability for each variable, the effects of further variables not yet taken into account.
Specifically, it should be noted that the use of additional variables such as emerged beach width, dune
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width, width of vegetation behind the beach and posidonia oceanica, is based on the consideration that
these variables can be useful to better characterize the Mediterranean coasts, especially the low-lying
coastal areas.

Regarding the Coastal Sensitivity Index (CSI) proposed by [37], it uses the following physical
variables: geomorphology, coastal slope, relative sea-level rise rate, shoreline erosion or accretion rate,
mean tidal range and mean wave. This index was applied to the southern coast of the Gulf of Corinth,
Greece. The obtained results are summarized in Table 4 and shown in Figure 4.

Table 4. Comparison between the proposed CVI and the CSI.

Transect Proposed CVI CSI Karymbalis et al. [37]

1 High Moderate
2 Very high Moderate
3 High Very high
4 Moderate Moderate
5 Moderate Moderate
6 Very high Very high
7 High Moderate
8 Moderate Moderate
9 High Very high

10 High Very high
11 Moderate Very high
12 Moderate Very high
13 Moderate Very high
14 Very high Very high
15 Very high Very high
16 Very high High
17 Very high High
18 Moderate Low
19 Moderate High
20 Low Low
21 Moderate High
22 Low High
23 Low Low
24 Moderate High

Figure 4. Proposed CVI and CSI values.
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Generally, the two investigated methods show similar results. Some differences have been found
likely due to the four variables proposed in the CVI to evaluate the ability of “natural systems” to
dissipate the wave energy: emerged beach width; dune width; width of vegetation behind the beach
and Posidonia oceanica.

In particular, for the cases of transects 9–13, the presence of Posidonia oceanica and the width of
the vegetation determine a reduction of vulnerability in relation to the values obtained with the CSI.
However, in the case of transects 16 and 17, the absence of Posidonia oceanica and dunes, the narrow
beaches and the small width of the vegetation, determine an increase in vulnerability.

7. Conclusions

The CVI is a useful method for the assessment of the relative physical vulnerability of a stretch of
coastline to the effects of climate change. The present paper proposes a CVI formulation, suitable for
the Mediterranean coasts, that considers 10 variables and allows us to evaluate the vulnerability with
respect to SLR, storm surges and waves action. In the following, the main conclusions of the study are
as follows.

The tailored index CVI indicates that the dune width and the geomorphology are the most
important drivers in building a regional index in terms of increasing the risk of flooding in this region.
Regarding dune width, different transects are characterized by the absence of dunes or small-width
dunes. Therefore, the relative vulnerability scores are mostly 5 (very-high vulnerability) and 4 (high
vulnerability). For the geomorphology variable, most of the case study area consists of sandy beaches
with a relative vulnerability score of 5 (very-high vulnerability).

On the contrary, width of vegetation behind the beach, shoreline erosion/accretion rates and
Posidonia oceanica variables show a negligible influence. Width of vegetation behind the beach and
shoreline erosion/accretion rates are classified as very-low to very-high vulnerability, while Posidonia
oceanica is present in many transects.

The application of the proposed index shows the feasibility of the index and the possibility of
using the CVI to make assessments on coastal vulnerability with respect to climate change.

The aim of the future research is to validate the proposed index by comparing it with the
more complex numerical models in order to make the index a useful tool for coastal planning
and management.
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Abstract: The establishment and alteration of any coastal feature is largely dependent upon complex
hydrological and geomorphologic processes. Therefore, understanding hazard factors and threat
risk level is crucial for mitigating risk in coastal zones. This study examines coastal vulnerability
factors and their influence along the Coastal Andhra Pradesh (CAP) region in India. CAP has been
exposed to frequent hydrological and meteorological hazards due to variations in the geographical,
geological, and bathymetric characteristics. Despite substantial vulnerabilities, the risk to the coastline
of Andhra Pradesh has not been rigorously evaluated. The current research systematically reviews
the drivers and effects of hazards and vulnerabilities in CAP. Findings indicate that urban cities
have a considerably higher risk of cyclones and floods due to their locations on the Bay of Bengal
tectonic plate, the topology of this coastal region, and higher population density. The study revealed
that the Coastal Vulnerability Index (CVI) data along CAP is mostly gathered using low-resolution
satellite data and/or field observation surveys. The study further revealed that there are very few
existing mitigation strategies developed or discussed within the obtained results. However, more
accurate data gathering techniques for coastal vulnerability factors are available such as Unmanned
Aerial Vehicles (UAVs): Air-borne and LiDAR sensors, which provide very high resolution data
and low-cost accessibility to physically inaccessible places, making them suitable for vulnerability
data collection in coastal locations. These findings are useful for stakeholders seeking to reduce or
ameliorate the impact of coastal disasters and their impacts on the CAP economy, environment, and
population. The study further helps to reduce the existing shortcomings in the assessment techniques
used previously.
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1. Introduction

Coastal environments are particularly vulnerable to the effects of disasters; partly due to denser
urbanization and human populations and related economic activities such as agriculture, aquaculture,
tourism, industries, trades and transportation in these locations [1–5]. Coastal areas tend to be
relatively highly urbanized with higher concentrations of human populations [6,7]. Approximately
40% of the global human population lives within 60 km of the coast [8] and more than 25% of the
human population in India lies within 50 km of the coast [9]. Natural processes, particularly those
affected by climate change, combined with human activities, are becoming significant factors for coastal
vulnerabilities. Risks at coastal regions in India are rapidly increasing; major threats for vulnerability
are mean sea level rise, extreme events like flash floods, and cyclone induced storm surges [10–13].
Increased green-house gas emissions, predominantly from human activities, are predicted to expedite
climate change and sea level rises that are already making coastal zones vulnerable in the 21st
century [14–18]. Warming oceans lead to sea level rises, which in turn provide a source of thermal
expansion of sea water, contributing further to intensified and more frequent cyclone-induced storm
surges [19–22] addressed the potential climate change impacts owing to drought, floods and cyclone
events with more intensity and asserted that India has very high risk levels (class 9 among risk
class 0–10). As a result of the changes related to climate change, there are significant challenges for
assessing coastal vulnerability and subsequent adaptation and mitigation strategies [23,24]. Systematic
coastal vulnerability assessments [25–28] are essential for managing coastal threats. According to
Indian Coastal Zone (CRZ) regulations, the buffer zones, also known as active zones, usually cover
a region of 500 m from the shoreline; these zones are more usually focused on coastal vulnerability
studies. However, coastal areas up to 100 km perpendicular from the shoreline should be considered as
vulnerable areas for assessment studies. Coastal vulnerability resistance developments and strategies
done to date are limited; they are only applicable to the coastal buffer zone (yet the effects of disasters
impact on areas beyond this zone) and mostly concern coastal geomorphology issues but do not
pertain to other extreme events such as cyclones and inundation [29–31].

Comprised of different geological, ecological, biological, urban and socio-economic features,
the Indian coast is subject to varying degrees of exposure to multiple hazards. In the current
scenario, the environmental stresses on coastal zones are increasing significantly in terms of social,
physical and economic variables. Social parameters such as population density, drinking water
demands owing to over-pumping of fresh-water, communication networks, roads with transportation,
drainage, infrastructure, agriculture, aquaculture and industrialization are the prime factors that
are providing harmful feedback loops to existing coastal vulnerability. Physical parameters such as
sea level rise, slope, cyclones and storm surges are the natural contributing factors (or hazards) for
increasing vulnerabilities along the coast. Sand mining is another crucial parameter in terms of coastal
vulnerability along this coast. The increasing levels of sand mining along CAP will further result in
ecosystem damage in terms of habitat, erosion, riverine system changes, and increased destruction
due to extreme events. Therefore, coastal vulnerability assessment techniques require a multi-hazard
assessment methodology dependent upon the location at a regional level integrated with global level
parameters. Several studies of coastal vulnerability have been conducted at various geographical
locations along the Indian coast using a variety of approaches to mapping and data collection methods.
Kumar et al. (2006) [32] used mapping techniques to evaluate the potential vulnerability implications,
due to sea level variations, along the Cochin coast. Kanakara et al. (2007) [33] used an integrated
MIKE-21 model for the estimation of oil spill vulnerability for different locations along the Gulf of
Katchchh by using land-use, land cover changes, shoreline changes, rates of erosion and accretion,
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and sediment transport parameters during pre-monsoon, post-monsoon seasons. Chandrasekar et al.
(2011) [34] studied coastal geomorphological vulnerability along the Tamil Nadu coast and revealed
that intensive sand mining and coral mining in barrier coral islands are adversely changing beach
morphology. Mani Murali et al. (2013) [35] considered a Physical Vulnerability Index (PVI), Social
Vulnerability Index (SVI) and calibrated Coastal Vulnerability Index (CVI) for the Puducherry coast.
Saxena et al. (2013) [36] developed a composite vulnerability index for coastal hazards along the
Cuddlore coast, Tamil Nadu. The parameters considered for this study were erosion mapping, flood
hazard mapping, and sea level rise combined together and then integrated with socio-economic
influences. Appelquist et al. (2015) [37] proposed a new methodology (adapted from a method initially
proposed by Appelquist (2013) [38] to assess and manage the Karnataka coast with a new multi-hazard
technique known as the Coastal Hazard Wheel (CHW). The prime focus of this methodology is for
screening the coastal area at local, regional and national levels of hazard, mainly in regions where
available data is inadequate. These vulnerability assessment studies were mostly conducted using
low resolution spatial data; and there were very few mitigation strategies evident. Therefore, it
is necessary to adopt a more holistic and integrated approach to overcome these limitations. The
concepts’ vulnerability, hazard and risks are interrelated, but address distinct issues. According to
Gilard (2016) [39], hazards are mostly natural phenomena, whereas vulnerability is associated with
socioeconomic parameters affected by hazards and natural processes. For instance, when a vulnerable
region is impacted by a hazard, there exists a potential risk that needs to be addressed. The risks are
given a rating to estimate the vulnerability level (for example: high, medium, low). Therefore, when a
particular coastal vulnerability is estimated, an integrated approach is required that can distinguish
between these three concepts.

The main aim of this work is to review the existing coastal vulnerability assessment studies
along CAP to identify the vulnerable locations with its main focus on CVI methodology approaches.
A systematic literature review of CVI was carried out along the coastal Andhra Pradesh. The
literature review for this region was organized according to each of the CVI parameters; including the
data-collection technique, the magnitude of the threat, drivers for vulnerability, and the prevalence
of mitigation strategies. Furthermore, the current study also identified gaps in knowledge and some
recommendations for future research.

2. Snapshot of Coastal Vulnerability Methodologies

The primary technique used to monitor coasts for vulnerability assessments is spatial data with
Geographic Information System (GIS). The method for gathering spatial GIS data is satellite imagery;
this is due to its relative accessibility, economic affordability, and regular repetitive coverage. GIS-based
spatial data is used in a number of different analytical methodologies, which include ‘Decision Support
Systems’ (DSS) and index based techniques. DSS approaches include ‘Community Vulnerability
Assessment Tool’ (CVAT), DINAS-coast, Dynamic Interactive Vulnerability Assessment (DIVA), Digital
Shoreline Assessment System (DSAS) and vulnerability assessment [4]. Index-based techniques such
as the Coastal Vulnerability Index (CVI) are also used widely across the world [28,40–50] ‘Integrated
Valuation of Ecosystem Services and Tradeoffs’ (InVEST) is an open source software model that has
a wide range of models to analyze a range of coastal vulnerabilities, including social, geographical,
biological and economic factors [27]. Indian coasts have been studied mostly through the use of
CVI methods for physical assessments [51–54] most of these studies required a certain amount of
field data for the evaluation, due to limitations in the available spatial and temporal satellite data
resolution [55] Remote-sensing approaches evident in the existing literature range from air-born to
space-borne data gathering techniques; however, coastal vulnerability studies along the Indian coast
were mostly restricted to the use of earth observing space-borne sensors [56–62]. Table 1 illustrates the
range of parameters used across India to evaluate coastal vulnerability in diverse circumstances.
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Table 1. Vulnerability assessment and parameters considered for different Indian geographic locations
(modified from Rani et al. 2015). [3]

Vulnerability
Method

Geographical
Location

Parameters Considered Remarks Reference

CVI due to
erosion

Coast between
Kanyakumari and

Tuticorin, Tamil Nadu

Geomorphology, shoreline
change rate, coastal slope,

sea level change, mean wave
height, mean tidal range

Physical and human
intervention processes

are major causes of
erosion

[63]

CVI due to
erosion

Coast between
Rasulpur (Midnapur)

and Subarnarekha
(Balasore), Orissa

Shore line change rate, land
use and human activities,

population density

Assessment of CVI
using socio-economic

parameters
[59]

Multi hazard
vulnerability

Cuddalore,
Pondicherry and

Villupuram districts,
Tamil Nadu

Probability of maximum
storm surge height during

the return period, future sea
level rise, coastal erosion

and high resolution coastal
topography

Used multi hazard
vulnerability technique [64]

CVI Orissa State, East Coast
of India

Shoreline change rate,
significant wave height,

sea-level change rate, tidal
range, coastal regional
elevation, coastal slope,

tsunami run-up and coastal
geomorphology

- [53]

CVI
From Talapady to
Surathkal along

Mangalore Coast

Geomorphology, regional
coastal slope, shoreline

change rates, population

Assessment of CVI
using socio-economic

parameters
[51]

CVI Udupi coast in
Karnataka

Geomorphology, shoreline
erosion/accretion, coastal

slope, mean tide range,
mean significant wave

height, mean sea level rise

Considered the CVI
due to future SLR [52]

CRI
Coastal stretch from

Kattivakkam to
Kovalam, Tamil Nadu

Environmental Vulnerability
Index (EVI), Social

Vulnerability Index (SVI),
Hazard Potential Index

(HPI), Mitigation Capacity
Index (MCI)

Computed integrated
coastal risk index. It is
a multi-scale approach.
Considered cyclones as
indicator coastal risk

[65]

Potential
Vulnerability
Implications

Cochin Sea-level variations

Used sea-level-rise
scenario as an indicator

for vulnerability of
Cochin coast

[32]

Gulf of Kachchh,
India Gulf of Kachchh, India

Oil pollution, social and
cultural values, scientific

values, environmental, and
economic values

Used an integrated
numerical simulation
modelling integrated

with GIS

[33]

Coastal
geomorphological

vulnerability

Coastline between
Kallar and Vembar lies
in the Gulf of Mannar,

Tamil Nadu

Land use/land cover
changes, shoreline changes

over the years, rate of
erosion and accretion,

sediment transport during
pre-monsoon, monsoon,
post-monsoon seasons

Beach morphological
changes are influenced

by intensive sand
mining along the coast
and coral mining in the

barrier coral islands

[34]

3. Study Area

Coastal Andhra Pradesh (CAP) is located along the Eastern Indian coastline towards the Bay
of Bengal at latitude 13◦24’ N to 19◦54’ N and longitude 80◦02’ E to 86◦46’ E (Figure 1) and is
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approximately 966 km in length. CAP has a hot and humid climate and consists of nine coastal districts
with an area of 95,442 km2, which is 60% of the total state area [66]. The Andhra Pradesh (Figure 1)
coastline is the second largest shoreline after Gujarat in India. The population is 34 million, which is 70%
of the total state population; the major cities are Vijayawada, Visakhapatnam, Guntur, Rajahmundry,
Kakinada, Eluru, Nellore, and Ongole [66]. CAP has many hectares of fertile agricultural land due
to the Krishna and Godavari deltas. Agriculture and fishing, which are the main fiscal activities in
this region, are often disrupted by monsoonal variations, changes in climate, rapid changes in coastal
geomorphology, local and sub-local elevations, and the rate of shoreline changes [67].

Figure 1. A spatial map of India with CAP indicated.

The rainfall is influenced by both South-West and North-East monsoons and the average annual
rainfall along CAP is 1078.0 mm [68]. Andhra Pradesh, particularly coastal Andhra, is prone to
cyclones, storm surges and floods. Moderate to high intensity cyclones occur every two to three years.
Figure 2 shows the detailed spatial map for Andhra Pradesh coastal districts with the total number
of cyclones occurring during the time period of 1951 to 2010. According to UNEP [6], more than
40% of the state is vulnerable to tropical storms, hurricane winds, severe floods and other associated
natural hazards. The Godavari and Krishna River floods often contribute to serious disasters in the
East and West Godavari and Krishna districts. The death toll and infrastructure damage due to these
disasters is higher than other Indian coastal areas. According to the National Disaster Management
Authority (NDMA) report (2016) [69], Andhra Pradesh coast is the second-most cyclone affected
Indian region after Odisha and second-largest vulnerable region to floods after Kerala. The Ministry
of Environment & Forests, Govt. of India (2012) [70] reported more frequent and intensified cyclonic
activity and associated storm surges in CAP as a result of the impacts of climate change on air and
sea-surface temperatures.
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Figure 2. Total number of cyclones and population growth rate. Developed based upon the statistics of
Revenue Disaster Management Andhra Pradesh (2017) [71].

4. Methodology

The current study is a systematic review of existing literature on coastal vulnerability assessments
of the Indian coastline with emphasis on coastal Andhra Pradesh. The review systematically searched
the following databases: ScienceDirect, Google Scholar, Web of Science (WoS), and Scopus to recognise
the relevant literature using the keywords coastal vulnerability, India, coastal Andhra Pradesh, erosion,
GIS, spatial analysis. Before finalising the existing studies to carry out the analysis, the current study
performed a scoping exercise to recognise main themes, gaps and trends in the literature on coastal
vulnerability studies. The review process comprised three main steps: searching (1), screening
(2) finalization and analysis (3) (Figure 3). Initially, the first the review identified 125 articles and
documents that met the search criteria. During the screening procedure, the current study applied
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exclusion and inclusion criteria to the search results to categorize the selected studies. Accordingly,
the current study appraised the article titles and abstracts to evaluate their relevance to the study and,
consequently excluded 75 articles deemed to be irrelevant. At this stage, 50 articles were selected for
the full-text assessment. However, after full text analysis, a further 25 more articles were excluded due
to irrelevance. Accordingly, only 25 articles from 125 articles have been finalized for the analysis. The
omitted papers discussed coastal vulnerability in general, but their emphasis was not on the Coastal
Andhra Pradesh region. Furthermore, other excluded papers examined CVI procedures at some point,
but from integrated models’ viewpoints, which are not relevant to the current study. In addition, the
study also explored various government websites such as AP State of Portal, Government of India
National Disaster Management Authority (NDMA), Indian Metrological Department (IMD), Regional
Metrological Centre (RMC) and the Mumbai and National Cyclone Risk Mitigation Project (NCRMP)
for grey literature. This grey literature was searched and evaluated according to the same criteria used
for the selection of journal articles and other associated documents. Accordingly, 32 of these reports
have been included for analysis. In total, 57 documents regarding coastal vulnerability studies have
been analyzed.

Figure 3. Methodological procedure.

Coastal Vulnerability Index Formulations and Parameters

Several CVI approaches, formulations and parameters are used to evaluate coastal vulnerability.
Listed below are the main methodological frameworks and parameters. The first application of CVI
(Equation (1)) was developed by Gornitz in 1990 with a focus on sea level rise, which considered the
following parameters:

(a) Geomorphology
(b) Shoreline change-rate
(c) Coastal-slope
(d) Relative sea-level rise
(e) Mean significant wave-height
(f) Mean tidal-range
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The principal formula for calculating CVI is given as follows:

CVI =
√

a × b × c × d × e × d × e × f × g
7

(1)

The above equation is the standard way to assess coastal vulnerability; however, it is not the
only possible way to estimate the CVI quantitatively. Gornitz (1990) [72] proposed various ways to
calculate the CVI, though the above equation is most widely used, as the geometric average is the
most sensitive to individual parameters. Most of the studies along CAP used the above equation
for vulnerability assessment. However, Rao et al. 2010 [73] used a different approach by using the
summing of variables with prescribed weightage given to each parameter. For this assessment, five
parameters were considered and the equation is as follows (Equation (2)):

CVI = 4a + 4c + 2b + f + e (2)

where the variables a, c, b, f and e have their usual meanings defined as above.
The majority of studies [32,50–53] focused on basic factors as major drivers for coastal vulnerability

along the Indian coast. Krishnan et al. (2018) [74] proposed a cumulative vulnerability index (CuVI)
framework to map the coastal vulnerability along the Maharashtra coast. The CuVI is a function of
exposure, sensitivity and adaptive capacity and uses the exposure-index (EI), sensitivity-index (SI)
and adaptive-capacity-index (ACI). It covers all physical, social, and economic variables cumulatively
for the preparation of a spatial decision-making map. Table 2 sets out the data-gathering approaches
(in terms of conventional and spatial data) used for various CVI assessments as well as others that can
be used. Here, conventional data is defined as point level observations or in-situ data that is collected
throughout the year, whereas spatial data is satellite/aircraft based. There are various social parameters
such as population, population growth rate, transportation with road networks, mobile-television
facilities for each home for hazard warning awareness, age, gender, etc. CVI analyses require the data
to be classified into different risk ranges; these are illustrated in Table 3.

Table 2. Different types of data that can be used for CVI studies in India.

Parameter Data

Spatial

Shoreline change Satellite or Aircraft or UAVs
Coastal slope DEM generated from SRTM or any SAR data
Bathymetry GEBCO

Sea level change Satellite altimeter data from TOPEX/Poseidon
Land use land cover change Satellite data (like LANDSAT 8)

Conventional

Significant wave height JASON-1 data or Wintidex software generated data
Cyclones and storm surge IMD cyclone data

Coastal slope Elevation measured from point observations
Bathymetry National hydrographic charts

Sea level change Tide gauge data from Permanent Service for Mean Sea Level (PSMSL)
Historical floods, water quality Disaster management reports

Social parameters Census reports
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Table 3. Coastal Vulnerability Index ranges with their risk values considered for CAP. Source: [9,58].

CVI (Coastal Vulnerability Index) Ranking Criteria

Parameters Very Low (1) Low (2) Medium (3) High (4) Very High (5)

Geomorphology Rocky coasts Indented coasts
Beach ridge,

high dunes and
vegetation

Low fore dunes
(<3 m), estuaries

and lagoons

Mudflats,
mangroves, beaches
and barriers/spits

Slope (%) >1.00 0.50–1.00 0.10–0.50 0.05–0.10 <0.05

Mean sea level
change rate (deg) <1.80 1.8–2.5 2.50–3.00 3.00–3.40 >3.40

Significant mean
wave height (m) <0.55 0.55–0.55 0.85–1.05 1.05–1.25 <1.25

Mean tidal range
(m) <1.00 1.0–2.0 2.00–4.00 4.00–6.00 >6.00

5. Results

Based on the literature reviewed, several of the existing studies evaluated Indian coastal
vulnerability. However, very few studies were performed along CAP and most of these studies
were based on the conventional CVI technique developed by Gornitz et al. (1990) [72]; however, these
studies differ from each other in the selection of parameters.

5.1. Coastal Geomorphology

The coastline of Andhra Pradesh is segregated into three distinct types: a rocky coast starting
from North of Godavari delta, a vegetation coast in the Krishna-Godavari deltaic region, and a
sandy coast from south of Krishna delta to Pulikat lake (SAC, ISRO report, 2011); a more detailed
breakdown of land-use cover is shown in Figure 3, which revels that the entire CAP is predominantly
agricultural. The geomorphology of the CAP is very diverse and economically important due to
several features such as the Krishna-Godavari river delta, which plays a huge role in agriculture
activities; developed/urbanized coastal areas along Visakhapatnam and Machilipatnam port; and
ecologically sensitive places like mangroves and mudflats. Pramanik et al. (2016) [75] described the
region as sensitive to muddy and soft sand and categorised the entire coast into two risk rates (higher
and lower). Rao et al. (2010) [73] used IRS P6 AWiFS (The Advanced Wide Field Sensor) data to map
geomorphology and its risk rankings, showing that the Krishna-Godavari deltaic regions are highly
vulnerable due to the presence of mud flats, mangroves and the beach ridge complex. Overall, the
mangroves and mudflat dominated areas of Kakinada, Mummidivaram, Avanigadda and Repalle
were categorised as very high risk.

5.2. Shoreline Change-Rate

Shoreline change rate can be defined as the rate at which shore gets eroded or accreted due to
wave-action, sea level-rise or other hazards and processes that affect the land. Although much of
this is a natural process, added urbanization, infrastructure development and increased population
can exacerbate the process. The CAP region is particularly prone to erosion due to its location and
spatial distribution along the ocean. Factors such as sand mining, dredging and hard engineered
protection for CAP are making it more susceptible to erosion. Almost all of the studies for the CAP
to assess the shoreline erosion used Landsat data. For example, Basheer Ahammed et al. (2016) [76]
used Landsat satellite data for the time-period of 1972–2015, and showed that most erosion was
observed along the Krishna-Godavari delta and highest accretion was confined to the estuary outlet of
the Krishna-Godavari deltaic region. The reason for this accretion could be mostly due to sediment
transport from the estuary rather than that of coastal accretion, whereas sand mining could be one
of the parameters for extensive erosion patterns. Vivek et al. (2016) [9] used the Landsat data for
the period of 1973–2015 and found that some regions, such as Bheemunipatnam, central Chebrolu,
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Veerappa Konda and south of Tuni, experienced a (maximum) exposure rate of almost 10 meters per
year. Rani et al. (2018) [67] used 20 years (1997–2017) of spatial data (Landsat 4 to Landsat OLI) as well
as conventional data (such as PSMSL, Survey of India toposheets) and showed that an approximately
2.5 km shoreline shift, in terms of erosion and 1.82 km shift in terms of accretion, was observed
along the Vizianagaram–Srikakulam coast. These studies are useful to measure the shoreline erosion
statistically; however, there is a need to improve the spatial, as well as temporal resolutions, for more
accurate assessment.

5.3. Coastal Slope

Coastal elevation is the degree of steepness of the region with respect to the ocean; its measurement
helps to identify the vulnerability of the coast. Rao et al. (2010) [73] used SRTM DEM data to evaluate
the coastal slope range and its risk rate. Basheer Ahammed et al. (2016) [76] extracted coastal slope
data from GEBCO (General Bathymetric Chart of Oceans) to identify that the lower southern part
of CAP has steeper slopes, which leads to higher vulnerability as well as other risks. The available
literature revealed different forms of data for coastal slope and its vulnerability mapping: Rani et al.
(2018) [67] used ASTER DEM (Advanced Spaceborne Thermal Emission and Reflection Radiometer
Digital Elevation Model) data, while SRTM DEM was used by Pramanik et al. (2016) [75] (both SRTM
and ASTER DEM have a resolution of 30m for the Indian region). These studies further noted that
CAP steep slopes are at high risk due to shoreline erosion and inundation due to storms. One more
parameter that can classify the risk along the coastal zone is bathymetry, particularly in relation to
wave height. The higher the bathymetry, the higher will be the risk to the coast owing to sea level rise
and surge height. Rani et al. (2018) [64] used SRTM DEM with Directorate General of Hydrocarbons
(DGH). While Pramanik et al. (2016) [75] used DGH data and revealed that Mummidivaram and
Avanigadda zones are under very high risk followed by Pithapuram, Kakinada, Amalapuram and
Machilipatnam, lower risk rates were identified for Tuni, Razole and Narsapur.

5.4. Relative Sea Level Rise

According to Unnikrishnan et al. (2007) [77], sea level changes can be due to two phenomena—one
is global (mean sea level change) while the other is regional (extreme sea level changes). Therefore,
sea level rise is a major phenomenon that combines global and regional processes that affects climate
change induced coastal vulnerability along any coast. There are several ways to retrieve data for sea
level change, for example from satellites and observations. Vivek et al. (2016) [9] brought together
data from GLOSS (Global Sea Level Observing System) and found that the highest sea level rise was
5 cm/year along the Nellore coast and the lowest sea level rise of 0.8 cm/year was recorded in Pulicat
coast. Pramanik et al. (2016) [75] used the IPCC global average sea level rise data and found 40% of
CAP’s population vulnerable to potential flooding by mid-century.

5.5. Significant Wave Height

Significant wave height, when associated with a tropical cyclone-induced storm surge, creates
disaster at higher levels and CAP is highly prone to tropical cyclones. CAP wave height records
from wave rider buoys were taken from the National Institute of Oceanography (NIO) to calculate
the significant wave height [75]. They considered the significant wave height values of the pre- and
post-monsoon seasons for 2013, which were found in the range of 0.5 m to 2.5 m. Rao et al. (2010) [73]
used the MIKE-21 (Spectral Wave) model to measure the wave height from the European Center for
Medium Range Weather Forecast (ECMWF) wind velocity component data. There are other more
accurate ways to measure significant wave height, such as Wavewatch III, but this has not been utilized
for the CAP region so far.
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5.6. Mean Tidal Range, Tropical Cyclone and Induced Storm Surge

The tidal range is the vertical difference between high and low tide. For the CAP region,
Rao et al. (2010) [73] used hydrographic chart data. According to the study, the tidal range for
CAP varies between 0.7 to 1.4 m, which would be classified as a low vulnerability region. The
influence of cyclones and the related induced storm surges are more prevalent along the East coast
of India, particularly along Andhra Pradesh and Odisha [78]. Severe cyclones since 1977 are listed in
Table 4, while Figure 4 shows land use land cover distribution along CAP. As shown in Figure 4, CAP
predominantly suffered from agricultural and the cyclone-induced storm surge and its inundation,
which resulted in socio-economic losses. There has been a reduction of risk and loss of life in CAP since
1977, due to improved early warning protection systems that give accurate predictions for cyclonic
landfall; however, economic loss has been increasing (Table 4). Surge inundation damages the soil
system through penetration of saltwater into the coastal upper aquifer and damages agricultural and
biophysical ecosystems. Rao et al. (2010) [73] created a vulnerability map for CAP in the context of
storm surges and cyclone winds and determined that Nellore district is at highest risk followed by
Srikakulam and Visakhapatnam districts; the lowest vulnerable risk locations are located at Krishna
and Guntur districts. Using Expert Decision Support System (EDSS), Matta et al. (2015) [79] concluded
that existing CAP cyclone shelters can only accommodate 8% of the rural population, meaning that
92% of the rural populace is still at risk from cyclones. None of the CVI-based systems (that included
other parameters) used tropical cyclones as a vulnerability parameter.

Tropical cyclone induced storm surge is a significant threat to CAP, but it has not been rigorously
accounted for in CVI assessments previously. One exception is the research by Vivek et al. (2016) [9]
who used tsunami run up as one of the parameters for CVI along CAP. Land subsidence, depletion
of groundwater, and saltwater intrusion into groundwater are additional parameters that can be
incorporated into coastal vulnerability assessments for better results. The resultant CVI categorized
Nellore and West Godavari as highly vulnerable. In contrast, low vulnerability ranked areas were
observed along the Visakhapatnam region [9,76]. The studies conducted by Vivek et al. (2016) [9]
differed because of the inclusion of the parameter ‘tsunami’ into the CVI studies. The slight differences
in the resultant maps from available literature can be accounted for by variations in the parameters
and the parameter observation time. Rao et al. (2010) [73] produced a detailed range of risks along
CAP, and the analysis shows that over 70% of CAP is vulnerable. Diverse studies evaluated CAP
vulnerability by implementing various parameters and techniques under CVI formation; this is shown
in Table 5.

Table 4. Severe cyclonic storm and their impact since 1977 along CAP.

Number
Severe Cyclonic

Storm/Factor Effected
Maximum

Wind (km/h)
Lowest Pressure

(mbh)
Fatalities

Economic Loss
(million-USD)

1 1977 165 919 14,204 499
2 1990 230 920 967 600
3 1996 145 988 1077 602
4 2014 185 215 124 3400
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6. Discussion

Coastal management along CAP is very important due to its agricultural productivity and
socioeconomic significance. However, the importance of coastal zone management and work towards
adaptation and mitigation strategies along CAP is still in its infancy unlike other southern states of
India. Objective coastal vulnerability assessments are necessary [73] due to the influence of a range of
parameters along the coast.

6.1. CVI Analysis

The current study revealed the importance of coastal zone risks, management, and the primary
challenges associated with it. Coastal Andhra Pradesh is mostly vulnerable to cyclones with their
induced storm surges, floods and coastal erosion [81,82]. The importance is evidenced by historical
hazards like the devastating 1997 Andhra Pradesh cyclone, 1999 Orissa cyclone, 2004 tsunami or
most recent 2017 Chennai and 2018 Kerala floods. However, cyclone hazard assessments were not
included in CVI assessments for CAP. For the CAP region, CVI criteria included basic parameters like
shoreline-change assessment, sea-level-rise, coastal elevation, coastal geomorphology, bathymetry,
significant wave height. Most of them were missing the following factors: tropical cyclone, tsunami
and storm-surge run-up. However, even if these additional parameters are included in the evaluation,
the studies are further limited as a result of the exclusion of social and economic factors. Disasters are
often associated with human activities and the resultant stresses. Saxena et al. (2013) [36] described that
the magnitude and risk of coastal disasters due to hazards should be addressed with the sensitivity and
resilience of the exposed population, rather than the intensity of natural hazard. The protection of an
area is deemed vulnerable if the area is sufficiently important to economic, cultural and environmental
(ecological and biological) aspects [3,59]. Therefore, the CAP region needs better understanding of the
human and economic damage/loss associated with it and studies should focus on a more integrated
approach that combines natural, anthropogenic and climate change-induced vulnerabilities.

Rao et al. 2010 [73] showed that the risk levels were very high at Penna and Krishna-Godavari
delta regions. These are very low-lying and almost flat areas with mudflats, mangrove swamps,
and lagoons/backwaters. Whereas, a study by Basheer Ahammed et al. 2016 [76] showed that the
Nellore region and Narsapur area are highly vulnerable. The reason for this difference in the risk rate
evaluation can be the difference in the years of data as well as the approach. The CVI assessment by
Rao et al. 2010 [69] was performed using a summation of parameters with weightage given to each
factor; further SLR was considered as an indicator to give weightages to the parameters; whereas, for
Ahammad et al. 2016, CVI analysis was based on the basic Gornitz 1998 formula. Rao et al. 2008,
2010 [58,73] provided the vulnerability maps for the storm surges and cyclone wind effect along CAP.
Surge inundation is a very serious issue, as CAP has a history of inundation that lead to huge loss of
life and property during the 1977 cyclone. His study showed that the East Godavari to Guntur stretch
and Southern Nellore coast are under the widest surge inundation, while wind speeds are highest
in Visakhapatnam, though the entire CAP stretch is not far behind. Cyclone vulnerability and risk
analysis performed by Matta et al. 2015 [80] studied the population and land region exposed to cyclone
and wind speed during the cyclones. These Mandals level maps revealed that out of 430 mandals, 190
are highly exposed to cyclone winds with speeds of 235 km/h. Such studies can be very useful for
policy makers to mitigate future damage at a social level. Given the importance of cyclones and their
influences on the CAP region, there exists a large gap in CVI estimations with cyclones as there were
very few studies reported in this context.

Figure 5 provides some of the district-wise social parameters along CAP. From the figure, it is
notable that almost all the districts are equally exposed to socioeconomic parameters. Nevertheless,
households without proper drainage (West Godavari district) are at a higher risk of cyclone-induced
storm surges and their inundation. Drinking water facility is not fully covered in any of the districts
as most of the coastal villages depend upon wells. Additionally, over-pumping of well water along
the coastal regions might further lead to salt water intrusion into ground water and land subsidence.
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Population density accelerates the vulnerability risk rate further. In terms of population density per
square km, the highest risk was observed for Krishna district, followed by East Godavari, Srikakulam
and Guntur districts.

6.2. Mitigation Strategies and Approaches

Andhra Pradesh coastal management has developed some adaptive strategies for stresses such as
provision of cyclone shelters, disaster response force for responsive activities, cyclone and tsunami
warning centers [83]; likewise, protection works for rivers and seacoasts were implemented to improve
resilience to flooding (National Disaster Management Authority, 2016 [69]. Mitigation of coastal
land loss due to erosion is mostly through hard engineering interventions such as the construction
of groynes, dykes and seacoasts (Bhattacharyya et al. 2016 [84]. However, the literature revealed
no such mitigation strategies employed over the CAP region, instead most focused on the rate of
vulnerability with respect to the parameters considered. Nevertheless, these engineering structures
can help to reduce the erosion in the short-term due to longshore drift; however, in the longer-term,
these engineering interventions may increase erosion rates further down the coast. Furthermore,
maintenance of these artificial engineering structures is relatively expensive [85]. Therefore, a more
effective and more affordable alternative might be required, such as the use of ecosystem-based
green-infrastructure solutions, to improve resiliency and to reduce the impact of some coastal activities
such as sand mining.

6.3. Data Gathering Techniques

The most common weakness of the many studies of hazards on the Indian coast is the relatively
poor resolution of data. The major focus of existing research has mostly used data gathered from
field observations or satellites. CAP, in particular has less data gathered compared to states like West
Bengal, Odisha, Tamil Nadu, Kerala and Karnataka. The studies focusing on mitigation and adaptation
strategies to CAP hazards are very few to none. Furthermore, temporal variations of coastal processes
vary from a daily time period to many years at a climatic level; however, the current data gathering
techniques do not accurately capture this temporality sufficiently. At a global level, there have been
significant improvements in approaches to data gathering since the majority of these studies were
undertaken, particularly using new digital technologies. There is a need to study CAP with better
data and constant observation; emerging technologies such as Unmanned Aerial Vehicles (UAVs)
with airborne and LiDAR sensors can help to achieve a better understanding of CAP. Such digital
technologies can provide spatial data at a much higher level of resolution than existing approaches,
allowing data specificity at a much more local level. Moreover, the cost of these technologies has
reduced recently and is now a cost-effective means for gathering data.
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7. Conclusions

The current study research aims to generate up-to-date knowledge for use in the development
and implementation of local, regional and national policies, and disaster and coastal risk management
procedures. The current study systematically reviews existing literature to examine the occurrence,
magnitude and impacts of the natural hazards affecting the Indian coast with special focus on Coastal
Andhra Pradesh. Data collection methods and data sources are critically appraised as well as existing
mitigation strategies proposed as a result of the analyses. The most recurrent natural hazards within
the coastal Andhra Pradesh region are tropical cyclones, coastal inundation, monsoon-floods along the
rivers and torrential rains. The present study highlights that, due to its geographical location on the
Bay of Bengal Tectonic Plate, Coastal Andhra Pradesh is highly prone to natural coastal disasters. This
study also distinguishes the probable long-term influence of sea level rise due to human-induced global
warming and rapid urbanization on Coastal Andhra Pradesh in specific areas. The predicted sea level
rise and temperatures are likely to result in the loss of residential and agricultural land, an upsurge in
salinity and the decline of water quality, especially in agricultural fields, with predominantly negative
impacts on the economy and population of coastal Andhra Pradesh.

The review reveals that the majority of existing data is collected from either satellite data or
field observations that are very low in resolution, and are not continuous. This research can be used
as a primary assessment for the design of a resiliency assessment framework for natural disaster
management for the Andhra Pradesh region, and beyond. This resiliency assessment framework
should play a vital role in decision-making within the reduction of coastal area vulnerability to natural
hazards such as cyclones and floods, and also might improve its resilience capacity. Its application is
likely to enable positive results regarding effective disaster management and control, by reducing harm
to economies and safeguarding the security of local and regional communities. The current review of
the coastal vulnerability of coastal Andhra Pradesh will be of interest to researchers, coastal engineers,
environmentalists and government officials, who want to evaluate the prospective consequences of
multiple disasters for coastal geographical areas across the world. The study shows that very little has
been done to study the overall coastal vulnerability along CAP with only a few of the CVI parameters
being accounted for, and based on relatively low resolution data. More research is required to observe,
measure, and assess adaptation and mitigation measures in this area to improve resiliency.
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Abstract: The relationship between the impacts of coastal perimeter transformations derived from
human activity and coastal vulnerability is not easy to assess. The impacts associated with coastal
dynamics are phenomena that usually develop very extensively over a considerable time. These are
transformations that cause significant environmental damage in vulnerable coastal areas, but whose
results are very often not really visible until 10, 20, or even 40 years have elapsed. In addition,
the analysis and quantification of the current context in complex territories is particularly difficult,
since the spatial feedback of various issues and its consequences can generate an uncertain scenario
with many interrelated variables. In this field, the use of GIS tools can be of great help to objectively
analyze the relationship between coastal anthropization and its impact on its vulnerability in order
to correct wrong inertias in vulnerable coastal areas. To this end, a long-term GIS analysis has been
carried out of the impacts from urbanization and seaside infrastructures suffered by a complex
Mediterranean coastal area in Spain. This territory, with singular elements such as dune ridges,
beaches located in protected areas, and a coastal lagoon, will be evaluated using GIS spatio-temporal
indicators over the last 90 years and geostatistical correlation methods. This approach will allow us
to better understand the relationship between territorial transformations on the coast and the current
coastal vulnerability of this area.

Keywords: seaside impacts; coastal vulnerability; Mar Menor; long-term GIS analysis; marine
infrastructures impact; coastal urbanization impact

1. Introduction

1.1. The Concept of Coastal Vulnerability: Causes and Assessment

The concept of coastal vulnerability presents a very broad field of study that has been analyzed
from different points of view for some time [1]. There are several approaches that focus on, for example,
their analysis of the environmental [2], economic [3], physical [4], or social impact [5], and some that
even consider the combination of several of them [6,7]. This problem can affect various environments
such as large cities [8], natural areas [9], tourist beaches [10], developing countries [11], or small
islands [12], among others, and is often associated with phenomena such as urbanization and the
construction of infrastructures [13,14], hazards [15,16], and in recent years, the global climate change
of the planet [8,17]. However, there are many other less common reasons that may bring about this
problem, such as land subsidence [4], hydrology [18], or soil erosion [19] for example, with a complex
set of these causes ultimately being the final origin of the vulnerability of a coastal territory in
many cases.
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Monitoring this phenomenon for the performance of strategies for its mitigation is not straight
forward [20,21]. The scientific bibliography provides several analysis tools such as the classical study
of sedimentary transport [22], the development of risk management matrixes [18] or the analysis of
the rise in sea level [23] of current scenarios. In this field, it is evident that the physical transformations
of the territory derived from human activity inevitably modify the coastal vulnerability of an area.
That is why it is very important to understand the negative repercussions of human activities in
order to avoid undesirable tendencies that accentuate its coastal vulnerability. Nevertheless, how can
we determine the extent to which the constructions or land transformations increase the coastal
vulnerability of a large-scale territory? The effects appear slowly and are very often difficult to
measure [1]. Furthermore, there is usually no clear interconnection between causes and effects in
this matter. The question becomes even more complex when several variables are interwoven in
the analysis.

A habitually complex context in this matter is the determination of coastal vulnerability in
urbanized areas. This phenomenon is particularly challenging if we seek to determine the origin of the
current effects in areas that have been subjected to fast urbanization processes, because of the difficulty
of evaluating multiple long-term impacts in short periods of time [24]. In this case, integrated analysis
such as the DPSIR (Drivers forces, Pressures, State, Impact & Response) method [25] or multi-level
nested frameworks for socioecological systems [26,27], for example, are also recommended. Due to
that, despite being a more recent technique in this field, the implementation of multivariable GIS
analysis is today becoming more and more widespread, thanks to the progressive improvement in the
method’s accuracy [28]. This tool allows the spatial variable in the analysis to be introduced and is
transversal to the diverse origins of the issues.

A problem usually faced by this methodology is the difficulty in modeling the different physical
phenomena that contribute to impacts in the coastal area [20]. It should also be noted that current issues
associated with coastal vulnerability require a precise analysis of subjects whose time frame in reality
extends over a period of years or even decades [1,29]. The effects of buildings and infrastructures,
hazards or climate change in coastal dynamics, the transformation of the territory, or the alteration of
the soil usually require a precise evaluation over 10, 30, or even 50 years to be reliably appreciated.

In this context, GIS analysis can prove very interesting if we have the necessary geo-referenced
information [30–32]. In this field, several interesting studies are available that parameterize the coastal
vulnerability of a territory through some spatial indicator [8,33,34]. Nevertheless, the retro-historic
GIS type of analysis in this matter from an integrated perspective is a very scarcely studied field of
research [35]. The implementation of GIS indicators through historical spatial information allows
modeling the phenomenon from a numerical approach that can additionally be analyzed from
a statistical perspective [36]. This approach becomes even more infrequent in scientific studies if we
are faced with territorially complex areas in which there are several interrelated causes whose effects
feed on each other. In this context, the use of geo-statistical tools can be very useful and innovative
since it enables spatially cause-effect relationships to be correlated in these complex environments.

1.2. The Mar Menor Case Study: A Coastal Complex and Antropized Territory

In this study, the relationship between coastal transformations and the current vulnerability
for a complex territory such as the Mar Menor, a coastal lagoon located in the Southeast of Spain,
will be evaluated. This is a coastal territory of high environmental value [37–39] and with a 20 km
long dune cord that separates two seas with very different characteristics (Figure 1). The area has
been subjected to the impact of an intense human activity linked to tourism [40,41] in recent decades,
which has resulted in massive urbanization, the construction of marine infrastructures, and the land
transformation of its coastal perimeter [42].
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Figure 1. Scope of the study (source: SITmurcia [43]).

Several studies have examined the impact of these and other activities in the area at a biological
and ecological level [44–46]. However, the assessment of the physical vulnerability of the coastal
territory as a result of human activity remains scarcely investigated since it is a very long-term impact
that is not easy to visualize at a glance, requiring large-scale and long-term analysis. In this sense,
the extent to which the different constructions and transformations of the territory have affected its
current coastal vulnerability is not known, and has been the subject of social controversy on different
occasions. Consequently, through the development of a retrospective GIS analysis, the physical impact
of different phenomena in the coastal perimeter will be evaluated from the 1970’s (moment when mass
tourism began in the area) to the present day. This impact will be correlated at a spatial level with the
different current coastal risks by using geo-statistical tools in order to determine the extent to which
human actions have contributed positively or negatively to the coastal vulnerability of the area during
the last decades (analyzed area included in a KML file as supplementary material).

2. Materials and Methods

The selected territory is a very interesting case in which to propose this new methodology of
long-term GIS retro-historic geo-statistical analysis of coastal vulnerability for several reasons. In the
first place, it is a complex case of evaluation in which the different parameters of analysis may
have certain interrelationship of feedback, generating a framework of difficult identification of the
cause-effect relationships. Secondly, it deals with a series of impacts and physical transformations in
the coastal perimeter whose overall effects are not easy to evaluate, since they are phenomena whose
incidence emerges over decades. Finally, it is a territory in which geo-referenced spatial information is
available for almost 90 years (the first aerial photographs were taken in 1929), thus enabling a wide
retro-historic GIS analysis with numerous data.

The analysis of its coastal vulnerability will be carried out from an evaluation perspective of its
physical support against the different impacts of direct and indirect human activity. This evaluation
will focus on how the human transformations of the territory during the last decades have increased,
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or not, its current coastal vulnerability. It should be noted that this territory has been subjected to
human action since Roman times; since then some small fishing population settlements have existed
for example [47]. Nevertheless, it was with the arrival of tourism from the 1960’s [40] that the current
main coastal impacts started (urbanization, construction of ports, and marine infrastructures, artificial
widening of the communication channels between the Mar Menor and the Mediterranean, land fillings
of beaches, etc.).

Therefore, based on all the above, a diagnosis of the long-term impacts of physical transformations
on this coastal area will be performed using GIS retro-historic indicators; the following three
global phenomena are used as evaluation variables: The urbanization of the coastal perimeter,
the incidence of ports and marine infrastructures, and the alteration of coastal edges uses. Later,
the geo-statistical correlation between these GIS indicators and current coastal vulnerabilities will
be spatially assessed. Below, the modeling criteria of the retro-historic GIS indicators, vulnerability
evaluation, and geo-statistical methodology are presented.

2.1. Retrohistoric GIS Indicators of Impact

2.1.1. Analysis of the Impact of Urbanization on the Coastal Perimeter: UTD Index

The phenomena of fast urbanization are one of the elements most commonly associated with
coastal vulnerability. On the one hand, this fast urbanization usually introduces an important process
of physical transformation of the coast that generates important environmental impacts on the original
status of the territory. These impacts may cause alterations in coastal dynamics whose effects may not
become apparent for years or even decades. The situation became especially interesting in this complex
territorial context where we have a coastal perimeter that is highly urbanized as a consequence of
tourism in the last decades and two seas separated by an ancient dune cord now strongly urbanized
since the middle of the 1960’s (Figure 2).

Figure 2. (a) Current situation of the Mar Menor: Urbanized areas, protected salt marshes and wadis.
(b) La Manga ancient dune cord in 1950 (up) and now (down, source: Paisajes Españoles S.A.).
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On the other hand, fast and uncontrolled urbanization processes tend to notably increase the
vulnerability risks associated with natural hazards such as floods. In this case, the coastal perimeter
is strongly threatened as it is the mouth of numerous wadis in its Eastern and Southern perimeters.
This context, coupled with the accelerated urban growth on the coast and the Mediterranean weather
in which the rains are scarce but torrential, form a dangerous cocktail. In this sense, we can find
several recent episodes in which these runoff waterways (through which water usually does not
circulate), have become the natural floods channels, devastating important coastal settlements such as
Los Alcazares (Figure 3).

Figure 3. Floods occurred in the coastal town of Los Alcazares in (a) 1953 and (b) 2016 (source: Town
Council of Los Alcazares).

To evaluate the impact of the urbanization processes in the coastal perimeter in the last decades,
a long-term analysis will be carried out using a GIS indicator of urban transformation density UTD
(1). This indicator will make a comparison between the state of a territory during a period t1 − t2 and
the intensity of urbanization detected during a similar previous period of time t0 − t1. In this way,
the indicator will take into account both the processes of transformation of natural areas into urbanized
ones, as well as the transformation of areas already urbanized by new buildings. This will give us at
the surface level not only an idea of the intensity of transformation of the coastal territory, but also
a map of its building density. The indicator is formulated as follows:

UTDt2−t1
t1−t0

=

�
F(x, y, z)t2

t1�
H(x, y, z)t1

t0

(1)

with F(x, y, z)t2
t1

being the distribution of building density increase between t1 and t2 and H(x, y, z)t1
t0

the building density increase between t0 and t1 for a coastal buffer of 2 km.
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2.1.2. Analysis of the Impact of the Construction of Marine Infrastructures (CIR)

The Mar Menor and the Mediterranean Sea have in these coastal perimeters a varied catalog
of marinas (11) and seaside infrastructures such as dikes and breakwaters (>20, Figure 4). All these
elements have been built mainly during the 1970’s, 1980’s, and 1990’s with the arrival of tourism.

Figure 4. Marinas and coastal infrastructures built in the Mar Menor and the Mediterranean Sea since
the 1950’s (data source: SITmurcia [43]).

To evaluate the impact of these infrastructures, the evolution of the changes in the coastal
perimeter over time associated with their construction will be analyzed spatially. The analysis will
be carried out through the use of a GIS indicator. This indicator will measure the surface area of the
seaside perimeter altered derived from the construction of each infrastructure during a period of time,
in relation to the alteration observed during an analogous period on the same stretch of coastline
before the construction of the infrastructure. As the area of influence of each of the infrastructures,
a length of 200 m buffer will be taken upstream and downstream on the coastline perimeter from the
location of the infrastructure. This length of analysis will be reduced if unchanged behavior is detected
during 50 consecutive meters, since the coastal area of influence of the infrastructure is understood as
minor. The GIS indicator will be called the Index of Coastal Infrastructure Repercussion (CIR) and it is
obtained, as shown in Reference (2):

CIRt2−t1
t1−t0

=

� t2
t1

F(x, y)� t1
t0

H(x, y)
(2)

with F(x, y) being the function that spatially quantifies the neighboring coastal surface area modified
from the construction of an infrastructure from the time of its construction (t1) to the present (t2)
and H(x, y) the function that spatially quantifies the evolution of this coastal surface into a period
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t0 − t1 analogous in time and prior to the construction of the infrastructure (see null-hypothesis
in Section 2.1.4).

2.1.3. Analysis of Direct Land Transformations (DLT) in the Coastal Edge

There are other factors with major impacts that may generate an artificial alteration of the coastal
configuration by direct anthropization not linked to building constructions or marine infrastructures.
This is the case, for example, of channel dredging, agricultural land use modifications, coastal landfills,
or simply alterations of the coastal space that cannot be attributed to a single cause or whose origin is
unknown. In the case analyzed, we have a varied catalog of anthropic activities in this field (Figure 5),
to which the territorial complexity of the existence of the ancient dune cord that separates the Mar
Menor from the Mediterranean Sea must also be added. These two water masses are connected through
5 channels called “golas”, whose configuration is quite heterogeneous. On the one hand we find three
such channels in the Northern area, which, being located in an environmentally protected area, remain
theoretically unaltered. On the other hand, the other two channels are further South and there is also
an interior dredged area in the shape of a clover in the North, whose natural configurations were
altered, with its bottom having been widened and dredged to facilitate maritime navigation of large
boats. This last phenomenon has given rise to controversies about a possible “mediterraneanisation”
process of the Mar Menor, which will be discussed later.

Figure 5. Marinas and coastal infrastructures of the Mar Menor and the Mediterranean Sea (data source:
SITmurcia [43]).
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Another important issue in this section is the alteration of the coastal territory through land
fillings or land use change. In the first case, we find important alterations of the original profile of
the beaches with sand landfills or land gained from the sea, especially in La Manga area. In the
second case, the transformation of land for agricultural activities stands out especially in the innermost
perimeter of the Mar Menor. This transformation affects the urbanized and non-urbanized areas of the
coast by modifying the natural relief of the soil, influencing the arrival of water and sludge as a result
of flooding.

All these concepts represent different forms of anthropization of the coastal perimeter through
different processes of direct transformation of land that will be grouped in the index of direct land
transformation (DLT):

DLTt2−t1
t2−t0

=
� G1(x, y, z)t2

t1

J1(x, y, z)t0
t3

+
� G2(x, y, z)t2

t1

J2(x, y, z)t0
t3

+
� G3(x, y, z)t2

t1

J3(x, y, z)t0
t3

(3)

with Gi being the function that quantifies direct land transformations by the dredging actions (1),
coastal landfills (2), and non-urban land use changes (3) for a coastal strip 2 km wide between t1 and
t2, and Ji the function that spatially quantifies the same coastal area transformed because of these
three phenomena during a period t0 − t1 analogous in time and prior to t1 − t2 (see null-hypothesis
in Section 2.1.4).

2.1.4. The Null Hypothesis: Zero-Effect Reference Sample

One of the basic aspects of this GIS retro-historical evaluation methodology of human impacts
in the territory is inter-temporal comparative analysis [35]. In this context, an analogous concept to
a control sample of a laboratory test or the null hypothesis of a statistical analysis is necessary. In this
sense, the case analyzed is very interesting because it has spatially geo-referenced information of all
its territory with aerial photography in the years 1929, 1932, 1945, and 1956. This information is of
great interest since this period between 1929 and the mid-1960s predates the arrival of tourism and the
urbanization process of the coast, allowing a geo-referenced spatial comparative analysis.

We should also take into account that the level of accuracy in the geo-referenced information
of both periods (1929–1956 and 1956–2017) is not the same. However, as can be seen in Table 1,
the information available is sufficiently accurate to enable a temporary comparative analysis to be
performed using GIS indicators of the impact of the urbanization process, the construction of ports and
coastal infrastructures, and the development of large transformation of lands in the coastal perimeter.

Table 1. Technical characteristics of geo-referenced data used.

Mapping Data

Pixel Size Projected on
the GSD Ground (cm)

Planimetric Accuracy
(X,Y) Mean Squared

Error (m)

Altimetric Accuracy
(Z) Mean Squared

Error (m)

Mesh Step

Flight Orthophoto

1929–1956 45 50 <1.00 <2.00 5 × 5
1957–2017 22 25 <0.50 <1.00 5 × 5

2.2. Spatial Coastal Vulnerability Assessment: Methodological Considerations to the Model

The assessment of coastal vulnerability must be carried out through contrasted and homogeneous
scientific methodologies at a spatial level. An approximate estimation of a coastal global vulnerability
Πz of the different areas of a territory can be obtained by means of an indicator that groups together
the most common existing risks. This approximation Πz can be estimated as the homogenous sum of
the different existing vulnerabilities as a result of natural hazards modeled through GIS indices δi and
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weighted by corrective coefficients λi to statistically assess their probability. The format of global index
(4), partial indexes (5), and weighting coefficients (6) will be as follows:

Πz = ∑
n

λiδi with Π ε [0, 1] (4)

δ = {δ1; δ2; δi; δn} with δ ε [0, 1] (5)

λ = {λ1; λ2; λi; λn} with λ ε [0, 1] (6)

where partial indexes of vulnerability risks δ are detected in a territory and the weighting coefficients
λ are obtained as follows:

δi = Φ
[ Tj

UM

]
with δ ε [0, 1] (7)

λi = Ψ
(

λi
λm

)
with ∑

i
λi = 1 (8)

The function Φ will model the risk maps for each hazard variable δi in a dimensionless way.
This function is made up of a density map of average values T for each one of the j areas of the
territory divided by the maximum values U of the territory. The function Ψ will establish the values
of the weighting coefficients λi as a function of a probability ratio of each of the variables in relation
to an average value λm. This probabilistic assessment should be carried out based on a statistical
evaluation criterion that can be modeled in a common way for all the risk variables δi (in this case,
the measurement will be based on the different return periods for flooding for example). It should be
noted that the different GIS indicators may be modeling phenomena of a very different nature (floods
of different origin, earthquakes, hurricanes, impacts of climate change, fire risk, etc.). Nevertheless,
it is important to remember that the effect derived from these elements must be implemented in
a homogeneous manner by generating as output units that can be added in a dimensionless way to
perform the global coastal vulnerability index.

In this study, the flooding of land and marine origin have been selected as major risks to analyze
the global assessment of the coastal vulnerability index of this territory. Other natural hazards, such as
those derived from the risk of fire, seismic movements, or hurricanes, have not been taken into account
since they are not significant cases with a negligible historical occurrence rate. The methodology for
the evaluation of both flood risks has been developed as follows.

2.2.1. Flood Risk of Marine Origin

To face the complexity of the different aspects that make up the calculation of the flood throughout
this coastal territory, a three-phase methodology based on the criteria of the Methodological Guide of
the Spanish National Flood Mapping System [48] has been followed.

In the first phase, the entire coastline is flooded only by the dynamics of the sea level (derived
from the effects of astronomical and meteorological tides) without surf. With this approach, there are
valid results in the areas where the waves have no relevance (inside estuaries or sheltered from external
infrastructures). To do this, the extreme regime of flood elevation from the series of sea level data
(available for more than 60 years of data) is adjusted for each position along the coast, calculating the
level of flood associated with the return period T = 100 years with the Peaks Over Threshold (POT)
technique [49] and adjusting the distribution function by means of the Generalized Extreme Value
(GEV) statistical distribution. As a result, the sea level is obtained for each position, from which the
corresponding Digital Terrain Model (hereinafter, DTM) benchmark will have to be subtracted from
the coast to obtain the openwork on the ground.

In the second phase, the coastal areas where the waves hit directly are corrected, which is the
coast line which is not protected from the waves. In this second approach, terrain profiles are drawn to
resolve the flood in two dimensions, profile by profile, incorporating the combined effect of waves
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and sea level. The effect of the swell is evaluated by means of the two-dimensional numerical model
IH-2VOF [50], which solves the Navier-Stokes equations, by using the Downscaled Ocean Waves
(DOW) wave database [51], obtained from the data series of the C3E project [52]. This allows us to
correctly characterize the wave propagated to the coast with a spatial resolution of at least 200 m.

Finally, in the third phase, the flood envelope is obtained by the sum of the flood zone by level
and the flood zone by swell.

2.2.2. Flood Risk of Land Origin

The delimitation of the flood zones is carried out by defining the so-called Significant Potential
Flood Hazard Areas (SPFHAs). These areas are obtained from the Preliminary Flood Risk
Assessment (hereinafter, PFRA) in accordance with Directive 2007/60 of the European Commission [53]
in several ways:

• From a hydrological study in which the flow rates are determined associated to the corresponding
Return Period considered in the PFRA, in this case 100 years. Once the flows have been defined,
a hydraulic study determines the levels reached by the sheet of water and with them the extension
of the flooded area associated with that frequency.

• From geomorphological-historical studies that allow the delimitation of areas with a low
probability of flooding, based on historical evidence, and identified geo-morphologically.

• Based on a mixed methodology, which includes the two previous methods, allowing more
reliable results.

In the case of considering structures of rolling or derivation of flows in the hydrological calculation
it is considered that the flows are in an altered regime; otherwise they are deemed to be in a natural
regime. For the analysis of the flood risks of land origin, the protocols established in the Methodological
Guide for the development of the Spanish National Flood Mapping System [48] to model cartographic,
hydrologic, geomorphologic and hydraulic boundary conditions have been used. In this case, since the
most affected area has a more complex orography (see the results section below), Laser Imaging
Detection and Ranging (LIDAR) tools have been used to generate the DTM. This higher level of
precision is justified by the need for modeling the surfaces of the watersheds in a reliable way with the
actual drainage directions. The cells used are at least 25 × 25 in agricultural or natural land and 5 × 5
in urban areas.

For this method, in relation to the concept of return period, it is important to make certain
clarifications. In numerical terms, it is equivalent to the probability of having an equal or higher
avenue flow in a given year, that is, the probability of exceeding the flow in a year. For example,
for a return period of 100 years, that probability F(x) = 1/T = 1/100 = 0.01 = 1%. Thus, there is a 1%
probability that one year this flow value will be exceeded and a 99% probability that it will not be
exceeded. However, this does not imply that two or more avenues of such or higher intensity cannot
occur within the same year, since the return period is a statistical concept and depends on the duration
of the interval considered. Should we wish to calculate the probability of equaling or exceeding
this value during a period of N years (statistical concept of Risk) for a return period T, it would be
calculated by means of the following expression (9):

1 − [1 − (1/T)]N (9)

Thus, according to Table 2, an area affected by flooding in a period of 100 years return zone has
a probability of 22.2% of being flooded in a period of 25 consecutive years and 39.5% to be flooded in
50 consecutive years.
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Table 2. Probability of occurrence for T = 100 years.

Return Period T = 100
Consecutive Years

1 2 5 25 50 100

Probability of occurrence (%) 1 2 4.9 22.2 39.5 63.4

On the other hand, it should also be noted that the calculated flood areas have important
limitations regarding the flood that would occur in a specific event. Current techniques, although they
are very precise, have important restrictions that make the actual flood of an event vary significantly
from what was calculated. In this sense, we must highlight two important limitations:

• The first is related to the effects of erosion, landslides, sedimentations, etc. Herein they are
only taken into account by means of geomorphological criteria, and in a specific situation,
especially in high slopes, the geomorphological changes can be very important and the results
differ significantly.

• The second is that the existing mathematical models cannot take into account the effects that
certain elements can produce by obstructions and derivations of the flow. For example, fallen
trees, vehicles, etc., can obstruct bridges, streets, etc., thus deriving the flow in any direction,
which is unpredictable. In this same context, we have the cases of large flood areas in large
(concentrated or dispersed) urban settlements. The difficulties to adequately represent all the
artificial elements that influence the characteristics of the flow in the hydraulic model, and the
computational limitations derived from a large amount of processed data, may also cause the
flood results to differ from the model forecasts.

2.3. Geostatistical Correlation between Human Actions and Coastal Vulnerability

Once the distributions at the spatial level of the impact and coastal vulnerability indexes have
been obtained, we can evaluate the possible spatial correlation between them by using geo-statistical
methods. This analysis will allow us to assess to what extent the transformations made by human
activity in the coastal perimeter of a territory have influenced the current coastal vulnerability existing
in it. The spatial relationships will be parameterized and assessed through the use of Global Moran’s
I [54] and Anselin Local Moran’s I [55] bivariate statistics, both are geo-processing tools from ArcGIS
Pro 10.5.0 (ESRI Corporation, Redlands, CA, USA).

Bivariate global spatial autocorrelation will allow us to assess the statistical correlation of a set of
geo-located data obtained spatially and the sign of this autocorrelation (positive or negative). Bivariate
Global Moran’s I statistic formula is given as I (9):

I =
n
S0

∑n
i=1 ∑n

j=1 wi,jzizj

∑n
i=1 z2

i
(10)

where zi is the deviation of an attribute for feature i from its mean
(
xi − X

)
, wi,j is the spatial weight

between feature i and j, n is equal to the total number of features, and S0 is the aggregate of all the
spatial weights of (11):

S0 = ∑n
i=1 ∑n

j=1 wi,j (11)

The zI-score for the statistic is computed, as in Reference (12):

zI =
I − E[I]√

V[I]
(12)

where E[I] and V[I] can be calculated as follows:

E[I] = −1/(n − 1) (13)
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V[I] = EI2 − E[I]2 (14)

Global spatial GIS autocorrelation will return three values: the Moran’s I Index, z-score,
and p-value. Given a series of spatial features and an associated attribute, bivariate Global Moran’s I
statistic indicates whether the pattern expressed is clustered, dispersed, or random and its degree of
statistical correlation. When the z-score or p-value indicates statistical significance, a positive Moran’s
I index value indicates a tendency toward clustering, while a negative Moran’s I index value indicates
tendency toward dispersion. The z-score and p-value are measures of statistical significance which
inform us whether or not to reject the null hypothesis. For this analysis, the null hypothesis states that
the values associated with features do not have any statistical correlation.

From this information, we will be able to implement, in a geo-located way, the so-called hot and
cold points in the mapping through the Local Indicators of Spatial Association (LISA) from Anselin [55].
Each Anselin Local Moran’s I statistic of spatial association I is given as:

Ii =
xi − X

S2
i

∑n
j=1,j=i wi,j

(
xj − X

)
(15)

where xi is an attribute for feature i, X is the mean of the corresponding attribute, wi,j is the spatial
weight between feature i and j, and:

S2
i =

∑n
j=1,j=i

(
xj − X

)2

n − 1
(16)

with n equating to the total number of features. The zI-score for the statistic is computed as:

zI =
I − E[I]√

V[Ii]
(17)

where E[I] and V[I] can be calculated as follows:

E[I] = −∑n
j=1,j=i wi,j

n − 1
(18)

V[I] = EI2 − E[Ii]
2 (19)

For this analysis, the null hypothesis states that the values correlation of two elements are
randomly distributed. Thus, the higher (or lower) the z-score, the stronger the intensity of the
clustering of these values. A z-score near zero indicates no apparent clustering within the study
area. A positive z-score indicates clustering of high values. A negative z-score indicates clustering
of low values. This numerical evaluation will be implemented through GIS mapping to distinguish
configuration patterns of High-High clusters (high levels of impact associated with high levels of
vulnerability), Low-Low clusters (low levels of impact associated with low levels of vulnerability),
and spatial outliers, either High-Low (high levels of impact associated with low levels of vulnerability)
or Low-High (low levels of impact associated with high levels of vulnerability).

Therefore, the bivariate statistical correlation analysis between the distributions of different GIS
indicators will help us to understand, spatially, the extent to which the impacts produced by human
action affect coastal vulnerability.

3. Results

The exposed methodology has been applied to the surface area detailed above with the following
results. In the first place, the retro-historic GIS analysis of the impacts on the coastal edge has been
carried out. Secondly, the coastal vulnerability of each area has been spatially evaluated. Finally,
the spatial correlation of both phenomena has been evaluated by geo-statistical methods.
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3.1. GIS Retrohistoric Analysis of the Anthropization Impacts in the Coastal Perimeter

A long-time spatial analysis of the seaside impacts in the area has been carried out through GIS
retro-historic methods from the 1960’s to the present. The results obtained in the analysis have been
differentiated according to the structure detailed in the methodology section.

3.1.1. Urbanization Impacts

The transformation density of the urbanization processes can be observed in a summarized way
in Figure 6. To simplify the spatial representation of the GIS indicators for the transformation of the
coastal perimeter as a result of urbanization, outputs have been tessellated using the ArcGIS Pro 10.5.0
program (ESRI Corporation, Redlands, CA, USA). The tessellated polygons have a size of 25 × 25 m
to allow an understandable visualization of the results at a large scale (in case a tile has a surface
area in two or more categories, it is assigned to the category with the most surface area present). At
the intensity level, it is observed how the largest and fastest-growing population densities have been
generated in the ancient dune cord called La Manga. At a quantitative level of surface transformation,
it can be observed that the greatest results in absolute values are found in the urban sprawl from the
settlements of the inner perimeter (San Javier and Los Alcazares coastal towns).

Figure 6. Mapping of UTD1973−2017
1929−1973 index for seaside impacts associated to urbanization.

The accelerated evolution of urban sprawl in the population of Los Alcazares in 1956–1981–2017
is detailed in red on the left. The most significant cases of dune shrinkage phenomena on the beaches
of the Mar Menor in La Manga are indicated in yellow on the right (below) and the detailed evolution
of the dune profile of one of them from 1981 (marked with a red line) until 2017 (above).
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It is interesting to observe in the area of La Manga how sometimes there is no correspondence
between the initial natural surface and the actual urbanized surface at the two-dimensional level.
The incidents detected correspond mainly to retraction phenomena on the beaches of the ancient
dune cord of the Mar Menor. These beaches were formerly fed by the sand from the beaches of the
Mediterranean thanks to the prevailing winds from the East. The current “screen effect” generated by
the massive construction of buildings in the old dune belt has caused retraction effects in a generalized
manner in the dune profile of the Mar Menor beaches, with alarming cases being observed in which
the disappearance of the beaches reaches the very foundations of some houses.

It is interesting to observe how the phenomenon of dune shrinkage of the beaches occurs
mainly in the lower half of the old dune cord. This question is explained by La Manga being
chronologically urbanized progressively from the South to the North, from the mid-1960’s to the
late 1990’s. As a consequence of this, the phenomena of dune shrinkage (which are deferred in time
and often require an average of 10–15 years to significantly emerge) appear mainly in the buildings of
the Southern half that were built in the decades of the 1970’s and 1980’s. In addition, this duality is
accentuated by the fact that the so-called “screen effect” is more intense in the Southern half, given that
the urbanization in that area is denser. However, this does not mean that the same situation will not
occur in the northern half in the future, when the construction in that area (which is not yet fully built)
has been consolidated and the dune shrinkage phenomena has taken enough time to bring out its
first consequences.

3.1.2. Ports and Coastal Infrastructure Impacts

The detected impacts derived from marinas and coastal infrastructures are widely distributed
spatially (Figure 7). The distribution of the impacts has also been tessellated in meshes of 25 × 25 m to
make the characterization of the phenomenon on a large scale more understandable.

Its impact on the coastal perimeter extends over the last decades and it is observed that it varies
depending on two main parameters. On the one hand, it is necessary to take the geographical situation
of each element into account. Variables such as the proximity of golas, tall buildings, or the mouths
of the wadis can influence the global impact. Obviously, the behavior of a coastal infrastructure in
the Mar Menor will be very different from that of one in the Mediterranean Sea. However, even the
situation of the infrastructure within the Mar Menor shows influence in its effects on the coast.

On the other hand, the type of infrastructure built exerts the main influences. In the case of
breakwater dikes, there is no great variability, with only their length being the differentiating variable.
Nevertheless, in the case of ports, regardless of their size (those of greater size may have a greater
impact), we find three distinct impact typologies. First, we have the traditional ports whose dock is
on land reclaimed from the sea through sheltered dikes. Secondly, we find ports built with interior
marinas inland, or naturally sheltered in bays. These ports are usually located in the urban plot of the
coastal towns. As the third and last case, we have so-called “island ports”. This mixed case includes
the ports that are separated from the coastline and are linked to it through an element that allows the
passage of water and sedimentary dynamics.

In the case of the dikes or breakwaters we find elements that do have an impact on the coastal
dynamics, as well as elements that do not, the length of each element being a determining factor
of the intensity from the impact. Among the elements that have an impact, it should be noted that
there are positive, negative, and mixed consequences. Positive impacts are understood as those that
contribute to stabilize the dune profile for the maintenance of the beach surface or those that correct the
negative impacts of an area derived from the action of ports or dikes from neighboring areas. Negative
impacts are understood to be those that negatively affect the dune stability of the area in which they
are located, causing generalized phenomena of dune retraction. Finally, mixed elements are those that
simultaneously generate results that can be cataloged as negative and as positive, such as increasing
the beach surface on one side at the cost of reducing it on another, or maintaining the dune stability of
one area, generating instability in another nearby area.
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In the case of marinas, their size does seem to be directly correlated with their coastal impact.
For example, the Tomas Maestre marina (numbered as 7 in Figure 4), the largest marina in Spain
(and one of the largest in Europe with 1700 moorings) located in the North of La Manga and crossed
by one of the golas, does not offer a remarkable behavior at the level of alteration of the dune profile.
Nevertheless, we find common differentiated behaviors based mainly on the location and typology.

Figure 7. Tessellation of significant structural CIR impacts in the seaside edge associated to coastal
alterations caused by marinas and coastal infrastructures between 1970 and 2017.
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In the case of ports located on land reclaimed from the sea and harboring the port dock through
breakwaters, we can find usual coastal behavior in these infrastructures in the Mediterranean.
The beaches located to the North of the port increase their surface area while those located to the
South experience important retraction phenomena over the years. In this section, the case of the San
Pedro del Pinatar marina (numbered as 1 in Figure 7), located on the Mediterranean side, is especially
interesting, and it has made almost 80% of the well-known La Llana Beach disappear within a period
of 20 years (see the evolution in the upper part of Figure 7).

In the case of exempt ports called “island ports”, the detected behavior is different. The area
in front of the port experiences a growth of the dune surface according to the port-coast union
axis. This growth has constituted, in the ports of this typology, what we would call a half-tombolo
after 20–30 years of impact and it is foreseeable that it will end up eventually forming a complete
tombolo (a bar of sand or shingle joining the port to the mainland). This dune growth also tends to
be controversial, since when it is generated in the bottom of the sea currents, it tends to accumulate
sludge on the beach that turns out to be very annoying for bathers. In addition, this growth takes place
at the expense of the neighboring beaches North and South of the port, which tend to shrink and even
in some cases disappear.

Finally, in the case of the marinas located in the interior of the land zone, the casuistic is more
varied and depends more on the geographical position and the physical conditions that surround the
port. In the case of the port of Cape of Palos (numbered as 6 in Figure 7) in the Southern Mediterranean
end of La Manga, a pure inner land port, it can be seen in Figure 7 that there is no effect on the
neighboring beaches (when, on the contrary, there are alterations on the beaches on the other side
of the cape as a result of a dike construction, as can be seen in the Northern part of the photos).
Nevertheless, we also find other cases such as the port of Lo Pagan (numbered as 4) and the Dos
Mares yacht club (numbered as 5), rather half-inner land infrastructures, in which there are hard
accumulations around the port. These growths are related to the boundary conditions of each port
infrastructure and also lead to the accretion of sludge that damages neighboring beaches. The most
significant set of impacts are detailed in Table 3.

Table 3. CIR and main impacts detected of the marinas on their neighboring beaches.

Beach Area Location (Figure 7) Infrastructure Associated Average Wide Variations (Δ) Period Evaluated CIR

La Llana Mediterranean (1) Marina of San
Pedro del Pinatar

+51.67 m. (north)
−84.42 m. (south) 1978–2017 7.12

Los Urrutias Mar Menor (2) Los Urrutias
island-type port

+22.56 (max)/0 (min)
−18.12 (average) 1975–2017 2.54

Los Nietos Mar Menor (3) Los Nietos
island-type port

+59.17 (max)/0 (min)
−10.12 (average) 1970–2017 2.78

Villananitos Mar Menor (4) Marina Lo Pagan
half-innerland type

+14.27 m. (north)
+26.97m. (south) 1966–2016 1.95

El Ciervo Mar Menor (5) Marina Dos Mares
half-innerland type

+17.17 m. (max)
−7.64 m. (min) 1966–1999 1.89

3.1.3. Coastal Land Alterations Impacts

The analysis of the impacts derived from the direct alterations of the coastal space denotes
a heterogeneous distribution associated to specific actions with diverse results. The area most
subjected to this type of impact is mainly the old dune cord currently urbanized called La Manga
(Figure 8). This area has various actions such as the direct alteration of its surface geometry, the artificial
modification of two of the so-called “golas” (natural communication channels between the Mar Menor
and the Mediterranean Sea, numbered as 1), the internal dredging of some areas such as the artificial
clover called Veneziola (numbered as 3), or the landfilling of large marine areas such as the one called El
Vivero (numbered as 2), or the road to connect the inland area with the Ciervo Island (numbered as 5).
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Figure 8. Tessellation of the DLT2017−1974
1974−1929 mapping for significant impacts in the seaside edge associated

to land alteration transformations between 1974 and 2017.

The behavior of the GIS evolution for all these elements is not homogeneous either. On the one
hand, we find those whose new physical configuration has consolidated over time reaching a static
equilibrium situation. This is the case of alterations in the layout of the dune cord consolidated by
road infrastructures and buildings or the landfilling of El Vivero. On the other hand, we find cases in
which there is a certain dynamic equilibrium (in which a static equilibrium position is not reached)
or in which nature always directly opposes with forcefulness in the same sense as human action in
a reiterative way. The first case can be found in the two so-called artificial “golas” or the dredging of
Veneziola. In these cases, the artificial dredging made to reach a larger draft thus enabling large vessels
to navigate it is not maintained at stable depths due to coastal dynamics, forcing periodical dredging.
The other three natural golas also warrant special mention, whose surface and depth have moved
in different directions over the last decades. However, in this case, a clear and direct cause cannot
be established, since there are several nearby elements with a certain impact capacity such as sports
ports, dredging, or alterations to the coastal surface. Finally, we found situations whose completely
unbalanced configuration generated important alterations and whose impacts were not acceptable
either environmentally or socially by the population, forcing the restoration of them to their original
situation. One such case is of the road that connected the Ciervo island, whose obstruction of the sea
currents generated such a “dam effect” to the North of the same that forced its dismantling.

377



Water 2018, 10, 1642

For the mapping of the distribution of the DLT transformation indicator during the period
1967-2107, four different levels have been established to categorize the four most representative
casuistic of the phenomenon. In the first place we have those cases in which the transformations are
limited to the change of land use, with which the functions Gi and Ji barely have differences of less
than 20%. This category fundamentally includes transformations from natural to agricultural land or
significant changes in the type of agricultural use (urbanization transformations are assessed in the 3.1.1
indicator). Within this first case, the substitution of the old terraced crops by horticultural plantations
of intensive agriculture stands out in the area. In the second category, we find those cases in which
there has been an alteration of the land-sea configuration, but which has been consolidated in a static
equilibrium over time without new alterations. This is the case of the mentioned coastal landfills and
geometry changes consolidated by the road infrastructures in the old dune cord. In the third level we
find those transformations of the land-sea geometry that have not reached a static equilibrium and
are currently in what we have called a dynamic equilibrium. This is the case of artificially-dredged
golas whose draft tends to be reduced by the effect of coastal dynamics, or of the golas that still remain
natural, whose surface and draft has been changing in the last decades in different directions as a side
effect of several nearby impacts. Finally, in the fourth category we find land-sea configurations that
have undergone important transformations in different ways as a result of the generation of a dynamic
equilibrium that is “not stable”. This is the case of the execution of coastal infrastructures such as the
road that connected the old dune cord with Ciervo Island, whose serious alteration of coastal dynamics
forced the infrastructure to be dismantled.

In Figure 8, the distribution of the impact has been tessellated in meshes of 25 × 25 m to make the
characterization of the phenomenon on a large scale more understandable. For this analysis, we must
highlight that in the case of the golas, the z parameter is not obtained by geo-referencing. It has been
obtained based on the abundant bathymetric documentation of the nautical charts of the area that exist
for many dates. It should be noted that the level of detail of these charts for navigation is lower than in
the case of the rest of the information; with the information basically being lines of homogeneous depth.
However, this can be understood as an acceptable simplification of the model, since in artificial golas
the depth is the result of dredging to facilitate navigation, so the bottom tends to be of a homogeneous
depth. Likewise, in the so-called natural golas, since these are fairly shallow waters located between
the two seas, the slope of the terrain is usually flat.

3.2. GIS Analysis of Coastal Vulnerability

A spatial analysis of the coastal vulnerability for land and marine flooding has been carried out
based on the geo-referenced data available in the Ministry of Environment, Agriculture, and Water
of Spain [56]. A return period of T = 100 years has been chosen for the forecast simulation, since it
provides spatially significant results, whilst at the same time it results in an order of magnitude close to
the total period evaluated, making the results more interesting in order to establish conclusions later.

3.2.1. Coastal Vulnerability Associated to Risk of Marine Flooding

A forecast simulation of coastal vulnerability in the territory analyzed was carried out for
a return period of T = 100 years according to the criteria set out in the methodology section.
The envelope of worst case scenarios for maximum events indicates an impact mainly concentrated
in the Mediterranean side of the old dune cord of La Manga (Figure 9). The inner coastal perimeter
of the Mar Menor scarcely suffers from the flooding of the beaches, apart from occasionally some
single-family homes located on the front line of the coast. In the case of La Manga, the most affected
part surpassed by a possible flood is the area corresponding to the natural golas, located in the far
North (which is logical). Regarding the urbanized areas, it is interesting to observe how the effects in
the Northern area are much greater than in the Southern zone. The urban configuration of the Southern
area is more resistant to the phenomena of flooding of marine origin due to its greater density and
more compact structure.
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The most vulnerable urban areas are found in the Northern section (especially in the points with
the smallest width of the dune cord and with low density urban configurations or with partial building)
and in areas with artificial “golas”, which are completely flooded by water. Given that a homogeneous
distribution of coastal vulnerability is not found, this will be discussed in the discussion section,
based on the results of the geo-statistical analysis as to whether the action of man has contributed to
worsen or improve the existing situation in this section.

 

Figure 9. Forecast modeling of the danger by marine flooding on a simplified MDT of the coastal strip
for a return period T = 100 years. Several detailed examples of the impact in different areas are attached
(data source for GIS analysis: see Reference [56]).
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3.2.2. Coastal Vulnerability Associated to Risk of Land Flooding

The analysis of coastal vulnerability associated with flood risk of river origin is even more
interesting. In this case, the reverse phenomenon occurs, with the interior coastal perimeter of the Mar
Menor being the area where the impact is concentrated (Figure 10). This is a consequence of the existing
orographic distribution with numerous wadis that flow into that stretch of coast. In this case, the natural
areas are not actually the most affected (despite the existence of crypto-wetlands theoretically within
these protected areas), but the areas of greatest concentration are urban and agricultural ones. Due to
this, a detailed DTM has been incorporated into these urban areas using LIDAR technology to obtain
more precise results.

 

Figure 10. Modeling of the danger by fluvial flooding on a LIDAR DTM of the coastal strip for a return
period T = 100 years. Three detailed examples of the impact are attached: on the urban plot in the
western urban settlements (top), in the protected natural areas (middle) and in the urbanized area of
the southern perimeter (below), (data source for GIS analysis: see Reference [56]).
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In the West side we find large urban areas subject to an intense phenomenon of flooding
throughout its urban surface (particularly close to the coastal town of Los Alcazares). This phenomenon
is mainly a consequence of the urban configuration and the growth patterns of the town during recent
decades, which have not taken the risks associated with the orography of the land into account.
This growth pattern and urban structure of medium-low density have only aggravated existing
problems. However, it should be noted that the highway (built in the 1990’s) that surrounds the town
exerts a “dam effect”. This new local configuration greatly protects the town, being possibly related to
the fact that the recent floods in the town have been less catastrophic than the last ones of 60 years ago.
Even so, this configuration is a double-edged sword, since the possibility of occurrence of a maximal
event of greater dimensions (for example, with a return period T = 500 years) could suppose the
blockage of the drainage elements of the highway, thus making this dam overflow directly into the
population, which would significantly aggravate the consequences for the town.

In the Southern area, we find a very different problem. In this case, the agricultural areas are
the most affected. However, the current orographic configuration of the agricultural lands allows
easy access of the waters to several small coastal towns, flooding them. As we have already seen,
this orographic configuration has not always been thus, but has been subjected to various land
processes of transformation of use and structure over the last decades. We find transformations
throughout these last decades that may be susceptible to worsening as well as improving the status
quo of the territory analyzed. Therefore, in the last section the extent to which human action has
contributed to worsen or improve the existing situation in this field will also be discussed, based on
the results of the geo-statistical analysis.

3.3. Geostatistical Bivariate Analysis of GIS Indicators

In the first place, we have made the two GIS indicators of the distribution of flood risks of marine
and land origin dimensionless, as explained in the methodology section. Then, we have integrated
them into a single statistically homogenous GIS indicator, called index of global coastal vulnerability
IGCV . This indicator has been spatially correlated with the different UTD, CIR, and DLT impact
indicators through the Global Moran’s I statistic. This bivariate analysis assesses the relationship two
to two between the indicators at the level of two-dimensional autocorrelation in the spatial plane.
The aggregate result of this first global correlation can be summarized for the scope of study in Table 4.

Table 4. Bivariate Global Moran’s I statistics for spatial autocorrelation between IGCV global coastal
vulnerability index and the three GIS impact indices UTD, CIR, and DLT.

Bivariate Global Moran’s I UTD–IGCV CIR–IGCV DLT–IGCV

Global Moran’s Index 0.57 0.41 0.60
z-score 52.8 37.4 55.8
p-value >0.01 >0.01 >0.01

F-Statistic 75.2 70.4 78.5
R-Squared 0.18 0.20 0.19

Adjusted R-Squared 0.19 0.22 0.20
Number of observations 1063 839 1291

The results show positive global statistical autocorrelation between indices, but higher levels
of correlation for the DLT-IGCV and UTD-IGCV couples than the CIR-IGCV one. This difference may
be due to the more direct incidence at a spatial level of the processes of urbanization and direct
transformation of the coastal edge, rather than the execution of marine and port infrastructures.
The incidence of the latter can be derived indirectly at a spatial level far from the focus of the impact
through the coastal dynamics, so a more local geo-statistical analysis is necessary in order to analyze
this relationship.

The level of local correlation between the different pairs of indices was evaluated by means of
the Anselin Local Moran’s I (LISA) statistic. This statistic allows us to transpose at a local spatial level
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the so-called hot spots (high impact-high vulnerability), cold spots (low impact–low vulnerability)
and significant outliers (Low-High and High-Low cross-links) to avoid the limitations of global
geo-statistical analysis. A varied catalog of different situations can be observed; the most significant
results of this statistic are summarized in the tessellated mesh distribution of Figure 11.

Figure 11. Tessellated mesh distribution of Local Anselin Moran’s I statistic for aggregated impacts
and vulnerability correlation analysis with hot (HH) and cold (LL) spots and outliers (LH and HL).

We can here observe how the processes of urbanization in the inner perimeter of the Mar Menor
have notably increased the coastal vulnerability of land origin in the territory, despite the theoretical
beneficial impact of some infrastructures such as the highway. Similarly, the transformation of
agricultural orography in the Southern perimeter has favored this type of vulnerability, increasing the
risk of flooding of land origin. Nevertheless, it is paradoxical in this case to observe how the impact of
the so-called island-ports in the Mar Menor has increased the protection against the marine flooding of
the Mar Menor in some villages such as Los Nietos.

On the other hand, the progressive dislocation of beaches in the Northern area of La Manga as
a result of artificial dredging and the development of port infrastructures has increased the coastal
vulnerability of the Northern half of La Manga due to flooding of marine origin coming from the
Mediterranean. A different situation is found in the Southern half. There, the same dense and compact
urbanization process that mitigates the impact of the coastal vulnerability of marine origin from the
Mediterranean on the urban plot is responsible for the indirect vulnerability that occurs on the side of
the Mar Menor by the disappearance of several beaches due to the effect on coastal dynamics.
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4. Discussion

The Mar Menor, La Manga and its neighboring coastal territory have long been a common object
of social and scientific controversy. As mentioned before, there are numerous studies in the scientific
bibliography related to the Mar Menor [57–64] and the problems derived from its unique configuration
and high environmental value. Most of them converge in associating the environmental impacts of the
territory individually, mainly with the intensive urbanization of the coastal perimeter, the construction
of marine infrastructures and the anthropization of the environment with actions such as intensive
agriculture or the artificial widening of the “golas”. Nevertheless, practically none of them address the
problems of this territory in a global way from the perspective of the physical impact on the territory.
They focus instead on analyzing the existing segmented consequences from the point of view of water
quality [65,66], marine fauna [37,61], seabed vegetation cover [38,60], birds [39,67], landscape [47], etc.

In addition, the main biological, chemical, or ecological approach of most of the existing studies
in the area has traditionally focused on variables with little connection with the coastal vulnerability
of the territory as impact factors (nitrates from agriculture, heavy metals from old mining areas,
etc.). Therefore, except for a number of specific and segmented studies in the field of coastal
hydrodynamics [68,69], sea level [70], or territorial anthropization [34,47] there was no analysis
from the physical perspective of the coastal territory that allows a diagnosis of the global vulnerability
in this area.

This study presents a different approach to all the existing analyses to date. The different
factors related to the current coastal vulnerability of the territory at a global level have been analyzed
spatially. Additionally, through an innovative methodology based on the retrohistoric GIS analysis of
anthropization processes derived from human activity, it has been possible to geo-statistically correlate
the link between the impacts of phenomena such as the construction of ports or the change of land
use, with the current coastal vulnerability. This type of diagnosis may prove to be of great interest in
order to develop strategies for mitigating coastal vulnerability in a complex territory, since it not only
analyzes existing risks through hazard maps, but takes into account how human activity contributes
to current problems.

In this sense, to correctly implement these strategies to mitigate the existing vulnerability, it is very
important to know which elements have a negative impact and which have a positive or negative
impact, both in the current scenario and in their trend trajectory. In addition, it must be taken into
account that complex environments such as the one analyzed can have cross-linked impacts, generating
a negative effect in one place, while generating a positive effect in another. This mapping context with
different scenarios of the couple human impact-vulnerability (HH, LL, HL, and LH) would allow us to
implement a segmented mitigation strategy with different sub-strategies depending on how different
impacts of human activity affect the current coastal vulnerability at a spatial level.

For example, in the case study analyzed, in the inland Western area of the Mar Menor, one should
preferably act on the orography of the wadis, making it compatible with the current urban layout
and preventing future urban developments from being carried out in the areas of greatest risk.
In the Southern perimeter, attention must also be paid to the flood risk of land origin. However,
where it is really necessary to act is in the configuration of the agricultural areas, since the current
urban settlements have a fairly stabilized growth and it is the transformation of the agricultural
orography that fosters the greatest risk of flooding at present. On the other hand, in the La Manga area,
the need to implement at least two different sub-strategies is observed. In the Northern zone, it would
be necessary to act in the urban plot configuration (since it is observed that it is continuing to be
urbanized at present) against the risk of flooding of marine origin from the Mediterranean (in this case
aggravated by the impact of the sedimentary dynamics of the area linked to the port infrastructures
located further North). A very different strategy would be needed in the Southern area, where the
configuration of the urban plot mitigates the risk of flooding of marine origin from the Mediterranean,
while indirectly promoting negative effects on coastal vulnerability on the Mar Menor side. In this
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case it would be necessary to implement a strategy to rebalance the current situation between the two
sides of the ancient dune cord.

This approach is especially interesting for a coastal vulnerability study given that in territories
such as this one, issues like the impact of rising sea levels as a result of climate change have been
socially very controversial. In fact, approaches in this territory have traditionally existed that lack
a solid scientific basis; these have generated some social alarm about the impact of the risk of a sea
level rise due to climate change (Figure 12). In complex environments such as this one, approaches
with great scientific rigor, such as can be seen in Reference [70], may even be insufficient to assess
coastal vulnerability at a comprehensive level, since it is also necessary to take into account the impacts
and cross-links of other variables related to the anthropization processes of human activity and to
develop detailed digital models of the terrain and urban plot able of simulating the physical reality at
the local level.

 

Figure 12. Simulation carried out in 2007 of the estimated sea level rise in different sites of La Manga
for the year 2050 as a result of climate change. Source: Greenpeace.

In this sense, possible lines of future research in this area for this territory to formulate more
precise and segmented mitigation strategies could be carried out to deepen the study at the local level
of certain elements whose performance was positive or negative depending on the context of analysis.
For example, retrospective GIS analysis and geo-statistical correlation could be used to determine in
greater detail which seaside dikes are detrimental or beneficial to the stability of sedimentary dynamics,
or to assess the long-term effect of dredging on the golas at an environmental level. Both issues have
traditionally generated important social debates in the area: In the first case in relation to the need
to eliminate or not the marine dikes to improve the quality of beaches, and in the second, on the
possibility of further expanding the golas with the aim of improving the quality of the waters in the
Mar Menor, despite the risk of deepening the process of “mediterraneanisation” of the lagoon and
increasing the risk of marine flooding.
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Another important issue concerns the limitations of the methodology used. In the analyzed case,
a very accurate geo-referenced cartography was available for different dates, as well as a DTM model
that enables the orographic natural and urban reality to be represented in a reliable way. Additionally,
the existence of an orographically simple terrain and an urban configuration without great constructive
singularities have both considerably facilitated the work. It was only necessary to calibrate the
mathematical models to represent the “dam effect” of the AP-7 highway, and the marine flooding in
the golas as a result of the dredging presents some minor uncertainties. However, the model at the
global level can be considered very robust, with the data used as input to the geo-statistical analysis
being considered very reliable. Even so, this statement clearly cannot be extended to every study,
and it is thus necessary to maximize the precision in the DTM model and take caution in mathematical
models when we are faced with complex natural orography or urban configurations with several
constructive singularities.

Consequently, it is clear that this diagnostic methodology can be very beneficial to improve current
coastal vulnerability assessment systems and implement more accurate mitigation strategies. It is true
that it is a methodology that requires an important geo-referenced database of historical character and
with a great deal of precision. In this context, it cannot be said that this new technique can currently be
applied in a generalized manner for analysis of coastal vulnerability in any territory. Nevertheless,
we must bear in mind that national GIS databases and international Spatial Data Infrastructures
(SDI) systems are becoming generalized throughout the world and perfecting their level of accuracy.
Therefore, it may be an approach with a promising future that in the coming years will allow for the
opening of increasingly sophisticated new lines of research in the field of coastal vulnerability.

5. Conclusions

This study has presented an innovative methodology for analyzing the coastal vulnerability of
a territory based on the GIS evaluation of the spatial statistical correlation of long-term anthropic
impacts and the distribution of current risks. The geo-statistical analysis carried out for the case of the
Mar Menor Mediterranean lagoon reveals that the urbanization processes being developed in the last
decades have generated imbalances. On the one hand, they provoke the retraction of the coastline in
the old dune cord called La Manga, increasing coastal vulnerability due to flooding of marine origin.
On the other hand, the inadequate urban sprawl has notably increased the vulnerability in the interior
coastal perimeter due to flooding of fluvial origin in some coastal towns.

In the case of infrastructures, we find a catalog of very heterogeneous situations. The construction
of some ports (although not all) have severely affected the balance of beaches, making them expand or
almost disappear (and therefore increasing the risk of marine flooding). The role of several motorways,
whose barrier effect theoretically mitigates the risk of terrestrial flooding in some coastal towns, should
also be highlighted. This situation is actually a double-edged sword because, in the event of a flood that
overcomes that dam effect, the consequences could be catastrophic. Finally, land use transformations or
dredging and earthmoving in the coastal strip have also caused different impacts on the vulnerability
of the territory. Changes in agricultural use in the Southern fringe have increased the risk of land-based
flooding, while dredging in the La Manga golas increases that of marine origin.

Supplementary Materials: The KML file including the area of analysis is available online at http://www.mdpi.
com/2073-4441/10/11/1642/s1.
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Abstract: In recent years, marine flooding and its impacts have become a question of growing interest,
since coastal areas are the most heavily populated and developed land zones in the world. This paper
presents a rapid tool for mapping at regional scale the hazard associated with coastal flooding due to
overflow. The tool merges a recently developed numerical model that solves a simplified form of the
Shallow-Water Equations and is suited for Graphic Processing Unit (GPU) acceleration, with a Level II
reliability method that allows producing hazard maps of inland flooding propagation. The procedure
was applied to two stretches of the Venetian littoral, i.e., Valle Vecchia and Caorle, located in the
northern Adriatic Sea. The application includes the site descriptions and the resulting hazard maps
that show the probability of failure in each point of the coast for a given inland inundation level.

Keywords: marine inundation; FORM; reliability analysis; Veneto coast

1. Introduction

The EU water flood directive (2007/60/EC) points out the importance of evaluating coastal
flooding hazard maps. Under climate change, some authors predicted that sea-levels and subsidence
will rise [1] and storm surge intensity will increase [2,3]. Therefore, it is possible that, in the near future,
many human infrastructures will be affected by marine flooding and, assuming the coastal population
will grow [4], tools for risk mitigations are deemed necessary.

Coastal flooding may be triggered by many causes, possibly in combination: (i) high sea level
(and wave run-up) overtopping the artificial dikes/barriers or natural dunes; (ii) breaching of cliffs,
dunes or more generally erosion of the coastal defence; (iii) river overflow; and (iv) rain excess
or insufficient drainage system. However, it is very complex to account for all these mechanisms.
In particular, breaching is very difficult to predict, since it reasonably depends on the (spatially
distributed) geotechnical characteristics of the coastal dunes and, for instance, on the presence of
vegetation or type of revetment.

In the absence of a complete framework for the assessment of coastal flooding hazard, the maps are
frequently based on simple indexes that typically combine topographic information (usually available
to the coastal managers within GIS database) to sea level and wave run-up. Many specific open-source
tools and approaches have been developed to provide an assessment of the potential flood risk for
coastal zone and to support decision-making processes [5,6]. For instance, the National Oceanic and
Atmospheric Administration [7] developed a GIS awareness tool to display the resulting inundation
from storm surges along the US coastal states vulnerable to hurricanes. Wadey et al. [8] presented a
methodology for integrating existing models for the rapid simulation of coastal flood events across a
large and varied case study area on the UK south coast. Spaulding et al. [9] developed flood inundation
maps for Charlestown (RI) using state of the art, fully coupled high-resolution surge and wave models.
In Italy, Aucelli et al. [10] recently studied the inundation hazard and risk in Volturno coastal plain in
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Campania (Italy). Di Luccio et al. [11] focused on the effect of different run-up lumped formulas on
the index for coastal vulnerability assessment of a microtidal beach located along the southern Ionian
coast of Calabria (Italy). Di Risio et al. [12] assessed coastal hazard to wave-induced flooding at the
national scale. In other cases, the mapping of areas potentially exposed to inundation is carried out by
a chain of models (e.g., [13,14]), solving the wave transformation problem in the sea area and the flow
propagation in the inland area.

The issue is particularly relevant for the Venetian littoral, where local managers require (possibly
GIS-integrated) rapid tools to simulate the coastal flood by means of wave overtopping in an urban
area at regional scale. The northern Adriatic coast is subject to rapidly evolving pressures from a range
of drivers, including natural and anthropogenic ones: for example, rapid morphological evolution
of Po River Delta [15], human-induced subsidence caused by fluid withdrawal [16], and changing
wave climate [2]. The study here presented originates from the practical need to fill a gap in the coastal
flooding assessment in the Veneto region, until now studied with simplified approaches. The objective
of this study was to develop a flood propagation model and to establish a methodology that has the
ambition to help the coastal managers and stakeholders in producing flooding hazard maps required
under the EU water floods directive.

For the evaluation of the coastal hazard, Lerma et al. [14] compared a traditional approach,
based on the simulation of events with given return periods, to a novel empirical method that tries
to better define, by analyzing the uncertainties of the hydraulic drivers, the real return period of
the flooding event. In the work of Martinelli et al. [17], the failure probability is found following
the Level II methodology. They defined in each location the combination of loads that induces a
flooding depth larger than a given threshold. The final result is the actual probability that a specific
failure mechanism (e.g., overflow) occurs, for an in-erodible topography (e.g., deterministic resistance).
The results produced by such models are certainly more rigorous than the traditional approach
for the selected failure mode, since they are statistically based. However, they cannot include the
expert judgement of the coastal managers. It should be stressed that the maps proposed by this
work require an integration before they may be used for coastal management purposes, for instance
other failure mechanism and information on the exposed value. Mitigation measures against marine
inundation include alert services [18], evacuation procedures [19,20], flood insurance programs [21],
structural defences (e.g., dikes and breakwaters [22]), planning options [23], community information
and participation [21,24,25], and protection of natural buffer zones (e.g., dunes [26,27]).

This paper includes two main sections and a concluding paragraph. First, the dynamic reduced-
complexity model of coastal flooding is briefly described together with the procedure for mapping
coastal flooding hazard. The method’s application to two stretches of coast belonging to the Venetian
littoral is then presented (Valle Vecchia and Caorle). Lastly, conclusions are drawn.

2. Methodology

2.1. GPU-Based Swallow Water Equation Model

The propagation model is a raster-based inundation model, presented by Favaretto et al. [28,29],
that solves for each cell of the domain a simplified form of the Shallow-Water Equations (Equations (1)
and (2)) applied in the x and y directions to simulate two-dimensional flow over a raster grid.

∂w
∂t

+
∂qx

∂x
+

∂qy

∂y
= 0 (1)

∂qξ

∂t
+

∂(q2
ξ /w)

∂ξ
= −gh(

∂h
∂ξ

+ j) (2)

where ξ = x or y. In Equations (1) and (2), h = w + z (w = water depth, z = bed elevation) is the water
surface elevation and q (m2/s) is the discharge per unit width assuming a rectangular channel.
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In the momentum equation (Equation (2)), to simplify the equation and to speed up the model,
only the more relevant terms are taken into account. The inertial terms are included to avoid
overestimation of the fluxes between adjacent cells and to account for the flooding duration. The friction
term j is important for the correct simulation of the flow propagation; however, it is linearized, with a
coefficient KH that accounts for the linearized turbulent friction flow.

KH =
8g
3π

QMAX

K2
s w1/3

F

(3)

where wF is the maximum available depth through which water can flow between two adjacent cells
and it is defined, following [30], as the difference between the highest water free surface in the two
cells and the highest bed elevation. QMAX is the maximum discharge during the sinusoidal oscillation.
In practice, the value of QMAX is assessed as the maximum discharge flowing through the cells.

Forces induced by the advection terms would dominate in presence of small scale features (which
generate significant velocity spatial derivatives), but, in absence, bed friction dominates over the
advection terms that may therefore be neglected [31].

The final formulation of the momentum equation, only valid where the flow advection is relatively
unimportant, becomes:

∂qξ

∂t
+ gwF

∂h
∂ξ

+ KH
qξ

w2
F
= 0 (4)

The discretization method implemented is first order in space and time (Euler scheme minimizes
memory requirements), and a semi-implicit treatment is used for the friction term to improve stability.
The domain coincides with the DTM (Digital Terrain Model), usually subdivided into square cells (area
equal to ΔxΔy) forming a regular grid. The numerical model is subject to the Courant–Freidrichs–Levy
(CFL) condition: CFL = VΔt/Δx < 1. To avoid non-physical discontinuities in the flow and to reduce
the dispersion error in the numerical scheme, a relaxation technique was used. The discharge q at
time t is evaluated in two steps: first, q is obtained on the basis of the balance equation and then q is
updated as a weighted average that accounts for the discharge of the neighbouring points. To preserve
positivity, the maximum discharge that flows between adjacent cells is limited by a two-step approach.
The positive preserving property is crucial when in part of the domain no water is present, or when the
water depth is very small, and little oscillations may lead to negative depths, eventually resulting in
the simulation to fail [32]. Specifically, if the depth variation Δh evaluated in a cell is negative (namely,
the cell is emptying too much due to a large time step), its absolute value must be less or equal to the
current available depth. If it is not, the “negative” volume is subtracted from the spatially connected
cells with positive balance to ensure continuity.

Computational efficiency is one of the key issues in the application of raster-based models (or
more refined hydraulic models) with Δx of order 1–5 m. Computational speed depends mainly on grid
size and, in fact, dynamic models are often applied to coarse grid only (Δx > 100 m), whereas, in this
study, the grid cell dimension is Δx = 1 m. Furthermore, the inundated area evolves throughout the
simulation in a manner that is rarely known a priori, meaning that the model domain must be very
large to incorporate the flood uncertain extent.

To reduce the model runtime (as suggested in [33,34]), it was decided to write a code suitable for a
GPU card to reduce the model run time through parallelization. The code was written in MATLAB and,
using the Parallel Computing Toolbox with minimal code changes, the simulation can be run in parallel.

The GPU used to execute the simulation was a Nvidia Tesla K80 (4992 core, 12 GByte memory).
GPUs achieve high performance by calculating many results in parallel since each computation is
processed by a different core. For very large domains (108 cells, typical of a regional map), it was found
that the GPU time is 2–3% of the CPU (Central Processing Unit) time [28,29].

The overall model consistency was successfully validated through a number of analytical and
experimental benchmarks [28,29]. The behavior of the model for very large domains was checked
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against the analytical solution of the Shallow-Water Equations regarding an oscillatory flow in
a parabolic bowl with friction. The numerical ability to simulate wet/dry transitions and the
importance of the convective terms were evaluated through a set of comparisons with the experimental
investigation of Synolakis [35] for a solitary wave run-up on a simple beach. The flow propagation in a
three-dimensional domain was analyzed through a comparison with the experimental investigation
of Briggs et al. [36] for solitary wave interaction around a circular island. To prove the model ability
to simulate a real case of coastal flooding, an event that occurred at Caorle (VE) in December 2008,
documented by videos and reports, was also analysed.

2.2. Procedure for the Assessment of Coastal Flooding Hazard Maps

In the following, a single mechanism is analyzed as responsible for coastal flooding: the overflow
over an in-erodible bathymetry. Clearly, since the topography is in-erodible, the breaching mechanism
is not possible and the methods is best suited to cases where coastal flood defence is artificial (e.g., road,
dike). The approach of this work is based on the Level II methodology that is described in [37,38].
In short, the procedure aims at finding the p f of a system, i.e., the probability that it fails under certain
conditions. In the coastal inundation analysis, it is the probability that a portion of inland is flooded
under certain extreme conditions.

Mathematically, p f is the probability that the random variables X = (X1, X2, ..., XN) are in the
unsafe region, defined by g(X) < 0 [39] (g(X) is the performance function and g(X) = 0 is the limit
state, see also Figure 1a). If the joint probability density function (joint pdf) of X is fx(X), the probability
of failure is evaluated as:

p f = P {g(X) < 0} =
∫

g(X)<0
fx(X)dX (5)

One of the most commonly used analysis methods is the First Order Reliability Method
(FORM [40]). The basic idea is to ease the computational difficulties through simplifying the integrand
of fx(X), achieved through transforming the random variables X to an equivalent independent standard
normal random variable space U = (U1, U2, ..., UN), and approximating the performance function
g(X) with a linear approximation (Figure 1b). The point that has the highest probability density on the
performance g(U), called “design value”, is the one with the shortest distance from the limit state to
the origin in the standard space. The minimum distance β is called reliability index and it is shown in
Figure 1b. In conclusion, the probability of failure is given by p f = 1 − Φ(β).

a) b)

β

Figure 1. (a) Joint probability density function in X-plane and performance function g(X1, X2) = 0;
and (b) joint pdf in U-plane and performance function g(U1, U2) = 0.

The application of this method was carried out in an unconventional way. Only the uncertainties
of two variables were considered, namely sea level and wave height, whereas the other variables
were deterministically selected equal to the expected value, given that sea level and wave height
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are at “design value”. Some variables, such as wave period and direction, have a low sensitivity,
i.e., their uncertainties do not significantly affect the final result. Other variables, such as the storm
duration, were not deeply analyzed, since their joint statistics is uncertain.

In the following, the entire procedure for the assessment of coastal flooding hazard maps is
described in four steps. First, the offshore marine loads X that contribute to the rise of the water level
at the domain are identified. They need to be transformed into the standard space U. The second
step shows how to select and transfer a set of offshore wave conditions (Xi) to the boundary of the
inundation domain. The third step shows how the coastal flood model, described in Section 2.1,
is applied to find the value of the flood level, i.e., the performance function g(Xi) in each point of the
map. Finally, a method is described to define the limit state in each point of the domain.

(a) Definition of the offshore marine loads. The coastal flooding may be forced by a combination
of several variables that contribute to the rise of the water level at the domain boundary. The rise of
water level is due to: (1) the sea level ζ formed by the astronomical tide (ζA) and the meteorological
contribution (storm surge, ζS) caused by wind and pressure effects; and (2) the wave contribution,
i.e., breaking waves contribute to the water level rise through wave run up and wave set-up Z,
which mainly depend on wave height, period, and direction.

Extreme sea conditions X can be studied in terms of significant wave height (Hs), peak period
(Tp), mean wave direction, sea level ζ (tide + surge) and storm duration. This information can be
derived from direct measures (e.g., from buoys) or computed dataset (from numerical model such as
WAM [41]). From these data, a homogeneous and independent sample can be derived by identification
of sea storms.

The definition of “sea storm” is not unique and standardized since many methods can be applied
to identify an extreme event from a wave dataset. The differences in each method are relative to
the variables used for the analysis, the threshold fixed and the geographical configurations of the
basin [42]. The common definition defines a storm event as a sequence of sea states during which the
significant wave height is above a given threshold Hcrit and does not fall below it for a predefined
time interval dcrit [43,44]. Usually, the threshold Hcrit is related to the average significant wave height
HsMean calculated from its time series in the considered zone, so that it depends on the characteristics
of the recorded sea states (e.g., ∼ 1.5 HsMean [43,45]). Moreover, to guarantee the independence of the
selected storms, a minimum time interval between two storms has to be set (e.g., 72 h proposed in [44]),
hence two storms with time interval smaller than the minimum are considered as one storm event [46].
After the storm identification, all variables X can be analyzed to find their joint statistics. Note that
the variations of some input variables, such as the wave period (or, better, the wave steepness) and
the storm duration, induce low variability on the model output and the associated sensitivity is very
low. Their mean value can be considered as model input. Therefore, the joint statistics is limited to
wave height Hs and sea level ζ. The final step is to transform these random variables X = [Hs, ζ] to
equivalent standard normal random variables, finding the transformation function U = FT(X).

(b) Definition of the boundary conditions at the shoreline. A wave transformation model from
offshore to onshore needs to be applied to a set of offshore conditions to estimate the value of the
set-up Z and the residual wave height at the shoreline refereed to the Mean Sea Level (MSL). The wave
transformation model used is the “Dally, Dean and Dalrymple model” [47] for breaker decay that is
capable of describing wave transformation across beaches of irregular profile shape. It considers that
the wave breaking starts when H > 0.78d (d is the water depth) and continues until some stable wave
height is attained (usually H > 0.4d). An example of its application is shown in Figure 2.

The final boundary condition is therefore composed by a constant value ζTOT = ζ + Z and an
irregular impulsive signal with height equal to HRES and period equal to the offshore period Tp
(example in Figure 3).
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Figure 2. Example of the wave transformation model results and definition of the boundary conditions
at the isobath 0 m.

Figure 3. Example of final boundary condition at the shoreline refereed to the Mean Sea Level (MSL).

(c) Coastal inundation modeling. The model for coastal flooding propagation, presented in
Section 2.1, can be applied introducing the following essential data: the position of the shoreline
refereed to the MSL (or the shoreline position in MSL condition); the inland topography; and the
roughness Ks. For each of the boundary conditions selected, the propagation model is run.
The maximum water depth reached in each grid cell of the domain is saved and the obtained maps are
flooding maps relative to each couple of Hs and ζ.

(d) Reliability analysis. The probability of failure is defined as the probability that a portion
of inland is flooded under certain values of wave height and sea level. Therefore, the limit state
g(X) = 0 is evaluated through an interpolation with the obtained results. In each cell of the domain,
the maximum water level reached during the simulation for a fixed value of ζ is plotted against
different values of Hs (Figure 4a). Then, two couples that correspond to a water level in the cell equal
to hF (in Figure 4a hF = 0.5 m) are extrapolated. Finally, the transformation of the two couples from the
physical space to the standard space is applied and the minimum distance β (and consequently the p f )
from the limit state to the origin of the standard space is computed (Figure 4b).

The last step is the fulfilment of the hazard maps in terms of return period TR = 1/(Ny × p f ),
where Ny are the number of extreme events recorded in each year of observation (based on the data
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available). The results are the exceedance probability values of a given inundation level for each pixel
of the domain (i.e. DTM).

a) b)

β

Figure 4. (a) Example of evaluation of the limit state in the physical space; and (b) limit state in
standard space g(U) and evaluation of the distance β.

3. An Application to Two Stretches of the Venetian Littoral

The aim of this section is to present local inundation maps produced for two stretches of the
Venetian littoral (Figure 5), which show the annual probability of exceedance for a given flood level.
A detailed description of this littoral is given in [48] where, for a better understanding of sediment
transport patterns, the coast of the Veneto region is subdivided into 20 homogeneous littoral cells
separated by lagoon inlets or river mouths.

The Adriatic coast is plagued by a combination of high waves and storm surges, which are
responsible for the flooding of coastal areas, in particular, Venice and its lagoon. The north Adriatic
Sea is characterized by two main wind (and correspondingly wave) regimes, which are primarily
influenced by local orography. The prevailing winds along the Venetian coastline are the Bora and the
Scirocco, which blow from the northeast and southeast, respectively. In [49], information and data for
the Venetian littoral are collected, harmonized and stored in a single geographical information system
(called Coastal GIS).

This information comprises topographic and bathymetric surveys over a range of time
(bathymetry: 2005, 2007/2008, 2010, and 2012/2014; DTM and DEM: 2008and 2012/2013) that are
essential for both the wave transformation model and for the flooding model. The latest available
information was used as input in the models. More in detail, DTM representing the inland topography
have a grid size equal to 1 m. A common frame for vertical reference data was considered.

A wave dataset measured (1987–2017) at the oceanographic tower “Acqua Alta” situated on
16 m of water depth. (MLLW) in the Gulf of Venice (Lat 45◦18’51.27” N, Lon: 12◦30’29.93” E) allowed
statistically analyzing the marine climate along this coast. Different wave gauges have been used
since the start of the measurements at the Acqua Alta research tower and the instrument system has
been progressively upgraded and repositioned during maintenance operations. The registered data
include: significant wave height Hs (m), maximum wave height HMAX, mean period Tm and peak
period Ts (s), mean wave direction (◦N), and sea level ζ (m ZMPS, where ZMPS is a reference level for
Venice named Zero Mareografico Punta della Salute). Figure 6 shows the time series of the recorded
significant wave height (black line).

The data sample, selected from the measurements following the aforementioned procedure and
selecting Hcrit ∼ 1.5HsMean = 1 m and dcrit = 3 h, includes 974 wave storms recorded from 1987 to 2017
and it was also used to find some correlation among variables. The dots in Figure 6, together with the
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wave series, represent the maximum significant wave heights of the 974 storms; green dots are the
peaks over threshold 1 m, while red dots are the peaks over threshold 2.5 m.

Figure 5. The northern part of the Venetian littoral and its subdivision into coastal cells: VE1, Bibione;
VE2, Valle Vecchia; VE3, Caorle; VE4, Porto Santa Margherita–Duna Verde–Eraclea; VE5, Jesolo.

Figure 6. Time series of significant wave height Hs (black line), where dots represent the 974 storms:
green dots are peak over threshold 1 m, while red dots are peak over threshold 2.5 m.

In Figure 7a, the wave heights Hs of each storm are plotted against their corresponding
wave periods and classified on the basis of their wave steepness (Hs/L0), allowing to evaluate the
dependency law between this two variable. Figure 7b shows the duration of the storm d, defined
as the time interval in which the significant wave height exceeds the 50% of HsMAX and includes
the maximum measured wave height HsMAX of the storm. Moreover, the transformation from
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the space of physical variables to the standardized variable space was applied to the data sample.
The transformation applied (in the following FT(Hs, ζ)) was based on the Nataf transformation [50],
which describes the joint probability density function of random variables based on their individual
marginal distributions and the coefficients of correlation using a Gaussian copula.

Finally, twenty couples of wave heights HS and sea levels ζ were chosen as offshore input,
as reported in Figure 8. The twenty resulting maps were considered sufficient to define the failure
domain in detail. The wave steepness was chosen equal to 0.04, therefore the wave period Tp was
estimated as Tp = 3.75Hs0.554 and the typical total storm duration was assumed equal to the typical
value of 4 h, with 30 min of ramping up and 30 min of ramping down.

Since maps of the land uses are not available, for all simulations, a uniform friction coefficient
was applied Ks = 33 m1/3s−1.

a) b)

Figure 7. (a) Hs, Tp and steepness Hs/L correlation; and (b) storm duration d vs. Hs.

Figure 8. Red dots are the couple Hs–ζ chosen as input for the models (ZMPS is a reference level
for Venice).

The following subsections present the results obtained by applying the proposed methodology in
two different littoral cells (visible in Figure 5): the Valle Vecchia coastline (littoral cell No. VE2) and the
Caorle coastline (littoral cell No. VE3), characterized by very different land uses.

3.1. Valle Vecchia Littoral Cell

The Valle Vecchia coastline (VE2 cell) is 5.5 km long and confined by lagoon’s inlets of Baseleghe
at the northeast and Falconera at the southwest. The entire cell is a major environmental area, protected
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and designated as Natura 2000 sites (SCI IT3250033 and SPA IT3250041), free of urban and tourist
settlements and without any coastal defence structure. In the back-shore, a system of dunes is present.
Behind the dunes, there are valleys and crop fields. The long-shore sediment transport, coming from
the northern cell (VE1) is equal to ∼50,000 m3/year. Analyzing the recent evolution of the shoreline,
it is possible to verify that the cell is substantially in accretion, even if dunes are subject to local erosion.
In fact, the risk of coastal flooding is high and sometimes inundation occurred in the back-shore valley.
The water has always entered through some gaps (mainly for pedestrian or vehicle paths) on the dunes.
The topographic data highlight different dunes, with crest height in the range 2–5 m.

The aforementioned steps for the coastal flooding risk assessment were applied to the Valle
Vecchia coastline. Figure 9 shows an example of flooding maps for Hs = 6 m and ζ = 1.75 m ZMPS:
some areas are inundated, mainly close to the lagoon’s inlet of Falconera.

From the 20 maps created, it is possible to extract, for every pixel, which couples of Hs and ζ

caused a level of inundation equal to 50 cm (limit state). The transformation FT(Hs, ζ), previously
defined, was applied to every couple and, following the FORM methods, the probability of failure
p f was evaluated in the whole littoral cell. Figure 10 shows this result, i.e., the present hazard map
arranged with a chosen limit state equal to 0.5 m. The area characterized by a return period lower than
10 years is ∼0.1 km2.

Figure 11a shows a zoom of the hazard map and highlights that a portion of the valleys and crop
fields located behind the dunes have a TR < 10 years. Therefore, the probability that these parts are
inundated is very high.

3.2. Caorle Littoral Cell

The Caorle coastline (VE3 cell in Figure 5) is 5 km long, its borders are the mouth of the lagoon’s
channel Falconera to the north and the mouth of the River Livenza to the south, both armored with
jetties. The economy is mainly based on tourism (∼4,500,000 visitors in 2017) and fishing.

The cell can be subdivided into three main parts: (i) “Spiaggia di Levante” at northeast; (ii) “Murazzi”
in the central part; and (iii) “Spiaggia di Ponente” at southwest. The first stretch of this coast at northeast
(named “Spiaggia di Levante”) has a normal shoreline direction equal to 140◦ N, very different from the
adjacent ones. This coast is characterized by very fine sediments, with silty fraction that causes drainage
problems and occasionally, during the most intense precipitation, the formation of puddles. The emerged
beach is very wide and the submerged beach is characterized by gentle slopes. The long-shore sediment
transport is ∼20,000 m3/year, directed from northeast to southwest.

The historic centre of Caorle is located in the central part. This stretch of coast (800 m long) is
bordered at north by a cusp, where a church named “Chiesa della Madonna dell’Angelo” is located.
To mitigate the risk to human health, economic activities and cultural heritage, the shoreline position
in the central area is stabilized by a sea wall (named “Murazzi”).

In the southern part, the long-shore sediment transport remains approximately equal to
20,000 m3/year, again directed from northeast to the southwest. This sand partly nourishes the
beach named “Spiaggia di Ponente”, partly deposits in the area next to the jetty of the mouth of the
River Livenza and only a few thousand cubic meters go to the southern cell (VE4). Some portions of
the town have ground elevations lower than 0.5 m and no system of dunes is present.

The aforementioned steps for the coastal flooding hazard assessment were applied to the Caorle
coastline. Figure 12 shows the flooding maps for Hs = 6 m, ζ = 1.5 m ZMPS: the historic town is partly
flooded and the overtopping occurs at the southern bound of the seawall.
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As for the previous stretch of coast, following the FORM methods, present hazard map was
arranged with a chosen limit state equal to 0.5 m (Figure 13). The town centre, as expected, has some
portions with a high probability of failure (TR < 10 years). Moreover, the zones next to the two mouths
(Falconera and Livenza) are partially exposed to coastal flooding hazard. More in general, the area
characterized by a return period lower than 10 years is only ∼70,000 m2.

Figure 11b shows a zoom of the hazard map and highlights that a portion of the historic city have
a TR < 10 years.

a) b)

¯
Figure 11. (a) Zoom of the Valle Vecchia hazard map shown in Figure 10; and (b) zoom of the Caorle
hazard map shown in Figure 13.

4. Discussion

The obtained maps suffer from a number of limitations and simplifications of the hydrodynamic
model used. However, the proposed probabilistic methodology has a wider perspective, since it allows
drawing maps of coastal flooding vulnerability on the basis of a general flood inundation model.

The methodology can be easily coupled with other models to include other key aspects of the
coastal flooding assessment. For example, the boundary conditions can be linked with meteorological
models to include the effects of hurricanes, typhoons and cyclones and/or with riverine models. In fact,
the combinations of multiple phenomena, not only related to sea conditions, frequently exacerbate
the effect of marine inundation. For instance, the simultaneous occurrence of intense precipitations
or river overflows (in areas such as deltas and estuaries) with extreme waves and sea levels could
contribute to coastal flooding. Similarly, the presence of a drainage system could be less efficient than
expected during sea storms, generating critical scenarios.

A single failure mechanism is taken into account in this study, i.e., the overtopping. This mechanism
is suited to represent coastal flooding in areas with “rigid boundaries”, for example an area with concrete
sea walls or with paved coastal roads that typically are not subject to local damage or collapse. In other
cases, however, other features, can influence failure in the long term, for instance, local erosion and,
more generally, morphological changes in the topography (for example, the breaching of a dune system
or of a fragile coastal defence structure). The inclusion of this mechanism is not straightforward since it
involves a deep knowledge of sea–dike/dune resistance and, in the long term, its maintenance strategy
(e.g., nourishment and dunes reinforcement).
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5. Conclusions

This paper presents a numerical model for the inland flood propagation and an approach for
the assessment of coastal flooding vulnerability. The proposal is a novel 2D model that solves the
shallow-water equations using a linearized friction term and assumes negligible advective accelerations.
The formulation takes advantage of an appropriate vectorization method and a positivity preserving
scheme. The key feature of this model is the fast computational speed obtained by means of a formulation
suited to GPU cards, thus making it ideal for handling high-resolution maps on a regional scale.

An application to the Venetian coast was carried out, thanks to a wide geomorphological and
hydraulic knowledge of this regional area. The statistical analysis of the main marine drivers acting on
this coast was carried out to force the wave transformation model and to obtain the boundary condition
to be imposed to the shoreline. Finally, a Level II reliability analysis was applied to the results gained
through the flooding propagation model, establishing the desired hazard maps. Two hazard maps
were produced, showing the probability that any point/pixel is flooded by at least 50 cm.

The methodology seems promising and meets the requirements of local stakeholders for a flexible
tool that predicts coastal flooding and highlights the more exposed and vulnerable areas, as the
hardware required (GPU) to run the model is certainly well within the financial and technical means
of local administrations, unlike the large cluster of CPUs needed to run the existing operational
dynamic models.

Finally, the produced hazard maps could be easily integrated with information on the exposed
values in the coastal area (e.g., indicative number of inhabitants potentially affected, type of economic
activity of the area potentially affected, and installation which might cause accidental pollution in case
of flooding [51]) to prepare flood risk maps that show the potential adverse consequences for human
health, the environment, cultural heritage and economic activity associated with coastal flooding.
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Abstract: This work presents the results of the numerical study implemented for the natural area
of Lido di Spina, a touristic site along the Italian coast of the North Adriatic Sea, close to the
mouth of River Reno. High-resolution simulations of nearshore dynamics are carried out under
climate change conditions estimated for the site. The adopted modeling chain is based on the
implementation of multiple-nested, open-source numerical models. More specifically, the coupled
wave-2D hydrodynamics runs, using the open-source TELEMAC suite, are forced at the offshore
boundary by waves resulting from the wave model (SWAN) simulations for the Adriatic Sea, and sea
levels computed following a joint probability analysis approach. The system simulates present-day
scenarios, as well as conditions reflecting the high IPCC greenhouse concentration trajectory named
RCP8.5 under predicted climate changes. Selection of sea storms directed from SE (Sirocco events)
and E–NE (Bora events) is performed together with Gumbel analysis, in order to define ordinary and
extreme sea conditions. The numerical results are here presented in terms of local parameters such
as wave breaking position, alongshore currents intensity and direction and flooded area, aiming to
provide insights on how climate changes may impact hydrodynamics at a site scale. Although the
wave energy intensity predicted for Sirocco events is expected to increase only slightly, modifications
of the wave dynamics, current patterns, and inland flooding induced by climate changes are expected
to be significant for extreme conditions, especially during Sirocco winds, with an increase in the
maximum alongshore currents and in the inundated area compared to past conditions.

Keywords: climate changes; sea-level rise; TELEMAC; natural beach; flooded area

1. Introduction

Strong anthropic pressures, together with the effects of a changing climate, are contributing to
the recent increase in the vulnerability of coastal areas. This is particularly significant in the case of
extreme events, which, even in the case of a possible decrease of the storminess, are expected to be
superimposed to an increased sea level, with an overall intensification of the flooding hazard in coastal
regions (for the Mediterranean Sea see for instance [1,2]).

The development of efficient tools to accurately represent nearshore wave and current-induced
dynamics is essential for today’s operational and forecasting applications in coastal zones [3,4].
High-resolution wave and hydrodynamics modeling offer an extensive range of capabilities to support
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coastal planning and decision assessment, accounting for typical features at a coastal engineering scale,
such as nonlinear processes of wave propagation and interactions between offshore and coastal
structures and the inclusion of inshore boundary conditions, such as river run-off.

In recent years, research efforts have focused on the development of methodological frameworks
based on advanced numerical modeling [5,6], which can be used to study the effects of future climate
change scenarios affecting both the intensity and frequency of storm-surge events, wave climate,
currents, sea-level rise, and riverine sediment discharge. Since the above-mentioned phenomena
may increase the flood risk for coastal areas, the understanding of their dynamics at coastal
scale becomes essential for the design of climate-change resilience protection and, in general,
spatial planning activities.

Thus, the development of multipurpose measures mitigating erosion and inundation and
increasing coastal defense efficiency requires a challenging prediction of sea forcings variation induced
by the estimated effects of climate change.

Recently, regional future scenarios accounting for the Intergovernmental Panel on Climate Change
(IPCC) sea-level projections at 2100 characterized by Representative Concentration Pathways equal to
+8.5 W/m2 (hereafter RCP8.5) were applied along the Italian peninsula at DTM (Digital Terrain model)
scale [7,8], in order to define the most vulnerable coastal areas in the country and to assess coastal
mitigation and adaptation strategies in response to climate change [9]. This static GIS approach can
be applied to indicate flood-prone areas at regional [10] or national [11] scales, which can potentially
become inundated under future sea-level conditions [12]. However, the implementation of coupled
wave-hydrodynamics models, in addition to this static approach, may be advisable on a local scale to
obtain more accurate results in terms of nearshore dynamics connected to vulnerability levels and to
account for processes of wave propagation, littoral drift, and coastal flooding.

The objective of the present paper is the description of an operational strategy for the development
of a multiple-nesting system based on the implementation of open-source numerical models at a high
resolution. The natural beach of Lido di Spina, in the vicinity of River Reno mouth, along the eastern
coast of Northern Italy (Section 2), is selected to simulate nearshore dynamics induced by the projected
effects of climate-change scenarios.

In the specific area of study presented here, we recall the efforts carried out in a 3D context [13–15]
and in integrated 2D as well [16], the latter representing a good trade-off between computational costs
and results. The proposed study aims to investigate on a site scale how climate changes may impact
local parameters such as wave breaking position, alongshore currents intensity and direction and
flooded area.

Section 3 describes materials and methods adopted in the present study: In Section 3.1,
the framework of the multi-model approach is introduced by specifying the modeling chain of the
implemented open-source models, namely, SWAN and TELEMAC. The results of two thirty-year
numerical sea state simulations of past (1971–2000) and future (2071–2100) scenarios forced by the
climate model COSMO-CLM, in a severe emission future scenario (RCP8.5 in [17]), are presented in
Section 3.2, under ordinary and extreme sea events. The implementation of the high-resolution coastal
model at the natural beach of Lido di Spina is described in Section 3.3. The model results for both
simulated scenarios are discussed in terms of wave nearshore dynamics, current patterns, and flooded
areas in Section 4. Conclusions derived from this study are presented in Section 5.

2. Description of the Study Area

Figure 1 shows the area selected as the representative study case: The natural beach of Lido
di Spina and adjacent low-lying zones, located along the coast of Emilia Romagna Region, in the
Northern Adriatic Sea. The zone was declared a National (Italian) Nature reserve in 1981, as part
of the Po Delta Regional Park, and the Sites of European Community Importance under Directive
92/43/EEC. The site was an extremely dynamic area, under erosion in the last decade and exposed to
several climate change related effects, e.g., higher occurrence of flooding and beach retreat [18,19].
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The modeled site includes, from North to South, the coastal area between the south-side of Porto
Garibaldi and the Reno River mouth (Figure 1), and comprises the mouth of Logonovo channel (zone a)
at Lido degli Estensi, where sediments transported northwards from the Reno outflow are intercepted
by the jetty of Porto Garibaldi, the touristic shoreline of Lido di Spina (zone b), and the old outlet plain
of Gobbino channel (zone c) with low-lying plains.

As is common in all the Northern Adriatic Sea, the wave climate in the study site is characterized
by storms mainly generated by northeasterly and southeasterly winds, named Bora and Sirocco,
respectively [20,21], the latter inducing the highest surge levels [9].

The investigated area is subject both to a high rate of coastal erosion, with a beach retreat of about
3 km over the last 70 years and a total of about 75 ha of land lost, and to high, human-induced land
subsidence due to fluid extraction and off-shore gas platforms activity [22,23]. Moreover, the coastal
area presents highly urbanized touristic resorts, known for the wide and sandy open beaches and the
natural areas of the Po Delta Park.

The recent local management strategies to protect the area from flooding and erosion have
been based on frequent beach nourishments, using depositional materials from the north of the
study area, and on the construction of defense structures, such as stone revetments (especially in the
area northern the mouth of the River Reno, see [18]). Sea banks along the coastal area strongly preserved
it from inundation, although these defense structures may turn out to be rather ineffective in case
of poor maintenance and frequently occurring storm events have rendered these defense structures
ineffective [24]. In addition, important morphological variations at the mouth of the River Reno,
as those related to the deconstruction of the final part of its right riverside, partly compromised the
inland safety.

 
Figure 1. Wider view of the study area of Lido di Spina (images from Google Earth [25]; privately
processed). The plot also shows the location of areas of interest: Logonovo channel at Lido degli Estensi
(zone a), Lido di Spina (zone b), and Gobbino channel (zone c).

3. Materials and Methods

3.1. Adopted Methodology and Numerical Modelling Chain

The proposed multiple-nesting methodology is based on a progressive down-scaling, from global
climate to coastal models, as described in the following.

a. Wind fields in the Adriatic Sea are obtained every 6 h at 8 km horizontal resolution from the
Regional Climate Model (RCM) COSMO-CLM [26], a climate version of the operational weather
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forecast model COSMO-LM [27]. The simulation generating this dataset [28] encompasses
the Italian peninsula and its marine regions, describing the climate evolution under the IPCC
RCP8.5 scenario [29,30] in the period 1971–2100. The model is initialized by ERA-Interim
Reanalysis [31], and the same model provided boundary conditions for the period 1971–2005,
and by the coupled atmosphere-ocean general circulation model CMCC-CM [32] in the period
2006–2100. Compared to previous implementations [33], the validation of the COSMO-CLM
wind fields based on in-situ observations along the Italian coast [34] exhibits a particular skill in
capturing the wind directional distribution. In turn, results on climatological projections suggest
a tendency towards an overall wind energy decrease (in the range of 0–10% across the whole
Adriatic Sea), with a stronger decrease along the Bora jets patterns.

b. The spectral properties of the sea states in the Adriatic basin are described by means
of the phase-averaged wave model SWAN [35] forced by the climatological wind fields
from RCM COSMO-CLM [34]. Wave model simulations are carried out under the severe
climate change conditions envisaged by the IPCC RCP8.5 scenario in the period 2071–2100
(henceforth referred to as SCE—SCEnarios—dataset) and, for an overall assessment of the
model performances, under control conditions in the period 1971–2000 (henceforth referred
to as CTR—ConTRol—dataset). The geographical SWAN domain, encompassing the whole
Adriatic Sea, is discretized into a curvilinear orthogonal grid with a resolution ranging
approximately from nearly 10 km in the southeastern regions to 2 km along the northern
Italian coasts. The spectral domain is divided into 25 logarithmically-distributed values between
0.05 and 0.5 Hz and 36 directional sectors. Since the focus of the model is on the northern basin
and in the absence of regional wave dataset consistent with the wind forcing, following the
same approach described by previous studies [36,37], no waves are prescribed entering the
southern boundary, whereas internally-generated energy is allowed to radiate outward.

c. The coupled wave-2D hydrodynamics model of the natural beach of Lido di Spina (Figure 1)
is implemented by means of the TELEMAC suite [38]. The above-described SWAN results of
wave field are extrapolated at the offshore boundary nodes of the detailed mesh performed for
TELEMAC runs. The spectral module TOMAWAC (henceforth denoted as TOM [38]) is forced
under control and climatological scenarios, and wave-induced currents are taken into account
coupling the 2D hydrodynamics module TELEMAC2D (henceforth denoted as TEL2D [39]).

Table 1 shows the numerical characteristics of each of the different modeling chain level of the
proposed nesting approach, i.e., the model extension, the mesh-size range, the simulated period,
the type of run, and the forcings inducing atmospheric and sea dynamics.

Table 1. Numerical characteristics of the proposed nesting approach for each of the different
chain levels, i.e., the model extension, the mesh size range, the simulated period, the type of run,
and the forcings inducing atmospheric and sea dynamics.

Chain
Level

Model Extension
Mesh Size

Range
Period Run Type Forcings

a
RCM

COSMO-CLM
Italian marine

regions [28]
0.0715◦
(~8 km) 1971–2100 Atmospheric

circulation

SST, atmospheric
conditions from

[31,32]

b SWAN Adriatic Sea 2–10 km
1971–2000 Non-stationary

wave fields From (a), wind at
10-m height

2071–2100 Non-stationary
wave fields

c TELEMAC
Lido di Spina

(4 km long and
2 km wide)

25–50 m
1971–2000 Stationary

wave fields
From (b), after
statistics: wave

spectra, sea-level rise2071–2100 Stationary
wave fields
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The level (a) of the modeling chain, although described in the table, is not discussed in the
present study, since its implementation and results are largely described and examined in [28].
Its numerical outputs, such as wind fields under different scenarios, are used to force the wave
model SWAN, developed by [34] for the Adriatic Sea, namely, the chain level (b).

The numerical results of SWAN offshore the study site are (1) statistically elaborated and compared
to the transposed observations and under CTR and SCE scenarios, (2) analyzed in order to identify
extreme events and estimate Gumbel distributions for each simulated scenario, and (3) used to force
the TELEMAC model, implemented at high resolution for the beach of Lido di Spina. Details on the
statistics applied on the SWAN outputs and on the sea state conditions simulated by TELEMAC are
given in the following sections.

3.2. Past and Projected Future Wave Climate Scenarios

3.2.1. Statistics on Wave Forcings

The 10-year-long data acquired by the regional NAUSICAA buoy, offshore the near coastline
of Cesenatico, at a water depth of 10 m (data available at http://www.smr.arpa.emr.it/dext3r),
are analytically transposed offshore the study site. Since the buoy data are not measured at waters
deep enough to neglect the refraction effect on the wave directions [40]—that are supposed to be
actually altered by refraction—the recorded waves at NAUSICAA are already slightly rotated towards
the perpendicular to isobaths lines, ranging approximately between 55 and 60◦ N.

The wave rose showing the distribution of the significant wave height and the mean wave
directions at the study area and as a result of the transposed observations is presented in Figure 2,
showing that:

• the most energetic waves, up to 3.7 m of height, propagate from sectors 50–60◦ N;
• the most frequent conditions, with wave height up to 1 m, come from 100◦ N;
• calm sea conditions comprise 20.45% of annual frequency.

Figure 2. Wave rose at the study area of Lido di Spina from the transposed observations.

For the simulations carried out in this work, SWAN outputs are retrieved offshore the beach of
Lido di Spina, at the nearest grid nodes to the offshore boundary of the implemented TELEMAC.

The seasonal variability of the monthly average of the significant wave height for Sirocco and Bora
events is reported in Figure 3, both for the 30-year-long numerical simulations by the SWAN model
results under CTR and SCE scenarios and for the transposed measurements from the 10-year-long
NAUSICAA buoy records.

A slightly local increase in wave energy intensity is forecasted for events from Sirocco and
especially during winter, while Bora energy tends to decrease on average. By comparing with
CTR runs, the available transposed observations show good agreement in case of Sirocco events,
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while, during Bora events, the numerical results underestimate the monthly average of the significant
wave height in winter and fall seasons, despite a slight overestimation during summer events.

Figure 3. Monthly averages of the significant wave height Hs,m offshore of the study area of
Lido di Spina that resulted from CTR (1971–2000) and SCE (2071–2100) scenarios performed by
SWAN implementation [34] and from NAUSICAA—transposed observations (2007–2017) for Sirocco
(left panel) and Bora (right panel) events.

3.2.2. Extreme Event Analysis: Joint Probability of Significant Wave Height, Period, and Sea-Level Rise

Storms are identified following the procedure proposed by [41] and classified based on their
generating wind direction (Sirocco or Bora). For each of the two dominant directions, extreme events are
analyzed considering the return period (henceforth referred to as TR) associated with their maximum
significant wave height and fitting the modeled storms with a return period greater than 1 year by
means of Gumbel distributions.

In comparison with the control scenario, the analysis in Figure 4 reveals a significant increase
in the extreme events coming from Sirocco for the future projection, which is also expected to be
important for return periods greater than 50 years; on the other hand, extreme Bora events are expected
to reduce their occurrence at the study site.

Figure 4. Statistics of extreme events for CTR (blue) and SCE (red) runs for Sirocco (left panel) and Bora
(right panel) events. Filled dots show extreme values from simulations; tendency curves following
Gumbel distribution are plotted in solid lines.

The joint distributions of the significant wave height Hs and the peak wave period Tp along the
offshore boundary of TELEMAC model are obtained from the transposed observations and plotted in
Figure 5 for Sirocco (left panel) and Bora (right panel) events.
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The two variables can be directly correlated for extreme events (i.e., Hs > 2 m) with an
exponential law (black lines in Figure 5), giving a correlation coefficient of 0.92 and 0.97 for Sirocco
and Bora, respectively.

 
Figure 5. Relation between Hs and Tp for Sirocco (left panel) and Bora (right panel) events for the
NAUSICAA-transposed observations at the study site. Tendency curves for the extreme events are also
plotted with solid black lines.

The effects of the peak water level, including high tidal level and storm surge, are included
in the numerical simulations of the study site, following the accurate analysis performed by [40].
They applied a joint probability analysis by means of a copula-based approach [42] to the registered
significant wave heights at NAUSICAA buoy and to the contemporary peak water levels measured at
Porto Corsini, located 20 km south of Lido di Spina.

Thanks to the proposed cumulated density functions for the two contemporary variables,
peak water levels with return periods TR equal to 1 year and 25 years are extracted for the present study,
under the assumption that extreme sea storms are generated and forced by same meteorological events
at the two locations, i.e., Cesenatico and Lido di Spina.

The authors of [1,43] suggested the existence of strong correlation in the Northern Adriatic
Sea between winds and maximum sea levels induced by meteorological events, and this aspect
is particularly evident during Sirocco events. Under future scenario conditions, their validated
simulations showed how inter-annual evolution of maximum sea levels is expected to be essentially
stable from 2051 to 2100, as well as how unchanged extreme statistics for events characterized by return
period of less than 100 years [44]. Following these future projections, no modifications in the extreme
statistics connecting peak sea-water levels and significant wave heights are reasonably assumed;
therefore, also for SCE runs, the peak water levels contemporary to extreme significant wave heights
are also extrapolated by the authors of [40].

Finally, sea-level rise in the SCE runs is taken into account by uniformly increasing the bottom
depth by +0.70 m: This is a basin-scale bulk estimate based on the recent projections provided by [8]
for the Northern Adriatic Sea, based on the authors of [17,45] adopting RCP8.5 scenarios of climate
change and adjusting them to the projected rates of vertical land movements (isostasy and tectonics).

Table 2 summarizes all the conditions used in this work for the TELEMAC simulations, in terms
of sets of significant wave height Hs, peak period Tp, mean wave direction Dir, peak water level PWL
(comprising higher tidal level and storm surge), and the expected sea-level rise SLR values.
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Table 2. Characteristics of the simulated scenarios, with the significant wave height Hs, the peak period
Tp, the mean wave direction Dir, the peak water level PWL, and the sea-level rise SLR.

Scenario Period
Storm

Direction
Statistics

TR

(year)
Run

Name
Hs (m) Tp

(1) (s) Dir (◦ N)
PWL (2)

(m)
SLR (m)

CTR 1971–2000

Sirocco Ordinary 1 CTR-S1 2.50 6.56 90 0.79 0.00
Sirocco Extreme 25 CTR-S25 3.31 7.55 90 1.05 0.00

Bora Ordinary 1 CTR-B1 2.76 6.64 45 0.83 0.00
Bora Extreme 25 CTR-B25 3.4 7.38 45 1.10 0.00

SCE 2071–2100

Sirocco Ordinary 1 SCE-S1 2.57 6.65 90 0.81 +0.70
Sirocco Extreme 25 SCE-S25 3.77 8.06 90 1.18 +0.70

Bora Ordinary 1 SCE-B1 2.46 6.27 45 0.79 +0.70
Bora Extreme 25 SCE-B25 3.31 7.28 45 1.05 +0.70

Note: (1) The values of Tp were estimated according to the exponential curves in Figure 5. (2) The joint probability
analysis presented in [40] was adopted to estimate the peak water levels, as described in the text.

3.3. Set-up of the Coupled Wave-2D Hydrodynamics Numerical Model

Approaching the coastal region, waves generated offshore are influenced by shoaling, refraction,
and loss of energy either due to bottom friction or wave breaking [46]. To simulate all these
physical processes, including wave-induced currents, the present study is carried out using the
wave and hydrodynamics models of the TELEMAC-MASCARET suite that is distributed under a
General Public License and is available at TELEMAC [47].

The suite comprises finite-element-based solvers to simulate shallow water hydrodynamics
and wave propagation, and is able to model inshore water levels and wave spectra under
different forcings. The different included modules can simulate wind wave propagation,
ground water flows, tracer transport, sediment transport, and morphodynamics.

In the proposed approach, the wave and 2D hydrodynamics modules of TELEMAC are
implemented in order to propagate offshore waves and currents, and reproduce nearshore dynamics
and flood processes.

TOM module is a third-generation spectral wave model and solves a simplified equation for
the spectral-angular density of wave action by means of a finite-element type method, in order
to describe wave propagation and dynamics in coastal areas [38]. The model takes into account
bathymetric wave breaking, bottom friction, non-linear wave-wave interactions, wind wave generation,
and white-capping. The authors of [48] showed that it is also able to represent the spread wave fields
induced by the presence of sandbanks in the nearshore region.

TEL2D module solves the 2D shallow water equations (also referred to as Saint-Venant
equations [39]), derived by integrating the Reynolds-averaged Navier-Stokes equations over the
flow depth. Several options for the horizontal diffusion terms (depth-averaged k-ε, or constant
eddy viscosity models) and source terms (atmospheric pressure gradients, Coriolis force, etc.) could
be chosen in the model setup, while the numerical discretization adopts classical methods for the
advection terms, such as characteristics, and distributive schemes. Recently, the implementation of
implicit schemes enabling relaxation of the CFL limitation on time steps made TEL2D applicable to the
treatment of tidal flats, ensuring positive water depth and mass conservation without extra limitation
of the time step [49,50].

Since using the same horizontal discretization with a series of Delaunay triangular
unstructured elements, the two described modules can be directly coupled (two-way coupling) to
account for the effects of waves on the mean coastal circulation reproducing wave-induced currents
leading to littoral drift. The gradients of the radiation stress induced by waves are computed using the
theory of [51] as part of the hydrodynamics equations in TEL2D.

The implementation of the numerical models in TELEMAC suite, after a series of preliminary
tests on the optimal edge dimension for the mesh by using the freely-available pre-processing tool
Blue Kenue™ [52], results in a variable density unstructured mesh, consisting of two density areas,
the characteristic triangular element size being set to 25 m close to the shore and on the inland areas,
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in order to better capture the presence of sandbanks and nearshore seabed profiles, and to 50 m for the
rest of the computational domain; the total number of nodes is equal to 40,350.

LIDAR topo-bathymetrical data collected by Emilia Romagna Region in 2012 with a spatial
resolution up to 1 m are interpolated on the implemented mesh as presented in Figure 6, allowing a
detailed analysis of wave-induced hydrodynamics and floods under different sea-level rise scenarios.

Figure 6. Interpolated bathymetry map in UTM-WGS84 coordinates used for the TELEMAC
simulations (left panel), as well as the position of the two selected transects A-A and B-B (solid lines).
Zoom on the implemented variable density unstructured mesh for the study area ((right panel)
corresponding to the black box in (left panel)).

TOM and TEL2D are properly set up for the studied area based on previous experience on coupled
wave-2D hydrodynamics runs for the representation of nearshore processes, as presented in [53,54].
The processes included in the wave model simulations are (a) energy dissipation due to wave breaking
according to [55], (b) energy dissipation due to bottom friction according to [56], and (c) nonlinear
transfer of energy due to triad (three-wave) interactions according to [57]. No movable seabed,
no defense breaching, and no past subsidence-induced movements are assumed in the study.

The simulated conditions as described in Table 2 are performed for the duration necessary to reach
the equilibrium states for all the spectral and hydrodynamics variables, i.e., 3 h, and the presented
results are extracted at the final time step of the computations.

4. Results and Discussion

Numerical outputs from TELEMAC runs under CTR and SCE scenarios and for Sirocco and Bora
events are presented in the following sections, in terms of wave nearshore dynamics, current patterns,
and flooded areas.

4.1. Wave and Hydrodynamics

Model results for SCE runs described in Table 2 are presented in the following figures. For Sirocco
and Bora events, the significant wave height distribution and mean wave direction vectors that resulted
from TOM are shown in Figures 7 and 8, respectively. The increment of water levels in SCE runs,
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including sea-level rise induced by climate changes, leads to wave propagation over the initially dry
zone of the beach, especially in case of TR = 25 years, revealing an expected increase of sea flooding
events in the future.

Figure 7. Sirocco events. Distribution of significant wave height and mean wave direction vectors for
SCE—S1 (left panel) and SCE—S25 (right panel) runs, respectively.

Figure 8. Bora events. Distribution of significant wave height and mean wave direction vectors for
SCE—B1 (left panel) and SCE—B25 (right panel) runs, respectively.

Since differences between runs may appear less significant than in reality on a scale of
representation of the global model domain; a comparison of the results is performed along linear
transects from the offshore computational boundary to the shoreline (as represented in the left panel of
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Figure 6), where the distance is taken from the original shoreline position at 0.0 m of mean sea level
(hereafter MSL).

The first transect A-A is located in the zone a (in Figure 1) of the beach of Lido di Spina and is
characterized by a natural submerged bar at a 160 m offshore distance from the shoreline, at a water
depth of around 1.8 m, and by an emerged beach at +1.4 m level with a 2% slope. The transect B-B is
instead located in the low-lying area of the old outlet of Bellocchio channel (zone c in Figure 1) and
presents a submerged natural sand bar at a distance of 220 m from the shoreline, at a water depth
of 3 m. The spatial evolution of the significant wave height along these two transects is reported in
Figures 9 and 10 for Sirocco and Bora events, respectively.

Figure 9. Sirocco events. Cross-shore distribution of the significant wave height Hs as calculated by
TOM along the transect A-A (left panels) and transect B-B (right panels).

Figure 10. Bora events. Cross-shore distribution of the significant wave height Hs as calculated by
TOM along the transect A-A (left panels) and transect B-B (right panels).

Wave dissipation occurs as a result of both breaking and bottom friction. TOM model simulates
the evolution of the wave height, frequency, and direction as the waves propagate towards the beach.
In the presence of sand bars, the cross-shore distribution of significant wave height usually has
a typical evolution, influenced by the composite bathymetry. Indeed, wave steadily propagates
towards the breaking point, beyond which it starts to decrease in height up to submerged bar crest.
Then, it remains constant until water depth reaches again the bar crest depth; then, it slowly decreases
up to reach the shoreline.

Simulations of CTR and SCE scenarios produce evident variation in wave breaking position
and height, denoting a shift to higher wave heights closer to the shoreline in case of SCE runs
(especially in case of Sirocco events) and a significant shift of the breaking line position towards
the shoreline.
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The wave radiation stresses give rise to the alongshore velocity profiles, which are responsible
for inter-annual sediment transport, as reported in Figures 11 and 12, showing Sirocco and Bora
(with opposite ordinate axis) events, respectively, where positive values denote currents directed
from South to North. The maximum value of alongshore velocity occurs within the breaking zone of
each simulation.

Figure 11. Sirocco events. Cross-shore distribution of the alongshore velocity as calculated by TEL2D
for ordinary S1 and extreme S25 events and of the water depth along transect A-A (left panels) and
transect B-B (right panels).

Figure 12. Bora events. Cross-shore distribution of the alongshore velocity as calculated by TEL2D
for ordinary B1 and extreme B25 events, and of the water depth along transect A-A (left panels) and
transect B-B (right panels).

In presence of submerged bars, as in the case of the adopted bathymetry, the distribution
of alongshore current usually has two peaks, each corresponding to the peaks of wave
breaking-points [58,59], with the maximum on the bar crest and the minimum much closer to
the shoreline. In the critical part of the surf zone beneath the alongshore-current jet, the intense
wave-current stresses occur, while prior to breaking and in the inner surf zone, the current strength
is smaller.

The combined effects of the expected sea-level rise and the intensity increase of Sirocco events
bring a modest shift in nearshore wave-induced currents, resulting from the respective change in
wave dynamics. This is evident for both the analyzed transects in case of Sirocco events but only for
the low-lying area of Bellocchio channel in case of Bora events.
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4.2. Inundated Areas

Figures 13 and 14 show the comparative effects of changing climate scenarios on the inundated
areas that result from Sirocco and Bora runs, respectively: Black lines indicate the initial shoreline at a
water depth equal to ±0 m MSL, while blue and red lines represent the upper limits of the inundated
area at the end of CTR and SCE simulations.

Figure 13. Sirocco events. Inundated areas for ordinary (left panel) and extreme (right panel) events
and for CTR (blue lines) and SCE (red lines) scenarios. Black lines indicate the initial shoreline.

Figure 14. Bora events. Inundated areas for ordinary (left panel) and extreme (right panel) events and
for CTR (blue lines) and SCE (red lines) scenarios. Black lines indicate the initial shoreline.
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Differences between CTR and SCE scenarios are the most noticeable ones among the presented
results on the scale of the representation; they highlight the utility and effectiveness of the implemented
numerical approach in the simulation of the respective phenomena, and they are used to make a
comparative analysis.

The areas mainly suffering flooding in the scenarios of climate changes are the northern mouth of
Logonovo channel (zone a in Figure 1) and the southern low-lying plain of the older outlet of Bellocchio
channel (zone c in Figure 1), which are expected to be the most vulnerable and exposed to flooding
hazards induced by sea-level rise, and during ordinary events.

Indeed, looking at the numerical results for the three different zones in which the studied site is
divided in Figure 1:

• In the northern area, the channel outlet is subject to a general increment of flooded area extension
in all the simulated scenarios and despite the absence of river discharges, revealing the high
vulnerability of these flood prone areas to climate changes.

• The natural beach of Lido di Spina seems not to be significantly inundated in case of ordinary
events both from Sirocco and Bora, as well as in future scenarios as resulted after SCE runs;
the area, instead, is much more strongly threatened by the predicted future sea-level rise in case
of extreme events (Figures 13 and 14, right panels).

• The older outlet of Bellocchio channel seems not to be particularly affected in terms of inundated
area by climate change scenarios under extreme conditions (TR = 25 years), both for Sirocco and
Bora events (Figures 13 and 14, right panels). While in case of ordinary event generated by Bora
wind (Figure 14, left panel), and already for conditions typical of the CTR scenario, the area
experiences a sea inundation that significantly increases in SCE scenario; sea-level rise is also
responsible of a significant increase in the flooded area extension also in case of ordinary event
generated by Sirocco event (Figure 13, left panel).

4.3. Discussion of the Effects of Expected Climate Changes

Changes in deep-water wave climate drive littoral hydrodynamics and morphological variation,
such as the patterns of nearshore wave propagation and alongshore currents over local
shelf bathymetry.

A quantitative comparison between the different scenarios and events is proposed in Table 3,
in which differences between the simulated CTR and SCE scenarios are reported in terms of
characteristics of wave-current-induced dynamics with the aim of estimating the effects of expected
climate changes at the study site.

Table 3. Computed variation induced by climate changes between SCE and CTR runs of wave breaking
line position ΔxB, maximum alongshore velocity ΔUls, MAX, and percentage of inundated area ΔΩ.

Event ΔxB (m) ΔUls, MAX (%) ΔΩ (-)

Sirocco
TR = 1 year −20 +2 9

Sirocco
TR = 25 years ±0.0 +8 4

Bora
TR = 1 year −200 −8 3.5

Bora
TR = 25 years −70 ±0 3

In particular, the following features are calculated from the numerical results:

• Variation of the wave breaking line position ΔxB (m) calculated as

ΔxB = xB, SCE − xB, CTR (1)
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in which xB,SCE and xB,CTR are the breaking line positions for SCE and CTR runs, respectively.
This data would allow estimating wave energy in the surf zone and impacting the shoreline.

• Changes in the maximum alongshore currents calculated ΔUls, MAX (%) as

ΔUls, MAX = (Uls, MAX SCE − Uls, MAX CTR)/Uls, MAX CTR × 100 (2)

in which Uls, MAX SCE and Uls, MAX CTR are the maximum alongshore velocity computed in SCE
and CTR runs, respectively. This value could give evidence of the estimated variation induced by
climate changes in morphological patterns driving the inter-annual area evolution.

• The computed percentage of inundated area variation ΔΩ (-) is calculated as

ΔΩ =(ΩSCE − ΩCTR)/ΩCTR (3)

in which ΩSCE and ΩCTR are the estimated inundated areas for SCE and CTR runs, respectively;
this information could help in evaluating the flooding hazard increment connected to
climate changes.

According to computed results reported in Table 3, modifications of the wave dynamics,
currents patterns, and inland water propagation induced by climate changes are expected to be mainly
significant for extreme conditions, and especially for Sirocco events, with increases in the maximum
alongshore currents and in the flooded area dimensions. Decreases or negligible variations are instead
estimated for Bora events in terms of alongshore currents, again revealing how long-term effects of a
changing climate along the North Adriatic shoreline may be stronger related to Sirocco events.

Expected effects of increments in wave height and in sea level in case of Sirocco events during SCE
runs (as reported in Table 2) may induce no evident variations in the breaking line position, while wave
energy impacting the shoreline and inland area may be strongly affected by wave energy flux, which is
related to wave height and storm duration. An onshore shift of the breaking line in case of Bora events
is instead connected to a balance between wave height decrement and sea-level rise during SCE runs
(as reported in Table 2).

An overall increase of the flooded area extension ranging from 3 to 9 times the CTR values is
observed in the results of all the simulated scenarios, showing that the greatest threat from future
climate changes, especially during ordinary sea storms generated by Sirocco winds, would be the
relative rise of sea level, while slight modifications of the littoral currents would drive morphological
dynamics in the shoreline stability and evolution.

5. Conclusions

Wave-current dynamics represent a feature of paramount importance in the northern
Adriatic basin, both for triggering local circulation [13,60] influencing connections in terms of amount
of dense water produced [59] and driving sediment re-suspension and mobilization [14,61,62].
Modifications induced by climate changes in wave-current dynamics need to be carefully evaluated,
since they can be regarded as among the main threats to coastal protection and stability, with important
implications for the assessment of littoral management plans and for mitigation efforts [4,63].

In the present study, coupled wave-2D hydrodynamics simulations carried out by means of the
open-source TELEMAC suite were implemented in the coastal area of the River Reno mouth, along the
eastern coast of Northern Italy. A multiple-nesting approach was developed by adopting COSMO-CML
and SWAN results for the Adriatic Sea in order to run past (1971–2000), and future climate
change (2071–2100) scenarios were developed at high-resolution coupled wave-2D-hydrodynamics
TELEMAC model.

Presented results showed modifications in the area dynamics as a response to expected climate
change scenarios and previously integrated carried out studies, limited to sea level dynamics. A slight
local growth in the wave energy intensity for Sirocco events, however, inducing an increase in
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alongshore currents and inundated areas, is observed. On the other hand, during Bora events,
negligible changes in wave-induced coastal dynamics are forecasted, while flooded area dimensions
again increased under the simulated sea-level rise effects.

The presented numerical results showed that flooding hazards and changes in littoral
hydrodynamics at the selected site are nowadays already significant, especially during Sirocco extreme
events [24], and are expected to further increase in the future. It is also found that, according to the basin
sea level projections elaborated by IPCC [8,17], the highest contribution to the coastal vulnerability of
the studied beach is due to the relative rise of sea level, especially when this is combined with extreme
sea storms.

Overall, the described methodology is deemed to be of general interest for ocean and coastal
modelers involved in the development of procedures for offline multiple-nested high-resolution
simulations from global circulation models, the adaptation of coastal models to platforms of operational
oceanography, and the implementation of the above in coastal planning and design actions at the light
of climate change scenarios.

Future studies of the selected site will focus on the implementation of a validated morphological
model to perform erosional risk analysis and the running of long-term scenarios in order to estimate
the shoreline evolution and seasonal variability of coastal dynamics in the area.
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Academic Publishers: Dordrecht, The Netherlands, 2001; pp. 143–165.

21. Lionello, P.; Cavaleri, L.; Nissen, K.M.; Pino, C.; Raicich, F.; Ulbrich, U. Severe marine storms in the Northern
Adriatic: Characteristics and trends. Phys. Chem. Earth Parts A/B/C 2012, 40–41, 93–105. [CrossRef]

22. Aguzzi, M.; Bonsignore, F.; De Nigris, N.; Morelli, M.; Paccagnella, T.; Romagnoli, C.; Unguendoli, S. Stato
Del Litorale Emiliano—Romagnolo Al 2012. Erosione e Interventi di Difesa, Quaderni di ARPAE—Regione Emilia
Romagna; Arpae Emilia-Romagna: Bologna, Italy, 2012; ISBN 978-88-87854-41-1. (In Italian)

23. Martinelli, L.; Zanuttigh, B.; Corbau, C. Assessment of coastal flooding hazard along the Emilia Romagna
Littoral, IT. Coast. Eng. 2010, 57, 1042–1158. [CrossRef]

24. Archetti, R.; Gaeta, M.G. Design of multipurpose coastal protection measures at the Reno river mouth (Italy).
In Proceedings of the 28th International Ocean and Polar Engineering Conference, Sapporo, Japan, 10–15
June 2018; pp. 1343–1348.

25. Google Earth (Image ©2017 TerraMetrics, Data SIO, NOAA, U.S. Navy, NGA, GEBCO, 2017).
Available online: https://www.google.com/earth/ (accessed on 5 April 2018).

423



Water 2018, 10, 1380

26. Rockel, B.; Will, A.; Hense, A. The regional Climate Model COSMO-CLM (CCLM). Meteorol. Z. 2008, 17,
347–348. [CrossRef]

27. Steppeler, J.; Doms, G.; Schattler, U.; Bitzer, H.W.; Gassmann, A.; Damrath, U.; Gregoric, G. Meso-gamma
scale forecasts using the nonhydrostatic model LM. Meteorol. Atmos. Phys. 2003, 82, 75–96. [CrossRef]

28. Bucchignani, E.; Montesarchio, M.; Zollo, A.L.; Mercogliano, P. High-resolution climate simulations with
COSMO-CLM over Italy: Performance evaluation and climate projections for the 21st century. Int. J. Climatol.
2016, 36, 735–756. [CrossRef]

29. Moss, R.; Edmons, J.; Hibbard, K.; Manning, M.; Rose, S.; van Vuuren, D.P.; Carter, T.; Emori, S.; Kainuma, M.;
Kram, T.; et al. The next generation of scenarios for climate change research and assessment. Nature 2010,
463, 747–756. [CrossRef] [PubMed]

30. Church, J.A.; Clark, P.U.; Cazenave, A.; Gregory, J.M.; Jevrejeva, S.; Levermann, A.; Merrifield, M.A.;
Milne, G.A.; Nerem, R.S.; Nunn, P.D.; et al. Sea level change. In Climate Change 2013: The Physical Science
Basis. Contribution of Working Group I to the Fifth Assessment Report of the Intergovernmental Panel on Climate
Change; Cambridge University Press: Cambridge, UK; New York, NY, USA, 2013.

31. Dee, D.; Uppala, S.; Simmons, A.; Berrisford, P.; Poli, P.; Kobayashi, S.; Andrae, U.; Balmaseda, M.;
Balsamo, G.; Bauer, P.; et al. The era-interim reanalysis: Configuration and performance of the data
assimilation system. Q. J. R. Meteorol. Soc. 2011, 137, 553–597. [CrossRef]

32. Scoccimarro, E.; Gualdi, S.; Bellucci, A.; Sanna, A.; Fogli, P.; Manzini, E.; Vichi, M.; Oddo, P.; Navarra, A.
Effects of tropical cyclones on ocean heat transport in a high resolution coupled general circulation model.
J. Clim. 2011, 24, 4368–4384. [CrossRef]

33. Bellafiore, D.; Bucchignani, E.; Gualdi, S.; Carniel, S.; Djurdjevic, V.; Umgiesser, G. Assessment of
meteorological climate models as inputs for coastal studies. Ocean Dyn. 2012, 62, 555–568. [CrossRef]

34. Bonaldo, D.; Bucchignani, E.M.; Ricchi, A.; Carniel, S. Wind storminess in the Adriatic Sea in a climate
change scenario. Acta Adriat. 2017, 58, 195–208.

35. Booij, N.; Ris, R.C.; Holthuijsen, L.H. A third-generation wave model for coastal regions: 1. Model description
and validation. J. Geophys. Res. 1999, 104, 7649–7666. [CrossRef]

36. Benetazzo, A.; Fedele, F.; Carniel, S.; Ricchi, A.; Bucchignani, E.; Sclavo, M. Wave climate of the Adriatic Sea:
A future scenario simulation. Nat. Hazards Earth Syst. Sci. 2012, 12, 2065–2076. [CrossRef]

37. Benetazzo, A.; Bergamasco, A.; Bonaldo, D.; Falcieri, F.M.; Sclavo, M.; Langone, L.; Carniel, S. Response
of the Adriatic Sea to an intense cold air outbreak: Dense water dynamics and wave-induced transport.
Prog. Oceanogr. 2014, 128, 115–138. [CrossRef]

38. Benoit, M.; Marcos, F.; Becq, F. Development of a third generation shallow-water wave model with
unstructured spatial meshing. In Proceedings of the 25th International Conference on Coastal Engineering,
Orlando, FL, USA, 2–6 September 1996.

39. Hervouet, J.M. Hydrodynamics of Free Surface Flows: Modelling with the Finite Element Method; John Wiley &
Sons, Ltd.: London, UK, 2007; p. 360.

40. Masina, M.; Lamberti, A.; Archetti, R. Coastal flooding: A copula based approach for estimating the joint
probability of water levels and waves. Coast. Eng. 2015, 97, 37–52. [CrossRef]

41. Boccotti, P. Wave Mechanics for Ocean Engineering; Elsevier: New York, NY, USA, 2000.
42. Husler, J.; Reiss, R.-D. Maxima of normal random vectors: Between independence and complete dependence.

Stat. Probab. Lett. 1989, 7, 283–286. [CrossRef]
43. Conte, D.; Lionello, P. Characteristics of large positive and negative surges in the Mediterranean Sea and

their attenuation in future climate scenarios. Glob. Planet. Chang. 2013, 111, 159–173. [CrossRef]
44. Vousdoukas, M.I.; Voukouvalas, E.; Annunziato, A.; Giardino, A.; Feyen, L. Projections of extreme storm

surge levels along Europe. Clim. Dyn. 2016, 47, 3171–3190. [CrossRef]
45. Rahmstorf, S. A semi-empirical approach to projecting future sea-level rise. Science 2007, 315, 368–370.

[CrossRef] [PubMed]
46. Cavaleri, L.; Abdalla, S.; Benetazzo, A.; Bertotti, L.; Bidlot, J.-R.; Breivik, Ø.; Carniel, S.; Jensen, R.E.;

Portilla-Yandun, J.; Rogers, W.E.; et al. Wave modelling in coastal and inner seas. Prog. Oceanogr. 2018.
[CrossRef]

47. TELEMAC. The Mathematically Superior Suite of Solvers 2017. Available online: http://www.opentelemac.
com (accessed on 10 April 2018).

424



Water 2018, 10, 1380

48. Kuang, C.P.; Stansby, P. Modelling directional random wave propagation inshore. Proc. Inst. Civ. Eng.
Marit. Eng. 2004, 157, 123–131. [CrossRef]

49. Hervouet, J.-M.; Razafindrakoto, E.; Villaret, C. Dealing with dry zones in free surface flows: A new class
of advection schemes. In Proceedings of the 34th IAHR World Congress, Brisbane, Australia, 26 June–1
July 2011.

50. Villaret, C.; Hervouet, J.-M.; Kopmann, R.; Merkel, U.; Davies, A. Morphodynamic modeling using the
Telemac finite-element system. Comput. Geosci. 2013, 53, 105–113. [CrossRef]

51. Longuet-Higgins, M.S.; Stewart, R.W. Radiation stresses in water waves; a physical discussion,
with applications. Deep Sea Res. Oceanogr. Abstr. 1964, 11, 529–562. [CrossRef]

52. CHC—Canadian Hydraulics Centre, National Research Council. Blue Kenue. Reference Manual; Canadian
Hydraulics Centre, National Research Council: Ottawa, ON, Canada, 2010.

53. Samaras, A.G.; Gaeta, M.G.; Miquel, A.M.; Archetti, R. High-resolution wave and hydrodynamics modelling
in coastal areas: Operational applications for coastal planning, decision support and assessment. Nat. Hazards
Earth Syst. Sci. 2016, 16, 1499–1518. [CrossRef]

54. Gaeta, M.G.; Samaras, A.G.; Federico, I.; Archetti, R.; Maicu, F.; Lorenzetti, G. A coupled wave-3D
hydro-dynamics model of the Taranto Sea (Italy): A multiple-nesting approach. Nat. Hazards Earth Syst. Sci.
2016, 16, 2071–2083. [CrossRef]

55. Battjes, J.A.; Janssen, J.P.F.M. Energy loss and set-up due to breaking of random waves. In Proceedings of the
16th International Conference on Coastal Engineering, Hamburg, Germany, 27 August–3 September 1978;
pp. 569–587.

56. Hasselmann, K.; Barnett, T.P.; Bouws, E.; Carlson, H.; Cartwright, D.E.; Enke, K.; Ewing, J.A.; Gienapp, H.;
Hasselmann, D.E.; Kruseman, P.; et al. Measurements of wind-wave growth and swell decay during the
Joint North Sea Wave Project (JONSWAP). Ergänz. Dtsch. Hydrogr. Z. Reihe 1973, A 8, 95.

57. Eldeberky, Y.; Battjes, J.A. Parameterisation of triads interactions in wave energy models. In Proceedings of
the Coastal Dynamics Conference ’95, Gdansk, Poland, 4–8 September 1995; pp. 140–148.

58. Ruessink, B.; Miles, J.; Feddersen, F.; Guza, R.; Elgar, S. Modeling the alongshore current on barred beaches.
J. Geophys. Res. 2001, 106, 22451–22463. [CrossRef]

59. Feddersen, F.; Guza, R. Observation of nearshore circulation: Alongshore uniformity. J. Geophys. Res. 2003,
108, 6-1–6-10. [CrossRef]

60. Sclavo, M.; Benetazzo, A.; Carniel, S.; Bergamasco, A.; Falcieri, F.M.; Bonaldo, D. Wave-current interaction
effect on sediment dispersal in a shallow semi-enclosed basin. J. Coast. Res. 2013, 65, 1587–1592. [CrossRef]

61. Carniel, S.; Bonaldo, D.; Benetazzo, A.; Bergamasco, A.; Boldrin, A.; Falcieri, F.M.; Sclavo, M.; Trincardi, F.;
Langone, L. Off-shelf fluxes across the southern Adriatic margin: Factors controlling dense-water-driven
transport phenomena. Mar. Geol. 2016, 375, 44–63. [CrossRef]

62. Archetti, R. Quantifying the evolution of a beach protected by low crested structures using video monitoring.
J. Coast. Res. 2009, 25, 884–899. [CrossRef]

63. Bonaldo, D.; Benetazzo, A.; Sclavo, M.; Carniel, S. Modelling wave-driven sediment transport in a changing
climate: A case study for northern Adriatic Sea (Italy). Reg. Environ. Chang. 2015, 15, 45–55. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

425





water

Article

Vulnerability Analysis of the Venetian Littoral
and Adopted Mitigation Strategy

Piero Ruol *, Luca Martinelli and Chiara Favaretto

ICEA Department, Padua University, v. Ognissanti 39, 35129 Padova, Italy; luca.martinelli@unipd.it (L.M.);
chiara.favaretto@dicea.unipd.it (C.F.)
* Correspondence: piero.ruol@unipd.it; Tel.: +39-049-827-7905

Received: 30 May 2018; Accepted: 24 July 2018; Published: 26 July 2018

Abstract: This paper discusses the key aspects of the recent Coastal Plan of the Veneto Region (IT).
Its aim is to propose a single mitigation strategy for coastal erosion that is valid for the whole
Veneto Region, and possibly elsewhere, as well as a method to assign a priority level to any action.
The suggested mitigation action against erosion depends on urbanization level, beach width, as
well as cross-shore and long-shore sediment transport. The criterion used to give a priority level to
mitigation actions is based on a vulnerability index that takes into account erosive tendency, existing
coastal flooding hazards, coast value, environmental relevance, tourist pressure, urbanization level,
the presence of production activities, and cultural heritage. A sample case featuring the littoral of
Rosolina is also provided and includes a site description, the sediment budget, critical issues and
possible mitigation measures.

Keywords: coastal plan; erosion, coastal flooding; sediment budget; mitigation strategies guidelines;
littoral cell

1. Introduction

In the recent past, in Italy, when coastal managers at the Regional Authorities were faced with
coastal erosion problems, they were frequently guided by an empirical approach based on simple
transport equations, or even solely by their intuition. More recently, however, the perspective has
changed somewhat and it has become evident that the complexity of coastal systems needs to be studied
through a homogenous and multidisciplinary approach with reference to large spatial and temporal
scales that take into account a wide range of phenomena and topics. Coastal zones must be analysed
from several points of view (e.g., geophysical, biological, socioeconomic, political, cultural, historical)
and with different approaches (e.g., research, planning, operational purposes). Successful management
requires a thorough understanding of the physical processes impacting the coast to create a strategic
vision of the future, establishing a framework to guide future actions [1–3]. In light of this, local
authorities are expected to produce a medium-term coastal plan that can effectively reduce and
manage the risks that natural processes (e.g., storms, floods and erosion) pose to human health,
the environment, cultural heritage, and businesses. They are also required to produce a flooding
vulnerability map that includes coastal inundation in compliance with EU Directive (2007/60/EC).
As a result, many of the available studies (e.g., Hinkel et al. [4], Weisse et al. [5], Toimil et al. [6]) that
include the most recent IPCC Assessment [7] show that European coasts are exposed to erosion, rising
sea-levels and climate change and discuss how to manage this threat at large scale.

Guidance for shoreline management has been provided by several recent research projects.
The following studies comprise a demonstration site on the North-Eastern coast of Italy, and were
carried out in collaboration with local stakeholders: RITMARE Flagship Project (Antonioli et al. [8],
Bezzi et al. [9]), CAMP Italy Project, COASTANCE (Montanari and Marasmi [10]), DELOS,
(Zanuttigh et al., [11]) COASTGAP-MED, MEDSANDCOAST-ENPI, COASTAL Mapping-DG
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MARE, EUROSION [12], THESEUS (Zanuttigh [13]), MICORE (Ciavola et al. [14]) or RISC-KIT
(Armaroli et al. [15]). Specific open-source tools and approaches have been developed to
support decision-making processes (Zanuttigh et al. [16], Torresan et al. [17]; Vafeidis et al. [18],
van Dongeren et al. [19]; Stelljes at al. [20]).

In order to implement the monitoring and coastal plans, that can be adopted by the local
authorities, and/or in order to draw the vulnerability maps required by the Flood Directive,
the valuable results obtained by tools such as the THESEUS DSS require an engineering synthesis,
e.g., studies like those described in Preti et al. [21], Petrillo et al. [22], Ruol et al. [23]. Such studies
provide simple guidelines for the design of erosion and coastal flooding mitigation measures that
follow coherent and rational criteria.

This paper hence aims to propose erosion mitigation criteria that are valid for the whole
Veneto Region, and possibly for adjoining coasts. It also aims to provide practical guidelines on
how to interpret coastal monitoring analysis, select when, where and what mitigation measures should
be adopted, and suggest a methodology for assigning a priority level to any action.

The analysis here presented originates from the practical need to investigate the Venetian littoral
and to establish a coastal plan based on a balanced combination of scientific rigorous approach and
expert, discussion-based, assumptions. The Northern Adriatic coast is subject to rapidly evolving
pressures from a range of drivers, including natural and anthropogenic ones (e.g., rapid morphological
evolution of Po River Delta [24], human-induced subsidence caused by fluid withdrawal [25], changing
wave climate [26]), all of which require an integrated approach. The study also outlines a detailed
monitoring plan and shows that the mitigation measures adopted depend on the monitoring results.

In addition to this introduction, this paper includes two main sections and a concluding
paragraph. First, the analysis methods are described, which include a set of available mitigation
options (whose effectiveness is based on the behaviour of previous works on the Venetian littoral) and
the rational criteria for their selection. The method is applied to the whole Venetian littoral, together
with an example of the mitigation measures adopted on a short stretch of coast. Lastly, conclusions
are drawn.

2. Methodology

The geography of the Venetian littoral is presented in Section 3.1. The Coastal Plan of the
Veneto Region (IT) is divided into a descriptive phase and a design phase.

The descriptive phase involves collecting all of the available coastal data, possibly integrated or
obtained with numerical tools. These data may then be used to extend knowledge and reduce
uncertainties. The coastal plan includes a sediment budget assessment that provides essential
information for the subsequent steps.

The design phase carries out a critical interpretation of the sediment budget results, selects the
most appropriate mitigation option based on a univocal criterion and prioritizes mitigation actions.
All major issues along the littoral zone were discussed with a wide stakeholder group.

The core of the method (common to both the descriptive and design phase) involves subdividing
the regional coast into littoral cells and organising all of the information and results into a single
geographical information system (Coastal GIS). The concept of “sediment cells” [12,27] allows for
a better understanding of sediment transport patterns. These cells are stretches of coast with similar
characteristics bordered by morphological features, such as river mouths, inlets and port dams,
meaning that, in the absence of major obstacles to long-shore currents, sediment is relatively free to
move inside the morphological feature.

In addition, each cell is divided in half to form two semi-cells (S-C). Dividing these cells into
two half (not necessarily equal in length) has practical advantages for the sediment budget balance,
as the boundary conditions between them are morphologically continuous. Therefore, the long-shore
sediment transport is continuous here and easy-to-compute by using wave climate and local beach
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orientation, and a new set of independent equations is added, allowing a more reliable assessment of
the entire budget.

The Coastal GIS is a large database that is easy to access and update, and could be shared
with all the stakeholders and local managers. The use of GIS for coastal management has expanded
rapidly during the past decade (Bartlett and Smith [28], Wright and Bartlett [29]), and is suited to the
Williams [30] approach, based on “getting”, “reordering” and “refining” the information. The collected
information is suitable to be integrated within a CoastalME type framework [31].

Figure 1 shows the general structure of the proposed methodology, whereby the information
gathered from both the descriptive and design phases is stored in the Coastal GIS.

 

Figure 1. Breakdown of coastal plan activities. The Coastal GIS includes both data (measured or
computed) gathered in the descriptive phase and the results following the design phase.

2.1. Descriptive Phase

2.1.1. Data Collection and Harmonisation

Data and available measurements are collected, harmonised and stored in the Coastal GIS. Data
for sediment budget analysis consist of all the variables that characterise local coastal morphology
(i.e., shorelines, bathymetries, DTMs, grain size distribution, dune characterisation, subsidence, etc.),
the forcing (i.e., wave, wind, tide, surge, currents, etc.) together with existing defence measures,
and the sources and sinks of sediments (i.e., fluvial sediment transport, littoral sediment transport,
a detailed history of past nourishments and dredgings).

Other information is required to define the constraints (e.g., areas with special legal protection
or regulation, urban planning), and the value of the area in general (i.e., environmental relevance,
urban and tourist pressure, local economy, cultural heritage, etc.). Additional data may be relevant to
conducting flood-risk and vulnerability assessment (e.g., inland mapping, land use, emergency plans).

2.1.2. Data Integration by Numerical Modelling

Numerical models are frequently used in coastal planning, since they are useful for integrating any
available information, especially on forcing, coastal flooding and sediment transport, e.g., [13,21–23,27,31].

Models such as ECMWF, AdCirc, Wavewatch III help provide a detailed description of the wind,
currents and wave climate [32], both in terms of extremes and average values. In some cases, it is
useful to statistically analyse the forcing provided by extensive databases (e.g., NOAA’s Historical
Hurricane Tracks [33]).
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Evaluation of the coastal flooding risk is a specific task that may be integrated using raster images
included in the Coastal GIS as described in [34]. The flooding probability derived by the model is
stored in form of vulnerability maps [35].

After the data collection phase, other numerical models (e.g., Mike21, X-Beach, LitPack, Gencade)
are used to achieve a complete and homogeneous description of the sediment transport discharge for
each of the sediment cells identified, taking into account the grain size distribution. The simulations
evaluate the river sediment supply and long-shore and cross-shore sediment transport at regional level
during the predefined time interval selected for the sediment balance. These data are essential for the
assessment of the sediment budget and hence for the design phase.

2.1.3. Assessment of Sediment Budget

The sediment budget is essentially a mass balance equation applied to a specified time interval.
It is convenient to subdivide the coastline into a number of small stretches and apply the balance to
each stretch i:

εi = ∂Vi − QiΔt = 0, (1)

where ∂Vi is the volume of accretion or erosion estimated by a comparison of the bathymetries surveyed
at the beginning and at the end of the time range Δt, and Qi is the net sediment discharge shown in
Figure 2 and given by:

Qi = −QLS(North)i + QLS(South)i + QFi − QCRi + QNi − QDi, (2)

where QLS is the long-shore sediment transport (North identifies the discharge at the northern boundary
and South at the southern boundary in an ideal beach aligned in the North-South direction); QF is
the additional river sediment supply; QCR is the cross-shore sediment transport; and QN and QD are
the volumes added or subtracted due to nourishment or dredging respectively. Subsidence and sea
level rise do not affect the sediment balance directly but they have the same effect as generalized
erosion as they alter the marine accommodation space. In order to preserve the equilibrium profile,
the accommodation space must be balanced by beach nourishment.

i

North
South South

i-1

Figure 2. Sediment balance diagram. Littoral cells are limited by morphological features
(continuous line). The inclusion of river sediment transport in the balance equations would be
straightforward if the cell control volume extended to the dash-dot box.

The balance in Equation (1) forms a system of 2n − 1 equations, where each stretch i corresponds
to a semi-cell (S-C). As anticipated at the beginning of Section 2, boundary conditions between the
two halves of the same littoral cell are morphologically continuous, whereas the littoral cell boundaries
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are placed in correspondence with morphological elements, e.g., river mouths, that can complicate the
assessment of the long-shore sediment transport.

River mouths need to be considered with special attention. The inclusion of river sediment
transport in the balance equations would be straightforward if the control volume extended to the
two S-Cs adjacent to the mouth (i.e., the dash-dot box in Figure 2) since river supply is equivalent to
nourishment. However, Equation (1) is applied to each S-C. In the adopted scheme, river sediment
transport is divided and allocated to both the adjacent S-Cs, and the fine fraction losses are treated as
additional off-shore sediment transport. The approach is similar to the one described by Samaras and
Koutitas [36,37]. To provide a single procedure for all of the cell boundaries, the long-shore transport
QLS is calculated even where the boundary is a groin, a port, a river mouth, etc. However, in presence
of the latter, further calculations are required to establish QF. QF is given by the total river supply
(QRIVER in Figure 2) minus the fine fraction QCR that will be transferred seaward, minus the previously
calculated value of QLS. Obviously, in the trivial case of a stable river mouth, the river supply is equal
to the long-shore sediment transport, and the resulting value QF is zero. It is also immediately clear
that an insufficient river supply results in a negative value of QF.

The system in Equation (1) is coupled since long-shore sediment transport represents a mixed term,
e.g., the QLS(South) of the Northern S-C is equal to the QLS(North) of the Southern one (dotted arrow in the
middle of the cell i showed in Figure 2). It is solved using a compensation of error technique based on
a matrix of uncertainties given a priori. Error compensation by least squares adjustment is obtained by
solving an overdetermined system of equations based on the principle of least squares of observation
residuals. It is used extensively in the disciplines of surveying, geodesy, and photogrammetry [38].
Guidelines on the evaluation of the a priori uncertainties of each term can be found, for instance,
in [39]. Support of the stakeholders is essential for this phase.

2.2. Design Phase

2.2.1. Mitigation Options and Selection Criteria

Initially, based on the descriptive phase, the specific causes inducing erosion should be found,
e.g., reduction of river sediment transport, increased subsidence rate, etc. Appropriate action should
then be geared towards reducing these causes, e.g., providing sediment bypass in the presence
of river dams and limiting extractions from the soil, etc. Similarly, reintegration of damaged
structures/environmental areas shall be considered, with dune restoration being a typical measure
that provides a reserve of sand in the event of storms as well as a safety against coastal flooding.

Engineering solutions for mitigation of flood and erosion risks described in [39] include both
active methods, based on the reduction of the incident wave energy, such as the use of wave energy
converters, floating breakwaters and artificial reefs, and passive methods, consisting of increase in
overtopping resistance of dikes, improvement of resilience of breakwaters against failures, and the use
of beach nourishment (possibly with innovative layout [40]) as well as tailored dredging operations.
Suggestions on design optimization, optimal placement, and efficiency from an ecological perspective
are outlined in [41].

Non-structural mitigation options are discussed in [42] where it is pointed out that they should be
considered as part of a potential portfolio in which their combination transcends their sum, rather than
standalone measures. Also, mobilization of stakeholders in the implementation process is an important
issue to achieve effective results.

This sub-section puts forward the more common options and discuss their suitability for the coast
of the Veneto region, which is mainly low and sandy.

Low sandy beaches can be subdivided into two categories: (1) “urbanized coasts”, which are
intensely developed and have a high economic value, for which the main goal is to defend urban
and tourist activities, possibly preserving a large beach; (2) “non-urbanized coasts”, natural littoral,
for which the aim is to preserve the environmental value.
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The proposed mitigation options follow this classification.
1. Urbanized low sandy coasts: The criterion is based on two main physical characteristics:

the net long-shore sediment transport (net LST) and the gross long-shore sediment transport (gross LST).
The rate of cross-shore sediment transport (CST) is also taken into account when LST values are low.
Figure 3 shows a scheme of the guidelines for this type of coast. In all the cases, nourishment is
the main strategy adopted (e.g., [43,44]), possibly together with structures (e.g., submerged barrier,
low-crested structure, groins) or/and other measures (e.g., down-drift maintenance, up-drift bypass).

 
net

gr
os

s

Figure 3. Guidelines for erosion mitigation strategies (div(LST) = divergence of long-shore sediment
transport, CST = cross-shore sediment transport) for urbanized low sandy coasts.

In particular, for very low LST (i.e., both net and gross), obstacles to LST are considered fairly
ineffective at intercepting sediments. When the CST is also negligible (case “c” in Figure 3), causes of
erosion are independent of coastal dynamics, and plain nourishment is the most suitable action [45].
However, when CST is appreciable (case “b” in Figure 3), the building of a submerged barrier is
suggested. This structure is placed at the breaking line, deeply submerged. The expected piling up [46]
and wave transmission [47] are small. It is considered effective in stabilising the cross-section profile,
since breaking always occurs at the same point, and therefore the bar is stabilised, minimising the
offshore CST associated with offshore bar migration [48]. For very large CST (case “a” in Figure 3),
a more effective solution is required. The candidate is the low crested structure (LCS) scheme with
small gaps [11], which essentially confines the sediment in the protected area, i.e., the area bordered
by the shoreline, the lateral low crested groins and the offshore barrier. Note that a large piling up is
expected to occur in this type of protected area, forming an obstacle to coastal dynamics and possibly
resulting in some down-drift maintenance being needed [49]. The same solution is appropriate even
when the gross LST is large but the net LST is small.

For large values of net and gross LST, the best solution is probably a battery of groins, as it tends to
stabilise the shoreline in a saw-tooth shape and reduces LST, with benefits for the protected area [50].
However, the downdrift area (at the end of the battery of groins) must be properly maintained,
and a bypass system may help reduce the sediment resource needed. In the event of extreme net LST
(which only occurs with extreme gross LST), permeable groins may be considered. By reducing, but not
blocking, the littoral current, the velocity differential between the velocity seaward and in the pile-groin
fields is smaller than with impervious groins [51]. The primary objective of the design is to reduce
the littoral current velocity to an extent that rip currents and large-scale circulations in the groin field
are minimised.
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When net LST is appreciable but gross LST extreme, groins are evidently not very effective [52]
and do not compensate the minor CST caused by the increased wave reflection as it interacts with the
structure. Plain nourishment is, therefore, the solution suggested.

In areas where the shoreline is expected to move significantly, such as in proximity of a river
mouth, for which exceptional riverine sediment transport may occur, fixed structures should not be
built (they may become unsuited to the modified shoreline).

2. Non-urbanized low sandy coasts: The criterion for natural beaches (Figure 4) is based on
two physical characteristics, i.e., net LST and beach width. According to Van der Nat et al. [53],
who classify the degree to which coastal designs are nature-based using criteria for ecosystem-based
management, the “building with nature” approach is particularly suited to this category. Three soft
stabilization measures are taken into account: two measures envisage supplying sand to the beach in the
form of distributed or concentrated nourishment, and one contemplates increasing sand-dune volume.

When the beach is wide and net LST large, i.e., sediment transport direction is well-defined,
concentrated nourishment updrift is the least impacting solution for reducing erosion in this location,
as it limits the impact of the works on a single spot and relies on littoral dynamics to redistribute
sand downdrift (an extreme example is the “Sand Engine” project in the Netherlands [54]). For small
net LST, the ability to redistribute nourishment is limited, so nourishment should cover the whole of
the eroding coastline. Wherever the beach is narrow (i.e., may be completely eroded within a short time
period), and a drastic modification of the natural environment is not viable, sand may be accumulated
creating new dune systems, thus reinforcing the existing beach [55,56].
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t 

Figure 4. Guidelines for erosion mitigation strategies (div (LST) = divergence of long-shore sediment
transport) for non-urbanized low sandy coasts.

All of the aforementioned mitigation options require some degree of nourishment, making
resource availability a critical issue. It is, therefore, necessary that the plan includes the location of
any sediment resource along the coast, offshore and/or inland. In most cases, the sediment balance is
very helpful for finding the position and size of any coastal stocks [44]. Clearly, this sediment stock
makes for excellent nourishment since it belongs to the same environment and is the most economical
to derive. Some care must be taken when planning the annual volumes to be dredged from these areas,
and a permanent monitoring plan is necessary.

The aforementioned measures mitigate the risk of erosion. In the event of flood risk, however,
strategies must be integrated with other measures [57]. Dune restoration may be considered the first
candidate in order to defend the inland from marine inundation [16]. Seawalls, that induce a local
erosion due to reflection, are cost-effective solutions to limit the overtopping, especially when the
parapet is appropriately shaped [58,59]. LCS and other detached parallel structure, by reducing the
wave energy incident directly to the coast, may have a significant impact in the reduction of run-up.
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Similarly, large nourishments have a very beneficial effect, both favouring energy dissipation, due to
a reduced water depth, and reducing run-up, due to milder foreshore slope.

In addition to these measures, other anti-erosion and anti-flooding actions are available for both
urbanized and natural coasts: managed realignment; urban planning; stabilization of river mouth
(embankments to confine river discharge, plus bypass or sediment stock for updrift nourishment);
lagoon dredging for environmental purposes; revetments (only where the unprotected area has no
environmental and tourist interests); beach dewatering systems [60,61]; artificial reefs for habitat
restoration; wave energy converter farms acting as coastal defence [62,63], seasonal interventions
(e.g., sand accumulation, sand bags). It is also recommended that innovative solutions be lab-tested to
ensure that they are effective in cost/benefit terms before they can be safely used on-site [16].

2.2.2. Maintenance and Monitoring Plan

The Coastal GIS should be constantly updated and all new events recorded in the database.
Updates must, therefore, include results of both periodic and occasional monitoring, all the activities
authorized by Regional Authorities, and an ex-post description of any coastal works carried out. It is
especially important that the GIS is updated with:

1. Co-ordinates and details of the methodology used to integrate information on waves, fluvial
sediment transport, bathymetric profiles, etc. The plan must have a regional scale and be planned
over a broad period, possibly using a common approach; it must also focus closely on the
expected results.

2. Results of monitoring. Each mitigation option is typically associated with a monitoring plan
designed to check maintenance effectiveness and verify whether the option selected has achieved
the objectives. It is highly advisable to plan an annual topo-bathymetric survey for the
nourishment and additional (less frequent but specific) surveys for dunes, barriers and groins etc.
These surveys should then be analysed and compared with maintenance plan predictions so that
remedial action can be taken.

3. Activities authorized by Coastal Authorities, such as dredging and nourishment, are to be
recorded so that it is clear on which cell they were carried out, i.e., by subdividing the total
dredged and nourished volumes according to the semi-cells shown in the plan. This is of great
help for overall coastal management since it reduces uncertainty about total volumes.

4. Any non-coastal-defence-related activities that may still contribute to the general
knowledge framework.

2.2.3. Index of Priority

In addition to establishing anti-erosion and coastal flooding measures, work must be prioritized
on the basis of resources and needs, and a chronological list of operations must be drawn up. The index
of priority for each cell is defined as:

IP = ∑i VMi × ∑i VSEi , (3)

where the morphological vulnerability index (VM) is the sum of the erosive tendency index and the
risk of coastal flooding index; the socioeconomic vulnerability index (VSE) is the sum of six indexes
specifying the coast value (Table 1). The scale used for every index goes from 1 to 4 (min IP = 12,
max IP = 192). The minimum and maximum value of each index are based on the lowest and highest
qualitative functional response among all the analysed cells with respect to the specific aspect.
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Table 1. Description of terms VM and VSE in Equation (3).

Morphological Vulnerability (VM) Socioeconomic Vulnerability (VSE)

Erosive Trend
Coastal Flooding Risk

Value of coastal defence action (frequency and financial investments)
Environmental relevance (presence of natural areas, Natura2000 sites, etc.)
Tourist pressure (number of tourist/year, bathing facilities, tourist facilities, etc.)
Urbanization (presence of cities, type of inland, etc.)
Production activities (fishing, mussel/clam farming, etc.)
Cultural heritage (monuments, archaeological sites, etc.)

Note that the index of priority is equivalent to the “risk” defined by Benassai [64] as the product
between morphological vulnerability and socioeconomic vulnerability.

3. The Venetian Littoral

3.1. Description of the Area and Assessment of Sediment Budget

The Coastal Plan of the Veneto Region (IT) [23] (carried out according to the methods described
in the previous Section) investigates the Venetian coastline (Figure 5), which is 160 km long and faces
the Northern Adriatic Sea. The coastline’s borders are the mouth of the River Tagliamento to the
North and the mouth of the River Po di Goro to the South. It is subdivided into two provinces and ten
coastal municipalities.

The Adriatic Sea is rectangular-shaped, is about 750 km long and 200 km wide, and is connected
to the Mediterranean Sea at its Southern end by the Strait of Otranto, which is about 80 km wide.
Its depth is rather limited in the Northern part, where the bottom descends south-eastwards with a 1 in
1000 slope. The Adriatic coast is plagued by a combination of high waves and storm surges, which are
responsible for the flooding of coastal areas, in particular, Venice and its lagoon. The highest surge was
on 4 November 1966 when the sea level rose approximately 180 cm above the mean sea level (MSL)
and persisted above the 100 cm mark for more than 15 h (Canestrelli [65]).

The North Adriatic Sea is characterized by two main wind (and correspondingly wave) regimes,
which are primarily influenced by local orography. The prevailing winds along the Venetian coastline
are the Bora and the Scirocco, which blow from the North-East and South-East respectively.

The Venetian coastline is characterized by low beaches, lagoons (i.e., Caorle, Venice and Po River
Delta) and the mouths of seven rivers: the Tagliamento, Livenza, Piave, Sile, Brenta, Adige, and Po.

Along the 100 km stretch of coast from the mouth of the River Tagliamento to the Porto
Caleri inlet [23] lie a vast number of areas with a high tourist value (e.g., Bibione, Caorle, Jesolo,
Lido di Venezia, Sottomarina). Many of them are protected by coastal structures (e.g., groins, seawalls,
breakwaters), and few are free of urban settlements (e.g., Valle Vecchia). Only a few, mainly
discontinuous, dune systems can be found along the coast because they were destroyed at various
times in the past.

The remaining Venetian littoral comprises the Po Delta, which covers 610 km2 and has 60 km
of coast stretching from the Porto Caleri inlet to the mouth of the River Po di Goro. The active river
branches of the River Po are (from North to South) Po di Maistra, Po di Pila, Po di Tolle, Po di Gnocca
and Po di Goro. The coastal fringe is characterized by a sequence of low sandy and vulnerable barrier
islands, beaches and spits that separate lagoons, fishing valleys, bays, tidal flats and marshes from
the sea. Inland, ground elevation is almost completely below sea level (locally −2.5/−3.0 m.s.l.),
and consequently the risk of coastal flooding is very high. The morphological characteristics of the Po
Delta make it Italy’s largest wetland, as well as particularly unstable and very fragile when subjected
to human pressure.

The Venetian coast is subdivided into 20 homogeneous littoral cells separated by inlets or the mouths
of rivers (from North to South) Tagliamento, Bocca di Porto Baseleghe, Bocca di Falconera, Livenza, Piave,
Sile, Bocca di Lido, Bocca di Malamocco, Bocca di Chioggia, Brenta, Adige, Bocca di Caleri, Bocca di
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Porto Levante, Po di Maistra, Busa Tramontana, Busa Dritta, Busa di Scirocco, Busa Storiona, Po di Tolle,
Po di Gnocca, and Po di Goro. These 22 limits are shown in Figure 5 and listed in Table 2.

 

 

 

Figure 5. Venetian littoral and its subdivision into coastal cells.
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Table 2. Littoral cell boundary, sediment diameter (d50, mm) sampled at different depths and evaluated
with the Dean rule (dEQ, mm).

Cell North Bound South Bound
d50

0 m/−2 m
d50

−2 m/−4 m
d50

−4 m/−6 m
d50

<−6 m
dEQ

VE1 Tagliamento Porto Baseleghe 0.323 - - - 0.14
VE2 Porto Baseleghe Falconera 0.173 - - - 0.13
VE3 Falconera Livenza 0.175 0.235 0.118 - 0.16
VE4 Livenza Piave 0.205 0.173 0.143 - 0.16
VE5 Piave Sile 0.153 0.268 0.118 - 0.15
VE6 Sile Bocca di Lido - 0.235 0.213 - 0.14
VE7 Bocca di Lido Bocca di Malamocco 0.181 - 0.186 - 0.12
VE8 Bocca di Malamocco Bocca di Chioggia - - - - 0.20
VE9 Bocca di Chioggia Foce Brenta - 0.144 0.168 - 0.15

VE10 Brenta Adige - - - - 0.24
RO1 Adige Bocca di Caleri - 0.190 0.191 0.129 0.18
RO2 Bocca di Caleri Porto di Levante - 0.139 0.126 0.110 0.11
RO3 Porto di Levante Po di Maistra - 0.143 0.185 0.142 0.11
RO4 Po di Maistra Busa di Tramontana - 0.173 0.208 0.133 0.13
RO5 Busa di Tramontana Busa Dritta - 0.234 0.230 0.101 0.17
RO6 Busa Dritta Busa di Scirocco - 0.273 0.258 0.207 0.17
RO7 Busa di Scirocco Busa Storiona - 0.167 0.148 0.132 0.17
RO8 Busa Storiona Po di Tolle - 0.068 0.197 0.100 0.15
RO9 Po di Tolle Po di Gnocca - 0.144 0.146 - 0.10
RO10 Po di Gnocca Po di Goro - - - - 0.13

The plan [23] is based on the information and data available for the Venetian littoral;
they comprise offshore wave characteristics, sediment grain size, topographic and bathymetric
surveys over a range of time (bathymetry: 2005, 2007/2008, 2010, 2012/2014, DTM: 2008, 2012/2013),
subsidence rate (1992–2000 and 2002–2010), shoreline position (1983, 2000, 2003, 2012), flooding
risk maps (from 2007/60/EC directive) and a catalogue of existing shore protection structures and
nourishment/dredging carried out.

Nearshore wave conditions were evaluated using the SWAN model (Simulating WAve
Nearshore, [66]), developed by Delft University of Technology (NL) and based on offshore wave data.
Unfortunately, a spatially refined evaluation of the offshore wave statistics obtained by oceanographic
models was not available, as it is still an ongoing project. Wave information was therefore obtained
by existing WAM simulations forced by data from the European Centre for Medium-Range Weather
Forecasts (ECMWF) between June 1992 and December 2008, and were restricted to two points in the
Northern Adriatic sea (P1: Longitude 13◦00′ Latitude 45◦00′, P2: Longitude 13◦00′ Latitude 45◦30′,
wave roses in Figure 6).

  

Figure 6. Offshore wave climate in the Northern Adriatic Sea: point P1 (left), point P2 (right).
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The nearshore wave climate (−10 m depth) was obtained with the SWAN model. The SWAN
transforms the directional wave spectrum, which cannot be fully described by a single small plot
inside a regional map. For this reason, the energy has been integrated in frequency and its directional
distribution is given in the figure. For instance, Figure 7 presents the energy distribution for the point
P1 and P2, whose wave climate is fully characterised by the wind rose in Figure 6. Figure 8 presents
the energy distribution obtained through the SWAN model, propagating the waves from P1 and P2.
The Northern part of the Venetian littoral is mainly subject to waves from the South-East, with the
Scirocco blowing along the main axis of the basin and acting on a much longer fetch in this zone.
Due to shoreline orientation, the Northern part of the Po Delta is exposed to the Bora, which causes
high waves, although fetch is limited, with wave periods ranging between 5 and 7 s. In the Southern
part of the Po Delta, sea conditions are governed by both Bora and Scirocco wind and waves. Figure 8
clearly shows that the Po Delta is characterized by larger wave energy.

 

Figure 7. Offshore Energy polar plot relative to point P1 (left), point P2 (right) summarising the wave
rose in Figure 6.

Sediment surveys for the Northern Adriatic Sea have been re-organized and stored in a Coastal
GIS. Table 2 shows the average sediment size for each littoral cell at different depths. In general,
sediment on the Veneto coast is fine sand, with grain diameter ranging between 0.12 and 0.25 mm.
As expected, grain size is coarser near the shoreline and decreases seawards. Deviations occur is some
places, e.g., RO8, where rivers transport fine sediment that may deposit in the nearshore zone.

Dean [67] proposed an equilibrium profile, y = Ax2/3, giving a relationship between water depth
(y) and the distance from the shoreline (x) via parameter A that, according to Hanson and Kraus [68]
(A = 0.41d50

0.94 for d50 <0.4 mm), is a function of the median diameter d50 (mm). The formulation
can be inverted to start from the bathymetric profile, so that parameter A can be adapted, and the
corresponding “equilibrium diameter” dEQ can be found. The result for each littoral cell is shown in
the last column of Table 2 and can be compared with actual grain size at different depths. The value of
dEQ is very useful since it provides an average bed-profile shape immediately.

Assessment of the river sediment transport is complicated by the almost complete absence of
systematic hydrographic surveys. Therefore, numerical models based on what little information was
available were used instead. In order to evaluate river sediment discharge at the mouth, Lanzoni [69]
proposed a one-dimensional numerical model using topographic surveys, the annual hydrological
regime, and a medium grain size. Considering steady forcing conditions, the model estimates
a “formative discharge” that produces the river topography observed and the corresponding sediment
transport capacity. This approach was applied to the main rivers in the Veneto Region (Tagliamento,
Piave, Brenta, Adige, and Po).
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Figure 8. Nearshore wave climate (energy polar plot) for the Venetian littoral. The scale of the energy
plot is common to the three images, allowing a qualitative comparison.

The rate of long-shore sediment transport was based on the local computation of the wave
and currents for each wave state with the formula proposed by Bijker [70], following the procedure
pointed out in [71], integrating across the profile and averaging. Results are shown in Figure 9
and the method is described in [23]. The spatial pattern of the simulated net transport contains
divergence and convergence areas that separate areas with oppositely directed net sediment fluxes.
Divergence points are located in front of the mouths of the two main rivers (Adige and Po).
Convergence points are at Bocca di Lido and Bocca di Caleri. The latter, placed between cell RO1 and
RO2, is a highly persistent point of convergence for net transport and thus, as observed, a deposition
area (volume ~100,000 m3/year). The most dynamic zone is the Po Delta area, which has a symmetric
morphology with a divergence net sediment transport of ~200,000 m3/year.
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Figure 9. Long-shore sediment transport for the Venetian littoral.

It was evaluated, by comparing few methods [72], that the cross-shore sediment transport QCR
was heading offshore and approximately equal to 1 m3/km/year, except where the cell boundary
element is a river mouth, where an additional contribution is assessed to simulate the sediment
plume losses.

Subsidence along the coast is associated with natural causes related to the area’s geological
history (e.g., sediment consolidation) and with anthropogenic activities, mainly fluid withdrawal.
An innovative technique called Advanced Differential Interferometric SAR (A-DInSAR [73,74]) was
applied in order to measure the deformation of the Earth's surface. The subsidence in the Northern part
is equal to 1–2 mm/year and is mainly related to natural causes. The subsidence in the Po Delta is much
larger and ranges from 3–5 mm/year, with it being linked to both natural and anthropogenic causes.

Accumulation and erosion were measured up to the depth of closure to compare successive
bathymetric profiles and calculate the volume of accretion and erosion. Details and methodology are
given in [75].

After the evaluation of every source term, the sediment balance for each littoral cell was calculated
with Equation (1). Each homogenous littoral cell was divided into two parts in order to better appreciate
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the coastal processes involved. Note that the long-shore sediment transport in the middle of the cell
must be the same for each semi-cell. The long-shore sediment transport at the boundary between
adjacent cells may differ on account of potential depositional or erosive areas surrounding inlets or
river mouths.

The balance is solved by using a compensation of error technique based on a matrix of a priori
uncertainties. The accuracy of each variable is weighted with a specific coefficient and the mass
unbalance for each cell is subdivided among the estimated variables forming the budget based on their
weight. The final sediment budget is summarized in Table 3: 19 semi-cells (total length ~58 km) have
a depositional behaviour with a volume >10,000 m3/year; 15 semi-cells (total length ~62 km) have an
erosive behaviour with a volume ≤10,000 m3/year; and 6 semi-cells (total length ~19 km) are almost
stable, with a volume in the range of ±10,000 m3/year.

Table 3. Sediment balance (thousand m3/year).

Cell Part
QLS (1)

Long-shore

QLS (2)

Long-shore

QCR

Cross-shore

QF

Fluvial

QN

Nourished

QD

Dredged
∂V

VE1 N −30.9 −46.1 22.7 11.0 51.0 49.0 −24.9
VE1 S −46.1 −48.9 7.1 65.9 - - 55.9
VE2 N −67.9 −48.0 4.4 - - - 15.6
VE2 S −48.0 −36.4 3.0 - 22.8 17.2 14.1
VE3 N −20.3 −12.9 4.6 - 24.0 0.0 26.9
VE3 S −12.9 −10.0 3.8 - 22.4 5.1 16.3
VE4 N −10.0 −32.7 8.9 - 64.4 - 32.8
VE4 S −32.7 −57.3 79.8 13.0 29.9 - −61.5
VE5 N −62.6 −55.7 183.7 117.3 40.0 40.0 −59.6
VE5 S −55.7 −91.2 19.7 - 35.6 - −19.6
VE6 N −75.6 −91.5 22.1 - 20.1 - −17.9
VE6 S −91.5 −24.3 17.2 - - 20.2 29.8
VE7 N −0.7 4.9 9.3 - 10.0 - 6.4
VE7 S 4.9 2.1 9.9 - 10.0 - −2.7
VE8 N 2.0 0.1 18.8 - - - −20.7
VE8 S 0.1 2.3 18.0 - - - −15.8
VE9 N −0.6 27.2 4.6 - - - 23.2
VE9 S 27.2 16.2 48.0 19.8 39.9 20.0 −19.3
VE10 N 48.2 49.2 43.6 8.3 34.9 20.0 −19.3
VE10 S 49.2 58.0 93.2 62.5 35.0 - 13.1
RO1 N −64.9 −87.9 100.1 80.4 30.0 - −12.6
RO1 S −87.9 −65.0 6.0 - - - 16.8
RO2 N 79.2 74.7 2.8 - - - −7.2
RO2 S 74.7 62.9 3.6 - - - −15.4
RO3 N 75.4 118.3 7.9 - - - 35.0
RO3 S 118.3 86.3 31.6 60.1 - - −3.5
RO4 N 86.3 81.4 39.1 71.4 - - 27.4
RO4 S 81.4 207.6 20.8 - - 59.3 46.1
RO5 N 195.6 211.9 6.7 - - - 9.6
RO5 S 211.9 359.8 368.8 240.4 - - 19.4
RO6 N −409.6 −393.0 370.5 534.0 - - 180.2
RO6 S −393.0 −305.3 8.7 - - - 78.9
RO7 N −234.7 −210.1 9.4 - - - 15.2
RO7 S −210.1 −252.5 9.0 - - - −51.3
RO8 N −230.5 −128.0 6.2 - - - 96.3
RO8 S −128.0 −103.5 96.9 99.1 - - 26.8
RO9 N −172.9 −139.7 97.3 64.4 - - 0.3
RO9 S −139.7 −190.5 78.6 106.2 - - −23.2

RO10 N −95.8 −142.4 5.0 - - - −51.6
RO10 S −142.4 −155.5 119.5 120.8 - - −11.8
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3.2. Design Phase

Based on the sediment balance and on the criteria used to select the mitigation options
(see Section 2), a coastal management proposal for every stretch of coast was carried out. For the sake
of brevity, only a summary of the mitigation measures is presented here, and a detailed example of the
RO1 cell is described in the next paragraph.

In the Northern zone, the goal is to “hold” the shoreline position and to protect shore-based
activities using protection measures with minimum impact (e.g., avoiding seawalls, detached barriers,
etc.). Management in this zone includes building a series of groins in cells VE4, VE5 and VE10 and
adding large nourishments to cells VE4, VE7, VE8 and VE10 (volume = 3,650,000 m3). The global
volume of sand needed for maintenance is approximately 385,000 m3/year.

A “Building with Nature” methodology is applied to the Po Delta area. Localized sand
nourishment and dune reinforcement are nature-based defences that provide several ecosystem
services, including flood/erosion risk mitigation and environmental conservation. The volume of sand
needed for maintenance (nourishments and dunes) is approximately 145,000 m3/year.

A scheduled monitoring program was established across the entire Regional littoral in order to
collect the data and information necessary.

The proposed index of prioritization was also applied to each cell to assess a chronological
list of the operations based on the available resources. Figure 10 (top) shows the morphological
and socioeconomic vulnerabilities along the littoral. The indexes reflect the urban essence of
the area between the mouths of the rivers Tagliamento and Adige (where the main tourist
activities—5,000,000 visitor/month in summer—are concentrated); the main cultural heritage sites
(Venice, Caorle); and the natural essence of the Po Delta (an area with one of Italy’s highest
environmental values).

Figure 10. Vulnerability and index of priority.

Figure 10 (bottom) shows the index of priority, with the circles highlighting the 5 stretches of coast
with the highest index of priority. For each stretch, the main issues are presented below.
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1. Coast right of the mouth of the River Tagliamento (VE1): intensive erosive processes due
to reduced river supply and a system of attached breakwaters that trap the long-shore
sediment transport.

2. VE4 cell (Porto Santa Margherita, Duna Verde and Eraclea-Venice): erosive processes due to
a decreased river sediment transport supply and the presence of reflective structures along
the coast.

3. Coast right of the mouth of the River Piave (VE5): intensive erosive processes due to decreased
river sediment supply.

4. VE 8 cell (Pellestrina-Venice): huge nourishment was conducted in the late 1990s.
The effectiveness of this measure is now reduced, and intensive erosive processes are affecting
this littoral. This cell is a thin barrier/island separating the Venice lagoon from the sea.

5. Scardovari spit (VE9), which confined the Scardovari lagoon (in the South of the Po Delta):
this vulnerable sand formation is subject to erosion processes and to episodic overwashing, which
endangers the lagoon environment.

3.3. Example for RO1 Littoral Cell

The Rosolina coastline (RO1 cell) is 8 km long and the normal shoreline direction is 80◦ N.
The economy in the northern and central part is based mainly on tourism (1,100,000 visitors in 2016)
and fishing in the backshore Caleri lagoon. The lagoon and the Southern part of the cell are major
environmental areas, protected and designated as Natura 2000 sites (SCI IT3270017 and SPA IT3270023).

The cell is delimited to the North by the mouth of the River Adige which, in the final stretch,
flows parallel to the beach and is confined by a weak dike that closes an old branch of the river mouth.
The sediment budget analysis (Table 3) put the total fluvial sediment transport at ~265,000 m3/year,
of which ~145,000 m3/year was directed toward the cell being studied (the remaining volume is
directed northward toward the adjacent cell VE10). The fine sediment is lost and only ~45,000 m3/year
contributes to cell advancement. Until 2007, there was a narrow beach on the sea side of the weak
dike, but it has now completely disappeared, as a result of the imbalance between potential long-shore
transport (~65,000 m3/year) and the actual river contribution. The crest height of this dike is very low
(+1.5 m above sea level) and some waves overtop it, creating a depositional area inside the river mouth
and obstructing river outflow.

Further South along the right side of the mouth of the River Adige, the beach is protected
by a system of 5 groins and a detached submerged breakwater. Erosion (~13,000 m3/year) also
predominates in this area due to the limited river sediment supply mentioned above, therefore
an insufficient volume of 30,000 m3 is nourished every year in a bid to balance the long-shore
transport directed to the Southern semi-cell (~88,000 m3/year). The interaction between nearshore
hydrodynamics and the submerged barrier caused the formation of a deep channel (~3 m) in the
breakwater’s seaward zone. The channel obstructs natural circulation and sand deposition from the
River Adige towards the beach.

No structures were built in the southern semi-cell, as it is characterized by deposition phenomena
(shoreline accretion equal to 4 m/year, volume of accretion equal to ~15,000 m3/year) since long-shore
sediment transport in the Southern boundary of RO1 is reduced to ~65,000 m3/year.

The seabed appears steeper in the northern and central part than in the southern part (Caleri inlet).
The −5 m isobath is 400 m from the shoreline in the northern zone, while it is 1000 m from the shoreline
in the southern zone (Figure 11, top).

The Caleri inlet is a convergence point between two adjacent cells since the sand comes from the
River Adige to the North and from cell RO2 to the South, making the inlet a potential dredging area
(available volume ~140,000 m3/year).

The mitigation planned (Figure 11, bottom) follows on from the criteria in Figure 3. Given the
large LST and the significant divergence of the LST along the northern semi-cell, the existing groins are
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considered appropriate, with them being reinforced and their number slightly increased. The annual
nourishment volume is obtained from the sediment balance results.

Sediment resources can be derived from dredging the Caleri inlet, and it is sufficient to provide
sediment elsewhere, too. A cautious dredging of only half of the forecasted annual increase in stock
volume is addressed in the initial plan, and the monitoring programme will check the actual potential.

In practice, mitigation measures involve:

1. Constructing a series of groins (min. 2) in the central zone in order to reduce erosion on this
stretch of coast.

2. Maintenance dredging the Caleri inlet (~70,000 m3/year) in order to nourish the northern and
central areas and to ensure that boats can continue to navigate the lagoon inlet.

3. A monitoring program.

Figure 11. Topo-bathymetry (top) and adopted mitigation for the RO1 cell.

4. Conclusions

The paper presents the method used to set up the Coastal Plan for the Venetian littoral.
This method was based on a homogeneous approach at regional level consisting of a descriptive
and a design phase and focused on an intensive use of a Coastal GIS database that stored both
information and results, which were then organised into littoral cells and semi-cells.

The GIS also contains the sediment balance assessment obtained by analysing collected and
modelled data, the accuracy of which is based on a compensation criterion. The ensuing erosion
and coastal-flooding hazard, integrated with information on socioeconomic vulnerability, resulted in
a priority index that highlighted the most critical areas. The information on relative sea level rise due
to climate change and geodynamics are stored as they may have a relevant role for a correct design of
the mitigation measures characterized by a long lifetime.

A noteworthy contribution of this paper is given in Section 2.2.1, which provides an example of
a single mitigation strategy against erosion and coastal flooding for the region’s valuable urbanized
and non-urbanized low sandy coasts. The consistent application of this method to the Veneto Region
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produced measures that were globally accepted by stakeholders, and the plan was adopted by the
Regional Authorities with regional decree DGR no. 898-14/06/2016. It is conjectured that the same
approach may be adopted, with due modifications, in other low sandy beaches, as well.

After a general description of the main results for the Venetian coastal plan [23], the Rosolina (RO)
coastline is described in detail and provided as an example case.
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Abstract: In this study, we used the natural and anthropogenic characteristics of a coastal region
to generate risk maps showing vulnerability and potential hazards, and proposed design criteria
for coastal defense and land use for the various kinds of risks faced. The Yunlin coast, a first-level
protection area in mid-west Taiwan, was then used as an example to illustrate the proposed design
criteria. The safety of the present coastal defenses and land use of the Yunlin coastal area was assessed,
and coastal protection measures for hazard prevention were proposed based on the generated risk
map. The results can be informative for future coastal management and the promotion of sustainable
development of coastal zones.

Keywords: coastal defense; risk maps; non-engineering measure; coastal vulnerability

1. Introduction

Like most developing countries, Taiwan’s coast has been alternatively used for settlement,
agriculture, trade, industry, and recreation without careful and thorough planning in the development
stage since 70s. The continuous expansion and diversity of urbanization together with the accumulation
of deleterious effects on the coastal zone has intensified natural disasters in certain areas and their
consequences for coastal residence. The conflicts between coastal exploitation and restriction continued
because the Coastal Zone Management Act had not yet become a statutory law. This made it difficult
to draw up strategies for Integrated Coastal Zone Management (ICZM), as there was no legal ground
for the planning of land use in coastal areas. The Act came into effect in February 2015. It regulates
the classification of coastal areas as first- or second-level coastal protection areas; and specifies which
authorities are responsible for drawing up the respective coastal protection plans. Huang et al. (2016)
(see also Chien et al., 2016) showed the zoning principles of the coastal protection areas which were
based on the severity level of coastal hazards, however, neglecting the vulnerability [1,2]. The possible
risks that a coastal area faces are not clearly identified. Thus, the most important step in facilitating
coastal management is to generate risk maps in order to develop robust adaptation strategies and
measures for different levels of protection areas respectively.

The concept of hazard risk analysis proposed by the United Nations Disaster Relief Organization
(UNDRO, 1980) [3] involves a comprehensive examination of the relationship between hazard and
vulnerability (risk = hazard × vulnerability). The hazard potential factor refers to the variability of
hazards. In general, an increase in hazard intensity and frequency causes more serious damage and
loss. There are five kinds of hazards for coastal areas in Taiwan, namely, storm surge, coastal erosion,
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flooding, ground subsidence, and tsunami (Chien et al., 2012) [4]. While the first four hazards are most
frequent, the last one is relatively rare. The Coastal Zone Management Act therefore listed the first
four hazards as the ‘primary concerns’ of coastal risks.

Coastal vulnerability can be defined as a measure of the degree to which natural hazards can
affect coastal residents (McCarthy et al., 2001; van der Veen and Logtmeije, 2005; Parkinson and McCue,
2011) [5–7]. Possible losses increase when vulnerability increases (Cutter, 1996) [8]. Different variables
have been used to evaluate coastal vulnerability according to the research orientation and perspective,
for example the effect of sea-level rise (Khouakhi et al., 2013; Özyurt and Ergin, 2010), coastal erosion
(Fitton et al., 2016; Merlotto, et al., 2016; Tarragoni et al., 2014), and sustainable development
(Schernewski et al., 2014) [9–14]. Generally speaking, the variables can be categorized into geophysical,
social, and socio-environmental contexts (Zanetti et al., 2016) [15]. The geophysical vulnerability
focused on the relationships between physical features and coastal hazards. Hammar-Klose and
Thieler (2001) used the six physical variables proposed by Gornitz et al. (1994) and Shaw et al. (1998)
to assess the vulnerability of coasts in the United States [16–18]. Social vulnerability identifies the
characteristics of coastal communities that enable them to respond to and recover from hazards
(Cutter et al., 2003) [19]. In socio-environmental vulnerability the combined effects of both social
and environmental vulnerabilities were taken into consideration (Wang et al., 2014) [20]. The United
Nations Office for Disaster Risk Reduction (UNISDR, 2004) assessed vulnerability by grading physical,
environmental, social and economic variables [21]. As social and economic conditions were taken into
consideration, the potential threats of coastal hazards to natural surroundings and coastal residents
can be clearly evaluated.

The combinations of the potential hazards and coastal vulnerability can be used to generate
risk maps. Chien et al. (2013) used the risk maps to assess existing hazard prevention and coastal
management measures in Taiwan [22]. Wang et al. (2014) conducted a comprehensive risk assessment
strategy based on the risk matrix approach (RMA), which consisted of a probability phase and a
severity phase [20]. Note that a relationship between the hazard map and the coastal protection
criteria has not been clearly identified in any of these studies. Carrasco et al. (2012) and Ward et al.,
(2014) pointed out that flood hazard maps based on return periods could be useful in evaluating the
physical damage to infrastructure, economy, and ecological resources of a region [23,24]. The risk maps
with classified grades can be helpful in understanding the possible risks that a coastal area faces and
determining the criteria for coastal protection.

Traditionally, coastal hazard management has concentrated on providing protection against
floods through coastal defenses. However, severer marine conditions including sea level rise
and the increasing intensity of storms due to climate change appear to be unavoidable and will
inevitably threaten the residents of coastal areas (Van Vuren et al., 2004) [25]. To strengthen coastal
defenses unlimitedly against climate change effects may lead to significant ecological losses and
high cost (Penning-Rowsell et al., 2014) [26]. Nowadays, the coastal hazard management has moved
away from engineering-dominated approaches to formulate adaptation strategies (Dinh et al., 2012;
ESCAP/UNISDR, 2012; Luo et al., 2015; Salik et al., 2015) [27–30]. Non-engineering measures can be
incorporated, for those hazards beyond the design criteria of coastal defenses. The non-engineering
measures should be encouraged since, now the “Coast Zone Management Act” has come into effect,
the government will have a legal basis to take action. Regulations to limit or even ban further
exploitation of hazard-prone coastal areas can thus now be enacted and climate change adaptation
strategies enforced.

Coastal risk maps are important for both decision-makers and engineers. They contain essential
information for the former to make policies, for the latter to assess the design criteria of the coastal
defenses, and are also required to implement the Coastal Zone Management Act. In this study,
the coastal risk map was drawn to assess the current coastal areas whether coastal areas should
be managed by mitigation and/or adaptation. We believe that this could be helpful in achieving
integrated coastal management in Taiwan.

450



Water 2018, 10, 988

2. Background

2.1. Coastal Protection Areas in Taiwan

To promote the sustainable development of coastal areas, coastal zone planning under the
Act consists of designating conservation and protection areas with the aim of establishing a
spatial development strategy. Conservation areas afford legal protection to natural resources,
whereas protection areas are aimed at preventing coastal hazards and protecting the lives and
assets of residents. Coastal areas, consisting of shore land areas and offshore areas, were demarcated
and declared by the Construction and Planning Agency of the Ministry of the Interior (CPAMI). Shore
areas were defined as extending from the mean high tide line to the nearest provincial highway, major
coastal road, or ridgeline. Relevant assessments were restricted to the areas defined in this manner,
that is, conservation or protection areas cannot be demarcated beyond these coastal areas. The two
areas were demarcated and announced in the “Integrated Coastal Zone Management Plan” (CPAMI,
2017) [31]. This study focuses on the management of coastal protection areas.

Coastal protection areas were designated as first- and second-grade according to the severities
of aforementioned four hazards. Table 1 lists the severity of the hazards and zoning principles.
Two types of inundations, storm surge and flood, are considered to be hazardous to coastal areas.
The surge hazard is defined as the coastal area inundated by sea water. It should be noted that most
of the sea walls in Taiwan are higher than the 100-year surge water levels. Most of the flooding
by seawaters is due to run-ups and overtopping of waves, where the duration is very short and
flooded areas are relatively small. The “Integrated Coastal Zone Management Plan” thus treats the
potential of surge hazard as the elevation difference between the heights of shore land and storm surge,
ignoring the function of seawalls. Flooding is due to overland flows. Coastal erosion takes erosion
rates and potential effects into consideration. Ground subsidence has an added effect to the other
three hazards. However, it is considered as to pose no immediate threats to coastal residences alone.
Thus, areas having ground subsidence were demarcated into protection areas when overlaid with
areas having one or more of the other three hazards.

Table 1. Grading of coastal protection areas.

Coastal
Hazard

High Potential Medium Potential
Zoning Principle

First-Grade Second-Grade

Storm surge

Shore land areas with an
elevation lower than the
level of a 50-year storm
surge height, and a flooding
depth of 1 m or more

Shore land areas with an
elevation lower than the
level of a 50-year storm
surge height, and a flooding
depth of less than 1 m

(1) Coastal sectors categorized
as high potential
coastal hazard

(2) Areas with severe ground
subsidence and comprising
coastal sectors with single
medium potential
coastal hazard

Coastal sectors
with one or more
medium potential
compound
hazards.

Coastal
erosion

Shore land areas identified
as susceptible to coastal
erosion and its possible
effects within 10 years

Shore land areas identified
as susceptible to coastal
erosion and its possible
effects within 10–30 years

Flood

Shore land areas within the
range of a 50-year flood, and
with a flooding depth of 1 m
or more

Shore land areas within the
range of a 50-year flood, and
with a flooding depth
between 0.5–1 m

Ground
subsidence

Areas that encounter severe
ground subsidence, as
determined by the Water
Resources Agency

-

After determination of the potential severity of coastal hazards, the “Coastal Protection Sectors”
can be delimited following the zoning principles. First-grade coastal protection sectors are those
with high potential coastal hazard. Sectors with severe ground subsidence and having areas with
one other potential coastal hazard are also categorized as the first grade coastal protection sectors.
The second-grade coastal protection sectors are those with one or more medium potential compound
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hazards. Furthermore, coastal sectors with similar natural hazards and protection requirements
were incorporated in the same grade and their extents were zoned according to the appropriate
administrative boundaries or landmarks.

Figure 1 presents the distributions of four kinds of hazard prone areas. The total coastline of the
first- and second-level protection areas was 478.3 km and 181 km, respectively. Most of the first-level
protection areas were distributed in the southwestern region of Taiwan, in the counties of Changhua,
Yunlin, Kaohsiung, and Pingtung. All these areas suffer from severe ground subsidence induced by
the excessive pumping of groundwater for aquaculture. We selected Yunlin, one of these counties,
for further discussion.

Figure 1. Distribution of hazard prone areas, and first- and second-level coastal protection areas.
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2.2. Coastal Protection Strategies

In the past, coastal protection measures were formulated based on the Seawall Management
Regulations, which stipulate that the measures can only be implemented within the extent of
seawall areas. The zoning of seawall areas was greatly restricted because of inflexible coastal
protection measures due to peripheral social and economic developments. The need to protect coastal
areas from the impact of tides and waves when other auxiliary protection measures were lacking
led to the construction of hard engineering structures (e.g., seawalls) with relatively strict design
criteria and resulting in the construction of rather massive structures. However, extreme climate
events have become more frequent and severe (Webster and Holland, 2005; Landsea et al., 2006;
Elsner et al., 2008) [32–34]. For example, in recent decades, the annual minimum typhoon pressure
of typhoons that have made landfall in Taiwan has gradually decreased, while the maximum wind
speed has increased (Lan et al., 2013) [35]. The conventional mode of using a single protection
strategy for coastal areas has thus become outdated. To depend on conventional protection
modes, current protection structures must be reinforced to respond to the unpredictable trends of
environmental changes. Nevertheless, the use of a single protection measure is limited with regard to
economics, environmental impact, and protection effectiveness. Global practice for coastal protection
remedies has gradually demarcated setback lines for coastal areas with high hazard risks. In other
words, there is no longer a complete reliance on protection defense when facing unpredictable natural
hazards. Instead, the conventional conception of zero disaster is discarded, hazards are allowed to
occur to an acceptable extent, and attempts are made to reduce hazard-induced damage through
risk management. It is suggested that both engineering and non-engineering measures should be
conducted to facilitate the goals of ICZM.

3. Methodology

Coastal areas have different characteristics and degrees of exploitation; therefore, a single set of
protection design criteria cannot satisfy the aim of sustainable coastal development. Environmental
characteristics should be taken into consideration when formulating design criteria for the coastal
defense of different regions. The process should be based on hazard risk classes to provide
references for developing corresponding design criteria and formulating hazard protection and
management measures.

As stated earlier, coastal protection areas in Taiwan were designated according to the criteria set
out in the Coastal Zone Management Act, which did not include tsunami hazards. Wave gauging
stations around Taiwan also indicate that there has been no tsunami that has caused any casualties
in the last century (Central Weather Bureau, CWB; Chen and Chen, 2011; Kontar et al., 2014) [36–38].
Nevertheless, Taiwan is located in the Circum-Pacific seismic zone, and the threat of tsunamis is not
negligible. Particularly, the potential threat of tsunamis originating from the Manila Trench, the East
Luzon trench, and the Ryukyu trench is of concern (Lin et al., 2015; Wu and Huang, 2009; Wu et al.,
2015) [39–41]. Therefore, the tsunami hazards are included in consideration.

The present study aims to establish methods for assessing the design criteria of coastal defense and
land use management in various coastal areas. These methods were mainly based on a set of systematic
assessment principles, from which relevant indicators were selected for further management.

Based on the risk management policy proposed by the Executive Yuan, Taiwan, the hazard risk
can be defined in terms of the product of potential hazards and vulnerability. Coastal hazards were
classified into the five coastal hazard types discussed above. While the hazard index can be quantified
based on hazard severity, the coastal vulnerability index (CVI) must be developed relative to specific
combinations of different objectives, processes, and spatial and temporal scales (Özyurt and Ergin,
2010) [10]. Furthermore, both natural and anthropogenic factors should be considered. The objective
of a protection area is to minimize the impacts of coastal hazards on residents, which means that
the focus is on socio-environmental concerns; in contrast, natural factors are incorporated into the
hazard indices. Chien et al. (2012) suggested that vulnerability in protection areas should refer to the
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possibility of life-threatening events or property loss induced by potential hazard factors in a given
hazard-prone area [42]. We therefore chose socio-environmental indicators for the assessment of CVI.

First, we decided on the spatial units used to estimate vulnerability in our analysis. Although
adopting large-scale units may allow easy and rapid operations and high data accessibility, the resulting
failure to reflect local or regional characteristics may lead to their underrepresentation during analysis
of the results. To ascertain coastal characteristics accurately, we adopted townships/villages as the
analytical and statistical spatial unit, and used currently accessible data in this study. According to
the spatial overlay, coastal areas in Taiwan were comprised of 110 townships, which were further
subdivided into 898 villages.

Second, we selected indicators for grading before conducting risk analyses and assessments. From
a statistical perspective, adopting more indicators generates results that are more representative
of the characteristics of analyzed targets. However, in practice, the information required for
indicators frequently fails to satisfy analytical requirements for spatial units and accuracy, and relevant
survey data may even be completely lacking. This study proposed the following principles for
selecting indicators:

• Adopt indicators that can be obtained from accessible databases, or use simple statistical analyses
that satisfy the spatial unit and accuracy requirements.

• To ensure data impartiality, data or research projects announced or published by public institutions
or government authorities are to be prioritized.

Accordingly, the indicators chosen to assess vulnerability in this study were as follows: population
density, annual comprehensive income, and land use.

Regarding indicator weights, expert consensus (e.g., the Analytic Hierarchy Process or the Delphic
Hierarchy Process) has generally been relied upon in previous studies, albeit still modified by the
personal approaches of the experts involved and the number of survey samples (Ward, 2014) [24].
For this reason, this study still focused on establishing a methodology and assessing its feasibility.
Hazard and vulnerability factors were given equal weights in the calculation.

Table 2 graded the scores of each hazard factors and CVI for further risk analysis. Each factor is
independent. Hazard potential was defined as the ratio of the hazard-prone area to the shore land
area; the greater of these two indicators defined the score of the hazard factor.

Table 2. Classification of hazard factors and CVI.

Hazard Factor Grading Cvi Grading

Score Hazard Type
Hazard

Potential 1
Population

Density
Comprehensive

Income
Land Use

5 5 types of
hazards 66–100% 80–100% 80–100% Residential, commercial, educational,

and medical areas

4 4 types of
hazards - 60–80% 60–80% Industry, port activity, and public

infrastructure areas

3 3 types of
hazards 33–66% 40–60% 40–60% Productive area (agriculture, aquaculture,

and livestock breeding)

2 2 types of
hazards - 20–40% 20–40% Non-productive areas (mining, salt, sandstone,

funerary, artificial lakes and channels)

1 Single hazard 0–33% 0–20% 0–20% Natural areas

0 No hazard - - - -
1 Hazard potential is defined as ratio of the hazard-prone area to shore land area.

Hazard-prone areas were demarcated following the criteria for “High potential” (Table 1).
Areas prone to flooding due to storm surges and floods were estimated through numerical simulations.
Coastal erosion and ground subsidence areas were demarcated based on survey data sourced from the
Water Resource Agency of Taiwan. Furthermore, potential tsunami threats for coasts around Taiwan
were taken from the results of the National Science and Technology Center for Disaster Reduction
(NCDR, 2015) [43]. The detailed procedure can be found in the following case study.
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Vulnerability was scored on a scale of 1 to 5, with 1 indicating the least vulnerability,
and 5 indicating greatest vulnerability. The population density and comprehensive income of
the 898 villages within coastal areas in Taiwan were divided into five classes, by ranking them
in 20% increments in ascending order (Figure 2). Five classes were also used to score land use,
with vulnerability referring to the impact on human life and property (Table 2). The level of
vulnerability estimated in the risk matrix is the average score of the three indicators.

 

Figure 2. Population density and comprehensive income within coastal areas.

The hazard and vulnerability factors were multiplied in a 6 × 5 risk matrix, generating six risk
classes ranging from A to F that denoted high, high-intermediate, moderate, low-intermediate, low,
and minimal protection levels, respectively. These risk classes were subsequently used to determine the
appropriate design criteria. The assessment procedure and framework for this method are presented
in Figure 3.

 

Figure 3. Procedure and framework for coastal risk assessment.
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4. Results

4.1. Formulation of Design Criteria

It should be noted that most of the coastal protective facilities in Taiwan were completed within
the last three decades. The design criteria were based on the marine climate, including the impact of
waves and surges, for a return period of 50–100 years. However, land use in the protection area was
not taken into consideration. It is not economically viable to use the same design criteria to protect
shore land areas that have different land uses; for example, residential use should assume a larger
protective return period than agricultural use. For sustainable use in a coastal zone, the design criteria
should be formulated based on the requirements of coastal protection and hazard management. In this
study, shore land areas with different natural and anthropogenic environmental characteristics were
objectively investigated and provided with distinct protection strategies and suitable design criteria,
upon which subsequent comprehensive protection strategies were planned and designed.

It is noted that ordinary coastal defenses are not designed to withstand tsunami impacts,
but normal wave climates and the effects of typhoons. Given the high return period of
major tsunami events in the area, it is arguably better to mitigate their potential effects using
non-engineering measures.

The design criteria were divided into two categories. One category focused on regulating coastal
defenses, and a set of coastal protection structural design criteria were formulated based on the marine
climate. These design criteria specified that the protection capabilities of coastal defenses must fulfill
the safety standards formulated based on the wave and water level conditions of a certain return
period. The other category of design criteria highlighted the need to ensure the safety of coastal
social and economic environments, and a set of design criteria for protection was formulated for
hazard management.

4.2. Design Criteria for Coastal Defense and Land Use

Coastal erosion and ground subsidence are long-term hazards which pose no immediate threat
to human lives. In contrast, waves, storm surge, and tsunamis are major destructive events that can
constitute life-threatening hazards. Consequently, the relevant coastal defenses must be capable of
controlling the tides and waves caused by extreme conditions, preventing them from severely affecting
protected coastal areas, while reducing coastal hazards. This principle was a crucial factor in the
safety validation conducted in the design of coastal defenses. The design criteria proposed here is
mainly concerned with the safety of coastal defenses, while against waves and storm surges. However,
tsunami forces were not considered when assessing the engineering measures, since these typically
have a high design criterion that is probably able to withstand low-level tsunami events. To be on the
safe side, possible inundation through tsunami was set as 1 m. Higher than 1 m, it is proposed that
tsunami threats be treated with non-engineering measures. Regions with potential inundation through
tsunami of less than 1 m are suggested to follow the measures against surges.

The design criteria for different types of land use were selected according to risk levels. It is
suggested that building foundations should be elevated above the proposed design criteria to prevent
inundation caused by floods or surges. Agriculture and aquafarming areas situated at elevations
lower than specified in the design criteria can experience constant inundation, and should be reported.
In such cases, we suggest modification of the land use of these areas.

Integrated coastal protection should be realized through a combination of engineering and
non-engineering measures. The design criteria for these two categories were flexibly formulated
based on actual combinations of protection measures. The proposed principles for formulating coastal
protection structural design criteria and land use refer to various risk levels are presented in Table 3
and as follows:

• High risk level (level A): marine conditions (including waves and surges) in a 100-year return
period were adopted as the design criteria.
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• High-intermediate risk level (level B): a 50–100 year return period was adopted as the design
criterion. However, to avoid any negative environmental impact caused by design criteria
upgrades, the original design criterion is still considered applicable for coastal defenses meeting
the criteria of a 50-year return period, if modifying the coastal defenses (structural measures) or
extending the buffer zone (nonstructural measures) enables the coastal defense to reduce external
impact sufficiently for the original design criterion to withstand it.

• Moderate risk level (level C): a 50-year return period was adopted as the design criterion.
• Low-intermediate risk level (level D): a 25–50 year return period was adopted as the design

criterion. As above, to prevent any negative environmental impact caused by upgrading design
criteria, the original design criterion was still considered applicable if other supportive measures
can reduce external impact sufficiently for the original design criterion to withstand it.

• Low risk level (level E): a 25-year return period was adopted as the design criterion.
• Minimal risk level (level F): no protection facility is required.

Both coastal defenses and planning of land use can be reevaluated at a later point.

Table 3. Grading of risk levels and coastal protection design criteria.

Risk Levels

Coastal
Protection
Structural

Design Criteria

Protection Design Criteria for Land Use Management

Coastal
Structural
Protection
Facilities

Residential
Areas or

Crucial Social
and Economic

Areas

Industrial
Land

Public
Evacuation
Facilities

Agriculture,
Fishery,

and
Animal

Husbandry

Nonproductive
Land

High Level A 100-year return period

≤25 -

High intermediate Level B 50–100 year return period.
Moderate Level C 50-year return period

Low intermediate Level D 25–50 year return period.
Low Level E 25-year return period

Minimal Level F -

Considering factor Wave and storm
surge level Storm surge level and regional flood potential

5. Discussion

This study used Yunlin County as case study for further discussion to verify the proposed
assessment principles on design criteria and risk analyses. It is hoped that the results can be used for
future coastal management. The data used in this study were obtained from the databases listed below:

• Storm surges: The 50-year return period of storm surge height along the Yunlin coast is +2.64 m,
based on “The Assessment on Coastal Protection of Sea Dikes” plan (Water Resources Planning
Institute (WRPI), 2014) [44]. The design codes proposed in this plan were applied by the River
Management Offices to assess the safety and capability of currently existing sea walls. Areas with
potential inundation depths greater than 1 m were estimated based on storm surge water levels
and land elevation. The criterion of having an inundation depth of 1 m or more is given in Table 1,
which defines the severity of coastal hazards where inundation may cause danger to life. As the
height of the sea wall throughout the areas studied is greater than the potential storm surge
heights, the extent of inundation-prone areas was estimated with the assumption that there were
no sea walls in the area. The Taixi and Kouhu Townships were estimated to be the areas that most
prone to surge hazards (Figure 4a).

• Floods: A GIS layer of flood-prone areas with an inundated depth of over 1 m for a 50-year
return period was acquired from the Water Hazard Mitigation Center (WHMC, 2014). (WHMC,
2014) [45]. Flood hazard-prone areas are shown in Figure 4b.
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• Coastal erosion: The erosion coastlines of Yunlin County were estimated using data from the
historical bathymetry survey. The coastline of Kouhu Township was found to be subject to coastal
erosion (Figure 4c).

• Ground subsidence: The ground subsidence area was acquired from the Water Resource Agency
(2014) [46]. The entire area of the Yunlin coast was found to be affected by ground subsidence
(Figure 4d).

• Tsunami: Areas under potential tsunami threats were studied by the NCDR (2015) [43]. The results
were derived from the numerical simulations of 600 scenarios. Eighteen possible epicenters of
earthquakes distributed in the oceans around Taiwan were considered. These include the Manila
trench, one of the most hazardous tsunami source regions. The maximum possible earthquake
scenarios within these trenches and troughs were considered. The areas that can be potentially
affected by tsunamis in Yunlin County have a similar distribution to storm surge inundation areas.
Essentially, Taixi and Kouhou Townships were estimated to be most prone to tsunami hazards
(Figure 4e).

Figure 4. GIS layers of the coastal hazard-prone areas in Yunlin County, consisting of (a) surge, (b) flood,
(c) erosion, (d) ground subsidence, and (e) tsunami prone area layers.

The data for the five hazards were all acquired from official sources, in accordance with the stated
requirement of data impartiality in this study. After overlaying the resulting five coastal hazard-prone
area layers, we found that Kouhu Township was subject to a combination of all five hazard types.
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This township made up over 66% of the total hazard-prone area, resulting in a hazard factor score of 5.
The rest of the villages had scores of 3 or above. The hazard factor score of each village is presented in
Figure 5.

Figure 5. Hazard grading of the coastal villages in Yunlin County.

Population density, comprehensive income, and land use data were acquired from county
government statistics, and were used to estimate vulnerability. Population densities and
comprehensive incomes of the villages within the coastal area of Yunlin range from 1 to 4, and 1
to 3, respectively. Land use scores are 2 or 3, with most of the villages constituting productive areas,
although a few non-productive areas also exist. The vulnerability grading was derived from the
average score of the three indicators for each village (Figure 6).

Risk maps for each village (Figure 7) were constructed by multiplying their respective hazard
(Figure 5) and vulnerability (Figure 6) scores. The results show that most villages were classified as
Level D (low-intermediate risk). Level C (moderate risk) was the highest risk class reached, and among
these villages, only Yongfeng (in the Taixi Township) was adjacent to the shore.

Coastal areas that are adjacent to others with similar natural and anthropogenic environmental
characteristics can be incorporated into a single protection area unit, and assigned an appropriate
protection level. Table 4 presents the assessment of the coastal defense of Yunlin’s coastal areas. The
results show an overall coastal protection level of D (low-intermediate risk). The run-up heights
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of waves with a 25- and 50-year return period were adopted as the coastal protection structural
design criterion.

Figure 6. Vulnerability grading of the coastal villages in Yunlin County.

Figure 7. Risk classes of the coastal areas in Yunlin County.
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Table 4. Risk level assessment and suggested design criteria in Yunlin County.

Coastal Administrative Division Risk Assessment
Suggested Design

Criteria (Return Period)
Protection Facility

Mailiao Township:
C, D 25–50 Hoanliao seawallHouan Village

Haifeng Village

Taixi Township:

C, D 25–50

Xinxing Tidal Land seawall
Taisi Tidal Land seawall

Haikou seawall
Haixin seawall

Wengang Village
Hefeng Village
Wugang Village
Haikou Village
Xiding Village

Sihu Township:

C, D 25–50
Lincuoliao seawall
Santiaolun seawall

Boziliao seawall

Lincuo Village
Lunbei Village

Guanggou Village
Bozi Village

Kouhu Township:

C, D, E 25–50

Xialun seawall
Yanchoucuo seawall

Qinghan seawall
Xingang seawall

Taizi Village seawall

Xialun Village
Qinghan Village
Gangxi Village

Taizi Village

The designed and surveyed height of the coastal defenses is shown in Table 5. The height is
referred to mean sea water level. Waves reaching a run-up height equal to the expected 25- and 50-year
return period events are also listed in the two columns to the far right for comparison. These data
were estimated using DHI MIKE 21 numerical models, including the effects of waves and tides. It is
apparent that all the existing coastal defenses in Yunlin met the safety standards.

Table 5. Assessment of coastal defenses in Yunlin County.

Protection Facility
Constructed

Year

Design
Height (m)

Surveyed
Height (m)

(2012)

Subsidence
Rate

(m/year) 3

Run-Up Height (m)

25-Year
Return Period

50-Year
Return Period

Hoanliao seawall 2000 6.50 6.16 0.03 1

Taixi tide barrier 2004 5.00 4.68 0.05 2.98 3.59
Haikou seawall 1994 6.00 4.42 0.10 2.55 2.64 2

Xinxing tide barrier 1996 6.00 4.39 0.11 2.55 2.64 2

Lincuoliao sea-wall 1997 6.50 5.85 0.41 2.55 2.64 2

Santiaolun seawall 2010 5.50 5.41 0.04 3.25 3.70
Boziliao seawall 1998 6.50 5.89 0.05 3.51 4.00
Xialun seawall 2000 6.50 5.78 0.07 3.28 3.75

Yanchoucuo seawall 1996 6.50 5.58 0.07 2.55 2.64 2

Qinghan seawall 1993 5.00 4.06 0.05 2.55 2.64 2

Xingang seawall 1998 6.50 6.00 0.04 2.55 2.64 2

Taizi Village seawall 1999 6.50 5.99 0.05 3.58 4.00
1 Due to land reclamation, this seawall was located inland and was not subjected to any marine force. 2 The seawall
did not face the sea directly; the effect of waves can be neglected and assessed by the design surge height. 3 It was
estimated from the elevation change of the control points that set on the crest of sea wall. The subsidence rates are
the average values from 2007 to 2012 except Santiaolun seawall from 2010 to 2012 [44].

However, it should be noted that ground subsidence is still active in the coastal areas of Yunlin,
with subsidence rates around coastal defenses in the order of 0.03–0.11 m/year. In addition, global sea
level rise rates were estimated at 0.0028–0.0036 m/year between 1993 and 2010 (Church et al., 2013) [47].
Lan et al. (2013) simulated sea-level-rise scenarios in the range of 0.10 to 0.15 m during the time period
ranging from 2020 to 2039 for the case of the southwest coast of Taiwan [35]. Thus, the level of protection
offered by the breakwater/revetment is likely to be downgraded in the near future, given the influence
that sea level rise and ground subsidence have on the long-term stability of structure. The data also
shows that the coastal facilities located in Taixi Township are experiencing a higher subsidence rate
than the others, and are thus categorized as having the highest risk level. We suggest that periodical
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monitoring projects be conducted for further assessment. According to our risk assessment, once the
protection level of the existing breakwater/revetment goes below the standard 25-year return period,
modification of the defense measures should be conducted immediately.

5.1. Non-Engineering Measures

Considering Yunlin’s relatively high hazard score, both engineering and non-engineering
measures should be conducted simultaneously, as part of ICZM. We suggest the following
non-engineering measures.

• Delimiting the buffer zone

The buffer zone in Yunlin took into consideration the dominant coastal hazards of storm surges,
ground subsidence and tsunamis. Areas with intermittent or even frequent flooding were given special
attention. The townships of Taixi and Kouhu have the highest hazard scores and delimiting the buffer
zones is suggested as their first priority. However, regulations in the buffer zone may hinder coastal
development; two levels of buffer zones were therefore suggested. The first one was delimited based
on the more frequent hazards, such as storm surges and ground subsidence, with strict limitations.
The second one considers the very rare hazard, such as tsunami, and the regulations there are more
flexible. The first level is marked 50 m further landward of the 25-year return period storm surge water
level. No further exploitation within this buffer zone should be permitted. The latter one is delimited
based on the tsunami potential risk area which was shown in Figure 4e. A restrictions and permissions
system should be implemented where the tsunami potential inundation depths are more than 1 m.
Any activity that may lead to explosion or toxic pollution should be forbidden. The development of
residential communities in highly populated areas is to be regulated. Low density developments are
to be encouraged.

• Construction of the hazard maps

A hazard database should be established and maintained, and a risk management and economic
analysis should be carried out to develop a coastal protection policy and regime.

• Land-use modification

The overuse of groundwater is the main factor causing ground subsidence in this region. A large
amount of groundwater is being extracted and used for aquaculture; therefore, the use of land for new
aquaculture applications should be restricted. Local government agencies should be given a portion of
grant funds intended to reduce the development of fish farms. For maintaining groundwater balance,
river water and rainwater can be used, and wastewater from industrial plants may be treated and then
discharged into the rivers or artificial lake to increase the infiltration.

It is suggested that land-use changes into detention basins or is used for building solar power
systems. These regions have suffered constant inundation and consequently yielded below-average
production benefits. The proposed change of land use is a win-win solution to reduce the impact of
inundation and provide new resources.

• Building renovations

Due to the threat of flooding, buildings should be modified to prepare for flood hazards.
Some suggested facilities or modifications include waterproof gates, foundations on stilts,
and temporary polder dykes. The entire coastal area in Yunlin is affected by ground subsidence,
which resulted in low-lying lands. Buildings with low foundations experienced frequent inundation
on the lower floors, including the basement and first floor. Hence, limiting the use of low floors to
decrease the loss of assets is another option. Following such limitations, reductions in housing and land
taxes can be used to encourage residency. The Taixi and Kouhu townships are especially encouraged
to deploy these measures. The foundation elevation of any new buildings should be higher than the
25-year design criterion. It can also reduce potential losses induced by tsunamis.
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Any changes in land use patterns that fall under scores 4 and 5 in Table 2 should be made tsunami
resistant. This would typically require buildings to be made using concrete, and preferably allow
vertical evacuation under the worst case scenario high-return tsunami events. Evacuation shelters
should be designated in the regions where the tsunami potential inundation depths exceed more than
1 m. The public should be made aware of emergency evacuation routes through the use of mass media
and public address systems.

• Improvement of forecasting and warning

The main purposes of the defense system are the improvement of forecasting and warning
for storm surge, flood, and tsunami. Disaster prevention training and education to make people
aware of coastal hazards and what to do in case of hazards should be conducted on community
basis. These exercises and education on precautions and preparedness against hazards will reduce
potential losses.

5.2. Public Participation

Responsible authorities are now preparing drafts of coastal protection plans with respect to
different regions in Taiwan, and should be announced in 2020 following the Act. During this period,
public participations in establishing coastal defense and management policies are to be encouraged.
Three-stage of public participations, including opinion polls, public hearings, and consensus
conferences, should be carried out before the draft of coastal protection area planning are to be
completed. Risk maps generated by this study can be a useful tool to show the public that the threats of
flooding are both realistic and imminent, demonstrating possible coastal risks and their effects. At the
same time, non-engineering measures proposed in our study can be used to offer alternative measures
for mitigation, improving acceptance and understanding by the public. Furthermore, when necessary,
factors and weights proposed in this study can be easily adjusted in future studies in accordance with
public interests.

6. Conclusions

Decision of adaptation or mitigation strategies for coastal defenses is made on a national scale
in Taiwan. For this, policy makers should be provided with as much information as possible. On the
other hand, too much information at one time often causes confusion, leaving it hard to make
correct decisions. Furthermore, the dynamic coastal processes are complicated, often with severe
socio-economic consequences, making the correct decision is therefore of vital importance. As the
authorities are formulating costal protection plans in Taiwan at the moment, coastal risks each region
are facing should be clearly identified in the first place. Coastal protection sectors have been announced
by CPAMI based on the severity level of coastal hazards, but the risks to coastal residents have yet to
be assessed [31]. In this paper, we propose a scheme for a quick but informative risk assessment. It is
based on the method of the United Nations Disaster Relief Organization [3], which uses both hazard
and vulnerability indicators. It can be readily to be applied since the graded coastal hazard severities
are used. In the process of formulating a coastal protection plan, if necessary, the vulnerability factors
or weights can be altered according to the public interests. In this way, coastal management criteria will
be formulated according to coastal risks. Both residents and authorities can be made aware of the risks
of the area, and the officials can draw a prioritized list based on the criteria and make defense plans
accordingly. Rational use of resources for adaptation or mitigation measures can be also be achieved.

Yunlin County, with its existing coastal defenses and the present status of land use, was used for
the case study to test the proposed assessment principles of coastal management criteria. It was found
that the risk class of the coastal areas in Yunlin County can be categorized as low-intermediate.
The coastal hazards are comprised mainly of storm surge and ground subsidence. We then
proposed implementation of both engineering and non-engineering measures to promote sustainable
management of coastal zones, and to reduce the impact of coastal hazards.
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Abstract: This paper presents an application of the Bayesian belief network for coastal erosion
management at the regional scale. A “Bayesian ERosion Management Network” (BERM-N) is
developed and trained based on yearly cross-shore profile data available along the Holland coast.
Profiles collected for over 50 years and at 604 locations were combined with information on different
sand nourishment types (i.e., beach, dune, and shoreface) and volumes implemented during the
analyzed time period. The network was used to assess the effectiveness of nourishments in mitigating
coastal erosion. The effectiveness of nourishments was verified using two coastal state indicators,
namely the momentary coastline position and the dune foot position. The network shows how the
current nourishment policy is effective in mitigating the past erosive trends. While the effect of beach
nourishment was immediately visible after implementation, the effect of shoreface nourishment
reached its maximum only 5–10 years after implementation of the nourishments. The network can
also be used as a predictive tool to estimate the required nourishment volume in order to achieve a
predefined coastal erosion management objective. The network is interactive and flexible and can be
trained with any data type derived from measurements as well as numerical models.

Keywords: BERM-N; coastal erosion; sea level rise; sand nourishments; Bayesian belief network;
JarKus data; coastal state indicators; dune foot; momentary coastline; Holland coast

1. Introduction

Coastline retreat is a worldwide phenomenon caused by an imbalance between sediment supply
and demand. The authors of [1] showed that 24% of the world’s sandy beaches are eroding, with
erosion rates exceeding 0.5 m/year, while 28% are accreting and 48% are stable. Causes of erosion may
be either anthropogenic (e.g., construction of river dams, ports or coastal protection works, sediment
mining) or natural (e.g., natural gradients in alongshore sediment transport, storms, presence of
submarine canyons near the coastline) [2]. Additionally, coastal retreat can be exacerbated by the
effects of sea level rise and soil subsidence. The Holland coast is a typical example of an erosive
coastline, along which coastal erosion is managed by applying sand nourishments.

The management of coastal erosion relies on the continuous development of new and flexible
solutions and tools, which can account for changes in natural hazard conditions and anthropogenic
interventions and which are based on long-term observations [3,4]. Coastal erosion is, however,
a process characterized by high temporal and spatial variability. Several examples are available
of small-scale data or numerical modeling studies with long-term datasets (e.g., [5–7]). However,
the use of data analysis or numerical modeling at the local scale often provides information which is
site-dependent and only reliable for a short time period for which they are validated. This may not
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be sufficient for decision makers and coastal managers to assess the effectiveness of coastal erosion
strategies at larger spatial and temporal scales.

The use of a Bayesian belief network (BBN) can provide a very powerful tool to bridge the
existing gap between the needs of coastal managers and the currently available data and numerical
models [8]. BBN is a method of reasoning using probabilistic relationships between causes and effects.
Bayesian statistics have been applied to very diverse fields. In the field of coastal engineering, they
have been used for predicting coastal dune and beach erosion and overwash [9–13], assessing wave
height evolution in the surf zone [14], and estimating offshore wave heights and depth given limited
offshore information [15]. Recent studied have used BBN to evaluate the coastal vulnerability due to
sea level rise [16], the relationships between observed damages and multiple hazard indicators due to
hurricanes [17], and the estimation of flooding hazards at coral reef islands [18]. They have also been
used to assess the applicability of parametric morphodynamic classification of beach states [19]. BBN
can also be an effective tool for data mining where large datasets are available [20,21].

The studies in which BBN was applied to evaluate the effectiveness of disaster risk reduction
(DRR) measures are still rather limited in number and are restricted to local study cases. The authors
of [22] applied BBN to assess the effectiveness of coastal protection measures (i.e., a seawall) and
vulnerability reduction strategies at a small town in North Norfolk (UK). The effectiveness of exposure
reduction strategies (i.e., partial house removal) and beach replenishment, at one coastal sector in
South Portugal was also assessed using BBN [23]. The authors of [24] applied BBN to assess the
effectiveness of measures against sea-level rise (i.e., salt marsh restoration and beach nourishments) in
a lagoon in northeast Italy.

This paper describes the implementation and application of a “Bayesian ERosion Management
Network” (BERM-N) to be used for coastal erosion management at a larger (regional) scale.
The network is based on data collected over more than 50 years along the entire Holland coast,
one of the most data-rich environments in the world. The large data availability allows to capture
the spatial and temporal variability related to coastal erosion processes and human interventions.
BERM-N is used in this manuscript to assess the effectiveness of different adaptation solutions in the
form of beach and shoreface nourishments, and also as a predictive tool to achieve a predefined coastal
erosion management objective.

2. Bayesian Modeling for Coastal Erosion Management

A Bayesian network is a method of reasoning using probabilities, where the nodes of the
network represent variables and the arrows indicate the cause–effect relationships between the nodes.
The advantage of using this approach is that by combining the information from multiple variables,
it makes it possible to make robust data-driven or model-driven forecasts.

At the heart of Bayesian networks lies the Bayes rule, generally expressed as:

p
(

Fi
∣∣Oj

)
= p

(
Oj

∣∣Fi
)

p(Fi)/p
(
Oj

)
, (1)

where the left-hand term is the updated conditional probability (or ‘posterior probability’) of a forecast
Fi, given a particular set of observations, Oj (Pearl, 1988). The first term on the right-hand side is the
likelihood of observations Oj given that the forecast Fi is true. The second term on the right is the
prior probability distribution of Fi (e.g., the probability of a given forecast based on the entire training
dataset, in the absence of any additional observations). The denominator on the right side is the prior
probability distribution of Oj.

In this specific case, the posterior probability is described by the distribution of a chosen coastal
state indicator (e.g., changes in shoreline or dune foot position), in response to a nourishment strategy
(e.g., nourishment type or nourishment volume), representing the observations. Constructing a network
first involves defining the variables which best describe the process to be studied. In this study, the main
variables are selected through the identification of measurable indicators describing the coastal erosion
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process and the relation between adaptation measures and coastal response. The selected variables are
represented by nodes in the BBN. The states of these nodes must be mutually exclusive and collectively
exhaustive. A BBN is a directed acyclic graph, where the direct cause–effect relationship between two
variables in a BBN is illustrated by an arrow. The feeding of information into the Bayesian network in
order to construct the conditional probability tables is called “training”.

An advantage of BBN is that it is interactive and fast to operate. Once the network is trained,
it can be used to carry out quick simulations based on the data included in the network. Moreover,
being a probabilistic method, it can account for uncertainties by specifying probability distributions
for input variables and generating such distributions as output.

3. Study Area

The Holland coast is a sandy, microtidal, wave-dominated coast located in the central part of
the Netherlands (Figure 1). The region is divided in three subregions: Noord-Holland, Rijnland, and
Delfland. The coastline is bounded in the north by a tidal inlet named the Marsdiep, connecting
the Wadden Sea to the North Sea, and in the south by the long jetty near Hook of Holland, which
allows ships to access the Port of Rotterdam. The coastal defense mainly consists of a sandy dune
system 117 km long.

Figure 1. Map of Holland, the Netherlands, including the three subregions considered in this study:
Delfland, Rijnland, and North Holland. Net yearly alongshore sediment transport rates are also
shown [25].
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A detailed sediment budget analysis for the entire country has been presented by several authors
(see for example: [25,26]). Net alongshore sediment transport is mostly northward directed, with yearly
rates ranging approximately between 200,000 and 500,000 m3/year (Figure 1). In general, the natural
supply of sediment to the coast is very limited and, consequently, the coastline is retreating [4,27].

Protection against flooding is traditionally the primary objective of coastal policy in the
Netherlands. However, since 1990, additional objectives have been included: the sustainable
preservation of safety against flooding and of values and functions in the dune area [28]. To fulfill these
objectives, the yearly volume of sand for nourishments along the entire Dutch coast was first increased
from about 3 million m3 to 6 million m3 of sand in 1990, and then to 12 million m3 in 2001 [29]. Even
higher volumes might be necessary in the future to cope with the more severe predicted sea level rise
scenarios. The total nourishment volumes implemented along the Holland Coast between 1965–1990,
1991–2000, and 2001–2016, and divided for different nourishment types (beach nourishments, shoreface
nourishments, dune nourishments, and others), are shown in Figure 2. Beach and dune nourishments
are generally implemented directly on the beach or dunes. Shoreface nourishments are implemented
in proximity of the breaker bars (≈3 to 5 m water depth). As shown in Figure 2, the total volume
of shoreface nourishments has been increasing since 1990, due to their lower cost (relative to beach
nourishments) and lower interference with the coastal environment.

Figure 2. Nourishment volumes (millions m3/year) at the Holland coast for the three periods:
1965–1990, 1991–2000, and 2001–2016. Note that the North Holland coast is ≈55 km long, Rijnland
≈41 km, and Delfland ≈21 km.

As a result of these large nourishment works, the generally erosive trends which characterized the
shoreline before 1990 have changed into generally accretive trends. This was confirmed for example
by analyzing volume changes within different water depths (−8 ÷ −3 m NAP and −3 ÷ +3 m NAP)
for different time periods [30].
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4. Material and Methods

4.1. Data Availability

Two main data types were used to build BERM-N: (a) Information on nourishment types and
volumes and (b) changes in coastal state indicators to quantify the coastal erosion processes and the
effects of different nourishment schemes.

The nourishment database supplied by Rijkswaterstaat (Ministry of Transport, Public Works, and
Water Management) was used, which includes information on nourishment type, year and month
when construction started/ended, location, and volume. For simplicity, the nourishment volumes
were converted to m3 of sand nourishment per linear meter of coastal length where the nourishment
was built.

The coastal state indicators were derived based on the JarKus profiles. The JarKus (“Jaarlijkse
Kustmeting”, Annual Coastal Measurement) program was started in 1963 by Rijkswaterstaat.
Coastal elevation profiles are measured yearly, during spring, with a longshore spacing of 250 m.
Measurements above land were carried out until the 1990s using a differential GPS (dGPS), while
measurements are currently carried out using LIDAR. Measurements below water are carried out
using multibeam surveying techniques.

Thus, in total, coastal indicators were derived from 31,408 cross-shore profile measurements
(604 transects × 52 years). In the cross-shore direction, measurements begin at approximately the
first dune row and continue until the −8 m ≈ −12 m contour with respect to MSL (mean sea level),
depending on the transect and the year. The cross-shore resolution of the measurements increases
from 20 m offshore up to 5 m at the coast. An example of a series of JarKus profile measurements at a
single location is given in Figure 3.

Figure 3. Example of the morphological development of a single cross-shore JarKus profile
(transect 11,301) located at Delfland, between 1965 and 2015.
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The authors of [31] defined suitable coastal indicators to assess the morphological development
of the Holland coastline due to natural and anthropogenic pressure factors. In particular, the following
indicators were used for setting up BERM-N:

- Changes in MCL (momentary coastline) position, defining the position of the coastline as a
function of the volumes of sand in the near shore zone, approximately between the dune foot
(+3 m NAP, where NAP ≈ mean sea level) and −5 m NAP (Figure 4) [32]. Positions are given
with respect to predefined reference points at each transect (i.e., the RSP points “RijkStrandPalen”
= “Beach Poles”).

- Changes in DF (dune foot) position, defining the position of the dune foot, and estimated as the
most seaward intersection of the +3 m NAP line and the cross-shore profile.

4.2. Bayesian Network

To construct the Bayesian belief network, the Netica software package [33] was chosen. Netica uses
the probabilistic inference algorithms of Reference [34], and it is widely used for coastal applications
(e.g., [12,14,18,20]). The standard network construction and updating procedures outlined in [33] were
followed to create BERM-N.

BERM-N, after construction and training in Netica, is shown in Figure 5. In the network, nodes
have been grouped in three categories, namely:

� Time interval and spatial characterization of the study area (in yellow);
� nourishment type and volume (in purple);
� effects on the morphological indicators (in green).

These are discussed in greater detail below.

 
Figure 4. Computation of the momentary coastline (MCL) volume for a given JarKus transect. A is
the area used to compute the Momentary Coastline position. A is delimited by an upper boundary,
corresponding to the dune foot position, and a lower boundary, at a distance equal to 2 x H from the
dune foot position. H is defined as the distance between the dune foot position and the mean low water
line. RSP is the reference point from which distances are computed (“rijksstrandpalen”). Therefore,
the MCL position can be estimated as MCL = (A/2H) + x, with x being the distance between the RSP
line and the dune foot position.
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Figure 5. Visualization of BERM-N. Nodes have been grouped in three categories according to the
color. Yellow is used for the nodes describing the spatial characterization of the study area and the time
interval; purple for the nodes describing the nourishment types and volumes; and green for the nodes
describing the effects on the morphological indicators. At each node, the first column indicates the
chosen discretization intervals, while the second column (adjacent to the histogram) is the percentage
of the prior distribution in each bin. The last line indicates the mean of the prior distribution ± one
standard deviation.

4.2.1. Time Interval and Spatial Characterization of the Study Area

It includes the following nodes:

� Time interval: 1965–1990; 1991–2000; 2001–2016. Time intervals have been chosen in order to
discriminate different periods in which the nourishment policy has been adapted (i.e., in 1990
and 2000).

� Area: North Holland, Rijland, and Delfland. These are the three coastal sections in which the
Holland coast is divided.

4.2.2. Nourishment Type and Volume

It includes the following nodes:

� Nourishment volume (in m3/m/year): Yearly nourishment volume divided by the length of
the nourishment.

� Nourishment type: Beach or dune nourishment; shoreface nourishment; no nourishment; more
than one type of nourishment at the same transect. It describes the nourishment type.

� Nourishment: Yes; no. To discriminate transects which have been nourished at least once during
the entire period (1965–2016) from the ones which have never been nourished.
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4.2.3. Effects on the Morphological Indicators

� MCL change (m/year): To quantify changes in coastline (MCL) position.
� Dune foot (DF) change (m/year): To quantify changes in dune foot position.
� Percentage of transects in which the momentary coastline (MCL) moves: Landward; seaward.

To quantify the percentage of transects in which MCL has a positive (seaward), negative
(landward) shift as a result of the effects of natural morphological changes and nourishments.

� Percentage of transects in which the dune foot (DF) moves: Landward; seaward. To quantify
the percentage of transects in which the dune foot has a positive (seaward), negative (landward)
shift as a result of the effects of natural morphological changes and nourishments.

5. Results

In this section, a number of possible applications of BERM-N and results are described.
The predictive skill of the network was evaluated by means of confusion matrixes (similarly to
References [12,18]). This resulted in predictive skills of 77% and 87%, respectively, for MCL and
DF changes.

5.1. Prior Probability Distributions

The prior probability distribution describes the baseline situation, in which no node is constrained,
and the network is trained based on all data from all the available 604 transects at the 52 years in
which measurements were available (Figure 5). Some relevant information can be depicted from this
baseline situation.

First of all, the node “Area” shows that most of the observations are available for the North
Holland coastal section, in view of its wider extension, considering that JarKus transects are almost
equally spaced.

Of all data, 92.4% fall in the category no nourishment, meaning that when considering all the
transects for all the years, 92.4% of them do not contain a nourishment at a given year (see node
“Nourishment Type”). Of all data, 4.42% include a beach or a dune nourishment, 2.52% a shoreface
nourishment and only 0.72% more than one nourishment type per year. As a consequence, most of the
data indicate a nourishment volume equal to 0 (see node “Nourishment Volume”).

The nodes “MCL change” and “dune foot change” show that the indicators MCL and dune foot,
based on all data, tend to move, in average, seaward 1.8 m/year and 0.6 m/year, respectively. This
also suggests that beaches are becoming wider since the MCL position is moving seaward at a faster
rate than the dune foot position, as a result of the volume of sediments in the nearshore zone.

The fact that most of the data show a seaward migration is confirmed by the nodes “percentage
of transects in which MCL moves” and “percentage of transects in which DF moves”. In particular,
52.4% of data show a seaward migration of MCL and 56.0% of the data a seaward migration of DF.
Nevertheless, there is also a consistent percentage of transects which are characterized by a landward
trend (i.e., erosion).

5.2. Assessment of the Effectiveness of Sand Nourishments Against Erosion

This section illustrates the effectiveness of past nourishments in addressing the coastal erosion
along the Holland coast. In order to do so, the node “Nourishment” was constrained to a “No” then to
a “Yes” value, to consider, respectively, transects which have not been nourished and transects which
have been nourished (see Figure 6). The nodes: “Percentage of transects in which MCL moves” and
“percentage of transects in which DF moves” show, respectively, the percentages of transects in which
an erosive and accretive trend has to be expected. In particular, in case of no nourishment, about half of
the cases are characterized by an erosive trend (i.e., 49.3% if considering MCL and 45.2% if considering
the dune foot position as coastal indicator). The effect of nourishment is to decrease the number of
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erosive transects to 26.6%, when considering MCL as indicator, and 29.5% when considering dune foot
as indicator.

Figure 6. BERM-N application to assess the effectiveness of sand nourishments. Panel above (a):
BERM-N constrained in order to consider only transects which have not been nourished (see red box).
Panel below (b): BERM-N constrained in order to consider only transects which have been nourished
(see red box).
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5.3. Assessment of the Effectiveness of Different Nourishment Designs

In this section, the effectiveness of the two most common nourishment designs in the Netherlands
(i.e., beach and shoreface nourishments) has been assessed using BERM-N. In order to do so, the node
“nourishment type” was constrained first to “beach or dune” and then to “shoreface”. To facilitate the
visualization, the resulting changes in MCL and DF position (i.e., landward or seaward) are shown
using a pie chart in Figure 7.

Figure 7. Effects of no nourishments, shoreface, and beach nourishments on MCL (upper panel) and
dune foot (DF) (lower panel) indicators. The red color represents the probability of a landward
displacement of the indicator, whereas a green color represents the probability of a seaward
displacement. Values indicate the mean values of the distributions.

The figure confirms the positive effect of nourishments on counteracting coastal erosion on both
indicators of MCL and DF position, as indicated by the green color (i.e., seaward displacement).
Among the two types of nourishments, the effect of beach nourishments appears more pronounced
than the effect of shoreface nourishments.

To shed light on the effect of different nourishment type in time, after implementation of a
nourishment, the same network was trained with three different datasets. These three datasets were
derived considering the effects on the indicators, respectively, one year, five years, and ten years after
implementation of a nourishment. In case of multiple nourishments taking place within the considered
time window, only the first nourishment was taken into account.

The results are shown in Figure 8, respectively, for the MCL indicator (upper panel) and DF
indicator (lower panel). A first, important observation which can be derived from the figure is that
even in the case of no nourishment, the percentage of transects characterized by indicators experiencing
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a landward trend (erosion) decreases when moving from a one-year time window to a five- or ten-year
time window. This is the result of the large nourishment volumes implemented along the entire
Holland coast. As nourished sand tends to move in an alongshore direction (Figure 1), even transects
which have not been nourished tend to benefit from the sand nourished at neighboring transects.

 

Figure 8. Effects of no nourishments, shoreface, and beach nourishments on MCL (upper panel) and
DF (lower panel) indicators. The effects are shown in three different columns, to indicate the effects
one year, five years and ten years after implementation of a nourishment.

477



Water 2019, 11, 61

The effect of nourishments is to further decrease the number of transects experiencing erosion
with a similar qualitative effect on both indicators. When comparing the effect of shoreface and
beach nourishments on the two indicators, one can see that the effect of shoreface nourishments is
less evident than that of beach nourishments one year after construction. In the case of shoreface
nourishments, 35% of the transects at which MCL was computed still experience a landward trend one
year after implementation of the nourishment, compared with 23% in the case of beach nourishments.
Similarly, for the DF position, 38% of the cases show a landward trend one year after implementation
of a shoreface nourishment, against just 27% in case of a beach nourishment. However, the positive
effect of shoreface nourishments on the indicators continues in time and becomes more noticeable
5 years after implementation of the nourishment, with a similar (i.e., for DF indicator) or even higher
(i.e., for MCL indicator) impact than for beach nourishments.

The comparison of the effect of beach and shoreface nourishment after 10 years requires careful
interpretation. In particular, the figure seems to suggest that the effectiveness of beach nourishments
starts increasing again 10 years after implementation of the nourishments, after a drop at 5 years.
In particular, the number of cases receiving a positive effect from beach nourishments after 10 years is
80% for both MCL and DF indicators, and only 66% for MCL and 71% for DF after 5 years. This is,
however, rather due to the effect of sand coming from neighboring transects than the result of sand
from the nourished transects. Beach nourishments have lifetimes in the order of 1–5 years, depending
on the size of the nourishment and the local wave climate [30]. The effect of shoreface nourishments
10 years after implementation is consistent with the observation at 5 years, with a larger effect of
shoreface nourishments on the indicators compared to that of beach nourishments.

5.4. Application of BERM-N as Predictive Tool to Achieve a Predefined Coastal Management Objective

In this last application, BERM-N was used as predictive tool to quantify the sand volumes required
in order to reach a specific objective. The objective which is tested in this example is a coastline at
which any erosion trend (i.e., described by the MCL and DF indicators) is stopped and replaced by
accretive trends over the entire region. In order to do so, the two nodes (“% of transects in which
MCL/DF moves”) are constrained to a value equal to “seaward”.

Figure 9 shows that in order to achieve this objective, an average nourishment volume of
161 m3/m/year would be required, distributed over 13.7% of the transects. Considering a total length
of the coastline equal to 117 km, this would correspond to a yearly volume of about 2.5 million m3

of sand/year (i.e., 161 m3/m/year × 117,000 m × 0.137). This is less than the current nourishment
volume applied along the Holland coast, which currently results in an average accreting coastline as a
result of the large nourishment volumes applied yearly. These nourishments are applied not just to
preserve the current position of the coastline, but to maintain the entire coastal foundation in future sea
level rise scenarios, as well as to provide the boundary conditions for the developments of additional
functions, such as wide beach and dunes for nature and recreation (Section 3).
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Figure 9. BERM-N application as predictive tool to assess the required nourishment volume in order
to reach a predefined coastal erosion management objective: Reduce to zero the erosion over the entire
coastline, only allowing for accretion. The red boxes show the two nodes constrained to a condition of
“seaward” movement at the two coastline indicators.

6. Discussions

For clarity, discussion points have been grouped under three main topics.

6.1. General Assumptions Related to the Construction of the BERM-N

In order to develop BERM-N, a number of general assumptions have been adopted. First of all,
the indicators chosen to describe the morphological development of the region (i.e., MCL and DF
positions) are arbitrary. In principle, other indicators could also be selected, such as beach width
(i.e., useful for recreational purposes) or the probability of dune breaching (i.e., important for safety).
However, we have given preference to these indicators, as they are widely used for similar studies in
the region [31,32] as well as by the local government.

The choice of processes to be included in the network is also arbitrary. In this paper, we have
chosen to focus on the effects of anthropogenic forcing (i.e., nourishments) as the major driver for
coastal development along the Holland coast. On the other hand, natural forcing has been omitted
from the network. This choice is due to the fact that the large-scale and multi-year development of
this coastline in the recent years are mainly the result of the large nourishment volumes which have
been applied to manage coastal erosion. However, this is not the case at most coastlines around the
world, where the effect of natural forcing is dominant. Another assumption relates to the discretization
(i.e., number of bins and size of each bin) [35] of the continuous variables such as MCL change.
We followed the guidance of the authors of [15], who suggest that each bin should be as wide as
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possible to limit the computational expense and capture multiple data points, but narrow enough
to give meaningful forecasts and resolve uncertainty. Hence, node discretization presents a tradeoff
between the precision and accuracy of predictions. In this study, the bin width was chosen in such a
way that each bin would contain a sufficient number of data points, so we have avoided using bins
with a very small size. Similarly, there should be a sufficient number of bins in order to properly
describe the statistical distribution of the variable under consideration. BBN cannot extrapolate, only
interpolate within the bounds of the data with which they have been trained, so the extremes of the
training dataset determine the upper and lower limits of each node.

A final assumption relates to how to account for the effects of multiple nourishments in subsequent
years, when considering time windows of several years (i.e., 5 or 10), and specifically at the transects
where multiple nourishments occurred. This effect is currently included in BERM-N by only looking
at the first nourishment within the considered time window. Although other options may be possible
and were explored while setting up the network (i.e., adding the total volumes or correcting volumes
with functions which would account for the exact timing when a nourishment occurred), it should be
recognized that each of these approaches contains a bias. It was finally decided to adopt the approach
used in the paper, because of its simplicity and because it provided the highest predictive skill.

6.2. Alongshore Effects of Sand Nourishments

The analysis as presented in this study fully relies on data measured at cross-shore transects
along the entire region (i.e., nourishment volumes, types and spatial displacement of the indicators
resulting from the nourishments). The basic assumption is that the effect of nourishments can be
described by cross-shore processes and that a nourishment will only affect the coastal indicators at
the transect in which it has been applied. In reality, sand nourishments, and in particular shoreface
nourishments, also have an alongshore effect, as discussed in Section 5.3. This is a simplification, as it
is not straightforward to link the displacement of a coastal indicator resulting from a sand nourishment
applied at a different location.

This alongshore effect is also visible as a background signal in the displacements of the coastal
indicators. For example, Figures 7 and 8 show that, even without nourishments, the coastal indicators
are characterized by accretive trends, which is most likely related to the positive effect of sand
nourishments applied at neighboring transects.

6.3. BERM-N Tool for Coastal Erosion Management of Past and Future Conditions

BERM-N, as presented in this study, is fully trained based on data from past observations,
collected over more than 50 years. This means that the response and outcome of the network is derived
based on these past observations. This further implies that in case of future changes to the physical
system (e.g., accelerated sea level rise) or development of new anthropogenic interventions which may
interfere with the coastal systems, the model may have insufficient data on which to base its predictions.
Bayesian networks can interpolate but not extrapolate beyond the data with which they have been
trained. A possibility to overcome this is by complementing and retraining the BERM-N with data
derived from numerical modeling simulations (e.g., [36]), which may also include information on
possible future scenarios.

Similarly, the network has been trained with data from all past nourishment projects carried out
in the region, i.e., one of the most nourished region in the world, per kilometer length of coastline
(see, e.g., [37]). This is a very extensive database, including nourishments with different sizes and
volumes. Nevertheless, this also means that the network can only be used as a predictive tool
to simulate cases which are included within the statistical distribution of these past nourishment
projects. In case, for example, the effects of a very different type of nourishment should be simulated
(e.g., much larger in size than the ones included in the database), it may be required to extend
the database with data derived from numerical modeling simulations, which include these new
nourishments as synthetic cases.
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7. Conclusions

In this study, an application of Bayesian statistics for coastal erosion management at the regional
scale has been presented. A tool based on the use of a Bayesian network (BERM-N) was constructed
using measured data collected along the entire Holland coast for a period of over 50 years at
604 cross-shore transects. The effects of different sand nourishment designs on two pre-identified
coastal indicators (i.e., dune foot and momentary coastline position) were assessed at these transects.

Different applications of BERM-N have been described. A first application was used to quantify
the issue of coastal erosion along the Holland coast region. Additionally, the tool has shown how sand
nourishments have been effective in counteracting this issue. In a second application, the tool was used
to assess the effectiveness of different nourishment designs (i.e., shoreface vs. beach nourishments) in
counteracting coastal erosion. The results have shown how beach nourishments have an immediate
effect on the chosen indicators. On the other hand, shoreface nourishments become more effective
with time, reaching a similar effect to the one of beach nourishments after about five years. For coastal
managers, this is important, as beach nourishments may be more suitable for achieving short-term
safety objectives (≈months/years), whereas shoreface nourishment may be more appropriate to
counteract erosion at medium- and long-term (≈decades) temporal scale. In a last application, the tool
was used as a predictive tool to assess the nourishment volumes required in order to achieve a specific
coastal management objective (e.g., extending the coastline in seaward direction of a given value).

The advantage of the tool is that it is flexible, fast, and interactive and can accommodate the
use of measured data (i.e., as shown in this study) as well as synthetic data derived from numerical
modeling simulations. This makes it suitable for discussions with policy makers and other stakeholders,
following a collaborative modeling approach [38].
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Abstract: The area of Bagnoli (Gulf of Naples, central Tyrrhenian Sea) has been heavily exposed
to pollution for over a century due to the presence of industrial sites along its coastline. The aim
of this study is to analyze contaminant concentrations (i.e., heavy metals and hydrocarbons) in
seabed sediments through a statistical multivariate approach. Multivariate methods permit us to
describe the pollution dynamics affecting the area and distinguish between anthropogenic and natural
pollution sources. Additionally, the association between contamination patterns and the wave climate
characteristics of the gulf (i.e., wave period, direction, height, power, and energy) is investigated.
The study confirms that the main contamination source in the Bagnoli bay is anthropogenic activities
(i.e., former steel plant and sewage discharges) for the majority of investigated pollutants. It also
provides evidence, however, for the potential co-existence of multiple anthropogenic and geogenic
sources of arsenic and other metals that may be originating also from the water-rock interaction and
submarine volcanic emissions in the Phlegraean area.

Keywords: arsenic; hydrocarbons; heavy metals contamination; marine pollution; multivariate
analysis; Bagnoli; Naples

1. Introduction

The contamination of marine environments represents an increasing global concern because of
the potential risks to both human health and along the coast heavily affecting the marine ecosystems.
The Mediterranean Sea, due to reduced circulation and the presence of multiple industrial inputs along
the coastline, is particularly vulnerable to environmental impacts and risks. Moreover, there is evidence
that contamination may persist long after the end of industrial activities [1]. The historical industrial
district and metallurgical production at the Bagnoli steel factory (ILVA), active for roughly a century, has
exposed the marine sediments of the Gulf of Pozzuoli (GoP) to pollution by heavy metals and polycyclic
aromatic hydrocarbons (PAHs). This area became a key site for twentieth-century Italian economic
growth through industrial plants that produced steel and cement using iron ore and coal transported
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from other locations and processed on site. These activities, now recognized as detrimental to the
environment and economically impractical, prompted the industrial area to be dismantled starting
in the mid-1990’s [2]. The impact of heavy industries was never completely remediated, however,
and this negligence results in high concentrations of PAHs and trace metals in marine sediments [3].
Sediment contamination is still evident in the vicinity of the industrial sites but also widespread
in neighboring areas due to re-suspension of sediments and to water currents [4–7]. Furthermore,
sewage loss from wastewater treatment plants or accommodation facilities along the western Bagnoli
coastline increased the magnitude of the marine environment contamination [8,9]. Bagnoli has served
as the subject of numerous scientific studies aimed at verifying the current condition of the water and
marine sediments present in the GoP. Recent work has focused on bioaccumulation and biomarkers
investigations to better understand the toxic effects and mechanism of action of contaminants [10–12].
Recently, an integrated assessment called sediment quality triad (SQT) was used to consider chemical
analyses and biological effects as different lines of evidence (LOEs) to describe environmental quality
of marine sediments [2,13]. A multidisciplinary approach (the weight of evidence approach, WoE)
permits researchers to interpret various environmental conditions compared to a univariate analysis,
such as a chemical approach, and circumvent overestimated and costly management decisions [11].
The WoE approach, integrating five lines of evidence (LOEs: sediment chemistry, bioavailability of
chemicals, subcellular effects, toxicity at organism level and at the community level) was successfully
applied to the Bagnoli case study and revealed a clearly polluted area but less critical levels of pollution
when compared to the results of sediment chemistry alone [2].

This study, developed in the framework of the ABBaCo project which started in 2017, is designed
to (a) update and improve the characterization of the environmental quality of the Bagnoli industrial
site, (b) identify contamination sources, and (c) propose suitable remediation strategies. In the Bagnoli
area, the determination of polluting sources is particularly challenging due to the cohabitation between
natural processes and anthropic activities, which assesses sources apportionment more difficult.
Moreover, some contaminations are nowadays almost ubiquitous (e.g., PAHs contamination is present
in urban areas [14], rural areas [15], and coastal areas [5]).

The GoP is an area characterized by intense volcanic activity due to the presence of a large
caldera—the Phlegraean fields—which is one of the most densely populated active volcanoes on Earth.
It is characterized by a strong record of historical unrest and eruption events that date back to 2.2 ka
BP. Since the 1950’s, the Phlegraean fields’ area has undergone four episodes of caldera-wide uplift
and seismicity, which have raised the coastal town of Pozzuoli, near the center of unrest by 4.5 m
and triggered the repeated evacuation of some 40,000 people. During the last 20 years of subsidence,
following the uplift peak reached in 1984, the caldera started a new, low-rate uplift episode accompanied
by low-magnitude seismicity and marked geochemical changes in fumaroles [16]. For this reason, some
elements, such as arsenic (As), represent a natural enrichment. In some Italian areas, such as the Po
plain, it is recognized that arsenic originates from the reductive dissolution of Fe oxides [17]. Therefore,
in the present study, the presence of arsenic is assessable as a characteristic natural background level of
the study area [6]. This natural presence of heavy metals in the sea sediments of the gulf is attributed
to an active system of submarine thermal springs near the Bagnoli coastline that constantly release
volcanic gasses [18,19]. PAHs also originate, however, from percolation through the soils or landfills
contaminated by industrial activities [7].

For the assessment of the source apportionment in a highly polluted area, the use of statistical tools
is well recognized. Some studies report the advantages of using multivariate statistical analysis [20–27]
to interpret the contaminant distributions and the pollutants patterns. For the marine environment,
some studies use principal component analysis (PCA) [7,15,28–30] and bivariate correlation analysis
(Pearson coefficient) [31,32], nonparametric multivariate multiple regression analyses [33,34], canonical
analysis of principal coordinates [33], multivariate linkage tree analysis [34] and randomized analysis
of variance (PERMANOVA) [8,33,34] to investigate the co-occurrence of a suite of pollutants
in sediments and to assess the related response on the biological assemblages that inhabit the
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seabed. Some correlation analyses were carried out between pollutant concentrations and sediment
granulometry [31]. Other studies examined the distribution patterns of the meiofauna and the diversity
and abundance of microorganisms inhabiting the sediments of GoP in relation to environmental
variation and chemical pollution [8,33,34]. Most PAH inputs in the environment are linked to
anthropogenic activity (e.g., wastes from industrialized and urbanized areas, off-shore petroleum
hydrocarbons production or petroleum transportation) [35]. One of the main issues is the connection
between pollutant concentrations and their possible source (natural or anthropic) combined with the
influence of wave climate on their concentration patterns. Within this project, the present research aims
to apply a robust statistical approach (PCA/FA) to demonstrate its practical application for assessing
the main contamination sources, distinguishing among natural or anthropic/industrial contributions,
and finding correlation between the contaminant concentrations and wave hydrodynamics in the area.
The workflow framework of the study is shown in Figure 1.

Figure 1. Workflow scheme of the study. This work basically generates three main results boxes:
the first and the second box include bivariate correlations analysis, respectively between PC/Fs and
distances from sewage discharge and PC/Fs and distances from thermal spring, while the third box
includes the hierarchical cluster analysis (HCA) and Kruskal Wallis test.

2. Materials and Methods

2.1. Study Area and Geological Settings

The study area, Bagnoli, is located within the Bay of Pozzuoli, in the western sector of the urban
territory of Naples. Close to the Bagnoli site, the already mentioned Phlegraean fields is a large “super
volcano” situated to the west of Naples, Italy. Declared a regional park in 2003, the area of the caldera
consists of 24 craters and volcanic edifices, most of them submerged under the bay with very high
hydrothermal activity and effusive gaseous manifestations [19] (Figure 2). From a geological point of
view, this large caldera is in a state of quiescence. The Phlegraean fields experienced extreme volcanic
activity in the last 39,000 years. The two main events occurred 35,000 years ago (the ‘Campanian
ignimbrite eruption’), followed by caldera collapse, and 15,000 years ago (the ‘Neapolitan Yellow Tuff’,
NYT eruption). The NYT eruption formed the central and eastern part of the Bagnoli–Fuorigrotta
plain, which is constituted by a sequence of pyroclastic and volcanic material that thickens along the
Agnano crater. Agnano volcanic products dominates the western part of the plain. The last eruptive
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event occurred in A.D. 1538 and gave rise to the Mt. Nuovo cone. From then on, only bradyseismic
and hydrothermal activity (in the Solfatara and Pisciarelli area) are present in the area. The ground
deformation in this area was recognized as caused mainly by the actions of long periods of uplift,
eruptive activity, and possible deep magma movements [36–38]. According to some studies [39],
the Phlegraean fields activity has been predominantly explosive and characterized by an interaction
between magma and water. There is evidence of both interaction of the magma with sea water as
well as intra-caldera lake water and deep-seated aquifers in some Plinian volcanic events. High
concentrations of metals and metalloids, such as As, Mn and Fe are found in groundwater and in the
sea sediments near the main tectonic and hydrothermal activity [3,18,31,40,41].

Figure 2. Location of the study area, Bagnoli bay, Naples, Italy.

Since the early 1900’s Bagnoli has been affected by the presence of various industries. The most
important industrial activity was through ILVA steelworks, formerly Italsider. The ILVA steel plant was
located along the Bagnoli coastline and was characterized by two long piers (still present now) which
served as a berth for large ships that carried raw materials such as coal, iron ore and limestone to the
steelworks. In the early 1960’s, in order to enlarge the plant, the area between the two piers was filled
with industrial waste coming from the steelworks. A new coastline was designed, giving more space
for the industrial activities, but causing consistent damage to the marine ecosystems. Furthermore,
the presence of nine discharge points along the coastline, combining both industrial and civil sewage,
may have contributed to the deterioration of the quality of the environment. Some of these collectors
are no longer in use since the steelworks stopped its production in 1990.

The Bagnoli Bay is also characterized by the presence of some submarine thermal springs, mainly
located close to the former industrial area. Some offshore thermal springs are also present in the GoP.

2.2. Data Availability: Sampling, Sewage Discharge, and Wave Information

In this study, a total of 126 sampling points were considered as shown in Figure 3 (black dot
points). These samples were part of an explorative campaign carried out in 2017 in the GoP by the
Stazione Zoologica Anton Dohrn [42,43]. On the sea bottom, 94 sediment samples were collected
using drilling (0-50 cm) and 32 sediment samples were collected by bucket (surface layer). In each
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point, the concentrations of heavy metals and PAHs were measured. A total of 11 heavy metals
(i.e., Al, As, Cd, Cr, Cu, Fe, Hg, Ni, Pb, V, and Zn) and 18 PAHs (i.e., naphthalene, anthracene,
phenanthrene, acenaphthylene, acenaphthene, fluorene, fluoranthene, pyrene, benzo(a)anthracene,
chrysene, benzo(b)fluoranthene, benzo(a)pyrene, benzo(k)fluoranthene, indeno(1,2,3-cd)pyrene,
benzo(ghi)perylene, dibenz(ah)anthracene, benz(j)fluoranthene, benz(e)pyrene) indicated by
Environmental Protection Agency (EPA) as important toxicological contaminants were considered.
All the samples and the analytical determination derive from the series of studies conducted under the
framework of the ABBaCo project [4,33]. Contaminants general statistics are reported in Table 1.

Table 1. General statistics of the sampled contaminants in Bagnoli sea sediments. Heavy metals (in
mg/kg) and polycyclic aromatic hydrocarbons (PAHs, in μg/kg) are divided by bold line.

Contaminant N Minimum Maximum Mean Std. Deviation

Aluminum (Al) 126 27827.37 92240.68 65268.54 16565.95
Arsenic (As) 126 18.66 136.66 64.32 24.59

Cadmium (Cd) 126 0.26 14.65 2.03 2.96
Chromium (Cr) 126 11.16 1022.02 51.62 108.50

Copper (Cu) 126 6.64 209.58 48.38 42.17
Iron (Fe) 126 21578.56 209372.34 76045.46 45464.22

Mercury (Hg) 126 0.01 7.51 0.73 1.02
Nickel (Ni) 126 4.15 94.14 14.20 9.50
Lead (Pb) 126 25.29 1425.65 306.64 334.94

Vanadium (V) 126 42.03 360.13 107.69 33.89
Zinc (Zn) 126 93.55 3132.46 706.18 741.38

Naphthalene 126 0.50 308169.70 7055.02 33307.90
Anthracene 126 4.69 147085.93 9281.80 21470.44

Phenanthrene 126 9.80 427669.32 19897.58 55329.63
Acenaphthylene 125 1.93 97037.60 3570.29 12733.90
Acenaphthene 126 0.50 261079.10 6093.03 28521.31

Fluorene 125 1.72 243499.32 6815.46 29311.06
Fluoranthene 126 22.34 384779.23 38409.73 65196.81

Pyrene 126 20.04 314505.67 33190.47 55808.17
Benzo(a)anthracene 126 11.05 143895.53 14480.05 23670.28

Chrysene 126 10.39 123533.76 13286.81 21443.57
Benzo(b)fluoranthene 126 8.62 133453.01 16081.11 25336.33

Benz(a)pyrene 126 10.21 160764.77 20325.76 32175.75
Benz(k)fluoranthene 126 9.76 77963.48 8639.16 14020.82

Indeno(1,2,3,c,d)pyrene 126 17.13 91995.93 11367.30 18115.95
Benz(g,h,i)perylene 126 22.03 109180.22 13201.81 21859.16

Dibenz(a,h)anthracene 126 4.03 33074.18 3255.55 5528.15
Benz(j)fluoranthene 126 7.32 77596.95 8227.36 13993.61

Benz(e)pyrene 126 6.86 125705.41 15362.81 24770.26

A total of 14 sewage discharge points were mapped and selected in the study area (from 1 to 9C,
in Figure 3). Some of these discharge points were supposed to be inactive (e.g., Points 4, 7 and 8).
However, it is well recognized that due to poor maintenance and some illegal discharges in sewage
disposal these points, especially when heavy rains occur, release water carrying waste and sewage to
the coastline. For this reason, all the discharge points shown in the figure have been considered as
active. It should also be noted that the discharge points labeled as “C” in Figure 3 are control points
chosen as the nearest to discharge point (i.e., 9C is the control point of discharge point 9).
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Figure 3. Location and typology of sewage discharges located along the Bagnoli coastline. The capital
letter “C” indicates the discharges which control the nearest discharge point (i.e., 9C is the control point
of Discharge Point 9).

Representing natural contaminant sources spread along the Bagnoli bay seabed, 13 thermal
springs were identified [18] (Figure 4).

 

Figure 4. Location of natural sources inside the Bagnoli bay [12,18].

In addition to the presence of sewage discharges and thermal springs, concentration patterns can
be influenced by marine dynamics that remobilize sediments and accumulate them in places where
there are steady-state conditions. In order to include the analysis, the main effects of the wave-induced
hydrodynamics inside the GoP area in the analysis, we incorporated wave properties generated by a
numerical model of the gulf.
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2.3. Numerical Wave Modelling
The wave climate analysis was carried out using the hindcast data from the European Centre

for Medium-Range Forecasts (ECMWF). Significant wave height (Hs), mean period (Tm), and mean
direction (Θm) for the time period ranging from January 1979 to December 2018 were extracted from
the wave model (WAM) of the ERA-interim archive (ERA: ECMWF Atmospheric Reanalysis), available
for download online [44]. Both the offshore energetic patterns and the nearshore water conditions
have been studied by means of the MIKE 21 SW coastal propagation model [45]. The model has
been previously calibrated and validated applying a multi-collocation-based estimation approach as
described in [46]. Such studies perform an optimization procedure for:

1. The WAM offshore hindcast data, consisting in an amplification of each value of WAM dataset by
means of an “enhancement factor”. The enhancement factor has been obtained by comparison of
WAM hindcast dataset at a point located offshore the study area and the time series obtained by
transposition of the available data from an offshore wave buoy record. Then, the fictitious WAM
time series has been used as input for the numerical model.

2. The nearshores wave propagation model output, applying a two-step calibration strategy by
comparison with measurements from acoustic Doppler current profilers and a set of innovative
low-cost drifter-derived GPS-based wave buoys [47] located both inside and outside the GoP.

It is worth noting that spreading and dispersion studies and studies of water quality or ecological
systems in marine areas are generally carried out by means of coastal hydrodynamic models coupled
with sediment transport and particle tracking models. Generally, such modelling is computationally
demanding. Therefore, in the perspective to undertake multi-year wave hindcast studies more quickly,
a spectral modeling of wave propagation has been used. In order to assess the hypothesis that the bay’s
hydrodynamics is a factor of influence on pollution patterns, a single wave scenario able to represent
the yearly average condition in the bay in terms of wave energy flux, had to be selected. Such a sea
state, here defined as “energy equivalent”, was obtained considering the wave power content of each
wave from the whole dataset of 40-year wave records. Operatively, from the 6-h data of Hs, Tm, θm

provided by the fictious WAM model, a 6-h wave power and a wave energy dataset were obtained.
For a specific sea state, the average wave energy per unit area is proportional to the square of the
significant wave height, Hs, according to the known relationship [48]:

Ewave =
1
16
ρgH2

s

[ J
s

]
(1)

where ρ is the sea water density, assumed equal to 1025 kg/m3, g is the gravity acceleration (equal
to 9.81 m/s2). For a given spectrum, the significant wave height computation is based on zero-order
moment of the spectral function and readily estimated as follows:

Hs = Hm0 = 4
√

m0 (2)

and the wave characteristic/statistic periods can be defined as:

Te = 2π
m−1

m0
(3)

Tm = T01 = 2π
m0

m1
(4)

where Te, T01 are the energy period and the spectral mean period, respectively, with the spectral
moment being defined as:

mn =

∞∫
0

S( f ) f nd f (5)
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where n = −2, −1, 0, 1, 2, . . .
The wave power in irregular waves can be computed as:

P =
ρ× g2 ×H2

s × Te

64×π (6)

Following a conservative approach, according to [49,50], the energy period in the present study
has been assumed as 1.14 Tm. Equation (6) can be written in the approximate deep water expression:

P = 0.459×H2
s × Te (7)

For each j-th year, an average wave power (PJ) has been computed. Considering that the energy
period can be computed directly using the approximate formula:

Te = 4.5× √Hs (8)

then, an “energetic” yearly significant wave height, He, can be calculated as:

He, j =
2.5

√
Pj

0.459× 4.5
(9)

for j = 1, . . . , 40, and a correspondent energy period can be estimated as follows:

Tee, j = 4.5×
√

He, j (10)

The 40-year average for these parameters gives He = 0.93 m and Tee = 4.3 s. Regarding the
representative direction, De, a vectoral analysis about the energy flows (carried out comparing records
of ADCP installed in the bay and correspondent offshore waves) indicate as the offshore wave direction
can be considered 217◦ N. Finally, the “energy equivalent scenario” with He, Tee and De has been
propagated applying the MIKE 21 SW model. The seabed was performed by interpolating at the grid
nodes the information provided by the General Bathymetric Chart of the Oceans (GEBCO) database [51].
A gross verification of the 10-m isobath, as representative of the nearshore region in a wave propagation
model, has been applied by comparison with a recent bathymetric campaign [19].

2.4. Statistical Analysis: Multivariate Analysis and Bivariate Correlation

All the statistical computations were implemented using the statistical software IBM SPSS
Statistics® (version 26.0), while spatial queries, distance calculation and data mapping were managed
through the open source environmental software QGIS (version 3.8.3, https://qgis.org/en/site/).

PCA [52] is a powerful technique to investigate patterns of correlations among a set of variables.
PCA in fact allows to extract a set of new variables, uncorrelated, called principal components (herein
after PCs), each aggregating the variables more strongly correlated with the PC and among themselves.
PCA seeks in fact a linear combination of input variables, which extracts the maximum variance of the
bivariate correlation matrix. Following this, with a second linear combination, orthogonal from the
first one, PCA extracts the maximum variance of the remaining variance, and so on. PCs represent
all the linear combinations of the original variables weighted by their contribution in explaining the
variance, in a specific orthogonal dimension. PCA was turned into a factor analysis (FA) to reduce
the contribution of the less significant parameters within each component, by extracting a new set of
vari-factors through rotating the axes defined by the PCA extraction. The Varimax rotation criterion
was used to rotate the PCA axes allowing us to maintain the axes, orthogonality. The number of factors
to be retained was chosen based on the “eigenvalue higher than 1” criterion (i.e., all the factors that
explained less than the variance of one of the original variables were discarded).
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To assess the variability within the whole set of contaminants, PCA/FA was performed considering
all 11 metals, and all 18 PAHs (Table 1). For each of the N sampling points, PCA enabled to calculate
principal component scores aggregating the information of the different parameters’ concentration
values. Moreover, in order to assess correlations between the sampled contaminants concentrations
and the position of sewage discharges and thermal springs, a distance matrix was created through the
QGIS vector toolbox, containing the pairwise distance between each sampling point and each discharge
point. The measurements-discharges distance matrix was then associated to the component loadings
and a bivariate Pearson’s linear correlation analysis was performed. Finally, in order to assess the
possible effects of the waves’ dynamics on the concentration patterns found with PCA, a Kruskal Wallis
test was performed to test the significance of hydrodynamics’ effect on the contaminant concentrations,
likewise similar studies [53–56]. Five wave characteristics were considered, such as the direction, the
height, the mean peak period, the energy and the resulting power of the wave motion inside the bay.
These characteristics were subdivided into classes, identified based on a hierarchical cluster analysis
(HCA) [52] and tested as factors on the vari-factors assumed as dependent variable in the Kruskal
Wallis test. Therefore, the KW null hypothesis was the equality of the vari-factor medians across wave
characteristics classes. The level of significance assumed was P-value lower than 0.05.

3. Results

3.1. PCA and PCs Extraction

PCA/FA allowed us to extract four rotated PCs accounting for about 86% of cumulative variance
from the original 29 variables. Table 2 shows the matrix of the Factor loadings, which represent the
correlation of each variable with each rotated PCs.

Table 2. Factor loadings matrix: the factor loading values higher than |0.5| are highlighted in bold
and indicated as the significant loadings for the corresponding factor. Total variance explained by the
rotated components (Fs) are shown.

Rotated Component matrix

Contaminant
Factor

1 2 3 4

Al −0.660

As 0.881

Cd 0.746 0.440
Cr 0.789

Cu 0.646 0.475
Fe 0.568 0.446
Hg 0.683

Ni 0.551

Pb 0.820

V 0.710

Zn 0.809

Naphthalene 0.915

Anthracene 0.516 0.845

Phenanthrene 0.903

Acenaphthylene 0.928

Acenaphthene 0.92

Fluorene 0.942

Fluoranthene 0.670 0.722

Pyrene 0.705 0.688
Benz(a)anthracene 0.708 0.688

Chrysene 0.723 0.668
Benz(b)fluoranthene 0.788 0.597

Benz(a)pyrene 0.793 0.584
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Table 2. Cont.

Rotated Component matrix

Contaminant
Factor

1 2 3 4

Benz(k)fluoranthene 0.768 0.619
Indeno(1,2,3,c,d)pyrene 0.786 0.595

Benzo(g,h,i)perylene 0.790 0.584
Dibenz(a,h)anthracene 0.743 0.636

Benz(j)fluoranthene 0.763 0.63
Benz(e)pyrene 0.788 0.59

% of Variance 38.314 35.447 6.872 5.565
Cumulative % 38.314 73.760 80.543 86.108

Based on factor loadings, the Factors can be interpreted as follows:

1. F1 accounts for 38.3% of the variance and it is loaded mostly by PAHs and by some heavy metals
(i.e., Cd, Cu, Fe).

2. F2 accounts for 35.4% of the variance and it is loaded by the remaining PAHs with a lower
molecular weight and higher vapor pressure.

3. F3 accounts for 6.8% of the variance and it is loaded by Cr, Ni and V.
4. F4 accounts for 5.5% of the variance and it is loaded by As.

PCA/FA highlights that PAHs concentrations are split into two different pollution components and
this is consistent with their mobility characteristics. The molecular weight is in fact considered as an
index of the dispersion of a pollutant: the heavier a substance is, in terms of molecular weight, the lower
their environmental mobility is (Supplementary Materials: Table S1 shows the PAH molecular weights).

3.2. Factors vs. Sewage Discharges

After the factors identification, a bivariate correlation analysis with the distances from the existent
discharges was performed. In Table 3, the Pearson’s linear correlation coefficients are shown. It can be
observed that the significant correlations are all negative, outlining that higher is the distance of the
sampling point from the discharge point, the lower is the pollutant concentration. It is also worthwhile
to observe that the points labeled as C, control points of the specific discharge points, show the same
pattern of correlation of actual discharge points.

Table 3. Correlation coefficients between the vari-factors obtained by principal component analysis
(PCA)/factor analysis (FA) and their distances from the sewage discharges. The correlations highlighted
in bold and with a superscript are significant. The number of data are 125.

F1 F2 F3 F4

Discharge
Points

Pearson’s
Correlation

Sign.
(Two-Tailed)

Pearson’s
Correlation

Sign.
(Two-Tailed)

Pearson’s
Correlation

Sign.
(Two-Tailed)

Pearson’s
Correlation

Sign.
(Two-Tailed)

1 −0.081 0.368 −0.070 0.438 0.175 0.050 −0.536 ** 0.000
1C −0.083 0.357 −0.068 0.450 0.169 0.060 −0.546 ** 0.000
2 −0.100 0.268 −0.058 0.524 0.135 0.133 −0.588 ** 0.000

2C −0.096 0.289 −0.060 0.508 0.142 0.114 −0.581 ** 0.000
3 −0.118 0.191 −0.055 0.540 0.120 0.180 −0.595 ** 0.000
4 −0.144 0.108 −0.047 0.602 0.093 0.300 −0.606 ** 0.000
5 −0.203 * 0.024 −0.030 0.746 −0.006 0.945 −0.590 ** 0.000

5C −0.195 * 0.030 −0.017 0.854 −0.086 0.339 −0.517 ** 0.000
6 −0.149 0.098 −0.007 0.938 −0.105 0.242 −0.458 ** 0.000
7 −0.132 0.142 −0.001 0.990 −0.160 0.075 −0.294 ** 0.001
8 −0.118 0.190 0.003 0.974 −0.162 0.072 −0.256 ** 0.004

8C −0.174 0.052 −0.005 0.952 −0.218 * 0.015 −0.210 * 0.018
9 −0.136 0.130 0.011 0.905 −0.242 ** 0.006 −0.039 0.667

9C −0.147 0.101 0.009 0.924 −0.252 ** 0.005 −0.030 0.738

* Correlation is significant at level 0.05 (two-tailed). ** Correlation is significant at level 0.01 (two-tailed).
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The results show that the pollutants included in F1 are inversely correlated with the distance
from the discharges 5 and 5C (i.e., the discharge and the control point of the former industrial area).
No significant correlations were instead found between the pollutants loaded on F2 and the distances
from the discharges, while F3, including Cr, Ni and V, correlates inversely with 8C, 9, 9C discharge
points. These discharges are located on the southern side of the Nisida isthmus and are the discharges
of the Coroglio Plant 8 and 9 (Figure 3). Finally, F4 showed significant correlations with distances
from all discharges except 9 (and 9C). Being F4 loaded only by As, it may be speculated that As
concentrations did not depend on specific discharge points, but it may rather derive from the whole
coastal area and it is distributed along the whole gulf. The geology of the land surrounding the gulf
(i.e., pyroclastic rocks) had in fact characteristics that were consistent with a geogenic origin of the As.
Moreover, this analysis suggested that the presence of As in sediments is not necessarily due to the
industrial spillage, but it may have a possible natural origin related to the geology of the area.

Based on these results, F2 was the only pollution component, which was not found correlated
with any discharge point. This can be a consequence of the higher mobility of these compounds and
their tendency to disperse.

3.3. Factors vs. Thermal Springs

As mentioned before, F4 (representative of As contamination pattern) resulted to be inversely
correlated to the majority of the discharge points located along the Bagnoli coastline, suggesting that
the As contamination in the gulf might not be due to a single source, but it may be caused by a presence
of multiple sources (i.e., discharged into the gulf through groundwater). In addition, As might be
released through submarine thermal springs that were clustered on the Pozzuoli Bay seabed. In order
to investigate this possibility, another correlation analysis was performed. Being As loaded only on F4,
the other three components were excluded from this analysis (Table 4).

Table 4. Correlations of As with respect to the position of natural thermal springs present on Bagnoli
bay seabed. Significant correlations are highlighted in bold. The number of data are 125.

Discharge Points
F4 (Arsenic)

Pearson Correlation Sig. (Two-Tailed)

T1 0.088 0.329
T2 0.081 0.370
T3 0.051 0.572
T4 −0.036 0.687
T5 −0.382 ** 0.000
T6 −0.254 ** 0.004
T7 −0.067 0.457
T8 −0.110 0.221
T9 −0.001 0.995
T10 0.233 ** 0.009
T11 0.345 ** 0.000
T12 −0.190 * 0.034
T13 −0.268 ** 0.002

* Correlation is significant at the 0.05 level (2-tailed). ** Correlation is significant at the 0.01 level (2-tailed).

Some positive correlations between As and the distance from Thermal Springs 10 and 11 were
found, whereas inverse correlations were found with T5, T6, T12 and T13. Such an ambiguous pattern
might be attributed to the fact that only some of those hydrothermal springs were fully active as was
shown by recent studies [16,18,19]. As some of those springs are located in the open sea, the positive
correlations might be the effect of the bathymetry of the bay [19], where the seabed sinks rapidly from
the coastal area, determining the coastal accumulation of the sediments enriched with As.

It is also worth noting that these springs were in the proximity of discharge points (e.g., Thermal
Springs 5 and 6 which are close to the “Conca d’Agnano”, Discharge 2, or Thermal springs 12 and 13,
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which are close to Discharges 8 and 9, shown in Figure 3). All these drains are likely to be affected by
groundwater and thermal water infiltrations which may possibly contain As [57].

3.4. Pollution Patterns and Wave Hydrodynamics

In order to assess whether the wave hydrodynamics have an influence on pollutant concentrations
in sediments, the wave characteristics estimated at each sampling point were interpolated and pollutant
vari-factors were tested against five classes of wave characteristic (i.e., wave height, peak period and
mean direction) through the Kruskal Wallis test. Figure 5 shows the bathymetry implemented in
the wave numerical model, the significant wave height and the energy period as results of the wave
propagation of the 40-year averaged energy equivalent scenario.

 

Figure 5. (a) Bathymetry implemented in the wave propagation model; (b) resulting significant wave
height in the bay after propagation of the 40-year averaged energy equivalent sea state; (c) the same of
(b) but in terms of energy period.
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Besides wave height, peak period and mean direction, the energy content and the energy flux
were also calculated. Figure 6 showed the distribution of the wave energy and wave power at each
sampling point.

  
(a) (b) 

Figure 6. Distribution of the waves’ energy (a) and the waves’ power (b) at each sampling point.

HCA results suggested to subdivide the wave hydrodynamics profiles of the Gulf into four classes
of increasing hydrodynamics/energy (see Table 5). These classes have been tested as fixed factors in
the Kruskal Wallis test design.

Table 5. Characteristics of the four wave hydrodynamics classes.

Wave Hydrodynamics
Classes

Direction Wave Height Period Energy P Wave

1

Mean 224.00 0.14 4.13 14.98 48.34
Std. Deviation 0.00 0.06 0.00 8.77 28.30

Median 224.00 0.18 4.13 20.42 65.92
Minimum 224.00 0.06 4.13 2.27 7.32
Maximum 224.00 0.18 4.13 20.42 65.93

N 10 10 10 10 10

2

Mean 207.45 0.54 4.13 190.24 614.10
Std. Deviation 7.37 0.08 0.00 50.93 164.44

Median 204.00 0.57 4.13 204.79 660.86
Minimum 192.00 0.33 4.13 68.64 221.49
Maximum 224.00 0.63 4.13 250.17 807.78

N 73 73 73 73 73

3

Mean 193.95 0.67 4.13 283.91 916.66
Std. Deviation 2.03 0.03 0.00 23.69 76.52

Median 192.00 0.69 4.13 300.10 968.97
Minimum 192.00 0.63 4.13 250.17 807.39
Maximum 196.00 0.69 4.13 300.10 969.02

N 37 37 37 37 37

4

Mean 196.00 0.69 4.16 300.10 977.18
Std. Deviation 0.00 0.00 0.00 0.00 0.00

Median 196.00 0.69 4.16 300.10 977.18
Minimum 196.00 0.69 4.16 300.10 977.18
Maximum 196.00 0.69 4.16 300.10 977.18

N 3 3 3 3 3

The different pollution components (i.e., F1, F2, F3 and F4) showed different results:

1. F1, loaded by the heavier PAH compounds and by some heavy metals and F4 loaded by arsenic,
were both found significantly influenced by wave hydrodynamics (test results were respectively
H: 12.9; df: 3, P < 0.01; and H: 51; df: 3, P < 0.01).
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2. F2, loaded by the lighter PAHs, and F3, loaded by chromium, nickel and vanadium were not
found influenced by the wave hydrodynamics (P > 0.05).

Moreover, pairwise comparisons where significance values have been adjusted by the Bonferroni
correction for multiple tests allowed to assess that the F1 pollution component had the highest
concentration values associated with classes of intermediate hydrodynamics (P < 0.05, see Figure 7a.)
whereas F4 (and therefore arsenic) was found mostly associated with a low hydrodynamics (P < 0.05,
see Figure 7b.).

 

(a) (b) 

Figure 7. Box plots showing (a) F1 concentration values (heavy PAHs) vs. wave hydrodynamics classes;
(b) F4 concentration values (As) vs. wave hydrodynamics classes.

Therefore, the PAHs’ F1 component appears to be affected by the wave-induced currents, being
the concentration pattern of these pollutants in sediments dependent also on the shallow water
hydrodynamic parameters in the bay. On the other hand, the wave hydrodynamics was not found to
influence the PAHs’ F2 component whose higher mobility had probably contributed to homogenize
their contamination level in the bay. Likewise, F3 pollutants (i.e., chromium, nickel and vanadium) do
not any the wave-induced pattern in the bay. Arsenic (F4) instead was found strongly associated to the
areas closest to the coast and characterized by a low wave hydrodynamics.

4. Discussion

This study confirms that a multivariate statistical analysis (PCA/FA) approach can be extremely
effective in assessing the apportionment of contaminant sources, even in a site with a complex
geological characteristic and a long historical industrial development. With respect to the previous
studies (e.g., [3,4,6,7,18]) which used similar methods to investigate the sediments or biota ([31,33,34]),
this study considers a larger portion of the Gulf of Bagnoli, and it investigates the relationship of
metals/PAHs with both the hydrodynamics of the Gulf and potential discharges/sources. Additionally,
while studies in literature considered mostly the sum of total PAHs, in this study 18 PAH compounds
are considered individually as their contamination pattern in the gulf. This aspect of the analysis
allows us to determine that PAHs of higher molecular weight follow the pattern of metals such as Cd,
Cu, Hg, Pb, Zn and Fe and are mainly located near the former discharges of the ILVA steelwork plant.
PAHs of lower molecular weight are more dispersed in the gulf. Moreover, while heavier compounds
seemed to be influenced by the wave climate of the bay, lighter compounds were apparently much less
influenced by it.
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Heavy metals such as chromium, nickel and vanadium were found more concentrated near
the Nisida northwestern coast and in offshore waters (Figure 8) and did not appear to be strongly
influenced by the wave hydrodynamics of the outer gulf. These findings were coherent with the
findings of other studies ([4,6,58,59]) even though the measurements in this study derived mostly from
drilling and did not include sediment cores.

 

Figure 8. Representation of factor scores inside the bay. The interpolation of factor scores was made
with the IDW (inverse distance weighting) method.

Armiento et al. [4] within the same ABBaCo framework had analyzed both drilling (i.e., top layer
sediments or TL) and sediment cores and found that that TL samples were characterized by a lower
contamination than sediment cores. It is important to note that the correlation patterns found in TL
samples reflected what was found in studies that analyzed historical contamination patterns through
sediment cores.

The association of Cd, Cu, Hg, Pb, Zn and PAHs was described by Romano et al. through the
analysis of sediment cores in a study [6] that determined the historical contamination pattern from
industrial activity. The same study found that As, Cr, Ni and V were associated with deeper levels
(209–299 cm) of the cores having with the highest percentages of clay fraction, suggesting a prevalent
natural contribution for these elements. The only contaminant that is almost completely uncorrelated
with the other pollutants is arsenic. This metalloid is significantly present in the bay showing a gradient
from offshore to the inshore zones. Arsenic variability was found significantly correlated with both the
distance from discharge sites located along the coastline and with some thermal springs present on the
seabed. This pattern suggests that it is impossible to attribute the origin to a single source, even when
the anthropogenic or the geogenic origin is slightly dominant.

Finally, our study confirms that arsenic is not correlated with other elements and highlights
that the spatial pattern of its contamination might be dependent on both a land-driven origin (e.g.,
As-enriched groundwater, see [58]) and the presence of subaerial/submarine geothermal springs [59]).

The correlation of arsenic with the sewage discharge sites suggests a potential effect due to
multiple anthropic activities: the former ILVA steelworks used arsenic in their production cycle but
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glass factories, located along the coastline in the past, may have contributed to the contamination
due to their use of arsenic in glass production. Furthermore, the correlation with thermal springs
might account for a “natural” arsenic source and conditions are not infrequent where discharges are
characterized by a mixture of anthropogenic and geogenic sources. One example of this is the Conca
d’Agnano discharge point which releases a mix of water from Agnano lake (i.e., thermal) and municipal
wastewaters. Sewage discharge might also contain As-enriched groundwaters due to gas-water-rock
interactions inside the aquifer [57,60]. The diffusion of arsenic in the bay was found to be influenced
by the wave hydrodynamics, suggesting that arsenic dispersion in sediments might be attributed to
various sources (anthropic, natural, or “mixed”) and further diffused due to the particular marine
dynamics in the Bagnoli Bay.

5. Conclusions

The results of this study contribute to the reconstruction of the contamination history of the
Bagnoli coastal zone, determined by the presence and past activity of industrial sites. Due to the high
urbanization of the Neapolitan coastal zone it is impossible to find an unpolluted area-characterized
by the same natural environmental framework of the impacted industrial site—to use as a control
area. In the present study, a PCA/FA assessment was carried out in the Bagnoli Bay in order to
demonstrate the utility of the robust statistical tool in a complex environmental/industrial scenario to
investigate the concentrations’ variability and their relationship with the locations of sewers, industrial
sites, thermal springs, and the wave action inside the GoP. This study confirms the importance
of performing statistically robust multidimensional analysis to support the source apportionment
assessment of marine sediment contamination. PCA/FA, considering several parameters, allowed
better discrimination among the many contamination components affecting the Bagnoli Gulf area
and proved to be a very powerful tool in a complex environment with a mixture of effects due to
anthropogenic and natural sources. The results of the analyses confirm that the main contamination
source is anthropogenic activities (i.e., former steel plant and sewage discharges) but it also suggests
the existence of multiple anthropogenic and geogenic sources of arsenic and other metals that might be
originating from the volcanic rocks present in the Phlegraean area.

These findings suggest the need to define a “natural background level” (NBL) for the area for
arsenic and other heavy metals to distinguish the natural from the anthropogenic component of the
contamination. The source apportionment assessment presented here may help define such NBLs, and
also facilitate decisions on the contamination control and the remediation management of the area,
permitting public authorities to apply knowledge-based management actions.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/12/8/2181/s1,
Table S1: The molecular weights of PAHs, split into to their principal components.
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Abstract: Analysis of written documents, projects and historical cartography of the 17th and 18th
centuries allows reconstruction of the shore protection works performed at Callao (Peru) to defend
the settlements and its boundary wall from storm waves and tsunamis. Groins appeared for the first
time in early 18th century maps, together with gently sloping revetments in an unrealized project of
the same period. Comparisons between Callao projects and those performed in Europe in the same
centuries show a uniformity in design and construction materials that overpasses the environmental
differences of the sites. Successes and failures followed each other and, although an understanding of
coastal dynamics and the positive and negative effects of the various works were known, it was not
possible to guarantee the stability of the walls and consequently the safety of the city from sea attack.
A strategic retreat was even considered.

Keywords: historical cartography; shore protection structures history; groins; gently sloping
revetment; earthquake; tsunami; strategic retreat

1. Introduction

Coastal erosion, because of sea level rise, subsidence, reduced river sediment input and, more
recently, anthropogenic interventions on the watershed, is a natural process that humans have tended
to oppose ever since they settled near the shoreline [1]. At sites, the construction of ports, docks, piers,
breakwaters along the coast itself induced or increased the process [2]. In some areas, hurricanes e.g., [3]
and tsunamis e.g., [4] transformed this slowly-evolving process into a catastrophic one. Nevertheless,
coastal settlements increased and expanded during the centuries, thanks to their advantageous position
for climate, resources access, movements and—recently—recreation [5].

Where it was not possible to retreat, shore protection structures had to be built to hold the current
position, either for the need to stay close to water (commercial, military, industrial purpose) or because
safer land was unavailable; frequently, it was investment on reclamations done in that specific area
that discouraged retreat.

Different materials were used in the past (rock, wood, fagots) in a variety of configurations,
such as revetments, rip-raps, seawalls, detached breakwaters, and groins. Most ancient structures
were subjected to continuous and expensive maintenance, and now are lost, either because land was
abandoned to the sea (generally rural areas) or because they have been continuously replaced with
stronger ones.

Elsewhere, military defences (e.g., boundary walls) also served as shore protection structures,
such as seen in Roman and pre-Roman maritime cities. To reconstruct the evolution of these defence
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structures, written documents, drawings, and old maps are the main sources of information. It is
known that earth and stones were used for seawall construction in 713 AD at Quintang Estuary
(China), further replaced with bamboo baskets filled with stones in 910 AD [6], and rock seawalls
were built in China in the 14th century [7]. Due to the widespread coastal accretion that characterized
Europe until the 18th century (generally as a consequence of deforestation), protection works of the
coast were carried out in limited areas, mostly along the North Sea coast. Nieuwhof [8] referring to
the excavations carried out by Bazelmans [9], and by Bazelmans et al. [10] describes the northwest
Friesland dikes (no more than 70 cm high, composed of neatly-stacked peat sods against a core of loose
bulk material) of Peins-Oost (1st century B.C.) and Dongjum-Heringa (2nd century A.D.).

Dykes have been present since the medieval period: in Germany since the 11th century to
oppose storm surges [11], the 12th century in the Netherlands—frequently associated with land
reclamation [12], the 14th century in Belgium [13], and the 16th century in Denmark [14]. These were
frequently made by materials found in situ: sand plus clay and peat reinforced with wood or fagots,
and these materials were used, in different combinations, when rocks became unavailable. Importing
rocks and stones from Scandinavia was expensive and its use in coastal protection was parsimonious.
Building with fagots (fascinage) is a long-lasting tradition in protection of river banks and coasts.
As fascinage works are nowadays used in several undeveloped countries, one may infer that many
centuries ago they were present all over the world’s coasts, where erosion was threatening settlements
or cultivated areas. More sophisticated, but still primitive structures include gabions made of twigs
and branches, in the manner of basket-work filled with pebbles and laid one on top of the other when
they had to reach a greater thickness (Figure 1).

 

Figure 1. Gabions construction scheme by Cresy [15].
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Groins built with these “technologies” were located on the sea side of fortified cities in the
16th–18th centuries, as shown in several ancient maps, e.g., Flissingen (Figure 2) and Ostende (Figure 3).
Their functioning was to prevent scouring (and therefore collapsing), affecting structures directly
exposed to wave actions due to longshore transport, backwash and, to a lesser extent, direct cross-shore
wave action [16]. On account of this, for any tower, fortress and walled town located on the beach, it was
of outmost importance to prevent such a process, and this was frequently achieved by constructing
groins, which intercept longshore transport. On the other hand, vertical breakwaters were built by the
Romans just to prevent harbor entrance siltation; but in this case a stout rock foundation was laid at
the base [17].

 

Figure 2. Groins at Flissingen (The Netherlands) in a 1649 map (ed. 1652) by Joan Blaeu [18]. Courtesy
Universiteitsbibliotheek Utrecht.

Maps do not always allow identification of the design of individual groins and the material
used, but in some cases, pictures can be extremely detailed and annotations give further information.
For example, Figure 2 shows several shore protection structures made up of wood piles boxes, but it is
impossible to see what lies inside. More explicative is the 1734 map of Ostende (Figure 3), where groins
are better drawn and writing in Latin Cistae ligneae lapidibus repletae and in Frisian Holtzerne Kuften
mit steunen ange fillet explains that they are formed by wood baskets filled with stones [19]. Siltation,
in this case and in that of Flissingen, was not a problem for navigation and beaching, since access to
the town was guaranteed through the river mouth or channels entrances protected by jetties.

 

Figure 3. Ostende in a 1734 map by Seutter [20] (detail on the right).
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These vernacular structures, known from antiquity, are still present in many countries where
local coastal populations struggle against the sea. Being recently adopted by “green engineering”,
the knowledge of their design and efficiency could help future projects.

2. Materials and Methods

For the present study, approximately 50 maps, plans and views drawn or printed from the 17th to
18th centuries, representing the port of Callao and its surroundings, were analyzed. Further, several
texts were analyzed, both accompanying the previous documents and independently. They were
the result of European expeditions to the South Seas, organized by different navies (Spanish, Dutch,
French, English, etc.) and their content cannot be ignored for a full comprehension of the historical
iconography. In addition, there are drawings apparently isolated from any context, whose collocation
is more difficult.

On this matter, a comparative, synchronic and diachronic analysis was performed to identify
original documents and locate them in true time, discarding late copies or variants, which frequently
constitute a trap for hasty scholars.

In this analysis, one must be aware of the fact that maps and drawings had a strategic importance,
and copyists in the service of the various countries were reproducing documents, frequently stolen,
to enemies of competing fleets. On the other hand, publishers and booksellers were deleting original
dates and adding a more recent one to make the book more inviting and to sell out remnants [21];
similarly, maps were “updated” only changing their age [22].

In this case, dating is even harder. Evidences of this state of things comes from the scene at Callao
published in 1729 within a collection of views by van der Aa [23] (Figure 4), being nothing else, but a
reproduction of a 1671 Dutch view [24]. These older documents actually were probably inspired by the
view of the naval blockade of Callao in May 1624 by the 11 ships of the “Nassau Fleet” under Jacques
l’Hermite [25], and Figure 5. In this case, the state of the wall and of the beach, which is our interest,
is very likely to be that of 1624 and not of 1729.

 

Figure 4. The first wall of Callao in a detail of a view published in a collection dated 1729 by van
der Aa [23], which is actually a reproduction of a 1671 Dutch view. Courtesy: Bibliothèque nationale
de France.
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Figure 5. Callao in a 1624. Detail of view by an unknown author published in ca. 1663 [26]. Courtesy:
Rijksmuseum, Amsterdam.

As far as accuracy is concerned, Callao maps and views used in this study, although not suitable
to quantify beach evolution, can give accurate information on the presence/absence of coastal
structures and on their effect on coastal morphology (i.e., silting side), especially when flanked
by written descriptions.

Shore Protection at Callao

The Peruvian coast stretches along the north-west South America continental margin, a very
tectonically active area [4] exposed to earthquakes, landslides, floods, sea storms and tsunamis. Callao,
the most important harbour in Peru (Figure 6), had to face these catastrophic events since its foundation
in 1537. Its first boundary wall, built at the beginning of the 17th century, was replaced by new walls
between 1640 and 1647 [27]. These primarily had a military function, but on its sea side they also had
to protect the settlement from wave attack, which proved to be stronger than that of any enemy’s fleets,
as written in chronicles and shown in Figure 7.

The history of the town and of its walls has been recounted by Melo in 1899–1900 [29], Arrũs
in 1905 [27] and later by Lohmann Villena in 1963 [30]. They, and mostly the latter, gave a detailed
account of the evolution of the settlement and its defensive structures from an historical perspective,
but also provided sound technical information on the shore protection structures built to defend the
town from the sea; these stimulate a comparison with present day knowledge of coastal engineering.

The area where Callao was built in 1537 has been inhabited since the pre-ceramic period (Cotton
pre-ceramic, 2500–1750 B.C. [31], but no buildings are drawn on a 1624 view, except those forming a
small colonial settlement (Figure 4), which quickly became the most important harbour on the South
America Pacific coast.

A detailed analysis of 17th century events is provided by Lohmann Villena [30]. According to
his reconstruction, the fence present on the 1624 map was not completed, and between 1640 and 1647
new walls were built, but their seaward side segment soon had structural problems, mostly due to
overtopping by storm wave attacks in 1647 and 1651.

Anyhow, the coup de grace to the city and walls occurred with the 1655 earthquake (estimated
magnitude 7.4 with epicentre in front of Isla de San Lorenzo [32]) and the following tsunami,
which destroyed part of the walls, the Jesuit Church and the Viceroy residence. A further storm
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in 1656 created additional damages in the unprotected town. According to Lohman-Villena [30],
to replace the collapsed wall segment, a breakwater (18.50 m long, 3.36 m wide and 4.20 high) was
built. However, breaches created by further earthquakes are visible in the map copied by Lemoine [33]
and attributable to the years 1724–1727 (Figure 7).

 

Figure 6. The bay of Callao and Isla San Lorenzo in a map surveyed by Frézier [28] in 1713 and
published in 1716. Courtesy: Zentralbibliothek, Zürich.

 

Figure 7. Groins in Callao (1724–1727) in a city plan copied by Lemoine [33]. Courtesy: Bibliothèque
nationale de France.
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Earthquakes continued to hit Callao even in the following decades, and the continuous
interventions did not stop wall deterioration. After the 1687 earthquake, repairs were done on the
seaside wall placing masonry and planting a crescent-shaped fence with three rows of stakes filled with
stones [30] (p. 132). In 1694, a pier was built, which extended it some 60 m further (Figures 7–9) with
stones brought from the neighboring San Lorenzo island (Figure 6). This pier (stonekey) worsened the
wall stability condition, as realized by Frézier during his visit in 1713: This Port was in a bad Condition
in the Year 1713; there were five Breaches in it, and the Sea daily ruins the Wall, fince there has been a Stone Key
built, the Situation whereof stops the S. W. Surf, and occasions a Return of the Water, which saps the Walls of
the Town [28] English edition [34] (p. 196).

Between the end of the 17th and the beginning of the 18th century, several gabions were built
using piles from straight trees coming from Guayaquil (Ecuador), each 7 to 9 m long and 0.5 m in
diameter, locked with ribbons and nailed. Using a pile driver, they were hammered to a depth of 2 to
2.5 m, their interstices being filled with large stones, as reported by Lohmann Villena [30] (p. 134).

In the 18th century, the rise of the Bourbon dynasty in Spain and the pacto de familia with France
increased the presence of French military engineers in Spanish colonies. From 1707 to 1711, Jean
Baptiste de Rosmain was in charge as Inspector of Callao fortifications. To prevent enemies from
climbing over the wall, he eliminated sand that had accumulated against it [30] (p. 137).

Maybe protection of the wall from sea attack was deputed to a glacis qui règne le long de la cité
nouvelle muraille bien pavè et entrelassè de gros madriers jusques au bord de la mer (gently sloping revetment
running along the wall and well paved with sheet interlaced with large planks up to the shore line;
as in Figure 9 map cartouche).

 

Figure 8. Callao: project of the walls and of their protection on the sea side formed by wooden board
boxes filled with well-arranged stones [35]. Courtesy: Bibliothèque nationale de France.
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Figure 9. Callao in a city plan drawn by Feuillée [36], in 1710 (1714 ed). On the eastern side of the
town, the jetty designed by de Rosmain and never realized (a); on the western side the 1694 jetty (b).
Courtesy: ETH-Bibliothek Zürich.

This unrealized project is known thanks to a drawing by Lemoine [35] (Figure 8)—probably the
cartographer François-Pierre Le Moyne, 1713–1795—employed at the Dépot des cartes et plans of the
French navy, where he worked also as a map copyist at reproducing, inter alia, many maps of South
America. De Rosmain also designed a jetty to be built on the eastern side of the town to host water
supply boats, which is visible on a map by Feuillée dated 1710 [36] (Figure 9), but never realized.
In any case, no intervention had the desired effect, so that in the 1720s the hypothesis to rebuild Callao
further from the sea was advanced—a forerunner project of strategic retreat.

After de Rosmain’s death, the responsibility for Callao’s defensive structures was inherited by
Pedro de Peralta Barnuevo, mathematician and astronomer, later assisted by engineer Nicols Rodriguez.
The latter, as previously done by Frézier, paid attention to wall scouring induced by the 1694 jetty.

To prevent this process, they proposed to build groins to intercept longshore transport in order to
create a beach in front of the walls. They were placed ‘at proportional distances so that the effect of
each reached to the next’ [30] (p.143). Construction started in 1724 and Figure 7 is very likely related to
the first construction step, with four out of the eight designed groins, which appear in Figure 10.

Here, the groin length/spacing ratio is approximately 1/2–1/4, similar to values found in most
groin fields today [38]. Four shore parallel gabions lines were built between the groins with the
purpose of retaining sediments dragged by waves. No information was given on the construction
material, but from the drawing they seem very similar to the cistae ligneae present at Ostenda (Figure 3).

The analysis of hundreds of maps representing 17th–18th century coastal settlements in South
America shows that no other groin-based shore protection project was performed before 1724. We wait
till 1779 to see the construction of a groin field at Cartagena de Indias (Colombia), but inside a
detached breakwater [39].
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In Figure 10, groins are silted on the west side, demonstrating an eastward longshore transport,
confirmed by the fact that Rio Rimac, the main feeder of this coastal segment [40] empting to the east
of the town, does not create a beach in adherence to the breakwater of the present city port. In addition,
the delta formed during the March 2017 catastrophic flood (El Niño event, 10 times the average rainfall
of that month) could not reach the breakwater. Wave reflection today on that oblique structure can be
thought of as an additional process to limiting river sediment dispersion to the west.

 

Figure 10. (a) Groins at Callao in 1728; (b) Detail on a groin [37]. In the cartouche: Map of a part of
Callao ( . . . ) in which the state of the breaches done by the sea in this part of the wall is shown, together
with the repairs done, and the beach created, thanks to the positive effects of the constructed groins
( . . . ). Courtesy: Archivo general de Indias, Sevilla.

On 28 October 1746, another catastrophic earthquake (estimated magnitude 8.4 with epicentre on
the northern coast of the Lima department [32]) followed by a tsunami, completely razed the town;
a belt of 5 km of land was flooded and 4800 out of the 5000 inhabitants of the town, died [29]. A surely
minor loss was the destruction of any shore protection structure that might have been built on that
coast, probably the oldest groin field in South America.

For years, the various viceroys, well aware of the area’s hazards, gave up reconstructing the town,
again, indirectly interpreting the idea of relocation proposed a few decades previously. Defence Military
protection of the landing place was commissioned to Real Felipe fort (Figure 11), whose construction
started immediately after the earthquake. Nevertheless, an aggregation of spontaneous buildings near
the fort recreated a town, although without a master plan.

During the 18th century, only a short extension in L shape of the 1694 jetty was performed
to give shelter to the boats, but in an 1865 map, an oblique breakwater protects both a mooring
area and a landfill where the railway arrives. Callao was becoming an industrial settlement with
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dockyards, carpentry, ice and sugar factories. Today, this segment of coast is almost fully armoured,
with harbours, marinas, docks and revetments, whereas the areas behind hosts industries and storage
yards, with residential settlements on the southern stretch only, where a narrow beach still exists.
Approximately 800,000 inhabitants live in this suburb of Lima.

 

Figure 11. A 1768 copy by Ordoňez [41] of a map of Lima and surroundings (1747–1768), with Real
Felipe fort (see red arrow) built on the site where Callao was present (courtesy: Biblioteca Nacional
de Espana).
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3. Conclusions

The history of shore protection structures is a pillar within coastal engineering science, not only
to reconstruct the evolution of concepts still in progress, but also to discover forgotten experiences
that may help in soft shore protection strategies. What happened at Callao is still mostly hidden,
but what appears from ancient maps and written documents traces a straight line with what was
happening in Europe in those centuries [42]. This is not surprising, the designers being Spanish or
French. However, noteworthy is the fact that structures used in Europe were replicated in a very
different environment. It is evident that Callao’s groins were designed within a colonialist mind
set, therefore following European technology, but the presence of similar structures (for shape and
construction materials) along the coasts worldwide, including rural beaches of developing countries,
demonstrates the plurality of their birth site.

However, building and maintaining a groin field needed the backing of wealthy investors,
an unusual occurrence in pre-17th century South America. This supports the hypothesis that the
groin field at Callao, the first gold and silver exporting harbour in South America, is the oldest in
that continent. In addition, a current study based on approximately 400 17th–18th maps of coastal
settlement in that continent did not find similar defences older than those shown at Callao.

Reading Callao’s shore protection structures’ history put in evidence that most of what we know
today regarding coastal dynamics and shore protection was just known in the 17th to 19th centuries.
The main difference is that new materials to build structures and physical and numerical models to
design them are now available.

However, within the forecasted sea level rise and increased storminess [43], strategic retreat is the
most sustainable solution, at least where it is possible [44]. The same solution was proposed for Callao,
just at the beginning of the 18th century.
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Abstract: Analysis of a large shoreline database (from 1878 to 2017) and recompilation of information
on type/age of shore protection structures along the Northern Tuscany, allowed a deep insight
of the progressive armouring of this coastal sector. The area experienced beach erosion since the
end of the 19th century due to reduced sediment inputs from rivers and harbour constructions.
Shore protection structures started to develop at the beginning of the 20th century, first to protect
settlements and coastal roads, later to maintain a beach for tourist activity. The changing of the goal
and the increasing awareness of the negative impact of some structures resulted in an evolution
of coastal defence projects: initially, seawalls and revetments, later detached breakwaters and,
more recently, groins. Today, a reduction in hard structures is perceived by removing or lowering
detached breakwaters and groins below mean sea level. The forcing function of the growing tourism
industry is producing a demand for projects and their design is detailed in this paper: results will be
of use in the correct design of a long-term, general, erosion management plan to restore the natural
sediment circulation patterns.

Keywords: coastal erosion; shore protection; coastal armouring; 3S tourism; beach economy

1. Introduction

Beaches are of outmost importance for coastal tourism economy in several countries [1], for
example, USA coastal states receive circa 85% of tourist related revenues [2]. In 2011 international
and national visitors spent US $5.7 billion at Miami [3], where the beach is fully maintained via
nourishment works according to a strategy that is extremely cost effective [4]. On the Pacific coast,
Venice Beach (California) has 16 million annually tourist visits, more than the combined visits (circa
12 million) to Yellowstone, Yosemite and Grand Canyon National parks. Tourism revenues are even
more important in small countries and islands, for example, in Hawaii, beaches supply one third of all
jobs in the State [5] and, in the Mediterranean, the small island (8336 km2) of Crete (Greece), is visited
by 2.8 million tourists annually [6]; Balearic Islands (4992 km2), Spain, recorded almost 20 million
visitors in 2017 with an associated amount of revenues of 16 M€—an increase of 12% respect to 2016 [7].
Sea side tourism is a relevant part of the Italian economy too, with 118.6 million visits in 2016, 29.5%
of the whole national tourism [8]. Bathing establishments produce an Economic Value Added (EVA)
of 800 M€ per year, more than 3% of the Italian EVA and give work to 300,000 persons [9]. Coastal
tourism is strongly affected by beach erosion [4,10,11]. For example, at the Hoi, an World Heritage
site in Vietnam, the total annual revenue losses for beach erosion in 2020 are estimated in 29.6 M US
dollars [12].
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A The Bahamas, the economic losses in properties and accommodation offer for the next 20 years
could be up to US $44 billion [13]. In Jamaica coastal erosion affects beaches, properties and coral reef:
present annual economic losses (valued at 19 M US $) could record an additional US $1.3 million per
year increase if the reef continues to degrade—because of the loss of tourism related activities [14].

Erosion trend acquires a great relevance in Italy too, where 41.9% of the beaches are eroding,
that is, 1657 km out of 3951 km [8]. This process started in Northern Italy and progressively expanded
to the south, following the economic development of the country [15] and was immediately opposed
with shore protection structures. Only recently important beach nourishment projects have been
carried out but hard shore protection is still the most frequent option, thanks to the familiarity that
administrators, technicians and stakeholders have with them, notwithstanding the negative impact
they can have on the coastal system.

Shore protection structures are known to have been built at least since the 1st century B.C. in
Germany [16,17] and The Netherlands [18]; the 6th century A.D. in Venice [19], the 8th century in
China [20] and the beginning of the 16th century in Belgium [21]. Most of these ancient structures aimed
at protecting short coastal segments, frequently where villages or military structures were located [22]
but the need to prevent storm surge flooding in subsiding coastal lowlands along the North Sea
brought construction of long dykes, for example, in Germany as early as the 11th century [23].

Nineteenth century coastal development (human settlements, industrial areas, communications)
and the emergence of widespread coastal erosion (due to sediment input reduction, coastal structure
construction and sea level rise) caused an increase of shore protection structures. These extended
further where coastal tourism started to be a social fashion as well as an economic business. Buildings,
generally second houses and hotels, stretched along the coast, at places on the foredunes or even on
the beaches themselves, reducing enormously coastal resilience [24].

However, in Spain [25] and in many Mediterranean countries, coastal protection structures
really mushroomed only post WWII due to the low level of human occupation, the moderate tourist
demand for beaches and the low intensity of erosion problems [26]. In Italy and France, the coast was
mostly depopulated [27,28] and only a few tourist destinations existed in well-established localities.
Protection of isolated buildings, coastal roads and railways and promenades was mostly performed
with revetments but this system was gradually abandoned after the 1940s.

Examples of this trend have been reported for many countries, from Italy [25] to Spain [27],
which is now the European premier beach holiday tourist destination [29,30]. In the Tropics, Mexico,
with international tourism [31,32] and Colombia, with a national one [33], are following the Italian
bad example. Similar evolution has been experienced by countries not in any seaside destination list,
such as, Québec, Canada [34] and Washington, USA [35].

Most of the first Italian projects utilized revetments but beaches disappeared in sedimentary
deficient areas. The introduction of detached breakwaters produced limited results and the structures
proved to be unsuitable for bathing activities; groin fields followed and were expanded with the
backing of beach concessionaires.

However, coastal tourism has come into conflict with traditional coastal defence works, inducing
their transformation into submerged structures, like happened in the study area. Similar projects have
been carried out in other places in Italy, for example, at Follonica [36] and Igea Marina [37], where
detached breakwaters have been widened and lowered below sea level. Examples can also be found in
other countries: in Spain, at Marbella and Benalmádena, groins were greatly reduced in numbers [38]
and, at Estepona (Spain), they were removed and submerged shore-parallel structures substituted;
a similar project was carried out in Greece, at Katerini beach [39]. Demolition, or abandonment of
19 shore-parallel seawalls present at Sandy Hook Spit, New Jersey (USA), was proposed along 10 km
of coastline including both the ocean and bay shores to allow natural shoreline processes to prevail as
part of a strategy of adaptation to sea level rise associated with climate change [40]. Beach nourishment
often accompanied these works.
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This evolution is understandable only if the economic value of these beaches is considered,
not only for beach activities but also the spin-off on several components of the tertiary economy.
Research carried out on the northern coastal segment on beach value perception by the managers
of different economic activities (bathhouse, hotels, restaurants, fashion shops, news sellers,
food stores, etc.) has proved this statement [41]. Most interviewees answered that the loss of beach
could induce closure of their activity. Interviews were done within 2 km from the shoreline and the
perception of beach impact on economic activities slowly reduced inland but remained relevant.

In many cases it is not possible to trace coastal erosion development together with shore protection
proliferation, due to the lack of both shoreline data and structures construction and modification
through time. For the present case study, both shoreline position and structure construction time are
available from 1878, when the beach was stable or accreting; in addition, along the investigated coast,
urban settlements, tourist places, commercial/recreational harbours and natural parks are present,
allowing identification as to how shore protection structures are designed to counteract beach erosion,
which recently has been coming under increasing pressure from the tourism industry.

2. Study Area

A continuous 63.5 km-long sand barrier connects Monte Marcello promontory to the Livorno
rocky salient (Figure 1), where the largest harbour of Tuscany was constructed in the 16th century.
Three main rivers empty on this coast, R. Magra, close to Monte Marcello, R. Serchio, 39 km to the
south and R. Arno, 11 km from the southern limit of the physiographic unit. The latter is the main
feeder river of this coast, with approximately 1,524,000 t/year of total load [42], R. Magra contributes
with 632,000 t/year to the coastal sediment budget [43], whereas R. Serchio, whose watershed is in
large parts on limestone gives a limited input (approx. 23,000 t/year, [43]). River Magra, coming down
from high mountains close to the coast, brings mixed sand and gravel sediments, whereas R. Arno,
crossing the Florence and Pisa plains, deposits all its coarse sediments before reaching the sea. Present
input is far lower than that of the previous centuries: for example, R. Arno sediment yield is only 37%
of that estimated for the 1500–1800 AD period [44].

Other small water courses (e.g., Cinquale, Versilia and Calambrone), although their bedload has
never been assessed, are considered by the authors to be insignificant to the sediment input.

Wave climate is characterized by a limited wave angular dispersion, with storms coming
exclusively from the SW (Figure 1). Longshore transport diverges at the River Arno delta apex
and sediments from this river feed the coast as far as Livorno and up to Marina di Pietrasanta,
where a convergence with sediments coming from the R. Magra was identified via morphological,
sedimentological, petrographic and numerical models [44,45]. The littoral unit is divided into four
main littoral cells [46] (Figure 1), from north to south these are:

(i) Monte Marcello—Marina di Pietrasanta;
(ii) Marina di Pietrasanta—R. Arno mouth (these two are limited by a convergence zone);
(iii) R. Arno mouth—R. Calambrone mouth (limited by the previous by a divergence zone);
(iv) the small cell in the R. Calambrone—Livorno area, limited by a convergence zone and produced

by wave reflection on the oblique breakwaters of the harbour [47,48].

Two harbours intercept longshore transport: the first is Marina di Carrara, whose breakwaters
have been extended to a 10 m water depth allowing only finer sediments to overpass the port structure;
the second is Viareggio harbour, whose entrance originally was at −5.0 m and now—after the updrift
beach reached the breakwater tip—allows natural sediments bypass.
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Figure 1. Location map of the study area with longshore transport directions [46]; wave data from
“Rete Ondametrica Nazionale”—La Spezia gauge December 2009–December 2014.
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Coastal tourism started very early on this coast with the first bathing facilities built at Viareggio
in 1827, where Liberty bathhouses, kiosks and hotels still increase the tourist attractiveness of the
site. Bathers from Pisa were crowding at Gombo, where a bathhouse has been active since 1830s and
ended when it was moved in 1869 to the southern side of the R. Arno delta because the land owner,
King Vittorio Emanuele II, did not like so many visitors. Three years later (1872), on the same side of
R. Arno, Marina di Pisa was founded after a masterplan drawn by the Pisa Municipality to create a
tourist “new town”: a careless decision, since the delta of the River Arno, where the settlement was
located, was just showing the first signs of an erosion trend that, on the unprotected northern delta
lobe, resulted in 1.3 km of coastal retreat in the following 120 years. The area became Presidential
property in 1956 but was then given to the Tuscany Region in 1999 and now is a regional park.

In the northern sector, industrial activity—at first connected with Carrara marble quarries—was
gradually flanked and later overpassed by tourism activity; marble loading piers, replaced by the
Marina di Carrara harbour, now are tourist attractions. Viareggio harbour, originally a small dock
along a drainage channel, which grew with several expansions protruding into the sea to reach the
present configuration, now hosts few fishing boats but several recreational boats and is bordered by
dockyards building mega yachts sailing on the world seas.

It is difficult to evaluate beach tourism economy since available data on tourist revenues for the
investigated zone are aggregated within administrative areas, that is, provinces. Hence, they include
revenues linked to both tourism in towns (in this case Pisa, Lucca and Livorno) and beach tourism
related activities. However, a proof of importance of the latter is provided by the number of bathing
establishments located along this coast: excluding the Regional Park, where this activity is not allowed,
645 concessions are given (15 for each km of coast); here concessionaires not only rent cabanas and
beach umbrellas but also manage bars and restaurant. The average cost for a cabana plus one beach
umbrella and two sun chairs is about 40 €/day in this area and umbrella density is approximately
1/10 m2 of beach.

3. Materials and Methods

Shoreline evolution was studied starting from a dataset developed at the Earth Science Department
of the University of Florence and based on the ortho-rectification of 1938, 1954, 1967, 1978 and 1985
aerial photographs, integrated in 2005 with direct DGPS surveys. The late 1800s shoreline position
was taken from the first edition of the 1:25,000 topographic maps of the Istituto Geografico Militare
(IGM) [49] produced between 1878 and 1881, from now on referred as the 1878 shoreline. The 2017
shoreline was extracted from high resolution satellite images (Pleiades) by the “Consorzio LaMMA”
within a commitment conferred by the Tuscany Region government. Shoreline position accuracy was
estimated to be 30 m for the 1878 shoreline, 10 m for the 1938 to 1985 shorelines and 1 m for the 2005
and 2017 ones [50,51]. Beach erosion and accretion values are considered significant if they exceed
the accuracy of the figures given. For the present study, the 63.5 km long coast was divided into
246 sectors; each one being approximately 250 m long and representative of a uniform (natural or
artificial) coastal sector.

For each sector and time interval, beach surface variation (m2) was measured [52] via Geographic
Information System (QGIS) and mean shoreline displacement value (m) was computed. Coastal
structures type, position and length were acquired from the University of Florence dataset and from
geo-referenced aerial photographs; in addition, several later IGM map editions were used. To each
structure (or modification) the construction time was considered as the year of its first appearance in
the maps/air photos, unless more specific information were available from written reports; this gives a
“stepped shape” to the lines tracing the growth of the structure length. Old photographs and postcards
were helpful in this research.

Coastal armouring is the result of the construction of different structures, some addressed to
oppose beach erosion (seawalls, revetments, groins, detached breakwaters, etc.), others to stabilize
the entrance of rivers and channels or as part of harbours. The latter structures often cause downdrift
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beach erosion that requires emplacement of protection structures. Although this paper deals with the
temporal evolution of coastal structures (i.e., time is the first variable), their description will follow a
geographic sequence (from north to south). However, for reasons of clarity, the analysis will start from
three erosion hotspots: the two main river mouths and the harbour of Marina di Carrara.

4. Coastal Erosion

Since sea level stabilization (approx. 6000 year ago) this coast was accreting due to the huge
amount of sediments delivered by the two main rivers (Arno and Magra). Only two significant erosion
phases have been recorded on the River Arno delta, the first at the Fall of the Roman Empire, the second
consequent to the 14th cent. Black Death; in both the cases a tremendous demographic crisis occurred
accompanied by the abandonment of many cultivated areas where forest grew back [48].

The present coastal erosion phase, just like the previous, started at river mouths and gradually
extended to lateral beaches [53]. The main causes were river sediment input reduction due to
reforestation, dam construction and river bed quarrying. Further, harbour construction and the
first shore protection structures increased the intensity of erosion processes. Following the longshore
transport direction, erosion expanded north and south of the R. Arno mouth and south of the R. Magra
one (the coast to the north is rocky).

On the southern lobe of the R. Arno, the “new town” of Marina di Pisa was under construction
when beach erosion started. When approximately 150 m of beach was lost, shore protection projects
were initiated; on the delta uninhabited northern side nature was left alone and 1300 m of land
disappeared (Figure 2). Only a small coastal sector located 4 km to the north, where the Presidential
Villa is located, was in the early 1960s protected with 5 detached breakwaters that increased downdrift
erosion reflected by an evident log-spiral plan form [54].

Approximately 1.5 km to the north occurs the Fiume Morto Nuovo (New Dead River) outlet,
an artificial mouth of the Fiume Morto draining the northern Pisa plain, which was diverted to the
south in 1926–1930 to shorten its course and favour water discharge. In 1933, jetties were built, which
were further extended with several projects. This had a strong feeding effect and now the downdrift
beach is some 260 m narrower than the updrift one (Figure 2).

Proceeding to the north, the continuous seaward expansion of Viareggio harbour, carried out to
guaranty deep water at its entrance, induced downcoast erosion until a by-pass system was constructed
in 1954 [55]. This proved to be expensive and became useless when sediments started to naturally
bypass the structure. However, the bar overpassing the harbour entrance is frequently dredged and
sediments deposited to the north.

On the northern side of the coast (Figure 3), the R. Magra never built a real delta but the Istituto
Idrografico della Marina Italiana (IMI) 1881 nautical chart shows a salient in correspondence with the 5
and 10 m isobaths [56]. In 1938 approximately 3 km of coast to the south side of the river mouth were
eroded, with a recession of more than 500 m; on the IIMI 1954 nautical chart the salient is no longer
present [56].

When erosion nearly reached Marina di Carrara (Figure 3), harbour construction began.
The project was redacted in 1920 but work started in 1922 [57] and the beach of this locality—otherwise
destined to be eroded—started to expand so much that today it is approximately 300 m wider than in
1920s (Figures 2 and 3). This favoured and accelerated erosion processes on southern coastal sectors
(i.e., downdrift of the harbour, Figure 2), where now 10 km of intensively developed coast is severely
eroding and a variety of shore protection structures have been built.

Over the whole coast (Monte Marcello—Livorno), available data shows that the beach surface
grew until 1954 with a mean shoreline displacement of approximately 80 m (Figure 4). The 1967 survey
was performed to evaluate damages done by intense storms, which concurrently occurred with the
November 1966 flood in Florence and a mean shoreline retreat of 8.3 m was registered. However, in the
following years, part of this loss was recuperated and the total beach surface in 1985 was approximately
the same as in 1954. Post this, a gradual surface reduction took place and, in 2017, the total beach
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surface was 9.6 m narrower than in 1954 but remained 69.8 m larger than in 1881 and 6.1 m larger than
in 1938. Things are not so beneficial as these figures would let it be imagined: this positive budget is
the result of very wide beach progradation and severe diffuse erosion. Whereas beach expansion gives
limited gains, especially where sand surface exceeds the needs of tourists [58], beach erosion prevents,
or strongly compromises this economy [59].

Figure 2. Shoreline displacement along the study area from 1878 to 2017 (from south of Marina di Pisa
to Livorno the period is 1881–2017).

Figure 3. Shoreline evolution from 1878 to 2017 between the R. Magra mouth and Marina di
Carrara harbour.
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Figure 4. Mean shoreline trend of the study area compared to 1878.

In the last years (2005–2017; Figure 5) some projects gave positive results: south of the Magra River
sediment bypassing from the river terminal course to the beach allowed beach expansion (Figure 3).
This sediment movement was possible because, after several decades of river dredging prohibition,
the natural sedimentary dynamics was restored and sediments were able to arrive to the mouth.

Figure 5. Shoreline displacement along the study area from 2005 to 2017.

At Marina di Ronchi emerged and submerged groins were built and a few nourishment works
carried out: this allowed to revert a decennial negative trend. Similar structures stopped coastal erosion
north of R. Arno mouth where erosion recorded values of 10 m/yr during the 1997–2000 period. Gravel
nourishment at Marina di Pisa returned the beach to this town after one century. The opposite is
still the situation updrift of the R. Morto Nuovo jetty and between Marina di Pisa and Tirrenia but
the largest erosion is observed at Gombo, where a project based on an artificial tombolo built with
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a geotextiles failed and up to 80 m of shoreline retreat was registered during the 2005–2017 period
(Figure 5).

4.1. Coastal Structures Number, Type and Length

In addition to the two harbours whose breakwaters extend for about 3420 m and occupy a coastal
length of 1800 m, 160 individual structures (155 still existing) were mapped for a total length of
29,995 m (Table 1; Figure 6). There are 16 jetties at river/channel mouths, which extend for 2534 m;
some of which were originally groins but the jetties later built on the other side of the channel flanked
the river mouth (e.g., Brugiano R.); others act as real groins with a relevant updrift and downdrift
effect (e.g., R. Morto Nuovo).

Table 1. Structures length along the study area in 2017.

Structure Type Length (m)

Harbours 3420
Seawalls & Revetments 5405

Groins (“I” and “T” shaped, emerged) 3652
Groins (with submerged extension) 3559

Groins (submerged in rocks or concrete elements) 105
Groins (submerged in geotextiles) 757
Detached breakwaters (emerged) 5415

Detached breakwaters (submerged) 5098
Artificial islands 50

Jetties 2534
Total 29,995

Figure 6. Cumulative length of the various shore protection structures from 1920 to 2016. Main
interventions are indicated. Top: with total length; Bottom: without it to better show each structure
types length.
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Seawalls and revetments extend for 5405 m, at some places faced by emerged detached
breakwaters, for example, at Marina di Pisa. The latter are 34 in number for 5415 m, whereas 15
are submerged and extend for 5098 m.

Traditional groins are 47 in number for a total length of 3652 m and 31 in number (4421 m) are
completely or partially submerged, in rocks, geotextiles or precast concrete. There are also three
rocky artificial islands; but this figure does not consider other similar structures that after construction
have been connected to the land and now are considered as groins (e.g., south of R. Magra mouth).
To these structures, four fishing piers for a total length of 1180 m are to be added: at Marina di
Massa (215 m), Forte dei Marmi (300 m), Marina di Pietrasanta (380 m) and Lido di Camaiore (285 m).
The first two were built in the last quarter of the 19th century for the shipping of marble, the latter two
were constructed between 2005 and 2008 for tourist use only. Since they do not interact with coastal
dynamics, they will not be considered further.

4.2. Coastal Armouring Development

On the 1878 IGM map (1:25,000 scale) no coastal structures are present along the investigated
area, except for two 300 m long jetties at the Canale di Burlamacca, the entrance to the Viareggio
dock. They were built in the 16th century to allow safe boat entrance to the channel and continuously
extended to cope with the accreting beach (since they were later incorporated into Viareggio harbour,
they are not considered in Figure 6). Beach asymmetry is well evident, with the southern side (updrift)
circa 125 m wider than the northern one (downdrift).

On the 1938 IGM map a detached breakwater is present on the northernmost sector, where the
road connecting Sarzana with Marina di Carrara turns to follow the coast (Figure 7); this structure was
built after 1928 and, although deteriorated, still exists. On the same map a circa 300-m-long jetty is
present on the R. Magra outfall’s southern side; it was built in 1931 to prevent river mouth siltation
both to favour river discharge during floods and to allow boat access to shipyards located along the
river’s terminal stretch.

Figure 7. The first two structures (red circles) built on the northern coast and present on I.G.M. 1:25,000
map surveyed in 1938: post-1928 detached breakwater and 1931 jetty.

Reduction in river sediment input and offshore dispersion induced by this jetty, trigged
downdrift erosion but as this sector was almost undeveloped, shore protection was limited to the
above-mentioned detached breakwater. It was only in the 1970s that the beach at Fiumaretta (at the
river mouth) was defended by five rocky round islands and some of these were further joined by

528



Water 2018, 10, 1647

submerged breakwaters or connected to the shore with short groins (Figures 3 and 8). Further changes
to the structures were carried out in the 1980s, adding and reshaping elements and in 2005 an artificial
island was extended seaward with a submerged groin. In 1982 a gap was opened in the jetty at the river
mouth to allow sediments to feed the beach but due to induced sea water pollution and stakeholders’
complaints, it was closed in 1990.

Figure 8. River Magra jetty and Fiumaretta beach (November 2005).

To the south, at Marinella di Sarzana (Figure 3), eight groins were built between 1989 and the
mid-1990s and three of them were extended with submerged segments in 2005, within a major defence
project which was never finished. It is in these years that orthogonal structures exceed revetments in
length (Figure 6).

Even more complex is the evolution of the structures at Marina di Massa, where shore protection
projects registered several failures leading to demolition or modification of previous works, whose
history is almost impossible to be fully reconstructed. The most detailed account for this area was
given by [59], which analysed all available projects at the local office of Genio Civile per le Opere
Maritime (Coastal Engineering Department of the Public Work Ministry).

As previously stated, coastal erosion was approaching Marina di Carrara beach when harbour
construction started in 1922 (Figure 3); the updrift coast inverted its trend but the downdrift sector
was severely eroded. Here, 300 m of coast was protected with a revetment and detached breakwater
in 1930, both being progressively further expanded to the south to reach respectively 500 and 800 m in
1939 (Figure 6).

At the beginning of the following decade shore protection expanded more to the south for
approximately 2 km, with revetments and detached breakwaters and at the end of the 1950s the coast
south of the harbour was defended for more than 3 km (Figure 9). Not only revetments and detached
breakwaters were extended but they also needed several maintenance works and strengthening.

Further south, where the beach was accreting until 1938, in 1954 it was approximately 100 m
narrower. Here coastal road and houses were far from the shoreline but the back beach was occupied
by bathhouses fronting a beach surface on which to locate sun umbrellas. This surface gradually
reduced and structures, at that time built with timber, were continuously set back, until the road
prevented any further retreat. Permeable groins with timber poles—but also with iron bars—were
built but no information remains except from some old photographs (Figure 10).

Contrary to what was carried out in the sector immediately south of the harbour where the
road was protected with revetments and the beach was lost, here the stakeholders request was to
prevent further retreat and maintain the beach. In the late 1970s–early 1980s—an attempt was done
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by emplacement of four (out of the six designed) artificial round islands [59] but their ineffectiveness
soon suggested to build a landward connection with groins and a submerged breakwater connecting
the islands.

Figure 9. Marina di Carrara: area downdrift of the harbour with different defence structures (Photo
Provincia di Livorno).

Figure 10. Marina di Massa: permeable groins in a picture taken in 1968 (the pier in the background).

Coastal armouring proceeded to the south with nine very closely spaced groins (average
Length/Distance = 1) unable to intercept longshore transport (see [60] for a functional design of
groin systems) and the beach continued to be eroded even if a submerged breakwater was constructed
to connect their tips. Only rising it to the mean sea level favoured effectiveness of the defences and
the beach expanded for approximately 16 m on average [61]: very fine sand enters in suspension into
the protected area during storms producing a not very attractive tourist beach but one which is very
appreciated by concessionaires that are able to rent more sun umbrellas (Figure 11).

Downdrift erosion was soon evident at Marina di Ronchi [62], where a similar project was required
by the concessionaires to stop erosion and, possibly, to enlarge the beach surface. Awareness that a
further erosion expansion could occur, lead authorities to test different solutions and submerged groins
constructed with experimental sand bags were emplaced [63]. After positive results, a more complete
project started in 2009–2010 with seven submerged groins formed by geo-containers extending to
a 4 m water depth. In 2012–2015 the inshore part was replaced by rock groins with a submerged
extension, which partly covered the geotextile elements. A jetty with an “L” shaped submerged
extension was built on the southern side of the Magliano R. mouth, which limits Ronchi beach to the
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north. It worthwhile to report that artificial beach nourishments accompanied most of these works,
especially the most recent ones.

Figure 11. Groins with tips connected by submerged breakwaters. On the left the Brugiano R. with
jetties; on the centre the Marina di Massa pier (Photo Provincia di Livorno). Summer shot captures sun
umbrella density.

But it is the coast at Marina di Pisa, which gave origin to the first structure proliferation in this
littoral unit. Maps dated 1878, 1907 and 1920 (Figure 12) showed no structures in front of the town but
analysing old photos and postcards, it is possible to observe perishable structures (permeable wooden
fences and groins) on the beach fronting the recently built settlement, which can be dated to the very
early 20th century (Figure 13).

The 1928 IGM map shows several short groins on the first kilometre of coast south of the R. Arno.
Ten years later a detached breakwater connected to an older groin appeared immediately south of the
river mouth and in 1954 another detached breakwater was evident. At this time, the first kilometre of
coast had a continuous revetment (Figure 6).

Figure 12. Coastal occupation, armouring and progressive beach disappearance at Marina di Pisa on
IGM maps between 1878 and 1938 (in 1907 an update was performed on the southern coast only).

These defences gradually evolved into a more structured project performed in the 1960s to arrive
at ten detached breakwaters, some of which were connected to the coast with groins: each kilometre of
coast was protected by 2.3 km of rock. It is in this period that detached breakwater length overpassed
that of revetments in the study area (Figure 6).

The shoreline position was fixed but erosion continued on the submerged profile: at the external
foot of the detached breakwater a depth of 7 m was reached, both for the general sedimentary deficit
and for basal scouring, as in Reference [64]. These breakwaters become inadequate to protect the
settlement and their elevation from 2.0 m to 3.5 m was postulated, when the need for softer shore
protection structures was growing in Tuscany under the motto “Back to the beach” [65]. A new project
started with lowering of the old breakwaters to 0.50 m below mean sea level and widening their crest;
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a 30 m wide gravel beach was created to absorb the overpassing wave energy. Currently four of the
ten breakwaters have been converted by transforming 940 m of emerged structures into submerged
ones (Figure 14).

Figure 13. Permeable structure at Marina di Pisa in a circa 1915 postcard.

Figure 14. Marina di Pisa: on the right the old defence system with revetments and detached
breakwater and on the left the new one with gravel beaches and submerged breakwaters (Photo
Provincia di Livorno).

On the southern side of the town, shore protection structures expanded towards Tirrenia, not to
protect the road or the houses but to maintain the beach in front of the numerous beach establishments.
It is not known how many defences were unauthorized but it is accepted that they did not follow a
general project. Now detached breakwaters, oblique and shore-connected structures and traditional
groins limit safe access to the sea, producing low quality water and they have transformed a sandy
coast into a rocky one (Figure 15). The value on this coast in terms of tourism income was strongly
reduced and all this was done simply to support tourism.

Four kilometres north of the Arno River mouth (Figure 16), the five detached breakwaters were
built between 1962 and 1968 to defend Gombo beach, in front of the Presidential Villa of San Rossore
(now part of a Regional Park). The house was more than 300 m far from the shoreline and only two
huts were present on the beach: the project was carried out exclusively to maintain beach facilities for
park employers more than for the Italian President.
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Figure 15. Between Marina di Pisa and Tirrenia: coastal armouring following emergency,
un-coordinated interventions (Photo Provincia di Livorno).

Figure 16. Shoreline evolution at Gombo from 1787 to 2017.
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However, results were limited and 20 years later only smooth salients were formed. In 1984 four
out of the five breakwaters were elevated and extended: resulting immediately in four tombolos, which
fitted well with model predictions of beach response to structures geometry [66]. Longshore transport
was interrupted by the tombolos and downdrift beach caused severe erosion; here the deepening of
a spiral bay induced updrift erosion, destroying the tombolos and leaving the breakwaters too far
offshore to be effective [67].

In 2009 an artificial tombolo with geo-textiles was constructed to connect the fourth breakwater
and two submerged groins, also these with geo-textiles, were built to the north to limit erosion [15].
Such structures were quickly destroyed, very likely by the tree trunks brought to the sea by the R. Arno
and transported northwards under the dominant winds and waves. Within the same project, the fifth
breakwater was demolished, although, its elements can still be found on the sea floor. Meanwhile,
a project to defend the northern lobe of the Arno River delta, retreating at a rate of 10 m/yr in the
period 1997–2001, was carried out in 2001 comprising nine groins which were extended seaward with
submerged segments for a total structural length of 1.3 km of structures. The total length of orthogonal
structures on the study area reached 7.8 km. The need for this intervention, unusual in Italy, was not
to protect settlements for tourist activities but to prevent further erosion which was connecting the
interdune swales to the sea, thus causing the death of fresh water vegetation, which is one of the
most relevant natural values of the Regional Park. Beach monitoring proved the effectiveness of the
project [68]. This represents an interesting case because shore protection structures were built to restore
a natural habitat; elsewhere, for this purpose, structure removal is proposed [69].

5. Conclusions

Shore protection structures have expanded greatly along the northern Tuscany coastline mostly
following the developing tourist industry and under a policy of emergency intervention (Figure 6).
The early projects mainly aimed at defending coastal roads by revetments but within a sedimentary
deficit framework, this invariably resulted in beach disappearances. Several projects were addressed
all limiting the effect of previous ones, each never anticipating the erosion process and constructing
structures in an updrift direction.

Coastal erosion was trigged by the sediment river input reduction, commencing from ‘two hot
spots’ that is, at the mouths of the River Magra and River Arno.

At the River Magra mouth, coastal development took place later than on the R. Arno delta
southern side and no protection works were initially carried out except emplacement of a detached
breakwater to protect a coastal road (1928–1938). In the following years tourist beach use exponentially
increased and, accordingly the necessity of maintaining and/or enlarging beach width, resulted in
artificial islands, groins and detached breakwaters being built in a downdrift sequence producing the
“domino” effect [70].

On the left bank of the R. Arno mouth, at Marina di Pisa, the “new town” had to be strongly
defended although tourism demanded a beach. After weak attempts of beach protection via short
groins, a seawall and 10 detached breakwaters were built. Shore protection was extended to the south
to satisfy beach tourist demand and ended only at Tirrenia, area of longshore transport convergence
—where erosion never occurred (Figure 1).

On the right-hand side of the R. Arno mouth, nature was untouched until 1300 m of land was
lost; in 2001 emerged groins with submerged extensions were built to protect the Regional Park
wetlands. A completely different approach was taken a few kilometres north, at Gombo, where
detached breakwaters were positioned in the 1960s to defend the privileges of a few people (Figure 16).

A further erosive hot spot was later introduced by man: Marina di Carrara harbour, which only
anticipated and boosted the erosion process, expanding southwards from the River Magra mouth.
Again, coastal road protection was the first reason to build defence structures, in this case revetments
and later detached breakwaters. Downdrift erosion, together with beach tourism activity, brought first
groin emplacement and later submerged breakwaters.
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Detached breakwaters had a gradual rise and, in 1965, their total length reached that of the
previous structures. Their imposition is also a consequence of a school of engineers working for the
Italian Ministry of the Public Work, who deemed that only a reduction of wave energy was able to
protect the coast. In the same years, several coastal segments in Italy were protected in this way,
for example, detached breakwaters number more than 240 over 23 km of coast at Pescara, Adriatic
Sea [15].

Groins (after the transient case of Marina di Pisa in the 1920s) were not frequent along this coast
until the 1980s, being limited to those of Marina di Massa; but later they experienced an accelerated
expansion and in 2011 their total length was greater than that of detached breakwaters. However,
the last project at Marina di Massa, aimed at reducing the landscape impact of defensive structures
and increasing beach quality, which resulted in a small decrease in their total length (Figure 6).

The main recent change in the coastal defence philosophy was the shifting from emerged to
submerged structures. The latter slowly started in 1965 and today submerged detached breakwaters
and groins reach 60% of the length of their emerged equivalents (7940 m vs. 13,230 m). Decision
makers are highly influenced by economic stakeholders since these represent a significant part of
electoral voters and the answer to beach erosion is often a compromise between the best technical
solution and the most appealing one for the tourist industry. At Marina di Massa and Marina di Pisa
all interventions were designed under a local perspective, without a general view of the processes at
work along the littoral cell and a clear knowledge of river sediment input, which is essential in any
adequate and long-term coastal management plan [71]. Under stakeholders’ urging, heavy projects
were executed when updrift defences had a negative influence. This study evidences as sediment
bypassing could have been implemented at most important harbours and softer solutions could
have been adopted starting from stable sectors and moving towards eroding areas but this requires a
long-term strategy, incompatible with the life-time of political officers.

Author Contributions: E.P. coordinated the research, G.A. assessed the morphodynamic aspects of the coast, I.C.
analyzed the evolution of the shoreline, M.P. focused on the historical issues and G.V. measured and classified the
shore protection structures.

Funding: This research received no external funding.

Acknowledgments: Beer will never suffice to thank Allan Williams for the helpful discussion on this topic and
for the critical review of the manuscript, although he can swallow barrels!

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Honey, M.; Krantz, D. Global Trends in Coastal Tourism; Center of Ecotourism and Sustainable
Development—Stanford University: Washington, DC, USA, 2007; 140p.

2. World Almanac; Funk and Wagnalls Corp.: Mahwah, NJ, USA, 2012.
3. Klein, Y.L.; Osleeb, J. Determinants of Coastal Tourism: A Case Study of Florida Beach Counties. J. Coast. Res.

2010, 26, 1149–1156. [CrossRef]
4. Houston, J.R. The economic value of beaches—A 2013 update. Shore Beach 2013, 81, 3–11.
5. Fletchert, C.H.; Mullane, R.A.; Richmond, B.M. Beach loss along armored shorelines on Oahu, Hawaiian

Islands. J. Coast. Res. 1997, 13, 209–215.
6. Alexandrakis, G.; Manasakis, C.; Kampanisl, N.A. Valuating the effects of beach erosion to tourism revenue.

A management perspective. Ocean Coast. Manag. 2015, 111, 1–11. [CrossRef]
7. AETIB. 2017. Available online: http://www.mondobalneare.com/news/1629/imprese-balneari-uno-studio-

ne-dimostra-il-grande-valore.html (accessed on 18 October 2018).
8. GNRAC. Lo stato dei litorali in Italia. Stud. Costieri 2006, 10, 3–176.
9. MondoBalneare. Available online: http://www.mondobalneare.com/news/1629/imprese-balneari-uno-

studio-ne-dimostra-il-grande-valore.html (accessed on 18 October 2018).
10. Phillips, M.R.; Jones, A.L. Erosion and tourism infrastructure in the coastal zone: Problems, consequences

and management. Tourism Manag. 2006, 27, 517–524. [CrossRef]

535



Water 2018, 10, 1647

11. Kantamaneni, K.; Phillips, M.; Thomas, T.; Jenkins, R. Assessing coastal vulnerability: Development of a
combined physical and economic index. Ocean Coast. Manag. 2018, 58, 164–175. [CrossRef]

12. Thinh, N.A.; Thanh, N.N.; Tuyen, L.T.; Hens, L. Tourism and beach erosion: Valuing the damage of beach
erosion for tourism in the Hoi An World Heritage site, Vietnam. J. Environ. Dev. Sustain. 2018. [CrossRef]

13. Sullivan Sealy, K.; Strobl, E. A hurricane loss risk assessment of coastal properties in the caribbean: Evidence
from the Bahamas. Ocean Coast. Manag. 2017, 149, 42–51. [CrossRef]

14. McDougall, C. Erosion and the beaches of Negril. Ocean Coast. Manag. 2017, 148, 204–213. [CrossRef]
15. Pranzini, E. Italy. In Coastal Erosion and Protection in Europe; Pranzini, E., Williams, A.T., Eds.;

Earthscan/Routledge: Abingdon, UK, 2013; pp. 294–323.
16. Garbrecht, G. Wasser—Vorrat, Bedarf und Nutzung in Geschichte und Gegenwart. In Deutsches Museum

Kulturgeschichte der Naturwissenschaften und Technik; Rororo Sachbuch; Rowohlt: Berlin, Germany, 1985.
17. Jensen, J.; Schwarzer, K. Germany. In Coastal Erosion and Protection in Europe; Pranzini, E., Williams, A.T.,

Eds.; Earthscan/Routledge: Abingdon, UK, 2013; pp. 108–135.
18. Nieuwhof, A. Living in a dynamic landscape: Prehistoric and proto-historic occupation of the

northern-Netherlands coastal area. In Science for Nature Conservation and Management: The Wadden Sea
Ecosystem and EU Directives, Proceedings of the 12th International ScientificWadden Sea Symposium, Wilhelmshaven,
Germany, 30 March–3 April 2009; Marencic, H., Eskildsen, K., Farke, H., Hedtkamp, S., Eds.; CommonWadden
Sea Secretariat: Wilhelmshaven, Germany, 2010.

19. Grillo, S. Venezia, le Difese a Mare; Arsenale Editrice: Venezia, Italy, 1989.
20. Jiang, W.; Tao, C. The seawall in Quintang estuary. In Engineeren Coasts; Chen, J., Eisma, D., Hotta, K.,

Walker, H.J., Eds.; Kluwer Academic Press: Dordrecht, The Netherlands, 2002; pp. 139–150.
21. De Moor, G. Artificial Structures and Shorelines; Walker, H.J., Ed.; Kluver Academic Publishers: Dordrecht,

Belgium, 1988; pp. 115–125.
22. Mestanza, C.; Piccardi, M.; Pranzini, E. Coastal Erosion Management at Callao (Peru) in the 17th and 18th

Centuries: The First Groin Field in South America? Water 2018, 10, 891. [CrossRef]
23. Behre, K.-E. Coastal development, sea-level change and settlement history during the later Holocene in the

Clay District of Lower Saxony (Niedersachsen), northern Germany. Quat. Int. 2004, 112, 37–53. [CrossRef]
24. Holling, C.S. Resilience and stability of ecological systems. Ann. Rev. Ecol. Syst. 1973, 4, 1–23. [CrossRef]
25. Manno, G.; Anfuso, G.; Messina, E.; Williams, A.T.; Suffo, M.; Liguori, V. Decadal evolution of coastline

armouring along the Mediterranean Andalusia littoral (South of Spain). Ocean Coast. Manag. 2016, 124,
84–99. [CrossRef]

26. Pranzini, E.; Williams, A.T. (Eds.) Coastal Erosion and Protection in Europe; Earthscan/Routledge: Abingdon,
UK, 2013; 454p.

27. Pranzini, E. Shore protection in Italy: From hard to soft engineering . . . and back. Ocean Coast. Manag. 2018,
156, 43–57. [CrossRef]

28. Anthony, E.; Sabatier, F. Coastal Erosion and Protection in Europe; Pranzini, E., Williams, A.T.W., Eds.;
Earthscan/Routlege: Abingdon, UK, 2013; pp. 226–253.

29. Arenas Granados, P. Gestión del litoral y política pública en España [Coastal Management and public policy
in Spain]. In Manejo Costero Integrado y Política Pública en Iberoamérica: Un diagnóstico: Necesidad de cambio;
Red IBERMAR (CYTED); Editorial Tébar Flores: Madrid, Spain, 2009; pp. 353–380.

30. UNWTO (United Nations World Tourism Organization). Tourism Highlights; UNWTO: Madrid, Spain,
2017; 16p.

31. Escudero-Castillo, M.; Felix-Delgado, A.; Silva, R.; Marino-Tapia, I.; Mendoza, E. Beach erosion and loss of
protection environmental services in Cancun, Mexico. Ocean Coast. Manag. 2018, 156, 183–197. [CrossRef]

32. Nava Fuentes, J.C.; Arenas Granados, P.; Cardoso Martins, F. Coastal management in Mexico: Improvements
after the marine and coastal policy publication. Ocean Coast. Manag. 2017, 137, 131–143. [CrossRef]

33. Rangel-Buitrago, N.; Williams, A.T.; Anfuso, G. Hard protection structures as a principal coastal erosion
management strategy along the Caribbean coast of Colombia. A chronicle of pitfalls. Ocean Coast. Manag.
2017, 156, 58–75. [CrossRef]

34. Bernatchez, P.; Fraser, C. Evolution of Coastal Defence Structures and Consequences for Beach Width Trends,
Québec, Canada. J. Coast. Res. 2012, 28, 1550–1566. [CrossRef]

35. Tofta, J.D.; Ogstonb, A.S.; Heerhartza, S.H.; Cordella, J.R.; Flemerb, E.E. Ecological response and physical
stability of habitat enhancements along an urban armored shoreline. Ecol. Eng. 2013, 57, 97–108. [CrossRef]

536



Water 2018, 10, 1647

36. Pranzini, E.; Jackson, N.L.; Lami, G.; Nordstrom, K.F.; Rossi, L. Reshaping beach morphology by modifying
offshore breakwaters. Ocean Coast. Manag. 2018, 154, 168–177. [CrossRef]

37. Preti, M.; Zanuttigh, B.; De Nigris, N.; Martinelli, L.; Aguzzi, M.; Archetti, R.; Lamberti, A. Integrated
beach monitoring at Igea Marina, Italy: Results of ten-years monitoring. Coast. Eng. Proc. 2011, 1, 199–226.
[CrossRef]

38. Garcia, V.; Sánchez-Arcilla, A.; Anfuso, G. Spain. In Coastal Erosion and Protection in Europe; Pranzini, E.,
Williams, A.T., Eds.; Earthscan/Routledge: Abingdon, UK, 2013; 457p.

39. Alexandrakis, G.; Ghionis, G.; Poulos, S.E.; Kampanis, N.A. Coastal Erosion and Protection in Europe;
Pranzini, E., Williams, A.T., Eds.; Earthscan/Routledge: Wolverhampton, UK, 2013; pp. 355–377.

40. Nordstrom, K.F.; Jackson, N.L. Removing shore protection structures to facilitate migration of landforms
and habitats on the bayside of a barrier spit. Geomorphology 2013, 199, 179–191. [CrossRef]

41. Perna, M.; Brandini, C.; Cipriani, L.; Grasso, V.; Mammì, I.; Pelliccia, F.; Pranzini, E.; Vitale, G. La percezione
dell’impatto dell’erosione costiera da parte degli esercenti del litorale compreso tra la foce del F. Magra e
Marina di Carrara. Stud. Costieri 2017, 27, 17–34.

42. Becchi, I.; Paris, E. Il corso dell’Arno e la sua evoluzione storica. Acqua Aria 1989, 6, 645–652.
43. Cavazza, S. Regionalizzazione geomorfologica del trasporto solido in sospensione dei corsi d’acqua tra il

Magra e l’Ombrone. Atti Soc. Toscana Sci. Nat. Memorie Ser. A 1984, 91, 119–132.
44. Pranzini, E. Caratteristiche morfologiche e sedimentologiche di una zona di convergenza del trasporto

litoraneo (Versilia, Toscana). Stud. Cost. 2004, 8, 135–149.
45. DEAM—UNIFI. Stima delle Profondità di Chiusura Lungo le Coste Toscane; BEACHMED Project; University of

Florence: Florence, Italy, 2007; 138p.
46. Anfuso, G.; Pranzini, E.; Vitale, G. An integrated approach to coastal erosion problems in northern Tuscany

(Italy): Littoral morphological evolution and cells distribution. Geomorphology 2011, 129, 204–214. [CrossRef]
47. Cappietti, L.; Cammelli, C.; Farrell, E.; Ferri, S.; Aminti, P.L.; Pranzini, E. A Case of Updrift Erosion Induced by a

Harbour Breakwater; Medcoast: Ravenna, Italy, 2003; pp. 1707–1718.
48. Pranzini, E. Bilancio sedimentario ed evoluzione storica delle spiagge. Il Quat. 1994, 7, 197–202.
49. Istituto Geografico Militare. 1:25,000 Scale Topographic Map; Istituto Geografico Militare: Firenze, Italy, 1878.
50. Bartolini, C.; Cipriani, L.E.; Pranzini, E.; Sargentini, M. Caratteristiche geomorfologiche ed evoluzione della

linea di riva del litorale toscano e criteri di lettura. Coste Toscane Regione Toscana 1989, 33–56. Available online:
https://flore.unifi.it/handle/2158/258640?mode=full.7#.W-q5xllqtPY (accessed on 12 November 2018).

51. Perna, M.; Vitale, G.; Brandini, C.; Pranzini, E.; Gozzini, B. Coastal monitoring through field and satellite
data. In Proceedings of the 9th Conference on Italian Association of Remote Sensing, Riva del Garda, Italy,
3–7 June 2018; p. 57.

52. Anfuso, G.; Bowman, D.; Danese, C.; Pranzini, E. Transect Based Analysis versus Area Based Analysis to
quantify shoreline displacement: Spatial resolution issues. Environ. Monit. Assess. 2016, 188, 568. [CrossRef]
[PubMed]

53. Pranzini, E. A model for cuspate delta erosion. In Proceedings of the 6th Symposium on Coastal and Ocean
Management/ASCE, Charleston, SC, USA, 11–14 July 1989; pp. 4345–4357.

54. Silvester, R.; Hsu, J. Coastal stabilization. Adv. Ser. Ocean Eng. 1997, 14, 596.
55. Milano, V. Studio sull’accessibilità del porto di Viareggio e sull’equilibrio della spiaggia a Nord.

In Proceedings of the Convegno di idraulica e costruzioni idrauliche, Padova, Italy, 8–10 September 1986;
pp. 255–264.

56. Istituto Idrografico della Marina Italiana. 1:100,000 Scale Sea Chart; Istituto Idrografico della Marina Italiana:
Genova, Italy, 1954.

57. Piccardi, M.; Pranzini, E.; Rombai, L. Historical cartography and coastal dynamics of the Apuan littoral in
the modern and contemporary periods: The port of Marina di Carrara (Tuscany, Italy). E-Perimetron 2018, 13,
32–49.

58. Pranzini, E.; Anfuso, G.; Botero Saltaren, C. Nourishing tourist beaches. In Beach Management Tools—Concepts,
Methodologies and Case Studies; Botero, C.M., Cervantes, O.D., Finkl, C.W., Eds.; Springer: Berlin, Germany,
2017; pp. 293–318.

59. Aminti, P.; Graniglia, N.; Stefani, G. Il recupero della spiaggia di Marina di Massa. In La rete di Monitoraggio
delle Spiagge, Resmar EU Project; Editrice Taphros: Olbia, Italy, 2013; pp. 152–178.

537



Water 2018, 10, 1647

60. Kraus, N.C.; Hans Hanson, H.; Blomgren, S.H. Modern functional design of groin systems. Coast. Eng. 1994,
95, 1327–1342.

61. Cipriani, L.E.; Ferri, S.; Iannotta, P.; Paolieri, F.; Pranzini, E. Morfologia e dinamica dei sedimenti del litorale
della Toscana settentrionale. Stud. Costieri 2001, 4, 119–156.

62. Bruun, P. The Development of Downdrifterosion. J. Coast. Res. 1995, 11, 1242–1257.
63. Aminti, P.; Cammelli, C.; Cappietti, L.; Jackson, N.L.; Nordstrom, K.F.; Pranzini, E. Evaluation of beach

response to submerged groin construction at Marina di Ronchi, Italy, using field data and a numerical
simulation model. J. Coast. Res. 2004, 33, 99–120.

64. Kraus, C.N.; McDougal, W.G. The Effects of Seawalls on the Beach: Part I, An Updated Literature Review.
J. Coast. Res. 1996, 12, 691–701.

65. Aminti, P.L.; Cipriani, L.E.; Pranzini, E. ‘Back to the beach’: Converting seawalls into gravel beaches. In Soft
Shore Protection, Coastal Systems and Continental Margins; Goudas, C., Katsiaris, G., May, V., Karambas, T.,
Eds.; Kluwer Academic Publishers: Dordrecht, The Netherlands, 2003; Volume 7, pp. 261–274.

66. Pope, J.; Dean, J.L. Development of design criteria for segmented breakwaters. In Proceedings of the 20th
International Conference on Coastal Engineering, Taipei, Taiwan, 9–14 November 1986; pp. 2144–2158.

67. Bowman, D.; Pranzini, E. Reversed response within a segmented detached breakwater—The Gombo case,
Tuscany coast, Italy. Coast. Eng. 2003, 49, 263–274. [CrossRef]

68. Pranzini, E. L’intervento di stabilizzazione del litorale de Le Lame (Parco San Rossore Migliarino
Massaciuccoli, Toscana). Studi Costieri 2008, 14, 29–42.

69. Nordstrom, K.F. Living with shore protection structures: A review. Estuar. Coast. Shelf Sci. 2014, 150, 11–23.
[CrossRef]

70. Cooper, J.A.G.; Anfuso, G.; Del Rio, L. Bad beach management: European perspectives. Geol. Soc Am. 2009,
460, 167–179.

71. Samaras, A.G.; Koutitas, C.G. An integrated approach to quantify the impact of watershed management on
coastal morphology. Ocean Coast. Manag. 2012, 69, 68–77. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

538



water

Article

Efficiency Assessment of Existing Pumping/Hydraulic
Network Systems to Mitigate Flooding in Low-Lying
Coastal Regions under Different Scenarios of Sea
Level Rise: The Mazzocchio Area Study Case

Francesco Cioffi *, Alessandro De Bonis Trapella and Federico Rosario Conticello

DICEA—Dipartimento di Ingegneria Civile, Edile ed Ambientale—Università di Roma ‘La Sapienza’,
00184 Rome, Italy; alessandro.debonistrapella@uniroma1.it (A.D.B.T.);
federicorosario.conticello@uniroma1.it (F.R.C.)
* Correspondence: francesco.cioffi@uniroma1.it; Tel.: +39-064-991-2228

Received: 11 May 2018; Accepted: 18 June 2018; Published: 21 June 2018

Abstract: Rising of the sea level and/or heavy rainfall intensification significantly enhance the risk
of flooding in low-lying coastal reclamation areas. Therefore, there is a necessity to assess whether
channel hydraulic networks and pumping systems are still efficient and reliable in managing risks of
flooding in such areas in the future. This study addresses these issues for the pumping system of
the Mazzocchio area, which is the most depressed area within the Pontina plain, a large reclamation
region in the south of Lazio (Italy). For this area, in order to assess climate change impact, a novel
methodological approach is proposed, based on the development of a simulation–optimization
model, which combines a multiobjective evolutionary algorithm and a hydraulic model. For assigned
extreme rainfall events and sea levels, the model calculates sets of Pareto optimal solutions which are
obtained by defining two optimality criteria: (a) to minimize the flooding surface in the considered
area; (b) to minimize the pumping power necessary to mitigate the flooding. The application shows
that the carrying capacity of the hydraulic network downstream of the pumping system is insufficient
to cope with future sea level rise and intensification of rainfall.

Keywords: climate change; multiobjective optimization; coastal region; pumping plant; flooding

1. Introduction

Recent studies have shown that in Central Italy, the occurrence of torrential rainfall, exceeding
100 mm/d, has increased in the last decades [1]. Furthermore, future projections by global and
regional climate models indicate an intensification of extreme precipitation events in Italy [2–4].
As a consequence of global warming, sea level rise is also expected in the next years in the
Mediterranean region [5,6]. Lambeck et al. [7] have argued that in the central Tyrrhenian Sea, sea level
rise will mainly impact the coasts near Rome. Some of these coasts include the southern Latium, with its
mainly coastal lakes, the Voltuno littoral, and the Sele River area, with sea level rise ranging from 315
to 1400 mm, depending on the climate scenario considered. Rising sea levels and intensification of
extreme precipitation significantly increases the flood risk in such low-lying coastal areas. This has
some substantial consequences, as the coastal areas around Rome are densely populated, with extensive
and highly developed agriculture along with a large presence of industrial activity.

Within this region, an area particularly vulnerable to flooding is in the Mazzocchio zone, the lowest
lying area of the Pontina plain (see Figure 1a). The majority of this zone has a soil surface elevation
equal to or lower than the mean sea level. Historically a swamp, this zone was recovered in the years
1926–1937 by a large reclamation work covering an area of 20,000 ha.
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Figure 1. (a) Hydraulic network and basins of the study site. (b) Mazzocchio’s basin ground elevation.

As seen in Figure 1a, the Mazzocchio zone is enclosed by two rivers: Ufente in the north and Linea
Pio in the south. To ensure dry soil, water runoff is intercepted within and outside the zone. To intercept
the runoff outside the zone, the two rivers act as barriers, and within the zone, water runoff—caused
by rainfall over the zone—is collected by a dense channel network in the Selcella River. Downstream
of the Selcella River, there is a pumping station which lifts the water from the Mazzocchio area into
the Ufente River, with a maximum capacity of 36 m3/s. Figure 1a shows the water coming from the
upstream basins of the Ufente, Linea Pio, and Amaseno Rivers, together with the pumping water from
the Mazzocchio area, flowing through the Portatore Channel towards the sea.

On 7 November 2014, a heavy rainfall event (approximately 100 mm/d) caused a serious crisis to
the entire channel network, with flooding in the Mazzocchio area and overflowing and subsequent
collapse of a large portion of the levees along the Ufente River. Most of the damage occurred along the
Ufente River stretch closer to the Mazzocchio pumping station (downstream from the confluence with
the Selcella collector). High rainfall amount and sea level rise due to storm surge at the outlet of the
Portatore channel were the two main factors which caused the crisis of hydraulic system.

As mentioned before, the expected intensification and increment in frequency of such extreme
rainfall events, as well as the sea level rise, causes serious concerns with regard to the capability of
the hydraulic infrastructures to cope with similar or more intense events in the future. Therefore,
methodological approaches need to be developed to assess the efficiency and reliability of existing
hydraulic infrastructures. As a number of authors suggest, such methodologies must evolve to address
“change” from climate variability at the global scale to local human impacts [8,9]. Recently, rainfall
downscaling models have been constructed to perform projections of rainfall occurrence and amount
at the basin level, under different global warming scenarios simulated by global or regional circulation
models (GCMs and RCMs) [10,11]. Therefore, such models can be used to provide the hydrological
inputs necessary to run hydraulic models to assess the reliability of existing hydraulic infrastructures,
and eventually the design of new ones, to manage future flooding risk at the local scale. Preliminary
to such assessment, it is, however, necessary to perform an analysis on the capability of the existing
infrastructure to manage the risk of flooding due to extreme rainfall and high tidal sea level events.
This is very useful to identify the elements of the hydraulic network which are more vulnerable.

In this context, we propose a methodology and related models to assess the reliability of hydraulic
infrastructures in control flooding events and apply it for the case of the reclamation region of
Mazzocchio. The first question that arises in developing such a methodology is how to assess the
reliability and efficiency of existing pumping–hydraulic network systems to mitigate flooding in the
Mazzocchio basin under different hydrological inputs. This question arises because different pumping
schedules can be hypothesized to manage extreme stream flows. In other words, as a consequence
of adopting alternative pumping schedules, for the same set of hydrological inputs, a number of
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different configurations of hydraulic systems may potentially exist. In order to compare the effects
of the different hydrologic inputs on the hydraulic system, we should identify a particular set of
pumping schedules. This restricts the analysis to a few arbitrarily chosen cases of pumping schedules.
To perform a more general and less restrictive analysis, in order to compare the possible different
configurations of a hydraulic system under different hydrological inputs, this paper proposes to use
sets of Pareto optimal solutions as calculated by a multiobjective optimization approach, in which
the switching on/off levels of the pump system are assumed as decision variables. Given two or
more optimality criteria, the Pareto set identifies not a unique optimal solution, but an ensemble of
nondominant configurations of the system that belong to the Pareto front. Such a set of non-dominant
solutions is chosen as optimal, if no objective can be improved without sacrificing at least one
other objective. Therefore, for given hydrological inputs, the set of Pareto optimal solutions is
unique. This solution can then be used to compare the possible states of the hydraulic system (as
identified by the free surface levels and flow rates along the rivers and channel networks) forced by
different hydrological inputs—rainfall amount and sea level rise—and depending on the optimal
pumping schedules associated to the solutions lying in the Pareto front. In this paper, the sets of Pareto
optimal solutions are calculated by a simulation–optimization model, which combines a multiobjective
evolutionary algorithm (the non-dominating sorting genetic algorithm, NSGA2) and a hydraulic model.
While a number of optimization methods exist [12], we use a genetic algorithm due to their reliability
in solving nonlinear, nonconvex, multimodal, and discrete problems, unlike classical optimization
methods [8]. Since genetic algorithms are independent of derivative information, they also allow a less
restricted formalization of the objective functions and constraints. Even though a number of genetic
algorithms have been proposed in the past, we adhered to NSGA2, since a number of studies have
proved the reliability and robustness of such an algorithm [13]. The use of a simulation–optimization
model, in which a multiobjective optimization model and hydraulic model are combined, is not novel
in the literature. For instance, Cioffi and Gallerano [13], proposed a multiobjective programming model
including output from 2D hydraulic simulation for habitat assessment to optimize power production
and fish habitat suitability as a Pareto set. In the past, a number of simulation–optimization models
specifically aimed to find the optimal schedule of pumping systems have been proposed for urban
drainage systems [14–16], irrigation pumping stations [17], water supply systems [18], and water
resource management [19]. However, the above-cited studies were mainly focused on the optimal
control and operation of such systems. Some researchers have proposed criteria and methodologies
that use simulation–optimization models to assess how climate change and global warming affect the
hydrologic cycle and its effects on the performance of water resource systems. Most of these studies are
addressed to assessing the climate change impacts on hydropower production by reservoirs [20–22].
Direct application of multiobjective optimization to flood risk management under climate change is
very rare in the literature [23]. Most of the papers focus on cost–benefit analysis [24]. For instance,
Woodward et al. [25] identify a set of Pareto optimal solutions using NSGA2, in which costs and
benefits of flood risk intervention strategies are compared, taking into account the uncertainty in the
future projected sea level rise. In such studies, flooding simulations by hydraulic models are carried out
separately from the optimization process; the output from hydraulic simulations are used to assess the
costs and benefits related to the specific flood risk intervention strategy hypothesized. Such approaches,
however, seem difficult to apply in the cases in which pumping systems are part of flooding control
hydraulic infrastructures. In this paper, the hydraulic simulations are integrated in the multiobjective
optimization algorithm and the objective functions are not defined on the basis of economic variables,
but directly in terms of flooding surface and pumping power. The main reason of such a choice is due
to the uncertainty of the estimation of damage from flooding, since agriculture is the main activity over
the basin, and productivity and damage depend on the period of the year, as well as the type and state
of growth of crops. To calculate the sets of Pareto optimal solutions, two optimality criteria are defined:
(a) to minimize the maximum flooding surface over the Mazzocchio basin; (b) to minimize the pumping
power necessary to limit the flooding over the Mazzocchio basin. In formalizing the multiobjective
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problem, the state variables are the free surface levels and flow rates along the hydraulic network as
well as the surface of the flooding areas, and the decisional variables are the levels switching on and
off the pumps in the Mazzocchio station. Temporal and spatial distribution of the rainfall amount
and the sea level are the input variables. State and decisional variables range within the constraints
imposed by the flow carrying capacity of the channel network downstream from the pumping station.
The hydraulic state variables are simulated by a hydraulic model. In order to limit the calculation time,
due to the large number of simulations necessary to solve the multiobjective problem by the genetic
algorithm, a simplified version of the hydraulic model has been constructed to represent the flow
river network and the rainfall–runoff and flooding processes over the river basins. The calculation
along the river network is performed numerically solving the 1D de Saint-Venant equations, while the
basins are represented by storage areas connected to the river network by linear channels. The paper is
organized as follows: In Section 2, a description of the study areas and hydrological data is provided;
in Section 2 also, the hydraulic and multiobjective optimization models are described. In Section 3,
the procedure of calibration and validation for the hydraulic model, the construction of the design
hydrograph, and finally the set of Pareto optimal solutions for the Mazzocchio zone obtained by
solving the multiobjective problem are discussed. Comparing the different Pareto sets, the reliability
of the existing pumping systems and of the hydraulic channel network is inferred.

2. Materials and Methods

2.1. Materials

2.1.1. The Mazzocchio Reclamation Area and the Drainage Hydraulic Network

The Mazzocchio basin, with a surface about equal to 103 km2, occupies the largest depression of
the Pontina Plain, which lies between the Appia and the Ufente River. The drainage of the basin is
provided by the pumping plant of Mazzocchio (see Figure 1a) located at the downstream end of the
Selcella river. The Selcella river is 18.9 km long with an average slope (h/L) of 0.00035. The terrain
of the Mazzocchio basin is shown in Figure 1b; the ground height above mean sea level ranges from
−2 m in the central stretch of the Selcella river to +8 m in the upstream region. From Figure 1b, we can
observe the presence of a large area with about the same or lower height than the mean sea level.
Furthermore, a dense channel network hierarchically structured, can be observed in Figure 1a collecting
water to the Selcella River. All the water that flows to the Mazzocchio plant is lifted and through
a short channel, conveyed into the Ufente river. The Mazzocchio pumping system (Figure 2) at the
downstream end of the river Selcella consists of six pump groups of 6 m3/s each with a total capacity
of about 36 m3/s. The pumping system was built on 20 July 1934 and inaugurated on 19 December
of the same year; it is equipped with six engines and six water-immersion pumps with a modern
conception for the era, each with a capacity of 6000 L per second and powered by an electric motor of
about 600 hp. During the Second World War, German troops sabotaged the plant, taking away the
engines. Flooding of the surrounding land meant hindering the entry by the allies. In 1948, near the
Brenner railway station, located in Northern Italy, the engines were found and immediately reinstalled.
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Figure 2. Hydraulic pumps in Mazzocchio’s pumping station.

The starting and stopping of each pump is ruled by floating switches, which depend on the
prefixed free surface levels in the collection pond immediately upstream from the pumping station.
The depth of the pond close to the floating switches is −4 m.a.s.l. The pump starting and stopping
levels are reported in Table 1.

Table 1. Starting and stopping levels for each pump (data provided by Agro Pontino Reclamation
Consortium (APRC)).

Pump no. 1 Pump no. 2 Pump no. 3 Pump no. 4 Pump no. 5 Pump no. 6

Starting level
(Meters above sea level)

−2.15 −2.05 −1.95 −1.85 −1.7 −1.6

Stopping level
(Meters above sea level)

−2.5 −2.4 −2.3 −2.2 −2.0 −1.95

Downstream of the pumping system of Mazzocchio, the waters flow into the Ufente River,
which flows into the hydraulic node of Ponte Maggiore. Ponte Maggiore also receives water from the
Amaseno River and the Pio Line Channel flow. From the Ponte Maggiore node, through the Portatore
Channel, all the water flows into the sea (see Figure 1a). The main characteristics of the hydraulic
network downstream from the pumping station are reported in Table 2.

Table 2. Hydraulic characteristics of channels, rivers, and basins (data provided by Agro Pontino
Reclamation Consortium (APRC)).

Rivers
Slope ‰

(m for 1 km)
Size of Cross Section:

Max Width–Max Height (m)
Shape of Cross Section

Length
(m)

Basin Extension
(Km2)

Selcella 0.1 45–5 Symmetrical Trapezoidal 11,250 97.659
Ufente 0.16 30–4 Symmetrical Trapezoidal 14,750 75.1

Linea Pio 0.15 37.2–4.5 Symmetrical Trapezoidal 16,000 99.561
Amaseno 0.45 109–11.75 Symmetrical Trapezoidal 80,940 628.53
Portatore 0.1 30–4.85 Symmetrical Trapezoidal 5700 34.864

The geometric and morphological characteristic of the entire hydraulic network (river slope,
size and shape of cross-sections, etc.) as well as maintenance and operation of the pumping systems
described above were provided by the Agro Pontino Reclamation Consortium (APRC).
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2.1.2. Precipitation and Pumping Rate Data

The closest station to the study area is the Borgo San Michele station (Lat. 41◦25′12′ ′ N Lon.
12◦58′12′ ′ E), from which 56 years (1950–2005) of hourly rainfall data has been collected. From this
record, intensity and duration curves, with return periods equal to 10 and 100 years are shown in
Figure 3. Hourly data of pump operation for the period 1950–2016, recorded in the archive of the
Mazzocchio pumping station and provided by APRC, are also collected. From the time series of hourly
rainfall amount, a number of heavy rainfall events that occurred in the past are identified, and the
corresponding temporal trends of pumping discharge during such events are reconstructed. The latter
data are used to calibrate the hydraulic model. The data related to the ground surface level, the bed
profiles of rivers, and the geometry of river cross sections were also provided by the APRC.

Figure 3. Intensity–duration curve from hourly rainfall records at the rain gauge located in Borgo San
Michele station (Lat. 41◦25′12′ ′ N Lon. 12◦58′12′ ′ E).

2.2. Methods

The simulation–optimization model combines a hydraulic model and a multiobjective
optimization model. The hydraulic model calculates the free surface level and the flowrate along rivers
and channels upstream and downstream of the Mazzocchio pumping station, the flooding areas over
the basins, and the pumped flowrate at the pumping station. The multiobjective optimization genetic
algorithm, using the outputs from the hydraulic model, calculates the objective functions, verifies the
constraints violations, and by an iterative procedure based on tournament selection of nondominant
solutions and generation of new populations by crossover and mutation, identifies the set of Pareto
optimal solutions. A sketch of the flowchart of the combined simulation–optimization model is shown
in Figure 4.
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Figure 4. Optimization model’s flowchart.

2.2.1. Hydraulic Model

For given input variables—rainfall amount over the basins and sea levels—as well as for given
pumping switching levels in the collection pond upstream of the Mazzocchio pumping station,
the hydraulic model calculates the outputs related to free surface levels and flowrates along the
entire hydraulic network, flooding surface, water volumes, and depths over the basins. To simulate the
temporal and spatial distribution of these quantities, 2D and 3D hydraulic models are generally used,
as proposed by Cioffi and Gallerano [26] and Orton et al. [27]. Such models require a computation
time which conflicts with the very high number of simulations necessary for the multiobjective
optimization algorithm to calculate the Pareto front. Therefore, in this paper, a simplified hydraulic
model has been constructed. This model is able to calculate the above listed hydraulic quantities after
calibration. The scheme of such models, for the hydraulic networks upstream and downstream from
the Mazzocchio pumping station, is shown in Figure 5.

Three different hydraulic elements may be recognized in the figure: the main river hydraulic
networks upstream and downstream from the pumping station, the storage areas representing the
basins, and the ideal channels connecting the storage areas to points of the rivers belonging to the
hydraulic networks. As seen in the figure, the basin of Mazzocchio, upstream from the pumping station,
is represented by seven storage areas connected to the river Selcella by ideal channels. Figure 6 shows
how the storage areas refer to parts of the basin with homogeneous morphology and altimetry, in order
to provide a sufficiently accurate representation of the spatial distribution of ground surface elevation.
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Figure 5. Sketch of hydraulic model.

 

Figure 6. Storage areas partition of the Mazzocchio basin.

The ideal channels mimic the secondary drainage network collecting the rainfall water to the
Selcella river. For the hydraulic network downstream from the pumping station, storage areas
and related ideal channels are located upstream of the Amaseno, Ufente, and Linea Pio rivers.
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The combination of storage areas and ideal channels allows for a representation of both the
rainfall–runoff processes on the basins and the flooding over the riverbanks due to levee overflowing.

The 1D de Saint-Venant equations are used to simulate the flow along the river which belongs to
the hydraulic networks:

∂Q
∂x

+
∂S
∂t

= ql (1)

∂Q
∂t

+
∂

∂x

(
β

Q2

S

)
+ gS

(
∂H
∂x

+ J
)
= γl (2)

where Q is the flow rate, S the cross-section area, H the free surface elevation from a reference plane,
and ql represents the lateral inflow, γl represents the sum of the forces applied, and J is a dimensionless
number, representing the average rate of energy dissipation:

J =
Q2

K2
mS2R4/3 (3)

where Km is the Strickler’s roughness coefficient and R the hydraulic radius.
A number of river junctions (nodes) are present in the hydraulic network downstream from

the pumping station (Figure 5). The equations of the junctions are derived from the equality of the
elevations and the conservation of the discharges at the junction following the approach of 1D–2D
coupling proposed by Goutal et al. [28]. The temporal trend of water level over the storage areas is
calculated by the continuity equation, which is a function of the flows entering or going out from the
ideal channels and of the rainfall amount directly falling over the area. It is assumed that the water free
surface of the storage areas remains horizontal while moving vertically. The link between the storage
area and the river is seen in Figure 7.

Figure 7. Sketch of the link between a river and a storage cell by an ideal channel. Hc is the bottom
elevation of the ideal channel, h1 and h2 are free surface elevation in the river and in the storage
cell respectively.

The flow rate through the ideal channels is calculated by the Manning–Stricker uniform free
surface flow formula and depends on the difference of the free surface levels in the storage areas and
in the river according to the following equations:

Q = Klh5/3

√
ΔH

L
(4)

where, as shown in Figure 7, ΔH is the difference between the free surface elevation h2 in the storage
cell and h1 in the river, L is the length of the channel, l is the channel width, and h is the water depth in
the channel, which is equal to the average between h2 and h1 (see Figure 7). Both h2 and h1 depend on
the bottom elevation Hc of the ideal channel.
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2.2.2. Multiobjective Optimization Problem Formalization

In formalizing the multiobjective problem, we assume the levels switching on and off the pumps
in the Mazzocchio station (Hs) as decisional variables. Temporal and spatial distribution of the rainfall
amount (I) and the sea levels (Sl) are the input variables. The state variables are the free surface levels(

Hd
)

, the flow rates (Qd) along the hydraulic networks, and the surface of the flooding areas (Am
i ).

State and decisional variables range within imposed constraints. Specifically, we impose that the free
surface level in the hydraulic network downstream from the pumping station cannot be more than the
height of the river levees

(
Hd

max

)
. The multiobjective optimization problem is formalized defining two

optimality criteria: (a) to minimize the maximum surface of flooding areas (Am) over the Mazzocchio
basin during a flood event caused by heavy precipitation; (b) to minimize the pumping power
necessary for flooding control over the Mazzocchio basin. The pumping power here is defined as the
energy consumed to lift water from the beginning of the event to the moment in which the maximum
flooding surface over the Mazzocchio basin is reached. The second criterion is aimed to identify
pumping schedules that limit, as much as possible, the power used to reduce the flooding surface.
Such a criterion also responds to the need to limit the number of pumps working simultaneously in
order to allow a more efficient and robust maintenance and operation of the plant.

The multiobjective algorithm is aimed to identify the levels of switching on and off the pumps
in the Mazzocchio station which satisfy the optimality criteria described above. The mathematical
formulation of the multiobjective optimization problem and the Pareto set calculation algorithms are
as follows. The objective functions may be expressed as:

O f 1 = (max(Am
1 , Am

2 , . . . , Am
n )) (5)

O f 2 =

(TAmax

∑
i=1

γQp
i

(
Hm

i − Hp
i

)
Δt

)
(i = 1, n) (6)

where Am
i , Qp

i , Hm
i , and Hp

i at each time step i (i = 1, n) are the surface of the flooding area over the
Mazzocchio basin, the pumping flowrate at the Mazzocchio pumping station, the free surface levels
(from the reference level) in the pond of the Mazzocchio pumping station, and the free surface levels in
the basin downstream from the pumping station, respectively; TAmax is the temporal step at which the
flooding surface in Mazzocchio reaches the maximum value; n is the number of time steps in which
the period of hydraulic simulation Ts is divided; and Δt the temporal step.

The objective functions Of 1 and Of 2 are constrained by:

Qp
i = np

k · ΔQ i f Hm
i ≥ Hs

k k = 1, np i = 1, n (7)

Hd
i,j ≤ Hd

max,j j = 1, nc i = 1, n (8)

where np
k is the number of pumps working simultaneously, ΔQ is the flowrate of each single pump,

Hs
k is the level in the collecting pond upstream of the pumping station switching on the kth pump,

and Hd
i,j and Hd

max,j are the free surface level and the levee top level, respectively, in the jth point along
the river stretches of the hydraulic network downstream from the Mazzocchio pumping station.

Equation (7) imposes a constraint on the maximum number of pumps that may work
simultaneously and the pumping switching on/off levels. Equation (8) constraints mean that the free
surface levels along the hydraulic network downstream from the pumping station must be lower
or equal to the top level of the levees of the Ufente, Amaseno, and Linea Pio Rivers and in the
Portatore Channel.

The variables Am
i , Qp

i , Hm
i , Hp

i and Hd
i,j are calculated by the hydraulic model as a function of the

decision variable Hs
k and of the input variables Ii and Sli, that is, the temporal trend of the rainfall over

the storage areas and the sea level; the latter varies in time with the tidal cycle.
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All the hydrodynamic variables of the river flows, that is, free surface levels and flow rates along
the two hydraulic networks, are subject to the constraints imposed by the continuity and momentum
equations previously described (see Equation (1)).

For given inputs Ii and Sli, the resolution of the multiobjective problem requires the minimization
of the two objectives Of 1 and Of 2 in Equations (5) and (6), within the constraints imposed by
Equations (7) and (8), as a function of the decision vector Hs

k with k = 1, np.
Given two decision vectors Hs

k,1 and Hs
k,2 with k = 1, np, solutions of the multiobjective problem,

the identification of the Pareto front is obtained applying Pareto dominance criteria.
In accordance with such criteria, an objective vector

→
y1 ≡ {

O f 12, O f 22} is said to dominate
another objective vector

→
y2 ≡ {

O f 12, O f 22} (i.e.,
→
y1 <

→
y2), if no component of

→
y1 is greater than the

corresponding components of
→
y2 and at least one component of

→
y2 is greater; consequently, the solution

Hs
k,1 dominates Hs

k,2. The nondominant solutions are optimal solutions of the problem whose ensemble
identifies the set of Pareto optimal solutions.

A genetic algorithm is applied to solve the multiobjective optimization problem formalized
above. Genetic algorithms are based on Darwin’s theory of natural selection, which involves the
language of microbiology, and in developing new potential solutions, mimics genetic operations.
A population represents a group of solution points, and a generation represents the algorithm iteration,
while a chromosome is equivalent to a component of the design vector. In accordance with these
definitions, a genetic algorithm deals with a population of points, and hence multiple Pareto optimal
solutions can be obtained from a population in a single run. Random numbers and information from
previous iterations are combined to evaluate and improve a population of points, and then to select
nondominant solutions. In this paper, the nondominant-sorting genetic algorithm II described by
Deb et al. [29], NSGA2, is used, which has been applied successfully to many optimization problems.
This algorithm uses tournament selection [30], simulated binary crossover (SBX) [31], a mutation
operator, and crowding distance for diversity preservation.

3. Results

3.1. Hydraulic Model Calibration

As mentioned in Section 2.2.1, in order to limit the computation time needed to run the combined
optimization–hydraulic models, the simplified hydraulic model previously described has been
constructed. Such a model has a number of parameters that have to be identified: in particular,
the length L, average heights h1 and h2, and width l of the ideal channels linking the rivers to the
storage areas, in which the different basins have been divided, as well as the runoff coefficient φ of the
storage areas and the Strickler’s roughness coefficient Km in the de Saint-Venant equations.

To identify such parameters, a calibration procedure was applied. Such a procedure consists of
carrying out a single-objective optimization, through which the parameter values that minimize the
sum of squares of the difference between the simulated and observed hydraulic data are identified.

Since the hydraulic network upstream of the Mazzocchio pumping station is hydraulically
disconnected by the pumping from the downstream network, calibration of the upstream hydraulic
network can be performed separately. For this network, two datasets were selected: the first is the
precipitation trend recorded at the Borgo San Michele station, and the second is the pumping discharge
trend at the Mazzocchio pumping station. Collected data from five different extreme events that
occurred in the past were used to calibrate the hydraulic model. Then, the set of hydraulic parameters
in the Mazzocchio area were identified, which minimizes the sum of squares of the difference between
the simulated and the recorded pumping discharges during that period. The values of the identified
parameters are shown in Table 3. For an extreme event, during the time period 16–20 March 2011,
recorded pumping discharge and simulated pumping discharge was compared to validate the model.
Figure 8a,b shows the precipitation trend used as input as well as the comparison between the
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simulated and recorded pumping discharges. Model accuracy was tested using the root mean square
error (RMSE) between observed and simulated data, giving ~70% of accuracy.

Figure 8. (a) Comparison between simulated and observed pumping discharges. (b) Rainfall intensity
trend during the extreme event in March 2011.

Table 3. Hydraulic parameters after the calibration of the model upstream from the Mazzocchio
pumping system (data provided by Agro Pontino Reclamation Consortium (APRC)).

Link no. 1 Link no. 2 Link no. 3 Link no. 4 Link no. 5 Link no. 6 Link no. 7

Channel mean bottom elevation
(meters above sea level)

−2.67 −2.03 −1.04 −1.35 −1.75 −2.3 −0.58

Channel width (m) 6 6 6 6 6 6 20
Channel length 1000 1000 1400 1400 1400 1400 7000

Roughness (Strickler) 40 40 40 40 40 40 30

For the hydraulic network downstream from the pumping station, we used a different heavy
rainfall event (from 12–17 December 2008), since this was the only event where there were simultaneous
measurements of both free surface level at Ponte Maggiore’s hydrometric station and rainfall amount
trend in the Pontinia rain gauge. In this case, the optimization was performed by running the simulation
model of both the hydraulic networks forced by the same rainfall amount trend. In this last case,
the objective function was formalized using the measured free surface levels at the hydrometric gauge
of Ponte Maggiore. The values of the parameters that minimized the objective functions and referred to
the ideal channels connecting the storage areas of Linea Pio, Ufente, and Amaseno Rivers are reported
in Table 4.

Table 4. Hydraulic parameters after the calibration of the model downstream from the Mazzocchio
pumping system.

Amaseno River Linea Pio Channel Ufente River

Channel mean bottom elevation
Hc (meters above sea level)

4.5 0.0 3.28

Channel width l (m) 60 20 10
Channel length L (m) 10,600 18,000 5500
Roughness (Strickler) 30 40 30
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3.2. Optimal Pareto Set for the Event in March 2011

An optimal Pareto curve was calculated by using the rainfall temporal distribution of the event
on 16–20 March 2011 as an input (see Figure 8). The main aim is to verify whether and how much the
pumping schedule applied during such an event was far from the Pareto front. Furthermore, we also
test the process of convergence to the Pareto front of the multiobjective optimization algorithm, finally
selecting 100 populations and 20 generations. In the analysis, the discrete levels of free surface Hs,
regulating the switching on or off of the pumps, was varied within the prefixed range reported in
Table 5.

Table 5. Variation range for activation levels.

Pump no. 1 Pump no. 2 Pump no. 3 Pump no. 4 Pump no. 5 Pump no. 6

Start level
(meters above sea level)

−2.15 −2.05 −1.95 −1.85 −1.7 −1.6

Variation range
(meters above sea level)

Min −2.40
Max −2.10

Min −2.09
Max 2.00

Min −1.99
Max −1.90

Min −1.89
Max −1.75

Min −1.74
Max −1.50

Min −1.49
Max −1.00

In Figure 9, in the space of the objective functions, the points belonging to the optimal Pareto set
as well as the points obtained from the different generations show that 20 generations were sufficient
to allow for the convergence of the algorithm at the Pareto front. From Figure 9, it is evident how the
two objectives are conflicting, since one objective cannot be improved without sacrificing the other
one; i.e., if less pumping power is consumed during the event, a greater surface of the Mazzocchio
basin is flooded.

Figure 9. Pareto front obtained for the rainfall trend of the event that occurred in March 2011.

In the figure, the green-filled square refers to the values of the two objective functions obtained
assuming the real operative pumping schedule applied during the rainfall event by the pumping station
operators. From Figure 9, it is evident that such a point is far from the set of optimal Pareto solutions.
This suggests that a more efficient pump schedule could have been identified to manage the extreme
event of March 2011 between the solutions belonging to the Pareto front. As suggested by Kurek and
Ostfeld [32], we used a procedure based on an utopian solution [33] to identify the optimal solution,
circled in blue on Figure 9. Therefore, other comparison methods could be employed, such as game
theory techniques [34]. The utopian solution has been identified as minimizing the objective functions:

m = {min{O f1}, min{O f2}} (9)

551



Water 2018, 10, 820

Then, the span of the front ΔO fi for each of the considered objectives is computed:

ΔO fi = max{O fi} − min{O fi} i = 1, 2 (10)

Subsequently, the fronts are normalized using their span in the objective space; finally, a solution
having the minimum distance to the utopian solution is selected for comparison:

min
p∈Ω

⎧⎨
⎩
[(

O f1 − m1

ΔO f1

)2
+

(
O f2 − m2

ΔO f2

)2
] 1

2
⎫⎬
⎭ (11)

where Ω is the Pareto set resulting from solving the problem (5) or (6) and p is the selected
“balanced” solution.

3.3. Sets of Pareto Optimal Solutions for Heavy Rainfall Events and Different Sea Level Rises

Running the combined simulation–optimization model, sets of Pareto optimal solutions were
obtained for different design hyetographs associated to prefixed return periods of daily rainfall
amount and different mean sea level. In this study, we used daily rainfall amount because previous
studies [11,35] have shown that 24-h-long heavy rainfall (with a daily rainfall amount greater than
100 mm) has in the past induced serious flash flooding in the examined site. It should also be underlined
that downscaling models aimed to project future changes in the precipitation regime [10] generally
refer to the daily rainfall amount, and therefore it is reasonable to use the return period associated to
such a quantity. In order to construct the design hyetograph, that is, the artificial rainfall temporal
distribution, having a given 24-h rainfall amount return period, the dimensionless approach suggested
by Kimura et al. [35], also called the modified ranking method, was used.

Such an approach can be summarized in the following steps:

1. The top ten 24-h independent rainfall events are selected, and the 24-h rainfall amounts arranged
in descending order.

2. For each event, the percentage of hourly rainfalls in respect to the 24-h rainfall amount
is calculated.

3. For each event, the hourly percentages are arranged in descending order.
4. The peak value among the ratios is placed at the center of the distribution, the second highest

value is places in the right side of the center, and then the next highest ratio is placed at the
opposite side of the edge, repeating the procedure until the rest of the ratios are all placed in
the order.

5. Finally, the ratios are multiplied with the coefficient of the modified ranking method for each
extreme rainfall; that coefficient is calculated by dividing the top ten 24-h rainfall amounts by the
largest amount.

Using the rainfall data recorded in the Borgo San Michele rain gauge, the dimensionless
hyetograph shown in Figure 10 was calculated.

Then, the hyetographs referring to the daily rainfall amount with return periods (TR ) equal to
10 and 100 years were assumed as inputs of the simulation–optimization model, and different sets of
Pareto optimal solutions were calculated. While calculating the sets, we impose a further constraint on
the maximum number of simultaneously working pumps. In Figure 11, two sets of Pareto optimal
solutions are compared for a return period (TR) equal to 100 years.

The first sets refer to the configuration of the system with unlimited flow carrying capacity of
the hydraulic network downstream from the pumping station; that is, the Equation (6) constraint was
removed. The second sets refer to the case in which the constraint of Equation (6) remains. As expected,
within the admissible region defined by the constraints of Equation (6), the Pareto optimal solutions of
the two sets are coinciding. The comparison in Figure 11 shows that the constraints of Equation (6)
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(the free surface levels must be lower than the height of levees in the downstream channel network)
significantly reduces the discharge from the Mazzocchio basin that can be pumped into the river
Ufente. For the reconstructed hyetograph with a return period (TR) equal to 100 years, no more than
four pumps can simultaneously work without violating the constraints. Therefore, due to the limited
flow carrying capacity of the hydraulic network downstream from the pumping system, not all the
potential of the pumping system to mitigate the flooding in the Mazzocchio basin can be achieved.
It would be important to investigate in detail why this occurs.

Figure 10. Design hyetograph.

Figure 11. Pareto sets for daily rainfall amount with return period of 100 years. (a) Pareto set with all
the pumping configurations. (b) Optimal Pareto set with a maximum of six pumps simultaneously
working; and with (c) maximum of five pumps; (d) maximum of four pumps; (e) maximum of three
pumps; (f) maximum of two pumps.

Figure 12 shows the temporal trend of the flow rates in significant cross sections of the Ufente,
Amaseno, and Portatore rivers, close to the Ponte Maggiore node and the free surface level at the
junction. These trends refer to the configuration of pump switching on/off corresponding to the Pareto
optimal solution in the middle of the range, with a maximum number of working pumps equal to five.
From Figure 12, it can be observed that a large increase in discharge, up to 250 m3/s in the Amaseno
river, causes a significant increase in the free surface level at the Ponte Maggiore node. Such an increase
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in the free surface level produces a backwater with a consequent inversion of the flow direction in
the Ufente river (as seen by the negative values of the flow rate in the Figure 12), with a consequent
blocking effect for the pumped flow rate from Mazzocchio. The consequences of this phenomenon can
cause overflows and levee collapse along the Ufente River, which has already occurred in the recent
past. From the results of hydraulic simulation, it is evident that the area included in a 3-km radius
from Ponte Maggiore’s junction, as seen in Figure 13, is at high risk of embankment overtop.

Figure 12. River discharges and free surface level trends at Ponte Maggiore’s junction: rivers (a) Ufente,
(b) Amaseno, and (c) Portatore, and (d) water level at node.

 

Figure 13. High risk of embankment overtop near Ponte Maggiore’s junction using a 100-year return
period hyetograph as the boundary condition for the hydraulic simulation.
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In Figure 14, the sets of Pareto optimal solutions obtained for a hyetograph with the daily rainfall
amount corresponding to a return period of TR = 10 years and referring to three different maximum sea
levels (0, +0.5, +1.0 m) at the outlet of the Portatore river are shown. These levels are typical of the shore
examined and are due to the combined effects of the astronomical tide, storm, and barometric surge.

Figure 14. Pareto sets for a likely return period of 10 years. (a) Pareto set with all the pumping
configurations. (b) Optimal Pareto set with a maximum of six pumps simultaneously working; and with
(c) maximum of five pumps; (d) maximum of four pumps; (e) maximum of three pumps; and (f)
maximum of two pumps.

As expected, the mean sea level rise modifies the boundary condition at the outlet of the network,
causing an increase in free surface level in a larger part of the hydraulic network, making the violation
of level constraints more likely. As a consequence of such a violation of level constraints, there is
a limitation of the number of the pumps that can simultaneously work. As the figure shows, for a sea
level rise equal to 0.5 m, the maximum number of pumps that may simultaneously work is equal
to four, while in the case of a sea level rise equal to 1.0 m, no more than three pumps may be
used simultaneously.

4. Discussion and Conclusions

This study assessed in the Mazzocchio area whether pumping systems and related channel
hydraulic networks are reliable in managing the risks of flooding associated to extreme rainfall events
and sea level rise. To conduct this research, we developed and proposed an approach that takes
into account the different pumping schedules which are possible at parity of hydrological inputs.
To compare the different states of the hydraulic system as a function of the different hydrological
inputs, we referred to sets of Pareto optimal solutions calculated by a simulation–optimization model,
which combined a multiobjective evolutionary algorithm (the nondominating sorting genetic algorithm,
NSGA2) and a hydraulic model in order to satisfy two optimality criteria: minimize the consumption
of pumping power and minimize the flooding surface over the Mazzocchio basin. The application
to the study case shows how the increase of extreme rainfall amount, as well as sea level rise, affects
the reliability and efficiency of the pumping system and hydraulic channel networks to mitigate the
flooding in the study site. The use of the model allows identification of pumping system management
solutions that are more efficient than those currently used, which are based on empirical assumptions.
As seen in Figure 9, the current operating configuration of Mazzocchio’s pumping plant should be
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more efficient in terms of energy consumption, with significant economic benefit. The Pareto set
includes the optimal solutions, then through decision-making techniques, the preferred solutions
can be identified. Pareto sets provide decision makers with a fundamental tool for defining and
choosing the actions to be taken to reduce the hydraulic risk. For example, improving safety also
means increasing costs. At present, the model can be part of a flood management system, included in
a model system in which a submodel makes rainfall and sea level forecasts, starting from large-scale
meteorological configurations. In this context, the developed model can be part of an optimal control
system to manage both the pumping plant and the hydraulic network. The Pareto sets obtained
from the optimization model (Figures 11 and 14) show that the hydraulic network will not be able to
manage the increase in river flows due to increasingly intense rainfall and rising sea level, phenomena
generated by climate changes. Therefore, the study suggests that in order to exploit the entire pumping
capacity of the plant to mitigate the flooding in the Mazzocchio area, the flow carrying capacity of
the downstream hydraulic channel network should be increased by designing new interventions;
for instance, reshaping of the riverbeds and levees and designing structures for flow diversion or
compensating–balancing reservoirs; all of those measures should be designed using a multiobjective
optimization approach in order to minimize construction costs, but guaranteeing adequate protection
from future extreme events. The identification of such technical solutions is beyond the goal of
this paper, but the simulation–optimization model proposed here could still be used in order to
explore such flood risk intervention strategies. This study could be further developed by taking into
account the uncertainty in future projections of heavy rainfall and sea level rise, as suggested by
Woodward et al. [25]. It is possible to take into account future uncertainties regarding sea level and
rainfall amount and duration with the help of flexible sets of defense strategies linked to predefined
situations. To assess such uncertainties, we are developing rainfall downscaling models which use
General Circulation Models (GCM) ensemble simulations as inputs within a more general project
aimed to assess and to identify possible strategies to preserve the coastal areas from the negative effect
of climate change. Sea level rise will also be calculated using hydraulic models that will simulate storm
surges caused by waves and wind, thus providing more accurate values.
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