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Abstract: This paper intends to offer the readers an overview of the Special Issue on Coastal
Vulnerability and Mitigation Strategies: From Monitoring to Applied Research. The main focus of
this Special Issue is to provide the state-of-the-art and the recent research updates on the sustainable
management strategies for protecting vulnerable coastal areas. Based on 28 contributions from
authors from 17 different countries (Australia, China, Ecuador, Germany, Greece, India, Italy, Mexico,
The Netherlands, New Zealand, Poland, Spain, Sri Lanka, Taiwan, United Arab Emirates, UK, USA),
an ensemble of interdisciplinary articles has been collected, emphasizing the importance of tackling
technical and scientific problems at different scales and from different point of views.

Keywords: coastal vulnerability; coastal defense; coastal monitoring; wave climate; coastal
morphodynamic; coastal management; coastal ecosystem

1. Introduction

Coastal management in the 21st century will require us to face multiple issues including climate
change and impacts of sea level rise. Conservation of coastal systems and ecosystems requires
multidisciplinary inputs as well as integrated studies and approaches.

In view of this, the following research topics deserve greater attention to speed up the development
of suitable coastal management strategies:

(a). relationship between coastal ecosystems and hydrodynamics;
(b). climate change effect on coastal areas;

(c). coastal morphodynamics;

(d). coastal vulnerability;

(e). integrated coastal management.

2. Contributions

This Special Issue provides food for thought on each of these topics.

2.1. Relationship between Coastal Ecosystem and Hydrodynamics

Coastal lagoons and river deltas are complex environments where hydrology and coastal dynamics
work together for the ecosystem functioning. Management and environmental policies of such coastal
areas are extremely difficult because of continuous conflicts between conservation and development.
Modelling is crucial for supporting the analysis of management scenarios. So many research efforts
have been made to understand the relationships of coastal hydrodynamics with biotic and abiotic
elements of the ecosystems.

Water 2020, 12, 2594; d0i:10.3390/w12092594 1 www.mdpi.com/journal/water
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Christia et al. [1] developed an integrated environmental assessment methodology on
Western Greece coastal lagoons (Rodia, Tsoukalio and Logarou—Amvrakikos Gulf, Kleisova—
Messolonghi-Aitoliko, Araxos) demonstrating the link between macrophyte assemblages and abiotic
factors typical of coastal lagoon systems. Their results emphasize the crucial impact of the sea water
intrusion on the relative abundance and distribution of macrophyte species, as described in other
Mediterranean coastal lagoons. The proposed methodology is broadly applicable, since it is based on
important parameters affecting coastal lagoon ecosystems, and the provided links between macrophyte
assemblages and abiotic factors are of critical importance to improve environmental policies.

Tran Anh et al. [2] combined different models to simulate the hydrodynamics and salinity
distributions in the Hau (Bassac) River estuary of the Mekong Delta, southern Vietham. A combination
of 1D and 2D hydrodynamic models were calibrated and applied to simulate future hydrological
changes under multiple scenarios of upstream inflow changes, climate change and sea level rise for
the 2036-2065 period. The model simulations indicate that a combination of upstream discharge
reductions, rainfall changes and rising sea level will substantially exacerbate salinity intrusion.

Interaction between mangrove vegetation and hydrodynamics plays an important role in
many coastal tropical and sub-tropical intertidal environments, including coastal protection.
Coastal vegetation is effective in dissipating incident wave energy during storm conditions, which offers
valuable protection to coastal communities.

Montgomery et al. [3] explored the influence of channelization on mangrove flood attenuation
comparing high water events in two contrasting New Zealand mangrove forests. The degree of
channelization and, therefore, the capacity of mangroves to reduce flooding depends on the elevation
of the vegetation. Observations from sites with the same vegetation type suggest that mangrove
properties are important to long wave dissipation only if water transport through the vegetation is the
dominant mechanism of fluid transport.

Tan et al. [4] investigated wave propagation and turbulence characteristics through vegetation
with different stiffness by means of a physical model in a laboratory wave flume. The results showed
different patterns in wave propagation turbulence intensity in different canopies; such knowledge may
support the selecting of vegetation species with suitable stiffness for coastal protection purposes.

Yao et al.’s [5] technical note provides a practical set-up to derive both time-varying and
period-averaged vegetation drag coefficients following the direct measuring method. Standard force
sensors are applied to compose four synchronized force—velocity measuring systems in the current
experiment. The newly-developed synchronized force-velocity measuring systems and the automatic
realignment algorithm offers information for future experiments on vegetation-wave interactions for
better understanding and prediction of vegetation-induced wave dissipation.

Tripepi et al. [6] investigated hydrodynamic forces induced by tsunami-like solitary waves on a
horizontal cylinder placed on a horizontal seabed by means of 2D laboratory experiments. An overall
good agreement found between analytical solutions and laboratory tests has led, in conjunction with
the measurement of experimental forces, to the calibration of the hydrodynamic coefficients in the
Morison and transverse equations.

2.2. Coastal Climate

Extreme sea and weather events (in terms of storm waves, tsunamis, sea level rise, air temperature,
wind and atmospheric precipitation) in coastal areas have highlighted the destructive effects that
can occur from hazards of marine origin. Many geomorphological and coastal engineering scenarios
require robust estimates of wave climate and design wave height with a certain return period and
incorrect estimates can have dramatic effects on the flood risk analysis or on the structural design of
maritime structures.

Dentale et al. [7] proposed a procedure based on integrating significant wave height time series
generated by model chains with those recorded by wave buoys in the same area (North Atlantic
Spanish Coast, South Mediterranean Italian coasts and Gulf of Mexico) in order to provide better



Water 2020, 12, 2594

estimates of extreme values. A general procedure is provided to improve the reliability of model data
for the extreme values analysis; such a procedure can also be used to evaluate the suitability of a given
model data archive to the estimation of the probability of extreme sea states.

Molina et al. [8] analyzed a 35-year wave climate dataset concerning four positions equally spaced
along the Mediterranean coast of Andalusia (south of Spain). A total of 2961 storm events were recorded
and classified as a function of their associated energy flux. In particular, nine stormy years, i.e., years
with a high cumulative energy, were recorded.

Hamza et al. [9] investigated the wave climate offshore Saadiyat island situated in the Gulf within
the Emirate of Abu Dhabi. They compared the measured ADCP data and propagation results of
the NOAA offshore wave dataset by means of the Simulating WAves Nearshore (SWAN) numerical
model, the NOAA and ECMWF wave datasets at the closest grid point in shallow water conditions,
and the SPM ‘84 hindcasting method with the NOAA wind dataset used as input have been carried out.
They showed that the SPM "84 hindcasting method might be very accurate in shallow water conditions.

Contestabile et al. [10] carried out a multi-comparison between wave propagation model data
and direct measurements at Bagnoli-Coroglio bay (central Tyrrhenian Sea, Italy). A non-conventional
triple-collocation-based calibration of a wave propagation model is described. GPS-buoy, ADCP data
and model virtual numerical points allowed an implicit reciprocal validation of the different data source.
The results suggest that numerical model calibration based on short term wave buoy measurements
can be easily applied in different areas where detailed wave data are not available.

Tylkowski et al. [11] determined the threshold values for extreme sea and weather events on
the Polish Baltic coast. The threshold values presented can be used to forecast changes in climatic
and hydrological conditions (maximum and average daily air temperature, daily sum of atmospheric
precipitation and maximum and average sea level) in the Baltic coastal zone.

Hydrometeorological conditions especially favorable to the intensification of aeolian processes
are the main determinants of geomorphological changes in the coastal zone. Hojan et al. [12] presented
the temporal and spatial variability of hydrometeorological conditions conducive aeolian processes on
the Southern Baltic coastal zone in Poland. In periods between storms, coastal wind is seen to decrease
the balance of beach sediments and lowers the beach area.

2.3. Coastal Morphodynamic

Extreme storms may significantly affect the coastal environment, especially in terms of erosion and
sediment transport. They can provoke disastrous consequences such as sediment transport beyond the
surf zone to unusual depths [13]. The swash zone is that part of the beach alternately covered and
exposed by uprush and backwash. It is characterized by strong and unsteady flows, high turbulence
levels, large sediment transport rates and rapid morphological change, and it represents arguably the
most dynamic region of the nearshore [14].

Riefolo et al. [15] analyzed experimental data from large scale wave flume under the project SUSCO
(Swash zone response under grouping Storm Conditions) founded by EC Programme HYDRALAB III.
The authors highlighted the effects of wave grouping and long-wave short-wave combination regimes
on low frequency wave generations and clarified their influence on morphodynamics. Some evidence
of the influence of low frequency waves on runup and transport patterns are shown. In particular,
the generation and evolution of secondary bedforms are consistent with energy transferred between
the standing wave modes.

Saponieri et al. [16] analyzed short term morphodynamic response of a beach nourishment
protected by a standard and an innovative beach defense system. The 2D physical small-scale models
were carried out to study a rubble-mound detached submerged breakwater and a Beach Drainage
System deployed together. The Beach Drainage System influenced swash zone hydrodynamics and
morphodynamics in the presence of the submerged breakwater while a reversal of the prevalent
direction of the net sediment transport seaward was reported offshore from the sheltered region.
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Medellin et al. [17] studied the shoreline resistance and resilience associated to a transient
disturbance (a temporary groin) by means of field observations and numerical modelling. The study site
is a micro-tidal sea-breeze dominated beach located in the northern Yucatan Peninsula. A new one-line
numerical model of beach evolution is calibrated with the field surveys, reproducing both the sediment
impoundment and subsequent beach recovery after the structure removal. Results suggest that
beach resistance associated to the presence of a structure decreases with increasing alongshore
sediment transport potential, whereas resilience after structure removal is positively correlated with
the alongshore diffusivity.

Torres-Freyermuth et al. [18] investigated beach morphodynamics behind low-crested detached
breakwaters build on a micro-tidal sea-breeze-dominated beach located in the northern Yucatdn
Peninsula in the Gulf of Mexico. Three study sites were monitored trough beach survey (RTK-DGPS),
UAV flights, freeboard elevation and breakwater length, waves and sea level measurements.
Observations suggest the high sensitiveness of beach morphodynamics to breakwater transmissivity.

2.4. Coastal Vulnerability

Coastal vulnerability is a spatial concept that identifies people and places that are susceptible
to disturbances resulting from coastal hazards. Hazards in the coastal environment, such as coastal
storms, erosion and inundation, pose significant threats to coastal physical, economic, and social
systems. [19].

The Coastal Vulnerability Index (CVI) is a popular index in literature to assess the coastal
vulnerability of climate change.

Pantusa et al. [20] presenting a case study proposed a CVI formulation to make it suitable for the
Mediterranean coasts. The new formulation considers ten variables divided into three typological
groups: geological, physical process and vegetation. For the case study presented in this work, the most
influential variables in determining CVI are dune width and geomorphology. The transects presenting
a very high vulnerability were characterized by sandy and narrow beaches (without dunes and
vegetation) and by the absence of Posidonia oceanica.

Kantamaneni et al. [21] reviewed the existing coastal vulnerability assessment studies along the
coastal Andhra Pradesh region in India with the aim to mitigate the existing shortcomings in the
assessment techniques used previously in that area. Their study shows that very little was done
so far in the area to assess the overall coastal vulnerability, with only a few of the CVI parameters
being accounted for and based on relatively low-resolution data. So, this study significantly improved
the assessment.

Garcia-Ayllon [22] presented an innovative methodology for analyzing the coastal vulnerability
based on the GIS evaluation of the spatial statistical correlation of long-term anthropic impacts and the
distribution of current risks. The geo-statistical analysis carried out for the Mar Menor Mediterranean
lagoon reveals that the urbanization processes being developed in the last decades have generated
imbalances. The proposed approach seems promising to better understand the relationship between
territorial transformations on the coast and the current coastal vulnerability of this area.

Favaretto et al. [23] presented a novel 2D model for the inland flood propagation and an approach
for the assessment of coastal flooding vulnerability. Hazard maps of two stretches of the Venetian
littoral (Northern Adriatic Sea, Italy) were produced, showing the probability of failure in each point
of the coast for a given inland inundation level.

Gaeta et al. [24] implemented a coupled wave-2D hydrodynamic simulation by means of the
open-source TELEMAC suite in the coastal area of the River Reno mouth (eastern coast of Northern
Italy). Past (1971-2000) and future climate change (2071-2100) scenarios showed that flooding hazards
and changes in littoral hydrodynamics at the selected site are nowadays already significant, especially
during extreme events and are expected to further increase in the future. The highest contribution to
the coastal vulnerability of the studied beach is due to the relative rise of sea level, especially when this
is combined with extreme sea storms.
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2.5. Coastal Management

Coastal management in the coastal zone includes nature conservation, recreational activity, habitat
and species restoration and coastal defense (protection from coastal pollution, coastal erosion and
flooding).

Ruol at al. [25] described the recent Coastal Plan of the Veneto Region (Italy) proposing
erosion mitigation criteria. The authors provided practical guidelines on how to interpret coastal
monitoring analysis, select when, where and what mitigation measures should be adopted, and suggest
a methodology for assigning a priority level to any action. The criterion used takes into account erosive
tendency, existing coastal flooding hazards, coast value, environmental relevance, tourist pressure,
urbanization level, the presence of production activities and cultural heritage.

Coastal management criteria based on the coastal risk map for the Yunlin Coast (Taiwan) was
drawn by Huang et al. [26]. The results showed vulnerability and potential hazards and proposed
design criteria for coastal defense and land use for the various kinds of risks faced. The safety of
the present coastal defenses and land use was assessed, and coastal protection measures for hazard
prevention were proposed based on the generated risk map. The coastal hazards are constituted mainly
by storm surge and ground subsidence and, therefore, an implementation of both engineered and
non-engineered control measures is proposed.

Giardino et al. [27] presented an implementation and application of the Bayesian belief network
(BBN) for coastal erosion management at the regional scale along the entire Holland coast. The effects
of different sand nourishment designs on two pre-identified coastal indicators (i.e., dune foot and
momentary coastline position) were assessed at 604 cross-shore transects and spanning a period of
over 50 years. BBN provides a very powerful tool to bridge the existing gap between the needs of
coastal managers and the currently available data and numerical models.

Coastal pollution is also a significant element of vulnerability. The assessment of pollution sources
is critical for support management and if needed remediation actions.

Giglioli et al. [28] analyzed the contaminants’ concentrations (i.e., heavy metals and hydrocarbons)
in seabed sediments through a statistical multivariate approach in a post-industrial area, Bagnoli
(Gulf of Naples, Southern Italy). The main contamination source was found related to anthropogenic
activities but, concerning Arsenic and other metals, it was reported that the existence of multiple
anthropogenic and geogenic sources might originate from the volcanic rocks present in the area.

Mestanza et al. [29] presented an historical analysis (17th to 19th centuries) of the shore protection
works performed at Callao (Peru) as defense from storm waves and tsunamis. The analyses put
in evidence that most of the physical processes of coastal dynamics and shore protection were
qualitatively understood. The main difference with the modern approach is that new materials to build
structures as physical and numerical models to design them are now available. A strategic retreat as
the most sustainable solution with respect to the forecasted sea level rise and increased storminess,
was even considered.

Pranzini et al. [30] analyzed a long time series (from 1878 to 2017) of data on shorelines and shore
protection structures along the Northern Tuscany coast. The presented case studies allow identification
as to how shore protection structures are designed to counteract beach erosion. This study shows how
sediment bypassing could have been implemented at most important harbors and how softer solutions
might have been adopted starting from stable sectors and moving towards eroding areas. However,
the authors point out that such strategies would have required a long-term strategy, which in many
cases is incompatible with the lifetime of political decision-makers.

Cioffi et al. [31] developed a methodological modeling approach to assess the reliability of
hydraulic infrastructures in controlling risks of flooding in a lagoon area in the south of Italy. This zone
has an elevation equal to or lower than the mean sea level. The modeling study shows that the carrying
capacity of the hydraulic network downstream of the pumping system is insufficient to cope with
future sea level rise and intensification of rainfall.
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3. Conclusions

The research contents examined in this Special Issue highlight that several stressors affect the coastal
zones, determining new challenges to minimize coastal vulnerability through mitigation strategies.

Most papers give us greater insights and open new frontiers to handle risks in coastal zones.
Innovation in management tools for coastal managers and applied research in the topic of coastal zone
management have been proposed. Several studies have thoroughly investigated specific hydrodynamic
and morphodynamic processes in costal zones. An overview of mitigation strategies against flooding
and erosion, also in the perspective of climate change effects, is also provided. Moreover, the Special
Issue is completed by several contributions concerning ecological coastal defense and innovative
monitoring techniques.

The ensemble of interdisciplinary articles collected in this Special Issue emphasizes the importance
of tackling technical and scientific problems at different scales and from different points of view.
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Abstract: Coastal lagoon types of Western Greece were allocated to a spectrum of meso to polyhaline
chocked lagoons; poly to euhaline restricted lagoons; and euhaline restricted lagoons along the
Ionian Sea coast. This diversity comprises wide ranges of physical, chemical and environmental
parameters in a seasonal and annual scale, which explains the variability in the distribution of benthic
macrophytes. Four different macrophyte assemblages were distinguished, characterized by annual or
perennial species. Extensive statistical analysis showed that salinity and nitrate concentrations had
a great impact on the composition and distribution of macrophyte assemblages into lagoon types
that also changed their abundance on a seasonal and annual scale. During the monitoring period,
an important salinity shift in a chocked lagoon might cause the gradual loss of Zostera noltii and its
replacement by Ruppia cirrhosa. Restricted lagoons were characterized by higher species diversity,
while the other three identified macrophyte assemblages were dominated by the angiosperms
Ruppia cirrhosa and Cymodocea nodosa. This integrated study of coastal lagoons is likely to be broadly
applicable, since it was based on important parameters affecting such ecosystems, and the provided
links between macrophyte assemblages and abiotic factors are of critical importance to improve
management and environmental policies.

Keywords: brackish lagoon types; benthic macrophytes; salinity; succession; univariate variables; Greece

1. Introduction

Coastal lagoons are dynamic ecosystems characterized by shallow waters isolated from the
open sea by the presence of coastal barriers. Therefore, they represent an ecotone between marine,
fresh-water, and terrestrial ecosystems showing some typical characteristics of all these types [1].
These characteristics often result in considerable seasonal changes of environmental variables
(e.g., temperature, salinity) and large fluctuations in chemical parameters with consequences to many
resident species [2—4].

Coastal lagoons are often sub-divided into choked, restricted, leaky [1] and even open [5] with
respect to the characteristics of their hydrodynamic exchange properties with the adjacent open
sea. The WFD/2000/60/EC does not include an explicit definition of lagoons, but the definition
of transitional waters (TW) specifies a salinity gradient and significant freshwater inputs [6].
Several criteria have been used to define the typology of transitional waters such as salinity, substrate
type, formation, isolation, size, morphology, etc. [7,8]. Recently, a classification approach of coastal
lagoons of Western Greece was conducted by Christia et al. [9] who revealed four different types,
based on criteria defined by the system B of WFD 2000/60/EE and other descriptors indicated as either
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obligatory or optional. Classification was based solely on abiotic parameters in order to avoid circular
reasoning due to biological variation [10-12].

Mediterranean coastal lagoons are generally shallow with tidal ranges below 0.5 m [13].
The extreme meteorological conditions (high temperatures and low precipitation in summer) observed
in the last decades in the Mediterranean basin, foster high seasonal and annual variations in
physical and chemical parameters, making these ecosystems highly vulnerable to climate change [14].
This tendency will probably continue owing to the global climate changes, leading to the degradation
and loss of critical habitats, the increase of eutrophication phenomena and associated algal blooms.
Global induced changes lead inevitably to a chain of effects on the ecosystem structure, especially in
the submerged macrophytes assemblages. Submerged macrophytes, composed of angiosperms and
macroalgae, are important primary producers in coastal lagoons, and many species are considered
as ecosystem engineers by creating habitats for aquatic organisms [15]. A coastal lagoon is typically
dominated by few submerged macrophytes genera with great plasticity in resource exploitation
and adaptation to salinity regimes and other structuring abiotic parameters [16]. During the
past 150 to 300 years, eutrophication, habitat modifications, water level and salinity fluctuations have
led to a massive decrease of angiosperms and other submerged macrophytes in temperate estuarine
and coastal ecosystems in Europe and North America [17,18]. The development of type-specific lagoon
management plans and the implementation of proactive adaptation measures became necessary [19].

The recovery of benthic macrophytes is one of the targets of the WFD/2000/60/EC and has led
to policy decisions aiming, directly or indirectly, to improve the status of coastal ecosystems [6,20].
Submerged macrophytes have morphological, physiological and ecological adaptations to confront
environmental shifts [21]. Benthic macrophytes have a strong influence on the physical and
chemical structure of aquatic ecosystems [22,23], forming extensive [15], highly productive [24] and
spatio-temporally patchy habitats [25].

A comprehensive presentation of macrophyte distribution in the Mediterranean lagoons and their
dynamics based on long-term datasets is necessary in order to depict the high temporal variability
of these environments [26,27]. Nevertheless, long-term studies supporting the spatiotemporal
dynamics of macrophyte assemblages in lagoons of Greece are scarce in literature [28,29]. Until now,
the monitoring of biological quality elements was focused on phytoplankton, benthic invertebrates,
zooplankton and fishes [30-33], while benthic macrophytes were monitored only in few lagoons in
Northern Greece [34] and in southern and western Greece [2,35]. The knowledge of the ecology of these
macrophytes is of prime importance both for the understanding of the ecosystem functioning and for
more applied aspects. Macrophytes can be used as ecological indicators of environmental health and
ecological status [36,37], as they respond to water nutrients at the community level regarding species
diversity (Shannon index), structure and abundance [38]. In the Mediterranean region, three euryhaline
species—Z. noltii, Z. marina, and C. nodosa—are present [35]. These species not only provide the physical
habitat for a rich fauna but also play a fundamental role in biogeochemical processes contributing
to lagoons water quality [39]. This knowledge is crucial to further recommend management and
restoration measures.

In this paper, the hypothesis that physical, chemical and environmental parameters of water
column have played significant roles in the distribution of macrophyte assemblages was investigated
in the identified lagoon types. In this context, the composition of each macrophyte assemblage on a
seasonal and annual scale was examined in each lagoon type and correlated with key role parameters
such as salinity and nitrogen compounds concentrations as derived by the multivariate analysis.
In addition, the species that contributed more to the dissimilarity among lagoon types were identified
and the seasonal evolution of their abundance was investigated following the spatial and temporal
variations of number of species, species richness, Evenness and Shannon diversity in each lagoon.
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2. Materials and Methods

2.1. Study Area

The current study was based on the typological framework of coastal lagoons of Western Greece
(Ionian Sea), as derived by Christia et al. [9]. According to them, the investigated area is classified into
three different lagoon types based on hydromorphological characteristics (Figure 1): (a) Lagoon Type I
includes large, chocked lagoons with meso to polyhaline waters as Rodia which belongs to the natural
complex system of Amvrakikos Gulf; (b) Type II consists of large, shallow, restricted lagoons with
poly to euhaline salinity regimes and higher sea water exchanges. This type includes Tsoukalio and
Logarou lagoons (Amvarkikos Gulf) and Kleisova lagoon that belongs to the lagoonal complex system
of Messolonghi-Aitoliko; (c) Type III includes small, shallow and restricted lagoons with euhaline
salinity regime and medium seawater intrusion (Araxos lagoon). Detailed information is reported in
Christia and Papastergiadou [2] and Christia et al. [9,35]. According to Christia et al. [9] the typological
classification of lagoons also revealed a fourth type which includes Kaiafas but this has been omitted
from the current research due to its peculiar environmental characteristics: small, deep, mesohaline
lagoon with a wide barrier and a unique macrophyte assemblage composed by Potamogeton pectinatus
and Chara hispida £. corfuensis. For that reason, it was tested as a case study by Christia et al. [40].
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Figure 1. Maps and sampling stations of the investigated Western Greece coastal lagoons: (a) Rodia
(Type I); Tsoukalio and Logarou (Type II)-Amvrakikos Gulf; (b) Kleisova (Type II)-Messolonghi-Aitoliko
lagoonal complex; (¢) Araxos (Type III).

2.2. Sampling Design of Water Quality and Aquatic Macrophytes

Samplings were carried out seasonally (spring, summer, autumn) between 2005 and 2007
in 24 stations of the five studied coastal lagoons of Western Greece. Sampling stations were
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homogeneously distributed, covering the spatial heterogeneity of each particular lagoonal
environment (Figure 1). Depth, transparency, temperature, salinity, dissolved oxygen (DO) and
pH were directly measured in situ using portable equipment (Secchi disk, WTW multi 340i/SET,
Wissenschaftlich—Technische Werkstétten, Dr- Karl-Slevogt—Strafie 1, 82362, Weilheim, Germany).
Discrete surface water samples were collected in 1 L polyethylene bottles and preserved at 4 °C for
laboratory analysis of the following nutrients: NHs*-N, NO, -N, NO3; ™ -N, PO, 3-P. Water samples
for dissolved nutrients analyses were filtered using 0.45 pm pore size filters and immediately
frozen (T = —20 °C) until analysis, while Chlorophyll-a (Chl-a; nug/L) extraction was conducted
in 90% acetone for 24 h. All concentrations were measured according to American Public Health
Association (APHA) [41]. For total phosphorus (TP), water samples were collected before filtering.
Dissolved inorganic nitrogen (DIN) was calculated as the sum of the inorganic nitrogen forms.

The macrophyte sampling campaigns were generally carried out in each station during spring,
summer and early autumn in order to evaluate the presence and abundance of species during the
whole growth period. Macrophyte compositional and abundance data were measured from a sampling
plot of 10 m x 10 m. In each plot, three samples were randomly scraped from the bottom, in a water
depth range of 1 to 3 m, on an area of 2 m x 2 m [42]. Plant species abundance was visually scored
on a 5-level percentage coverage abundance scale (1 < 20%; 2 = 21-40%; 3 = 31-60%; 4 = 61-80%;
5 = 81-100%). Macrophyte specimens were placed in a plastic bag and transported to the laboratory
for identification. The samples were rinsed with water to remove sediments, identified at species level
and then fixed in 2% formalin.

2.3. Statistical Analysis

All environmental parameters were log (x + 1) transformed in order to make them closer to normal
distribution. Multivariate analysis of variance was applied to investigate the differences of these
parameters between sampling periods and macrophyte assemblages. A two-way ANOVA (analysis of
variance) test was performed to assess which parameters differed significantly between seasons and
years. A factorial ANOVA with interactions between seasons and years was run. Interactions were
specified by joining the variables with asterisks, e.g. seasons*years. An LSD test (SPSS V.15) [43]
provided direct comparisons between two means from two individual groups (Table S1) in order to
address which variables differed significantly among lagoon types.

A detrended correspondence analysis (DCA) was conducted with the CANOCO 4.5 software [44]
to explore the different macrophyte assemblages occurring in different coastal lagoon types.
A correspondence analysis (CA) was also tested but, due to the presence of an arch effect, the DCA
was finally chosen. DCA was performed using the percentage coverage data of the species found
in each lagoon type. All data were log (x + 1) to avoid the down weighting of rare species with
values approaching to zero. In order to meet criticism rose against DCA on the wedge effect a
Multidimentional Scaling (MDS) plot in PRIMER (6.0) [45] was also run.

A redundancy analysis (RDA) takes explanatory variables into account, which allows a direct
modeling of the cause-effect relationship between species data and environmental parameters.
Explanatory variables were selected using the threshold of p < 0.5 of the Monte Carlo permutation test
and the threshold of <20 of inflation factors (VIF) [43]. RDA results are displayed by an ordination
diagram which reflects the distribution of macrophytes species along coastal lagoon types with different
environmental parameters [44].

The structure of macrophyte assemblages was inspected by calculating the total number of
species (S), Margalef’s species richness (d), diversity index of Shannon (H) and Pielou evenness (J’)
with PRIMER (6.0). These indices were calculated for each lagoon and their variations were tested
with three-way ANOVA on a seasonal, annual and spatial scale (SPSS V.15).

The contribution of individual macrophyte species to the dissimilarity between lagoon types
on an annual scale was tested with the similarity percentages (SIMPER) analysis. The zero-adjusted
Bray—Curtis coefficient was used to modulate the erratic behavior of Bray-Curtis for near-denuded
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assemblages in the sampling sites [46]. For this analysis a 90% cut off of the cumulative percentage
was applied for taxa with low contributions. Moreover, pairwise Analysis of Similarity (ANOSIM)
comparisons applied between all groups, using 10,000 simulations in each case. This analysis was
carried out to test the null hypothesis that there were no differences in the composition of macrophyte
species among different lagoon types. Both analyses, SIMPER and ANOSIM were based on the
Bray—Curtis dissimilarity index and were conducted using the PRIMER (6.0) statistical software.
Values were square-root transformed before the analyses; in this way, each species contributed fairly
evenly to each analysis [45].

3. Results

3.1. Environmental Change and Water Quality Characteristics

The analysis of variance showed significant variations of environmental parameters, both
on seasonal and annual scale, in the three studied lagoon types of Western Greece (Table 1).
Water temperature in coastal lagoon types did not show significant differences and followed the
typical pattern which is generally characterized by highest values during the dry period (summer).
Water depth played an important role not only to the classification of lagoon types [10] but also to
the variability of nutrient concentrations. The higher mean depth value was found in lagoon Type I
(1.06 m) where the predominant forms of nitrogen were NO3-N and NH4-N. During the wet period
(spring) they accounted for 396 ug/L and 186 ug/L, respectively, showing significant difference among
all lagoon types (Figure 2; Table 1). During the monitoring period the higher concentration of TP
was measured in lagoon Type II (156.1 pug/L) in autumn (Figure 2). The concentration of TP showed
significant variations between seasons and years (Table 1).

Salinity varied significantly among lagoons and played pivotal role in the classification of lagoon
types. On a seasonal scale, it followed a marked similar pattern in all lagoon types with higher
values recorded during the dry period. Restricted lagoons showed typically marine conditions, while
chocked lagoons are strongly influenced by freshwater inputs. Therefore, lagoon Type III showed
the higher mean salinity (40.5%o), while the lower value was recorded in Type I (14.1%0). Low Chl-a
concentrations were common in all lagoon types during the monitoring period. The highest value
(8.7 ug/L) was measured during spring in lagoon Type III. The significance of interactions between
the two factors of season, year and season*year was also considered. More specifically, the interaction
between season and year indicated significant (p < 0.05) effects for temperature, pH, DO, nutrients of
N and P, alkalinity and Chl-a (Table 1).
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3.2. Macrophyte ‘Assemblages’ in the three Lagoon Types of Western Greece

A total of 38 macrophytic taxa [35] were recorded in the three studied lagoon types:
three angiosperm species (Z. noltii, R. cirrhosa, C. nodosa), one Charophyte (Lamprothamnium papulosum)
and 34 macroalgae (Rhodophytes, Chlorophytes, Ochrophytes). In the lagoon Type I, 8 macrophyte
species were identified; 25% belonged to the Magnoliophyta phylum, 62.5% to Chlorophyta and 12.5%
to Rhodophyta and Charophyta (Figure 3). In Lagoon Type 1I, 25 species were recorded, 48% belonged
to Rhodophyta, 24% to Chlorophyta, 12% to Ochrophyta and Magnoliophyta and only 4% to
Charophyta. Finally, in lagoon Type III, 19 species were found, 36.8% accounted for Rhodophyta,
42.1% for Chlorophyta, 10.1% for Ochrophyta and Magnoliophyta, while no Charophyte species
were observed.
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Figure 3. Percentage of macrophyte species occurrence in the three different lagoon types of
Western Greece.

DCA analysis revealed four macrophyte assemblages (Figure 4). The first two DCA axes accounted
for 84.73% (DCA axis 1: 59.36%; DCA axis 2: 25.37%) of the total variance (Figure 3, Table S2).
The angiosperm Z. noltii and the charophyte L. papulosum are positioned along the left part of the
ordination plot, forming the macrophyte assemblage i which is associated with G. bursa pastoris and
Cl. glomerata. According to the results of DCA axes the species of the assemblage i (Table 2) are typical
of coastal lagoons of Type L. They seem to prefer mesohaline, deep, high transparent waters with
occasional high nitrate concentrations. In the middle part of the ordination plot, the angiosperm
R. cirrhosa coexisted with Ac. acetabulum, Gr. longissima, U. rigida and Ch. linum forming the macrophyte
assemblage ii. These species are well established in coastal lagoon Type II, showing high adaptability
to high salinity shifts and shallow water depths.

The macrophyte assemblage iii (Table 2) is common in both lagoon Types Il and III. It is established
to the right part of the plot and characterized by the dominance of the angiosperm C. nodosa and the
epiphyte species C. diaphanum and Ch. capillaris. Finally, across the left bottom part of the ordination
plot, the marine species of C. barbata, Al. corrallinum, A. nayadiformis, Gr. gracilis, V. aegagropila and
L. obtusa are dispersed forming the macrophyte assemblage iv. These marine species were found only
in the lagoon Type II, in shallow, euhaline and low nutrient waters, especially in the sampling stations
adjacent to the marine inlet channels of the lagoons (Table 2). The identified macrophyte assemblages
i, ii and iii are occupied by fast growing opportunistic species such as the green algae Chaetomorpha
and Cladophora, mainly during the dry period (summer).
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Figure 4. Species ordination obtained by the detrended correspondence analysis (DCA) conducted
with species coverages data (%) in the three different lagoon types of Western Greece.

Table 2. List of the species belonging to the four macrophyte assemblages (i-iv) identified after the
detrended correspondenceaAnalysis (DCA) in the three lagoon types of Western Greece.

Lagoon Type Macrophyte Assemblages

i. Zostera noltii-Lamprothamnium papulosum-Gracilaria bursa pastoris-Cladophora glomerata

Typel ii. Ruppia cirrhosa-Acetabularia acetabulum-Gracilariopsis longissima-Ulva rigida

ii. Ruppia cirrhosa-Acetabularia acetabulum-Gracilariopsis longissima-Ulva rigida
Type II iii. Cymodocea nodosa-Chondria capillaris-Ceramium siliquosum-Ulva species
iv. Cystoseira barbata, Alsidium corrallinum, Acanthophora nayadiformis, Gracilaria gracilis and Valonia aegagropila

Type III iii. Cymodocea nodosa-Chondria capillaris-Ceramium siliquosum-Ulva species

The MDS analysis (Figure 5) gave a potentially useful two-dimensional picture of the studied
lagoons with no real prospect of a misleading interpretation (stress = 0.16). The pattern in the species
ordination was confirmed by the correlations of DCA axes. DCA axis 1 is positively correlated with
salinity, while a negative relation is shown with nitrogen forms and depth. However, the DCA axis 2 is
negatively related with transparency and ammonium concentrations, while a positive correlation was
found for Chl-a (Table S2).
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Figure 5. Results of Multidimentional Scaling (MDS) analysis of macrophyte assemblages identified in
the three different lagoon types of Western Greece.

3.2.1. Relationship between Macrophytes and Environment

The first two axes of the redundancy analysis accounted for 81% of the total variance (Table S3).
Axis 1 (66.9%) explained the higher percentage of the total variance, while axis 2 explained the 14.08%.
The ordination diagram of the redundancy analysis (RDA) (Figure 6) with environmental parameters
and macrophyte species shows the distribution of macrophyte species and the position of coastal
lagoon types in an approximate way. The first axis is highly positively correlated with salinity and
DIN concentration, while axis 2 is highly positively correlated with DO, transparency and Chl-a.
Following the RDA analysis, the clustering allows the classification of the macrophyte species into
lagoon types according to physical and chemical parameters. Thus, sampling stations of lagoon
Type I are positioned to the upper left section of the plot, the samplings of lagoon Type II are mainly
dispersed in the bottom part, while samplings of lagoon Type III are clustered to the right section
of the plot. The angiosperm species Z. noltii, R. cirrhosa and the charophyte L. papulosum, positioned
to the upper left part of axis 1, have a relatively large distribution span in waters with medium
salinity, high transparency and high concentrations of total inorganic nitrogen as mainly found
in lagoon Type 1. Species located at the right part of Axis 1 are mainly found in poly to euhaline
waters. The angiosperm species C. nodosa, as well as the macrophyte species C. siliqguosum, C. capillaris,
A. nayadiformis and C. barbata are typical of coastal lagoons classified in Type IIL. In the center of the
diagram, along axis 1, the macrophyte species Gr. bursa-pastoris, Ac. acetabulum and R. cirrhosa, which
belongs to lagoon Type II, show their preference to high salinity, lower nutrients concentrations and
high marine water exchanges. The second axis reflected the gradient of photosynthetic activity with
taxa located to the lower part showing higher adaptability to lower transparency, DO and Chl-a waters.
Macrophyte species positioned in the upper part of the diagram were mainly present in sampling
stations with high transparency and higher Chl-a, DO and PO4-P concentrations.
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Figure 6. Graph plot of the redundancy analysis (RDA) conducted between environmental parameters
and submerged macrophytes coverages in the three different lagoon types of Western Greece.

3.2.2. Comparisons of Macrophyte Assemblages among Lagoon Types

Following the results of similarity percentage (SIMPER) analysis, macrophyte assemblages of
Type I differ significantly from Types II and III (Tables 3 and 4). The highest average dissimilarity of
Type I was recorded during spring (96.44) and autumn (96.9) especially with Type III. The main species
contributed to this difference were the angiosperms Z. noltii, C. nodosa and the charophyte L. papulosum.
Lower average dissimilarity (83.6) was observed between lagoon Type I and II, due to the presence
of more common species. At the opposite, the angiosperms R. cirrhosa, Z. noltii and the Rhodophyte
Gr. longissima contributed to the differences between these lagoon types.

During the monitoring period an interesting shift in distribution and abundance of the angiosperm
Z. noltii was noticed in lagoon Type I related to changes in salinity regime. The gradual loss of Z. noltii
and its replacement by R. cirrhosa in Type I was recorded through years 2005 to 2007 (Table 3, Figure S1),
while the mean average abundance of R. cirrhosa and C. nodosa followed an increasing trend (Table 3).
The average abundance of R. cirrhosa was null in 2005, 36.6% in 2006 and 40.8% in 2007 while salinity
increased from 8.2%o to 4.2%o and to 22.4%o in the same years. The mean average abundance of
R. cirrhosa (Table 4) was highest in summer (31.7) when salinity rose from 10.7%o (2006) to 17.6%o (2007).
In Type Il lagoons, R. cirrhosa showed high average abundance in spring and followed an increasing
trend from 2005 (6.4) to 2007 (25.4).
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3.3. Univariate Variables of Diversity Indices and Environmental Variables

The list of diversity indices applied to each lagoon type during the study period point out
significant differences on seasonal and annual scale (Figure 7a—e). Coastal lagoons of Type II (Tsoukalio
and Kleisova) and Type III (Araxos) showed highest Shannon and species richness values. For example
Kleisova and Araxos showed the higher species richness in spring 2007 (3.5) and summer 2005 (2.8),
respectively. Figure 7e shows the clear relationship of salinity with univariate variables. Thus, coastal
lagoons with higher salinity and higher seawater exchange have higher values of diversity indices.
Lower Shannon values were found in the highly confined lagoon (Rodia), which is more influenced by
freshwater inputs.

The differences of univariate variables among lagoon types and the conceptual linear regression
analysis between univariate variables showed that seasons and stations played significant role to the
results of the variables. No significant interaction was obtained between the factors season*year*station
(Table S4). Number of species, species richness and Shannon differed significantly between seasons
and stations, but no significant temporal variations were observed with the only exception of the
Shannon index (H) in lagoon Type L.

4. Discussion

The results derived from the monitoring of the five selected coastal lagoons of Western Greece are
representative of several Mediterranean ecosystems. These lagoons belong to three different lagoon
types and show the typical gradient of environmental conditions observed in many transitional
water ecosystems due to the mixing of freshwater, seawater and human impacts [47]. The observed
salinity followed a seasonal trend, typical of all Mediterranean lagoons, with higher values in the
dry period and in the restricted lagoon types. Salinity was the main variable driving the distribution
of submerged macrophytes in these coastal lagoons, explaining more than 71% of the variance;
DIN can explain 19%. Highly confined lagoons with lower salinity such as Rodia (Type I) show high
concentrations of nitrogen compounds (NO3-N and NH4-N) during the wet period (spring, autumn).
Freshwater inputs and agricultural runoff from the adjacent drainage channels [2] affect the nutrient
concentrations which increase with habitat isolation [48]. The highest NO3-N and DIN concentrations
observed in chocked lagoon revealed the inverse relationship of salinity with nitrates, which is the
most abundant nitrogen compound in these coastal lagoons [48]. Less confined and euryhaline lagoons
(Type II and III) had higher TP concentrations probably due to high salinity values and associated
high sulfate reduction rates [49]. The dissimilatory reduction of sulfate is very abundant in marine
waters and produces sulfide ions that precipitate ferrous iron. With the removal of iron, phosphate
can be released from the sediment to the water mass [50]. Even if nutrient loads range was similar
to other transitional water ecosystems in the Mediterranean region [51,52] a buffering capacity or a
feedback mechanism of submerged macrophytes in stabilizing phosphorus is expected in lagoons with
high habitat isolation [48]. The dense mats of charophyte species such as L. papulosum, typical of such
lagoon types, can prevent sediment resuspension and mitigate the phosphorus binding capacity of
particulate matter [53,54].

Changes in water and sediment quality subsequently lead to changes in the macrophyte
community composition and vice versa [9,40,55]. High light penetration and high water transparency
can be the result of low phytoplankton densities (as indicated by low Chl-a concentrations) but can
also be promoted by the distribution of macrophyte assemblages as the dominance of angiosperms
that diminishes the resuspension of the sediments [56]. The highest Chl-a mean values recorded in the
lagoon Type IIl were supported by the runoff of adjacent agricultural lands.
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The results also supported the hypothesis that physical and chemical parameters of the water
column may determine the composition and distribution of macrophyte assemblages. In coastal
ecosystems with low seawater inflow, several specialist species may tolerate severe environmental
conditions and potentially develop large populations in a wide range of salinity gradients.
Lagoon specialists are better adapted to high environmental variability, most likely afforded by
a degree of genetic plasticity [57]. However, in extreme salinity conditions, a drop of species
richness is expected [58]. From the seven species of phanerogams that have been signaled in the
Mediterranean [59], three of them: Z. noltii, R. cirrhosa and C. nodosa have been formed extensive
meadows in the studied areas [35] and support four macrophyte assemblages. The structure and
composition of these four macrophyte assemblages distinguished in the coastal lagoons of Western
Greece was determined by the abiotic gradients [1] and the degree of isolation by the sea [7].
Due to the higher variability of abiotic gradients (transparency and salinity) and the hydrological
regime in lagoons, diversity is generally lower than in more stable and marine environments [60,61].
The detrended correspondence analysis showed that lagoon type, salinity and nutrient concentrations
played relatively important roles on species distribution and succession [62]. The results also show
that chocked and more isolated lagoons (Type I) with lower salinity values had lower Shannon index
diversity. The seasonal variations of diversity (H) reflected the seasonally high abundance of a few
dominant species, such as Z. noltii, R. cirrhosa and C. nodosa.

Macrophyte assemblages formed by R. cirrhosa and C. nodosa and accompanied with the
opportunistic species of Ulva and various Rhodophyceae of the genus Gracilaria and Gracilariopsis
were found in the lagoons Types II and III characterized by high salinity values (>30%o). Also, in the
lagoons with high sea water exchange and heterogeneous physical and chemical characteristics [63],
the diversity indices (number of species, species richness and Shannon) are higher than those observed
in the isolated lagoons or with little exchanges with the sea [64].

R. cirrhosa presents high ranges of habitability both in terms of salinity and inorganic nitrogen
concentrations and can be found from oligotrophic to hypertrophic environments [65,66]. The higher
densities of R. cirrhosa were observed in spring and summer, while from late summer to autumn,
the senescence of the plants associated with intense grazing and the development of opportunistic
species and epiphytes, may limit the growth of this phanerogam in the Mediterranean lagoons [67,68].
C. nodosa appears to be more vulnerable to salinity changes and was found to colonize areas of the
lagoons more affected by marine intrusions [15,69]. In the lagoon Type III, characterized by high
salinity values induced by low freshwater inflows and high influence of the sea water, C. nodosa can
dominate or can be a competitor of R. cirrhosa [70]. The abundance of C. nodosa observed from summer
to autumn is one of the highest among other Mediterranean lagoons [24,71].

The angiosperm Z. noltii, recorded in the lagoon Type I, forms the macrophyte assemblage i with
the charophyte L. papulosum., This assemblage is typical of lagoons with low salinity, high transparency
and high concentrations of total inorganic nitrogen. Z. noltii is a relatively small and fast-growing
species having a high tolerance to changes of environmental conditions, such as light irradiance,
temperature and nutrient concentrations [72]. It can be established on a wide range of substrata [70]
and form mixed meadows with R. cirrhosa and C. nodosa in areas where salinity fluctuate as estuaries
and coastal lagoons [73,74]. Based on its field distribution Z. noltii is classified as euryhaline species [73].
The growth and survival of Z. noltii are both significantly affected by water salinity [75]. In the current
study, Z. noltii was found at salinities lower than 20%o, while in other Mediterranean lagoons such
as Mar Menor the species was found at higher salinities (42%o to 47%o). The average abundance of
Z. noltii can be reduced by 50% at salinities lower than 10-20%o, whereas high rates of leaf production
were found when salinity ranges from 20 to 31%o [76]. In our study, Z. noltii was found only in the
confined lagoon type I. In the marshes of Rodia, large freshwater inputs from Louros River in June
and July 2003 and March 2004 combined with high precipitation rates, increased the water level of the
lagoon and probably contributed to the reduction of Z. noltii [2]. However, Z. noltii was recorded at low
average abundances in lagoon Type II and absent in the lagoon Type III. These differences in salinity
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tolerance could be explained by individuals” adaptation to different and variable local conditions that
occur naturally in their habitats, as it is the case of other widespread species [74].

Transparency and Chl-a concentrations may affect the composition and distribution of
macrophytes as indicated by several studies [9,77]. With low nutrient levels and clear water conditions,
such as those typical of an oligotrophic state, Zostera spp. and the aquatic plants of the Ruppia genus are
the dominant macrophytes taxa of the lagoon [9,39]. The seasonal salinity fluctuations and especially
the increase of the gradient registered in 2007 resulted in the deterioration of Z. noltii abundance
and its replacement by the angiosperm R. cirrhosa [78]. The degradation of submerged phanerogam
meadows is generally indicated by a reduction of water transparency and the consequent decrement
of the depth limits for all macrophytes growth. Moreover, a gradual loss of plant communities
containing charophytes can be also observed [42]. Also, high nutrient concentrations can lead to
damages of submerged meadows, losses of diversity and increments of angiosperms mortality [76].
However, increase in nutrient availability enhances the development of fast growing macroalgae
and epiphytic communities that shade aquatic angiosperms and may affect their abundance [67].
Typical green algae, such as Chaetomorpha spp., Cladophora spp. and Ulva spp. display enhanced
growth in euryhaline environments and its abundance is favored by the confinement with the sea [51].
Since macrophytes are typically adapted to euryhaline waters, drastic variations in salinity may be an
important local factor contributing to the species losses observed not only in Western Greece lagoons,
but also in the Baltic Sea and in the Catalan area [18,42].

In less confined lagoon types, macrophyte species typical of marine environments were recorded.
The angiosperms C. nodosa and R. cirrhosa, associated with several epiphytes or opportunistic species,
were forming dense mats [15,77]. Blooms of Ulvaceae, Cladophoraceae and Gracilariaceae could decrease
the abundance of these angiosperms and restrict their distribution to areas close to the sea inlets [39].
Both species were adapted to polyhaline waters ranging from 27%o to 43%o mean salinity values [76]
but, in accordance with the ordination analysis, they differ in their responses to nutrient concentrations.
R. cirrhosa (as Z. noltii) is more adapted to high DIN concentrations and is abundant in spring where
nutrient concentrations are at the maximum [79]. C. nodosa, on the other hand, prevails in sampling
sites with lower nitrate or ammonia concentrations and high salinity values. In Kleisova and Araxos
lagoons, even if C. nodosa formed mixed meadows with R. cirrhosa, it was the species with the highest
average abundance.

Finally, the presence of marine species such as C. barbata, Al. corrallinum, A. nayadiformis,
Gr. gracilis and L. obtusa are common in lagoons representing slow-growing, sun-adapted perennial to
annual macroalgae favoured in pristine and moderately degraded environments [80,81]. Stands of
C. barbata could be found together with C. nodosa and R. cirrhosa [81]. The species of the genus
Cystoseira are usually the dominant element of the benthic vegetation on unpolluted hard substratum
and the Cystoseira algal community is considered as the final stage (climax) in a succession of
photophilic algal communities [82]. The species C. barbata is an important element of upper infralittoral
benthic vegetation in semi enclosed bays and even in small fishing ports [83]. According to
Montesanto and Panayiotides [80] species of genus Cystoseira could be considered as indicator
species of unpolluted waters, with the exception of C. barbata which seems to be tolerant of moderate
eutrophication conditions.

A decline of benthic angiosperms was referenced on a worldwide scale during last decades [84].
Climate change, induced land cover/use changes, eutrophication and hydrological alteration are the
main threats of benthic macrophytes in transitional water ecosystems [84]. The high temperatures
predicted for the Mediterranean area through the end of 21st century will significantly impact the
biodiversity of coastal lagoons [85]. Conservation actions such as the improvement of water quality by
the reduction of pollution sources, water drainage and habitat modifications are needed to preserve
macrophyte species. The knowledge of spatial variability and the temporal changes in macrobenthic
assemblages of coastal lagoons can be highly relevant namely for the establishment of monitoring
programs and develop national conservation strategies for transitional water ecosystems.
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5. Conclusions

Our findings support the identification of macrophyte assemblages distinguished in three
different lagoon types of Western Greece. These are composed by species that are common in coastal
environments and are able to form populations capable to acclimate to the particular environmental
conditions of these ecosystems. The four macrophyte assemblages are characterized by the presence
of the angiosperms Z. noltii, R. cirrhosa, C. nodosa and the charophyte L. papulosum. In these lagoons,
the adaptations and the replacement of macrophyte species are more likely to occur during the wet
period (spring) by taking advantage of the more favorable environmental conditions rather than
in the extreme conditions typical of summer. Submerged macrophytes have to cope with large
and frequent changes in their environment by means of morphological, physiological and life-cycle
adaptations. Our findings support the crucial impact of sea water intrusion to the relative abundance
and distribution of macrophyte species, as has occurred in other Mediterranean coastal lagoons.
Furthermore, the shifts in salinity regime may introduce alterations in the abundance and distribution
of the angiosperm Z. noltii especially in chocked lagoons. Due to the important structuring effects
of macrophytes in shallow ecosystems, gaining insights into the connections between macrophytes
structuring and environmental conditions is of critical importance to improve management and
environmental policies.
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Abstract: Salinity intrusion in the Vietnamese Mekong Delta (VMD) has been exacerbated
significantly in recent years by the changing upstream inflows, sea level rise resulting from climate
change, and socioeconomic development activities. Despite significant damage to agricultural
production and freshwater supplies, quantitative assessments of future flows and salinization remain
limited due to lack of observation data and modelling tools to represent a highly complex hydraulic
network. In this study, we combine 1D-MIKE 11 and 2D-MIKE 21 hydrodynamic models to simulate
future flows, water level and salinity intrusion in the Hau River—one main river branch in the
Mekong Delta. Future hydrological changes are simulated under multiple scenarios of upstream
inflow changes, climate change and sea level rise for the 2036-2065 period. We first use the 1D-MIKE
11 to simulate the flow regime throughout the whole VMD using upstream discharges, outlet water
levels and rainfall data as boundary conditions. Output from this step is then used to force the
2D-MIKE 21 model to estimate flow velocity, water level and salinity concentration in the Hau
River, focusing on the salinization-prone section between Can Tho, Dinh An, and Tran De estuaries.
Simulation results show that salinization will increase substantially, characterized by (1) higher
salinity intrusion length under spring tide from 6.78% to 7.97%, and 8.62% to 10.89% under neap
tide; and (2) progression of the salinity isohalines towards the upper Mekong Delta, from 3.29 km
to 3.92 km for 1 practical salinity unit (PSU) under spring tide, and 4.36 km to 4.65 km for 1 PSU
concentration under neap tide. Additionally, we found that salinity intrusion will make it more
difficult to re-establish the freshwater condition in the estuary in the future. In particular, the flushing
time required to replace saltwater with freshwater at the estuaries tends to increase to between
7.27 h for maximum discharge of 4500 m®/s and 58.95 h for discharge of 400 m?/s under the most
extreme scenario. Increasing salinization along the Hau River will have important consequences
for crop production, freshwater supplies and freshwater ecosystems, therefore requiring timely
adaptation responses.

Keywords: salinity intrusion; MIKE modelling; climate change; sea level rise; Mekong Delta

1. Introduction

The prospective for water resources management in the Vietnamese Mekong Delta (VMD) is very
challenging in the 21st century due to multiple issues including increasing water use, climate change
impacts and sea level rise [1,2]. These changes will likely have considerable impacts on economic
development and the livelihoods of people living in the delta [3]. In this context, the Mekong Delta
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is considered to be one of the most vulnerable catchment areas throughout the basin because of the
cumulative impacts of upstream development activities. The Mekong Delta has long been identified
as a hotspot in terms of vulnerability to sea level rise and climate change, as well as to hydropower
dam construction in the upper basin [4,5]. As a result of these factors, the Mekong Delta experiences
increasing salinity intrusion, which represents a critical challenge for water resources management
and agriculture production.

The VMD plays a crucial role in the economy of Vietnam. The delta contributes approximately
27% of the country’s GDP, supports 16 million inhabitants (nearly 22% of Vietnam's total population),
and provides about 50% of the annual rice production [6,7]. Vietnam is also one of the most vulnerable
countries to climate change and sea-level rise [8]. Currently, the VMD is experiencing rapid development
in terms of population growth and infrastructure development [9,10], which create substantial pressure
on water resources [11,12]. Moreover, hydropower development and water withdrawal in upstream
countries cause changes in the hydraulic regime and salinization in the VMD [5,13]. All these changes
pose critical challenges for sustaining water resources for economic development. In view of these
challenges, it is important to assess future hydrological changes, especially salinization, in order to
support decision making and planning for sustainable delta management.

Salinity intrusion is a natural phenomenon occurring in the lands, estuaries, and aquifers adjacent
to the sea. Salinization in deltas and estuaries varies considerably depending on the tidal regimes, river
flows and topography [14]. Tidal dynamics cause turbulent mixing via the transportation of saltwater,
as well as tidal trapping and tidal transport via the interaction between tide and terrain [15]. The tide is
a powerful source of mixed fresh and saltwater, that also plays an important role in saltwater intrusion.
Recent studies also identified a wide range of factors affecting salinity intrusion, including river flows,
topography, morphology, river bed slope, wind velocity and direction, and water temperature [16,17].

Salinization in the Mekong Delta under climate change and sea level rise has been addressed in
a number of recent studies. Several studies have shown that a combination of climate change, sea
level rise and upstream inflow changes will increase salinization, resulting in important consequences
for water supplies and agriculture production [2,8,18-20]. For instance, Wassmann et al., Le et al.,
and Dinh et al. [21-24] investigated the effects of sea level rise on water levels in the VMD.
Khang et al. [20] demonstrated the relationship between salinity intrusion and sea level rise and
river flow change in the VMD during the dry season. Most studies covered the whole VMD using the
1D-MIKE 11 hydrodynamic model and, therefore, did not pay particular attention to salinity intrusion
and hydraulic regime in the estuaries.

Distributed hydrological models are frequently applied in water resources assessments at the Mekong
basin level, but little attention has been paid to the hydraulic regimes in the estuaries due to highly complex
river—estuary—ocean interactions. The existing modelling frameworks are not well-designed to cope with
the complex hydrodynamic relationship between river flow, tides and human activities. To address this
challenge, we propose a combination of hydrodynamic models in order to capture the hydrodynamics
of the Mekong Delta’s estuary sufficiently. Therefore, the objective of this study is to combine 1D-MIKE
11 and 2D-MIKE 21 hydrodynamic models to investigate the hydraulic regimes and salinity intrusion
in a specific river section, namely the Hau River, stretching between Can Tho to Tran De and Dinh An
estuaries. To achieve this objective, a 1D model was first applied to simulate the entire hydrodynamic
of the VMD with different scenarios of upstream discharge and downscaled precipitation from five
general circulation models (GCMs) with two representative pathway scenarios (RCP) from Coupled
Model Intercomparison Project Phase 5 (CMIP5). We employed statistical downscaling and bias-correction
methods to prepare climate change input data, as shown in detail in Duong et al. [25]. The outputs of
downscaled daily precipitation for 2036-2065 were used to run a rainfall-runoff model to simulate runoff
for 1D hydrodynamic simulations. Finally, we used the results at Can Tho and branch discharge along
the Hau River from MIKE 11 simulation as a boundary condition to force the 2D hydrodynamic model to
simulate river—estuary—ocean interactions. As such, our modelling framework allows evaluation of the
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combined impacts of changing upstream discharges, the variabilities of precipitation and sea level rise
from climate change on salinity intrusion in Hau River, VMD.

2. Study Area

The Vietnamese Mekong Delta (VMD) is located at the end of the Lower Mekong Basin. It is a
large, relatively flat and low-lying area, with an elevation of approximately 0.5-1.0 m above mean sea
level. The delta’s hydraulic regimes are complicated, with two major distributaries—the Tien (Mekong
River) and Hau River (Bassac River)—which drain out to the South China Sea through eight estuaries
(Figure 1). The structures comprise 7000 km of main canals, 4000 km of secondary on-farm canal
systems, 193 spills, 409 reservoirs, 528 junctions, 29 sluices, 749 floodplains and more than 20,000 km
of dykes to prevent early floods [26,27]. The mean annual flow is 15,000 m?/s, the maximum discharge
is about 60,000 m3/s in the flood season, and the minimum discharge is around 2000 m3/s in the dry
season [28,29]. The climate of the VMD has tropical monsoon characteristics, with two separate seasons
per year. The rainy season normally lasts from May to October, whereas the dry season lasts from
December to March [30]. The mean annual precipitation is 1500 mm for the entire VMD and the range
varies from 1600 mm to 2400 mm/year. The total precipitation in the rainy season contributes to nearly
90% of the annual precipitation [31]. The average discharge in the dry season fluctuates greatly, from
1700 m3/s to 6000 m3 /s between January and May, and leads to water shortages for irrigating about
1.5 million hectares of irrigated crops [27]. The Mekong Delta experiences two types of tidal regime,
namely the semi-diurnal and diurnal tides, affecting the hydraulic condition in estuaries of the East
and West seas, respectively [32]. The salinity intrusion in the VMD—and in all the river networks—is
substantial in recent years, particularly during the dry season, during which about 2.1 million hectares
in the Mekong Delta suffered from salinity intrusion [21,27].
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Figure 1. The study area for the whole Viethnamese Mekong Delta (VMD) (top panel) and 2D study
domain (bottom panel).

3. Methodology and Model Setup

3.1. Hydrological and Hydraulic Data

The hydrological input data for the MIKE 11 model includes river discharges at the delta inlet
at Kratie (Cambodia), outlet water levels, precipitation, evapotranspiration and water demands for
agriculture, industry and domestic sectors in the entire VMD. The hourly Kratie discharge and hourly
water levels at 10 major stations, including Vung Tau, Vam Kenh, Binh Dai, An Thuan, Ben Trai,
My Thanh, Ganh Hao, Song Doc, Rach Gia and Xeo Ro, were measured from 2009 to 2011 and all input
data is summarized in Table 1. More details about these data can be found in Duong et al. [25].

The daily precipitation scenarios for boundary conditions in the MIKE 11 model were generated
from the CMIP5 using five GCMs: ACCESS 1.0, CCSM4, CSIRO-Mk 3.6, HadGEM and MPI-ESM-LR,
with two RCP4.5 and RCP8.5 scenarios (Table 2). The bilinear interpolation was applied to downscale
climate data to 0.5° x 0.5° grid before applying bias correction. Future precipitation change scenarios
were generated using three bias correction methods, including linear scaling [33], local intensity
scaling [34] and distribution mapping [35,36]. The motivations for selecting the GCMs and RCP
scenarios were explained in detail in [25,37].

The hydraulic data for the MIKE 21 model consists of hourly discharge at Can Tho station,
offshore tidal levels and salinity concentration at Tran De and Dai Ngai stations, in the years 2011 and
2010 for calibrating and validating the models, respectively. The tidal levels in the years 2010 and
2011 were derived from the Global Tidal Model in the MIKE Zero Toolbox and were calibrated with
tidal levels data at My Thanh station, provided by the Institute of Coastal and Offshore Engineering
(http:/ /www.icoe.org.vn/index.php?pid=551). Furthermore, the branch discharges along the Hau
River were simulated from the MIKE 11 model, for five main intakes, including Mang Thit, Rach Mop,
Cau Quan, Nga Bay and Dai Ngai. The future discharges at Can Tho were simulated from MIKE
11 with four scenarios of upstream discharges at Kratie and precipitation in the VMD.

Regarding the wind data for the MIKE 21 simulation, there are two dominant wind directions;
the wind blows south-west in the wet season and northeast in the dry season, with stronger speeds as
a result of the monsoon in the South China Sea. The average north-east wind speed varied between
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3 and 6 m/s, and the maximum speed was approximately 15-20 m/s towards the east, blowing from
the sea. The predominant wind directions were calculated and are shown in Table 3.

Table 1. Main input data for the model simulations.

Model Input Data

Observed

Projection

Precipitation

Daily precipitation from 7 stations
(locations in Figure 1)
Period: 1978-2011
Source: SRHMC

Projected precipitation based on downscaled
and bias-corrected GCM simulations.

Period: 2036-2065
Source: CMIP5

River discharge
at Kratie
MIKE 11

Daily discharge data
Period: 2010-2011
Source: MRC + SIWRR

NA

River discharge in
the Mekong Delta

Daily discharges and water levels at
10 stations (locations in Figure 1)
Period: 2005-2011
Source: SIWRR

NA

Sea water level
and tides

Period: 2005-2011
Source: SIWRR

Hydraulic network

Period: 2005-2011
Source: SIWRR

Discharges at

MIKE 21 Can Tho

Hourly discharge

Cali. Period 2011

Vali. Period 2010
Source: SRHMC + DHI

Future Period 2036-2065

Tidal magnitudes

Period 2010-2011
Source: SRHMC + DHI

Future Period 2036-2065

Branches discharges

Five main channels/rivers
connecting Hau river

Period 20102011

SRHMC: Southern Regional Hydro-Meteorological Center, SIWRR: Southern Institute of Water Resources Research,
CMIP5: Coupled Model Intercomparison Project Phase 5, DHI: Danish Hydraulic Institute, GCM: General

Circulation Model, MRC: Mekong River Commission.

Table 2. Description of the GCMs used in this study.

General Circulation Model (GCM)  Abbreviation Country Spatial Resolution
ACCESS 1.0 ACCESS Australia 1.25° x 1.875°
CCsM4 CCSM4 NCAR/USA 0.94° x1.25°
CSIRO-Mk 3.6 CSIRO Australia 1.875° x 1.875°
HadGEM2-ES HadGEM2 Hadley/UK 1.875° x 1.25°
MPI-ESM-LR MPI Germany 1.875° x 1.875°

Table 3. Direction of wind in Vung Tau station, Southern Vietnam (SIWRR, 2011).

Month Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Now.

Dec.

Dominant direction NE NE E SE SE SW SW SW SW NW ENE

NE

Note: E = east; ENE = east-north-east; NE = north-east; NW = north-west; SE = south-east; and SW = south-west.

Salinity data was used for calibrating and validating the MIKE 21 model for the years 2011 and
2010, respectively. The salinity concentration in the Hau River changed significantly during the dry
season and reached its highest value between March and May (see Figure 2). The Dinh An and Tran
De estuaries are characterized by an irregular semi-diurnal tide, which has a strong effect due to tidal
oscillations [38,39]. Similar to salinity, the discharge at Can Tho shows considerable fluctuation within
one day, and the diurnal differences are evident. The salinity and tidal levels showed phase differences,
with the maximum salinity at the Dai Ngai station occurring during the spring tide. The maximum
salinity in 2011 at the Tran De station was about 23.0 PSU (practical salinity unit; 1 PSU equals 1%o)
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and the minimum value was 0.5 PSU [40]. The salinity concentration at Dai Ngai station was smaller
than Tran De because this station was located about 31 km further inland. In 2011, the maximum value
of salinity level in Dai Ngai reached 11.0 PSU, and minimum values varied between 0.0 and 0.5 PSU.
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Figure 2. The salinity concentration at Tran De (a) and Dai Ngai (b) stations in the dry season of 2011.

3.2. Model Schematization

The detailed bathymetry in numerical modelling plays a critical role in achieving accurate
hydrodynamic simulations. In the present study, the bottom topography data in the coastal area and the
Hau River estuary were obtained from the DHI Vietnam (Danish Hydraulic Institute), the Department
of Transportation in Ho Chi Minh City, and the Southern Institute of Water Resources Research
(SIWRR). The modelling domain in the horizontal plane covers 100 x 110 km, including the main river
stream and the coastal sea. The greatest depth in the study area is 20 m below mean sea level, near the
south-east corner of the modelling domain in the coastal sea. It is important to consider the model
stability by satisfying the Courant-Friedrich-Levy number: the selection of time step (At) and grid
step (Ax) is crucial in order to balance the trade-off between numerical stability and computational
time. The simulation grid cell selection for the study area is flexible mesh (FM) or unstructured mesh,
where triangular cells of bathymetry are used to optimize the simulation, with small sizes in river
domain and larger sizes in offshore settings. The triangular element sizes are about 80-100 m in
the river and 800-1000 m offshore, with the total triangular being 35,000 elements and 28,000 nodes.
Bathymetry was constructed with the MIKE zero tool and obtained from an updated digitizing map in
2011 from the Southern Institute for Water Resource Planning and DHI Vietnam. The bathymetry and
grid resolution is presented in Figure 3.
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Figure 3. Bathymetry (left panel) and computational flexible grid mesh (right panel).
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3.3. MIKE 11 Hydrodynamic Model

The MIKE 11 is an unsteady 1-dimensional hydrodynamic model, which is based on
one-dimensional equations and solves the vertically integrated equations regarding conservation
of continuity and momentum. The solution of continuity and momentum equations are employed as
an implicit finite difference scheme with a 6-point Abbott scheme [41]. The main governing equations
are Saint-Venant equations [42]. In order to effectively simulate floodplain and field areas, and to
connect main channels and rivers, we employed the quasi-2D modelling approach developed by
Dung et al. [43]. The rice fields and the floodplain are considered to be artificial channels or “virtual
channels”, having wide cross sections and were extracted from the digital elevation model (DEM).
The calibration process of these channels and crest of dikes was explained in detail in [43,44].

3.4. MIKE 21 Hydrodynamic Model

The MIKE 21 is a dynamic modelling system applicable for coastal and estuarine environments.
The MIKE 21 comprises several modules, including the hydrodynamic module, advection-dispersion
module, spectral wave module, and transport module. This model is based on the numerical
solution of the two dimensional incompressible Reynolds-averaged Navier-Stokes equations with the
assumptions of Boussinesq and hydrostatic pressure. It comprises continuity, momentum, temperature,
salinity and density equations [45].

This study applies MIKE 21 with two modules, namely hydrodynamic (HD) and transport
modules (TR), using a flexible mesh. The mutual interaction between the flow, wind, and velocity
and sea tide is considerable. The wind is specified as a spatially constant value for the entire domain
and temporally variable values. The schematic presentation of the modelling framework is shown in
Figure 4.
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Figure 4. Schematic of the modelling framework for this study.

The MIKE 21 FM is based on a flexible mesh approach. The spatial discretization of the primitive
equation is performed using a cell-centered finite volume method. The spatial domain is discretized
by subdivision of the continuum into a non-overlapping cell. The mesh is divided by triangles or
quadrilateral elements, as described in Figure 3.
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3.5. Model Parameterization

The model parameters to be defined for the HD model are the roughness coefficient (n),
or Manning number, and for the advection-diffusion model, the horizontal dispersion coefficient (Dy,),
eddy viscosity, Courant-Friedrich-Levy (CFL) and Smagorinsky coefficient. In order to realistically
reproduce the physical phenomena of river mechanics, the Manning number is defined as a function of
water depth (h) and bed river type, and can be calculated based on depth and drag coefficient [46,47].
In the MIKE 21 manual, the Manning number (M) was defined via the drag coefficient in Equation (1)
with g as gravity constant.

Ca=—8 (1)
()

The C4 can be defined through total water depth (h) and empirical drag coefficient (at 1 m above

the bed) for different bottom types (from mud to gravel) by Equation (2):

1\
Cq = <m> -C100 2

Cjpo ranges between 0.022 = 0.0047, and a table of full empirical drag coefficients can be found
in Soulsby [47]. The Manning coefficients were available for each grid and varied from estuary to
upstream river in the entire domain. The range of the Manning values varied from 20 to 40 ml/3/ S,
and depend on grainsize (rippled sand-gravels) and water depth (shallow to deep water) during
model calibration. We adjusted the Manning coefficient through the revision of C1gg by defining the
type of riverbed and seabed. The eddy viscosity was defined in a Smagorinsky formulation and was
adjusted during calibration with a range 0.25-0.27, with an initial value of 0.28.

3.6. Boundary Conditions

For the delta-wide modelling with MIKE 11, we proposed four scenarios to cover future changes
of upstream discharges, sea level rise and in-delta precipitation changes, and used these scenarios as
boundary conditions for our modelling exercises (Table 4). More detailed information about rationales
and designs of the scenarios can be found in Duong et al. [25]. Results from the Mike 11 modelling,
particularly the discharge data at Can Tho, were then used as boundary conditions for the salinity
intrusion simulation using MIKE 21. The changes in upstream discharges at Kratie are selected with a
range of +10% to —20% relative to baseline discharge in 2011, based on literature review on projected
future flow changes of Lauri et al. [48] and Hoang et al. [37]. Notably, both studies [37,48] did not
consider the other anthropogenic factors such as irrigated land expansion, urbanization, and inter-basin
water transfer. In addition, other studies [5,49] show different ranges of future hydrological changes
due to differences in GCM outputs and climate change scenarios selection. Therefore, we extended
the range of inflow changes at Kratie to capture possible future hydrological alterations in the upper
Mekong Delta. For the climate change scenarios, we selected two RCPs for precipitation, namely
RCP4.5 and RCP8.5.

Our sea level rise scenarios were obtained from the scenarios provided by the Ministry of Natural
Resources and Environment. We selected an average of the predicted sea level rise, resulting in
an increasing 23 cm between 2030 and 2040 and 35 cm between 2050 and 2065 [50]. For the MIKE
21 simulation, the hourly discharges at the Can Tho station were taken from the MIKE 11 simulation
with four distinct time series of flows. The predicted sea levels were calculated linearly based on the
averaged multi-annual tidal magnitudes from the global tidal model [51]. The seawater density was
assumed to be constant and the salinity level at sea was predicted to remain at 35.0 PSU in the future
condition. There are two approaches to obtaining the sea level rise condition. One is to impose an
instantaneous elevation of sea level at coastal sea boundaries by applying linear adjustment of the
mean sea level from the long observed sea level; the other is to run the hydrodynamic model over
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a long period to obtain predicted sea level. In this study, we obtained the sea level rise projection
from the Vietnamese Ministry of Natural Resources and Environment (MONRE) and applied linear
adjustment for predicted sea level rise during the 2036-2065 period.

The boundary condition for the MIKE 21 modelling includes the upstream hourly discharge at
Can Tho station and tidal magnitude at downstream boundaries in the coast (Figure 1). To obtain
salinity boundary conditions under future sea level rise and to reduce the influence of the boundary
conditions on the in-delta modelling, a larger offshore domain that covers Hau estuary and adjacent
shelf area was used. Secondly, five river branches connecting to the Hau River include Mang Thit,
Rach Mop, Cau Quan, Nga Bay and Dai Ngai, were simulated as the sources and sinks. Thirdly, wind
speeds and directions data were collected at the Vung Tau hydrological station and applied for the
entire domain. Finally, time series of water level at My Thanh, Dai Ngai and Tran De stations were
measured during 2010-2011 for model calibration and validation (Table 2). For salinity at downstream
boundaries, we set up the salinity concentration as 35.0 PSU and assumed the salinity in upstream to
be 0.1 PSU.

Table 4. Four scenarios of changing of discharges, sea level rise and precipitation.

Scenarios Sea Level Rise (cm) Changes Upstream Discharge Precipitation Scenarios
Scen. 1 23 +10% RCP 45,85
Scen. 2 23 —10% RCP 45,85
Scen. 3 35 —15% RCP 45,85
Scen. 4 35 —20% RCP 45,85

3.7. Computation of Flushing Time

The flushing time can be determined by the freshwater fraction approach [14,52], which can be
determined from the salinity distributions. This technique provides an estimation of the time scale
over which contaminants and/or other material (saltwater in this study) released in the estuary are
removed from the system. Using the freshwater fraction method, the flushing time (Ty) in an estuary
can be expressed as Equation (3):

P A
"TeT o ©

where F is the accumulated freshwater volume in the estuary, which can be calculated by integrating
the freshwater volume d(V) in all the sub-divided model grids over a period of time. In estuaries with
unsteady river flow and tidal variations, F and Q are the approximate average freshwater volume and
average freshwater input, respectively, over several tidal cycles for a period of time. The term “f” is
the freshwater content or the freshwater fraction, which is described by Equation (4):

So—S

[

f= 4)

where S, is the salinity in the ocean and S is the salinity at the study location.
4. Model Calibration and Validation

4.1. Model Calibration

The MIKE 21 FM-HD and TR models were first calibrated with the observed averaged water level
and salinity concentration at the middle cross section of the Hau River’s estuaries. The calibration
period was from January to December 2011 for hydrodynamic simulation, and six months from January
to June 2011 for salinity simulation. The water levels measured at My Thanh and Dai Ngai were used
to calibrate the model. In the inlet of the model at Can Tho station, initial salinity values were set at
0.1 PSU (%o). In the outlet of model (offshore), the salinity concentration was set at 35 PSU.
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Several parameters of the HD and TR modules of MIKE 21 were adjusted to improve model
performance. The calibration process aims to match simulated results and observed data, including
water level and salinity concentration in different locations, by changing the Manning number and CFL
in MIKE 21 HD and TR. In the simulations we applied a value of 0.8 for CFL-number and Smagorinsky
coefficient within the range 0.25 and 0.27. Model calibration results have achieved the realistic results
and indicated that the selected parameters were reasonable, as shown in Figure 5. To compare the
observed and simulated water levels and salinity concentrations, the latter were taken at the center
point of the cross section, as mean values for comparing with observed values. The performance indices
include mean absolute error (MAE), root mean square error (RMSE) and correlation coefficients (R).
The comparison between modelling results and observed salinity data also reveals a strong correlation
and an excellent prediction, with the R-value higher than 0.8 (Table 5).

Figure 6 compares the observed and simulated salinity concentrations at the Tran De and Dai Ngai
stations. The simulated salinity time series compared favorably with the discrete salinity measurements
at the two aforementioned stations. Overall, the model reflected the large dynamic variation of salinity
between 0 and 30 PSU over a tidal cycle, with decreasing values of mean salinity as freshwater
discharge increased.

Table 5. Statistical performance of calibration and validation at My Thanh and Dai Ngai stations.

Calibration (2011) Validation (2010)

Root Mean Square Mean Absolute

Stations Error (RMSE) (m) Error (MAE) (m) R RMSE MAE R
My Thanh 0.29 0.23 0.923 0.31 026 0913
Dai Ngai 0.13 0.11 0.997 0.16 0.14  0.967
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Figure 5. Calibration of water level at My Thanh (a) and Dai Ngai station (b).
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Figure 6. Calibration of salinity concentration at Tran De and Dai Ngai stations.
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4.2. Model Validation

The MIKE 21 model was further validated with the calibrated parameters, focusing on water levels
and salinity concentration. The time series data of hourly discharge at the Can Tho station in 2010 was
used as upstream boundary conditions to drive the model simulations. The hourly tidal values taken
from a global tide model were adopted as a forcing function at the coastal sea boundaries. The hourly
tidal data and daily freshwater discharges were collected from SIWRR and the Southern Regional
Hydro-Meteorological Center (SRHMC). The water level and salinity concentrations from Tran De
and Dai Ngai stations were employed to evaluate the model. The comparison of observed data and
simulated results for water level and salinity concentration is verified to check the model’s performance.

Figure 7 compares the simulated water levels and observed data with the time series at My
Thanh and Dai Ngai during the period between 29 April and 11 May 2010. In general, the modelling
results show realistically simulated water level variations. The comparison demonstrates the model’s
capability to reproduce the water levels, even under large variations of daily freshwater influx from
the upstream Can Tho station. To compare the observed and simulated water levels and salinity
concentrations, the simulated water level and salinity were taken at the center point of the cross section,
as mean values for comparing with observed values. Overall, the model satisfactorily simulated the
water level at My Thanh and Dai Ngai on the Hau River. The calibrated model parameters were,
therefore, adopted for our modelling exercises and scenario analyses.
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Y THANH Water level: Observed [m] — —
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Figure 7. Validation of water level at My Thanh (a) and Dai Ngai (b) stations.

5. Results and Discussion

5.1. Changes in Salinity Intrusion

Simulating the spatial variations of salinity in the estuary and further upstream of the Hau River
shows the detailed changes in the salinity dynamics under different discharges, sea level rise (SLR) and
rainfall scenarios. The discharge at Can Tho varied significantly throughout the year, with a maximum
discharge less than 20,000 m?/s in the wet season and a minimum discharge of —15,000 m3/s (Figure 8).
The inverse flow direction in the dry season is caused by the tidal flow. Discharges at Can Tho were
influenced not only by the upstream flow from Tan Chau, Vam Nao, but also by tidal regimes from the
East Sea. The tidal feature in South China Sea is semidiurnal asymmetry; the peak spring tide reaches
3.0 m between December and January every year and reaches its lowest levels from June to August
with a variability of around 0.5 m.
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Figure 8. River discharges at Can Tho simulated from the MIKE 11 model for four scenarios.

In order to quantify the spatial variations in the salinity concentrations along the river,
the minimum and maximum difference in salinity concentrations between the baseline and four
scenarios was calculated and is presented in Table 6. Figures 9 and 10 presents the spatial distributions
of maximum and average salinity levels along the Hau River estuary under the four scenarios,
respectively. The result shows radical changes in the salinity levels across the entire estuary. Compared
to the reference isohaline of 4.0 PSU, the salinity profile with 4.0 PSU moves farther upstream by 48.55,
49.13, 49.16 and 49.18 km from Scenario 1 to Scenario 4, respectively (Table 7). The relative changes
compared to the baseline are 3.29, 3.87, 3.90, and 3.92 km for the four scenarios, respectively (Table 8).
Scenario 4 shows the farthest salinity intrusion, which is explained by strong upstream discharge
reduction and substantial sea level rise of 35 cm (Figure 11). Similarly, Scenario 1 shows weaker
salinity intrusion from the sea compared to other scenarios. This is explained by slight increases in the
upstream discharge and the sea level rise of 25 cm. Figure 12 presents the salinity distribution under
four scenarios at different points along the river: from the river mouth (My Thanh station) to upstream
(Can Tho station) in spring tide (Figure 12a) and neap tide simulations (Figure 12b). The mean values
are taken at the middle point of the cross-section. Figure 9 shows the difference in salinity between the
four scenarios and the distance of salinity intrusion from the river mouth.

Here we discuss our results for salinization modelling in view of the relevant studies on this
topic. Smajgl et al. [53] studied the effects of a wide range of driving factors on salinization, including
land use changes, sea level rise of 30 cm, development of all proposed upstream reservoir and
irrigation, and an increasing number of dry years. The results stated that the isohaline of 4.0 PSU
is relocated throughout the Hau River, with distance from the river mouth reaching approximately
70 km. Considerable differences in the 4.0 PSU isohaline between this study and Smajgl et al. [53] can
be attributed to differences between the scenario setups and boundary conditions in the two studies.
Nguyen and Savenije [32] tested analytical solutions of salinity simulation in the Mekong estuaries
based on observed data in 2005 for the Co Chien, Cung Hau and Hau estuaries. The results showed
that salinity intrusion distances from the river mouth were 41 km and 23 km for spring tide and neap
tide during the dry season in 2005, respectively. Furthermore, the finding by Trieu and Phong [54]
concluded that the salinity intrusion of 1.0 PSU in Hau River was approximately 55-60 km for the dry
season of 2010. This projection is higher than our results for all scenarios. All in all, results from this
study show a strong dependency of salinization on upstream inflow and the changing tidal dynamics
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under sea level rise. Such a mechanism is also commonly reported in large river deltas of the world,
including the Bangladesh Delta [55,56], and the Dutch Delta [57].
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Figure 9. Spatial distribution of maximum salinity level across the modelling domain under Scenario
1 (a), Scenario 2 (b), Scenario 3 (c) and Scenario 4 (d).

Table 6. Maximum and minimum salinity concentration at Dai Ngai and Tran De stations.

Maximum and Minimum Salinity (Practical Salinity Units (PSU))

Stations Scenario 1 Scenario 2 Scenario 3 Scenario 4

Maximum  Minimum Maximum Minimum Maximum Minimum Maximum  Minimum

Dai Ngai 5.44 0.076 5.74 0.071 5.83 0.066 591 0.054
(Ist June)
Tran De 29.41 25.02 30.39 25.31 30.27 25.20 30.31 25.44
(Ist June)

Table 7. Salinity intrusion length for thresholds of 1.0 PSU and 4.0 PSU for four scenarios, under spring
tide and neap tide.

Distance from the Mouth (km)

Scenarios Spring Tide Neap Tide
1.0PSU 4.0PSU 10PSU 4.0PSU
Baseline 45.26 41.46 25.49 20.13
Scenario 1 48.55 43.58 29.85 22.03
Scenario 2 49.13 44.05 30.44 23.01
Scenario 3 49.16 4417 30.07 22.48
Scenario 4 49.18 4427 30.14 22.59
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Table 8. The relative change of salinity intrusion length for four scenarios compared to baseline.

Relative Changes of Saline Intrusion (km)

Scenarios Spring Tide Neap Tide

1.0 PSU 40PSU 1.0PSU 4.0 PSU
Scenario 1 3.29 212 4.36 1.90
Scenario 2 3.87 2.59 495 2.88
Scenario 3 3.90 2.71 4.58 2.35
Scenario 4 3.92 2.81 4.65 246
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Figure 10. Spatial distribution of average salinity concentration across the modelling domain under
Scenario 1 (a), Scenario 2 (b), Scenario 3 (c) and Scenario 4 (d).

5.2. Changes in Salinity Intrusion Length

We further assessed the changes in salinity intrusion length under the four future scenarios.
The salinity intrusion length is defined as the distance from the estuary mouth to the location upstream
with mean salinity at the cross section. There are three types of intrusion length: intrusion length at
low water slack, intrusion length at high water slack, and tidal average intrusion length, which is
considered to be an average of low and high [58-60]. The salinity intrusion length is defined in this
study as the distance from the Hau River mouth to the upstream limit location where the bottom
salinity level drops down to a certain threshold, e.g., 1 PSU or 4 PSU. Figure 12 presents salinity
distribution along the river for four scenarios, under spring tide and neap tide.



Water 2018, 10, 897

[m]

1100000

1090000

1050000

Differences of Salinity
[PSU]

600000 620000 640000 660000

[m)
Scale 1:550000

[m] [m]
1100000 1100000 d)
-20.0--187
B Below -20.0
1090000 [ | Undefined Value 1090000
1080000 1080000
1070000 1070000
1060000 1060000
1050000 1050000
1040000 1040000

T600000 620000 640000 650000
[m]

Scale 1:550000

[m]

1100000

1090000

1080000

1070000

1060000

1050000

1040000 o o
600000 620000 640000 660000
[m]

Scale 1:550000

600000 620000 640000 660000

[m]
Scale 1:550000

Figure 11. Differences of maximum salinity concentration between future scenarios and baseline,
for Scenario 1 (a), Scenario 2 (b), Scenario 3 (c) and Scenario 4 (d).
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Figure 12. Salinity distribution at center line of cross section along the river from the mouth to upstream

during spring tide (a) and neap tide (b).

Table 7 shows that the salinity intrusion lengths under spring tide are larger than those under
neap tide. By comparing the baseline to the four scenarios, it can be seen that the intrusion lengths
for all scenarios are consistently farther than that of the baseline. In Scenario 1, river discharge
increases by 10% at Kratie, and therefore the inflow at Can Tho is also slightly higher than the other
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scenarios. This explains the difference in salinity intrusion length between the baseline and Scenario 1.
For Scenarios 2, 3 and 4, (with sea level rises of 23 cm, 35 cm and 35 cm, respectively) the differences in
salinity intrusion lengths between the baseline and these three scenarios are relatively small. In essence,
the results show that upstream discharge changes do not substantially affect salinity intrusion lengths,
in contrast to the more dominant impacts of tidal regime.

Under sea level rise scenarios, salinity intrusion length in the Hau River would increase between
3.29 and 3.92 km (for 1.0 PSU salinity level) compared to the baseline in the spring tide condition.
During neap tide, this length ranges between 4.36 and 4.65 km for the 1.0 PSU salinity level (Table 8).
Scenario 4 shows the longest salinity intrusion length for spring and neap tide (Table 7) for both
1.0 PSU and 4.0 PSU isohaline. Such variation in the magnitude of salinity intrusion length is caused
by changes in the stratification of the estuary. As the sea level rises, the river depth increases and
the horizontal gradient of salinity changes, resulting in increased estuarine circulation. The model
simulations indicate that the location of 4 PSU isohaline would migrate up from 43.58 to 44.27 km if
sea level rises from 23 to 35 cm and the upstream discharges change from +10% to —20% at Kratie.
Our findings about increasing salinity intrusion length are in line with observed data, which confirms
that when river discharge reduces in the Hau River, saline water moves upstream to Can Tho [54,61].
Any increase in the magnitude or duration of salinity intrusion at the location of the irrigation water
intake would likely affect crop yield and aquaculture in Mekong Delta.

5.3. Changes in Flushing Time

To examine the effect of river discharge changes on the temporal dynamics of salinity intrusion
in the Hau River, we calculate flushing time with varying discharge conditions for baseline and four
future scenarios. Flushing time is defined as the time required to replace the existing saltwater in the
estuary using inflows at certain discharge levels [14,62]. To calculate the flushing time in the estuary,
different freshwater discharges were selected based on maximum and minimum discharges from the
dry season in 2011, with a range of 400 to 4500 m®/s. The simulated flushing times for the baseline
and the four scenarios were calculated and are presented for different discharge values in Figure 13.
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Figure 13. Estimated flushing time under varying discharge levels (Q, m3/ s) for four scenarios.
The flushing time varies considerably under all considered scenarios, ranging between 10 h (at
discharge 4500 m3/s) and 109 h (at discharge 400 m?/s). For the most extreme scenario (i.e., Scenario

4), flushing time varies within a range from 20.7 h to 182 h. The results also indicate that, for high flow,
the flushing time under Scenario 1 is lower than under baseline conditions, while Scenarios 2, 3 and
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4 consistently exhibit longer flushing time than the baseline. Longer flushing time caused by reducing
discharges means that it would require a higher volume of freshwater to push saltwater back to the
river mouth in the future. Reductions in river discharge also cause the salinity boundary to move
further upstream (Figure 11). Salinity deceases substantially when river discharge increases, and as a
result the salinity intrusion boundary migrates farther downstream. As freshwater discharge increases
from 400 to 4500 m3/s with different sea levels, the flushing time reduces significantly from 87.72 h to
10 h for Scenario 1, and 150 h to 20.7 h for Scenario 4.

5.4. Uncertainties, Limitations and Further Research

The hydraulic models, including 1D-MIKE 11 and 2D-MIKE 21 HD and TR used in this study,
entail limitations and assumptions. These limitations and assumptions exist in both the data and
modelling approach. The major data used in this study were predicted river discharge, rainfall
scenarios under climate change, and sea level rise. The climate change and sea level rise scenarios
used in this study were obtained from different sources, such as GCMs outputs, SRHMC and SIWRR,
and therefore our results might be subjected to errors caused by data inconsistencies. However, we
implemented quality checks on our input data and controlled for inconsistencies. Additionally, we
acknowledge that climate change is a non-stationary and dynamic process; while the projected salinity
intrusion from upstream discharge changes, rainfall and sea level rise alterations were treated in this
study as part of a steady-state system. That means we assume that the relationship between these
driving factors are also valid in the future and did not include their interrelations in the simulations.
This assumption could lead to biases in future discharge and rainfall estimates, which in turn result in
uncertainties in the simulated salinity intrusion. However, we think that the hydraulic and salinity
dynamics in the Hau River of the Mekong Delta are primarily driven by changes in the considered
driving factors and their interrelations play marginal roles. Therefore, the developed modelling
approaches are useful and applicable for our modelling purposes.

Furthermore, we employed a two-step modelling procedure (see Section 3—Methodology and
Model setup) for assessing changes in salinity intrusion in the Mekong Delta. A 1D model was applied
to simulate delta-wide hydrodynamic conditions (i.e., discharge and water level), thereby providing
boundary conditions for the more detailed hydrodynamic and salinity simulation with the 2D-MIKE
21 model. While the current data availability and computational capacity does not allow for detailed
2D simulation for the whole Mekong Delta domain, we suggest gradually increasing the domain size
to cover larger areas in future studies. Last but not least, while our calibrated parameter set yields
realistic simulation results for the current state of the delta system (i.e., 2010-2011), we did not consider
changing delta settings and its hydraulic characteristics in the future. Therefore, we suggest focusing
on this topic in future studies.

6. Conclusions

This study combined 1D-MIKE 11 and 2D-MIKE 21 hydrodynamic (HD) and salt transport models
(TR) to simulate the hydrodynamics and salinity distributions in the Hau (Bassac) River estuary of the
Mekong Delta, southern Vietnam. The model was calibrated and verified using observational water
level, salinity distribution and tidal data from 2010 to 2011. The model simulation results agree well
with the observed data during calibration and validation periods. The calibrated model was used to
simulate future salinity intrusion, focusing on the potential impacts of upstream discharges, rainfall
variabilities and sea level rise on salinity intrusion length and saltwater flushing time. The simulation
results indicate that a combination of upstream discharge reductions, rainfall changes and rising sea
level will substantially exacerbate salinity intrusion in the Mekong Delta. By the 2036-2065 period,
salinity intrusion moves farther upstream by between 4855 and 4918 m, depending on the scenario
considered. As a result, the flushing time required to re-establish freshwater conditions in Hau River
will increase in the future. While flushing time under baseline ranges between 125 h and 13.5 h, it tends
to increase in the future, ranging between 180 h and 10 h. Increasing salinization in the future will
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make it more difficult to re-establish the freshwater condition in the estuary. In particular, the flushing
time required to replace saltwater with freshwater at the estuaries tends to increase between 7.27 h
for maximum discharge of 4500 m®/s and 58.95 h for discharge of 400 m®/s under the most extreme
scenario. Increasing salinity intrusion under upstream discharge changes, rainfall alterations and
sea level rise, will likely have serious consequences for crop production, freshwater supplies and
freshwater ecosystems, therefore requiring timely adaptation responses.
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Abstract: Mangroves have been suggested as an eco-defense strategy to dissipate tsunamis,
storm surges, and king tides. As such, efforts have increased to replant forests along coasts that are
vulnerable to flooding. The leafy canopies, stems, and aboveground root structures of mangroves
limit water exchange across a forest, reducing flood amplitudes. The attenuation of long waves
in mangroves was measured using cross-shore transects of pressure sensors in two contrasting
environments in New Zealand, both characterized by mono-specific cultures of grey mangroves
(Avicennia marina) and approximate cross-shore widths of 1 km. The first site, in the Firth of Thames,
was characterized by mangrove trees with heights between 0.5 and 3 m, and pneumatophore roots
with an average height of 0.2 m, and no substantial tidal drainage channels. Attenuation was
measured during storm surge conditions. In this environment, the tidal and surge currents had
no alternative pathway than to be forced into the high-drag mangrove vegetation. Observations
showed that much of the dissipation occurred at the seaward fringe of the forest, with an average
attenuation rate of 0.24 m/km across the forest width. The second site, in Tauranga harbor,
was characterized by shorter mangroves between 0.3 and 1.2 m in height and deeply incised drainage
channels. No attenuation of the flood tidal wave across the mangrove forest was measurable. Instead,
flow preferentially propagated along the unvegetated low-drag channels, reaching the back of the
forest much more efficiently than in the Firth of Thames. Our observations from sites with the same
vegetation type suggest that mangrove properties are important to long wave dissipation only if water
transport through the vegetation is a dominant mechanism of fluid transport. Therefore, realistic
predictions of potential coastal protection should be made prior to extensive replanting efforts.

Keywords: eco-defense; coastal defense; coastal morphodynamics; mangroves; flood attenuation;
natural defense

1. Introduction

Mangroves are the dominant species of vegetation in many tropical and sub-tropical intertidal
environments. These salt-tolerant trees provide a valuable habitat for a range of animal species, reduce
hydrodynamic forces, promote sedimentation, and provide protection from floods [1]. Additionally,
mangroves are significantly more efficient than many terrestrial ecosystems at sequestering carbon [2].
Mangroves thrive in the zone between mean sea-level and high water and thus are sensitive to changes
in inundation regime. Their zonation and ability to prevent erosion or increase sedimentation may
provide a mechanism for mangroves to adapt to sea level rise and alleviate the threat of coastal
retreat [3]. Despite the diverse array of valuable services, worldwide mangrove populations are in
steep decline, with the loss of over one-quarter of global mangrove cover since 1980 [1,4].

Extreme flooding events are projected to increase with sea level rise [5,6]. Additionally, coastal
populations and infrastructure are increasing [7], driving demand for effective coastal protection.
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Conventional engineering solutions are often costly and may have a limited lifespan, destroy
or fragment sensitive habitat, and have been associated with enhanced erosion [8,9]. Coastal
vegetation has been proposed as an alternative to hard engineering solutions. Mangroves can provide
coastal protection by reducing storm waves, dissipating currents, and stabilizing sediments [10,11].
Additionally, sedimentation in mangrove forests may provide a mechanism to maintain present
coastlines with respect to sea level rise [12].

The reduction in the wave height of short period wind-generated waves due to interaction
with mangroves is well established [10,13,14]. Less well established are the protective benefits of
mangroves with respect to storm surge [15-17]. Mangroves reduce peak flood levels by limiting fluid
exchange across the forest [18]. Dissipation of storm surges through coastal vegetation has previously
been quantified as a reduction in peak water level (cm) per distance of flood propagation (km) with
values categorized by vegetation type [15-18]. Although providing an easily accessible solution,
using fixed dissipation rates over wide-ranging sites may oversimplify flood protection provided by
coastal vegetation.

Alongi [12] noted that flood protection provided by coastal vegetation is dependent on
vegetation properties, local bathymetry, and storm parameters. At forest-wide scales applicable
to coastal inundation issues, obtaining mangrove properties is problematic. Vegetation can be
heterogeneously distributed [19], and quantifying the drag-inducing elements (leaves, stems, trunks,
and pneumatophores) can be unwieldy. Several different summary statistics are used for large-scale
hydrodynamics, including frontal area density, the proportion of volume occupied by the solid canopy,
and the blockage factor [20,21]. However, Nepf [21] comments that at reach scales in vegetated rivers,
the patch distribution plays a larger role in determining flow resistance than individual plant geometry.
Typically, vegetation drag is large relative to bed drag and therefore in heterogeneously vegetated
environments, flow is channelized and deflected away from vegetation/high-drag patches [21,22].

The influence of channelization on mangrove flood attenuation is explored through the
comparison of high water events in two contrasting New Zealand mangrove forests. The study
sites are similar in length, with the forest extending ~1 km in the direction of flood propagation,
and both sites are comprised of the same mangrove species, Avicennia marina var. australasica [23].
The key distinction is that the Tauranga mangrove forest is highly channelized in comparison with the
Firth of Thames site.

2. Materials and Methods
2.1. Study Sites

2.1.1. Firth of Thames

The Firth of Thames (FoT) is a ~800 km? estuary on New Zealand’s North Island (37°12 S,
175°27" E) (Figure 1b). The mesotidal estuary has a spring tidal range of 2.8 m and due to a shallow
bed slope and plentiful fine-sediment supply, a large intertidal mudflat has developed [24]. The basin
is bounded to the east and west by mountain ranges and the Hauraki Plains to the South. A stopbank
(visible as a diagonal track on Figure 2a) prevents the inundation of the Hauraki Plains to the south of
the Firth. The basin is exposed to moderate waves from the North and subject to a high terrigenous
sediment supply from the Waihou and Piako rivers. The southern boundary of the Firth is colonized
by a 1 km wide forest of grey mangroves (Avicennia marina var. australasica).
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Figure 1. (a) The North Island of New Zealand with a panel (b) outlined; (b) Section of North Island of
New Zealand showing the proximity of the Firth of Thames and Tauranga mangrove sites.

Figure 2. (a) The Firth of Thames study site with 9 (#1 seaward—#9 landward) instrument locations
noted and bathymetry survey transect (brown). Station #1 is on the unvegetated mudflat, station #2 is
in the vegetation fringe, stations #3—#5 are in the gently sloping intertidal, and stations #6—#9 are on
the intertidal flat; (b) The Tauranga study site with 8 instrument locations noted with channel thalweg
bathymetry survey (brown) and central mangrove survey (green). Station #A is on the vegetation
fringe on the seaward boundary, stations #C and #D are in the western channel, stations #B, #E, and #H
are in the central mangrove forest, stations #D and #F are in the eastern channel.

The cross-shore profile of the vegetated region (Figure 3a) consists of a level mangrove forest
~1.7-1.9 m above mean sea level (MSL) extending ~800 m seaward of the stopbank [24]. The sloping
vegetation extends an additional ~100 m seaward to the mudflat. The topography and forest
characteristics are relatively homogenous in the longshore direction. The elevation of the seaward
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fringe of the forest is close to a mean high water neap tide level (0.98 m MSL), so the tidal prism within
the forest is relatively small and no substantial creeks have developed (Figure 3a) [25].

Mangrove characteristics vary throughout the forest. Along the forest fringe, trees are
characterized by open spreading forms (Figure 4a,b). Within the forest, trees tend to have straight
vertical trunks (Figure 4c). Tree height ranges from 0.5 to 3.5 m. Dense pneumatophores, as many as
~500 m~2, emerge from the bed up to 25 cm in height and ~1 cm in diameter (Table 1).

In November 2016, a supermoon and low-pressure event occurred to produce an unusually large
flood event in the Firth of Thames (Figures 4d and 5a,b). The water levels reached 2.36 m above MSL,
corresponding to an event with a ~10-year return period for the Firth of Thames. The study area was
flooded for several tidal cycles prior to the peak high water and remained flooded for several tidal
cycles after the peak water level.
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Figure 3. (a) The elevation profile along the instrument transect in the Firth of Thames. Mean High
Water Spring (MHWS) and Mean High Water Neap (MHWN) are noted. The main forest is higher
than normal tidal levels and therefore no drainage channels have been scoured by tidal water flow;
(b) the Tauranga RTK survey of transect through central mangrove forest (green) and thalweg (brown).
High Water Spring (HWS) and High Water Neap (HWN) are marked (blue). The semi-diurnal
tidally-driven flow through the forest is responsible for channelization at the site.
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@ )

Figure 4. The images of Firth of the Thames study site. (a) Forest fringe at low tide; (b) Fringe at
mid tide, trees are characterized with open spreading branches; (c) Interior mangrove forest with two
researchers for scale. Trees are tall with vertical trunks; (d) Two researchers in the mangrove forest
during the flood event.
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Figure 5. (a) The Firth of Thames water level at each instrument station for five consecutive spring tidal
cycles. The upper intertidal flat (stations #6—#9) did not fully drain for several tidal cycles; (b) Firth of
Thames water level during maximum inundation event; (c) Tauranga water level for five consecutive
spring tidal cycles. Note that only station #G was submerged at low tide; (d) Tauranga water level
during the largest tidal cycle.

2.1.2. Tauranga Site

Tauranga harbor is a 200 km? barrier-enclosed lagoon on the North Island of New Zealand
(37°39’ S, 176° E) (Figure 1). The mesotidal estuary has an average spring tidal range of 1.62 m and neap
range of 1.24 m [26]. Due to the complexity of the estuary, exact tidal ranges are location-dependent [27].
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The shallow lagoon, with an average depth of 3 m at low tide, has extensive intertidal areas that make
up nearly 2/3 of the estuary area [28]. The estuary has two entrances and is comprised of many
sub-estuarine basins. The mangroves in Tauranga have expanded rapidly, from 13 hectares in the
1940s to 168 hectares in 1999 [29]. The mangroves in Tauranga are at the southern boundary of
their latitudinal range, which causes the forests to be less productive and the trees to be shorter [23].
The focus of the presented work is a basin north of Pahoia (Figure 1) that nearly drains at low tide.

The Pahoia field site is comprised of a ~1 km long intertidal mangrove forest that occupies ~2/3
of the basin surface area (Figure 2b). Two unvegetated steep-sided channels, along the eastern and
western sides of the forest, maintain a near-uniform depth throughout the study site and dominate
water flow into the area (Figures 3b and 6b). The western channel bifurcates around a ~300-400 m
wide central mangrove platform. The vegetated regions are at the same elevation as high-water neap
tidal levels and are approximately flat. A small creek drains into the western channel and further
divides the central mangrove forest. The significant tidal prism in the forest is likely responsible for
creating the channel network [3].

Elevation [+ MSL]
3

(b)

Figure 6. (a) The Firth of Thames LiDAR devoid of a channel network. Patchy higher elevations likely
indicate a vegetation canopy; (b) Tauranga LiDAR data. Deep, incised channels and a level vegetated
intertidal characterize the site. High elevation along channels displays a dense mangrove canopy.
The color bar shows an elevation scale for both subplots.

The forest is comprised of small shrub-like grey mangroves less than 1.2 m in height
(average 0.41 m). Individual trees have complex geometry (Figure 7a) and present a low dense
canopy (Figure 7b). The pneumatophore density averages 75 per square meter, with individual
pencil-roots of similar dimension to the pneumatophores in the Firth of Thames (Table 2).
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(@) T (b)

Figure 7. The images of the Tauranga study site. (a) Example mangrove tree. Vegetation is characterized
by a complex trunk structure and a low canopy height; (b) Mangrove forest at mid tide; (c) Mangrove
lined channel with steep densely vegetated banks; (d) Weather station recording barometric pressure
and wind speed during high spring tide with canopy almost submerged.

Typical spring tides nearly fully submerge the Pahoia mangrove forest (Figure 7d). Figure 5¢,d
displays data from a series of spring tides in June 2017. The peak water level reached ~1.25 m above
MSL. Note that the study site nearly drained at low tide, leaving most of the instruments exposed.

2.2. Field Data Collection

Field observations were collected during two experiments conducted in November 2016 in the
southern Firth of Thames and in April 2017 in the Pahoia sub-estuary of Tauranga Harbor. In each case,
arrays of water level sensors were deployed, along with RTK-GPS surveying and manual vegetation
surveys. Details of surveys and deployments are given below.

2.2.1. Vegetation Survey

Vegetation surveys were conducted to quantify the rigid vegetation at the study sites.
The heterogeneous distribution of vegetation, large study area, and diverse mangrove properties
necessitated a unique approach to measure vegetation. The survey objective was targeted at
the two types of structure that characterize the flow-reducing properties of Avicennia marina:
(1) The pneumatophores and seedling which comprise small, but dense structures near the seabed and
(2) the trees and branches which are much less dense but can form a large blocking mechanism at high
tide and surge levels. Flexible leafy canopies were not quantified. Mangrove canopies in the Firth of
Thames were at sufficient elevation to not submerge and therefore did not influence flow resistance
and were not quantified. The shrubby mangroves at Pahoia were submerged at high tide (Figure 7).
Attempts were made to quantify canopies in Tauranga using the structure from motion, but were
unsuccessful due to the difficulty of gridding the complex leaf geometry. Therefore, the leaves and
small branches will provide an unquantified additional blocking. Visual observations indicated that
flows were not sufficiently strong to cause the flexing of the leafy vegetation.
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Due to the different growth forms of the mangroves at the two sites, slightly different strategies
were employed. In the Firth of Thames, mangrove trees in some areas were nearly impenetrable,
5 m by 5 m quadrats were established along the cross-shore instrument transect. In Pahoia, where the
mangroves were generally less than a meter tall, a cross-shore and an along-shore transect were
established, and vegetation properties measured every 10 m.

In the Firth of Thames, the number of trees was counted in each quadrat. The height and width of
the canopy and the stem diameter at 0.3 m from the seabed were manually measured for 5 trees closest
to the pre-defined coordinates within the quadrat. To quantify pneumatophores, five 0.5 by 0.5 m
quadrats were selected, one at each corner and one at the center of the large quadrat. Within these small
quadrats, all the pneumatophores and seedlings were counted. In addition, the height, top diameter,
and bottom diameter of five pneumatophores were measured resulting in a total of 25 pneumatophores
measured at each station (Table 3).

In Pahoia, a transect through the central mangrove forest was established. Along the transect,
the canopy height was measured at 5 m intervals. Pneumatophore and seedling characteristics were
measured in 0.5 by 0.5 m quadrats every 5 m using the same method as that used at the Firth of Thames
site. Pneumatophore statistics in Table 4 are based on the measurement of 5 pencil roots.

The vegetation drag is estimated as proportional to vegetation frontal area [30]. The frontal area
(ay) assumes that both the trunks and pneumatophores are rigid emergent vegetation (2, = nd)
where 1 is vegetation element density and d is the average diameter. Note that the contribution
of pneumatophores to the total frontal area is reduced when water levels fully submerge the
pneumatophores. The direct measurement of trunks in the Firth of Thames was used to generate
the frontal area parameter. The complex configuration of plants in Tauranga (Figure 7a) made the
measurement of trunks problematic. Therefore, general relationships between trunk density and
canopy height, as well as trunk diameter and canopy height, were obtained for the vegetation data
in the Firth of Thames. Assuming that the general structural properties of New Zealand Avicennia
growth forms are the same between sites, these relationships were used to estimate the trunk density
and diameter for Tauranga based on local measured canopy height. This method generates values for
frontal area density (with uncertainty because of the assumptions of similarities between sites).

2.2.2. Bathymetry

Manual RTK GPS surveys were conducted to obtain bathymetry at both study sites. In the Firth
of Thames, an RTK survey of the instrument transect was conducted using a Trimble R8 GNSS system
(Figure 3a). In Tauranga, RTK elevations were obtained for the western channel and a transect through
the central mangrove forest (Figure 3b) with a Leica GS18 T GNSS system. Additionally, LIDAR data
was provided by local government organizations for both sites (Figure 6). All elevation surveys were
initiated and terminated with verification of vertical measurement accuracy with a fixed survey mark,
the measurement error never exceeded 3 cm.

2.2.3. Water Level

Pressure sensors were deployed at each of the study locations (Figure 2, Tables 1 and 2). The array
of water level sensors deployed in the Firth of Thames in November 2016 consisted of a single transect
of 9 instruments, extending from the stopbank to the mudflat (Figure 2a): Station 1 was seaward
of the vegetation on the mudflat, stations 2-5 were located across the sloping forest region and
stations 6-9 were spread across the forest platform (Figure 3a). A man-made channel is located just
seaward of the stopbank and is evident in the transect survey (Figure 3a). At PAHOIA in Tauranga,
the central mangrove forest and both the east and west channels were instrumented with pressure
gauges (Figure 2b). Station #A is at the seaward edge of the mangroves and at the intersection of the
two primary channels. Three stations (#B, #E, and #H) were located at increasing distances into the
vegetated intertidal platform. An additional two gauges were positioned in each of the two channels.
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Pressure sensors were corrected for variations in barometric pressure and for temperature
dependence and referenced to mean sea level using survey data. Pressure signals were smoothed
using a low-pass filter and converted to the water level using a constant water density of 1025 kg/m?.

Table 1. The Firth of Thames instrument array. Note that during factory calibration, the Aquadopp
depth uncertainty over the range of interest was <5 cm and the Vector uncertainty was <2 cm.

. . Temperature Depth Measurement
Station Instrument Sampling Dependence Uncertainty
Regime Details Correction Applied (cm)
12
#1 Nortek Aquadopp Burst 2% samples at'S Hz Y <10
every 15 min
#2 Nortek Vector Burst 75 min sampling at 16 Y <5
Hz every 15 min
12
#3 Nortek Aquadopp Burst 2% samples at.S Hz Y <10
every 15 min
12
#4 Nortek Aquadopp Burst 27 samples atAS Hz Y <10
every 15 min
#5 RBR Concerto Continuous 4Hz N <1
#6 RBR Duet Continuous 8 Hz N <1
#7 Solinst Levelogger Continuous 1/60 Hz N <1
#8 Solinst Levelogger Continuous 1/60 Hz N <1
#9 Solinst Levelogger Continuous 1/60 Hz N <1
Weather Station Continuous 1/5 min N <1

Table 2. The Tauranga instrument array.

Station Instrument Sampling g:)g:?::z: Depilj'lnl\cfleer::;:teyment
Regime Details Correction Applied (cm)
#A RBR Solo Continuous 8 Hz N <1
Every 2 min
#B RBR Solo Continuous Average 1 min of data N <1
sampled at 4 Hz
#C RBR Duet Continuous 8 Hz N <1
#D RBR Duet Continuous 8Hz N <1
Every 2 min
#E RBR Solo Continuous Average 1 min of data N <1
sampled at 4 Hz
#F RBR Solo Continuous 8Hz N <1
#G RBR Solo Continuous 8Hz N <1
#H RBR Solo Continuous 8 Hz N <1
Weather Station Continuous 1/5 min N <1
3. Results

Water levels across the Firth of Thames and Pahoia study sites for successive tidal cycles are
displayed in Figure 5. The ~1 km wide mangrove forest in the Firth of Thames site reduced the peak
water levels and delayed the inundation signal, with the reduction and delay increasing with distance
into the forest. The largest inundation wave in the Firth of Thames reached a maximum of 72 cm above
the tidal flat at the seaward forest fringe and decayed to 53 cm above the tidal flat at the landward most
station. This water height reduction of 19 cm across the 800 m separation between station 1 and station
9 corresponds to a dissipation rate of ~24 cm/km. The temporal delay in peak water between station
1 and 9 is evident in Figure 5 and estimated at 60 = 5 min. The average velocity of peak inundation
through the Firth of Thames mangrove forest is ~0.2 m/s.

At the Pahoia site, no measurable reduction in water level occurred over the ~1 km separation
between instruments. The dissipation of flood levels was less than the uncertainty of the elevation
measurements. Additionally, no identifiable temporal delay in peak water occurred over the study
site (Figure 5¢,d).

The magnitudes of the inundation waves for the two locations are similar with respect to the
elevation of the mangrove forest. The inundation waves for both sites range from ~20 to ~70 cm above
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the average forest elevation (Figure 8). Nonetheless, the elevation of inundation relative to MSL was
different between the two sites (Figure 5), with the Firth of Thames ranging from ~220 to ~245 cm
above MSL at the seaward boundary of the mangrove forest, while the Tauranga inundation wave
varied between 80 and 125 cm above the MSL.

Max. Water Height Above Forest (cm)
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Figure 8. (a) The peak water level at each instrument station along the transect in the Firth of Thames
for 5 consecutive inundation events; (b) the peak water level at each instrument along the central
mangrove transect in Tauranga (#A, #B, #E, and #H). Elevations are with respect to average elevation
of the forest floor, profiles of which are shown in grey.
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4. Discussion

Mangroves reduce peak water levels during a flood by limiting the exchange of water through
the vegetation [18]. Krauss et al. [15] observed that the presence of channels decreased the efficacy
of mangrove flood attenuation from 9.4 cm/km to 4.2 cm/km. Using a combination of observations
and numerical simulations, Zhang et al. [16] found that the amplitude of storm surge was reduced at
a rate of 40-50 cm/km through mangrove forests and ~20 cm/km through patchy regions consisting
of a combination of mangrove islands and open water. Flood level reduction during the series of
large inundation events in the non-channelized Firth of Thames averaged 24 cm/km, which agrees
with rates previously published for unchannelized forests by Krauss et al. and Zhang et al. [15,16].
In contrast, the channelized New Zealand mangrove site in Tauranga had no measurable reduction of
flood amplitude. We statistically tested whether tree height and pneumatophore density, diameter and
height differed between sites. Because the raw (and transformed) data did not meet the assumptions
of normality (Shapiro-Wilk W test p < 0.001) and /or homogeneity of variances (Levene’s test p < 0.01)
required for t-tests of differences between means, we used the non-parametric Mann-Whitney U test
(a = 0.05). All statistical analyses were conducted in Statistica version 13.2. The results indicated
that tree height, pneumatophore density, and pneumatophore height were all significantly different
(p < 0.001). As a consequence, the frontal area, and therefore the flow resistance, from trunks was
greater in Tauranga than in the Firth of Thames (Tables 3 and 4). Additionally, Chen et al. [31]
demonstrate that mangrove canopies only increase the generation of turbulent kinetic energy by about
10% compared to when the flow is below the bottom of the leaf structures. Despite flow engagement
of the dense leafy canopy in Tauranga (Figure 7d), the vegetation had no flood mitigating influence
due to preferential routing through the channels.

The interaction of water and vegetation is complex and has been investigated at multiple length
scales. At small scales (O (mm)), the boundary layers and shear caused by individual stems, roots,
and leaves cause turbulent eddies that shed off each individual stem [32]. Turbulence is also generated
at the shear layer between the faster moving flow over submerged vegetation, and the damped flow
within the canopy [33]. Intermediate scales (O (m)) comprise flow at the canopy or patch scale involving
a community of vegetation. Larger length scale interactions (O (km)) occurs at the forest level [34].
To appropriately investigate a process of interest, a reasonable spatial scale, associated conceptual
model, and relevant measurements and methods must be identified [21]. Vegetated regions produce
high drag with respect to unvegetated areas and flow is diverted to the path of least resistance. In areas
described as dense vegetation patches, most flow is directed around the patches and a forest-wide
approach is required. In sparse or homogeneously distributed vegetation, smaller-scale resistance
dominates and a smaller-scale approach is justified [35].

In mangrove forests, it is not just the vegetation geometry that controls water transport,
the intertidal bathymetry, and water level relative to the elevation of the vegetation also play
a role [36-38]. Flow through mangrove forests has been categorized into creek flow or sheet flow
depending on the primary mechanism of fluid transport. Creek flow dominates in channelized
mangroves at low water levels. Sheet flow, the transportation over the vegetated platform through
the mangroves, becomes increasingly important with reduced channelization and at increasing
water levels [36]. Our results show that the Tauranga mangrove forest is dominated by creek
flow, and the density of mangrove vegetation therefore only has minimal contribution to the
flow restriction; no evidence of reduced inundation level nor delay in the flood signal exists.
In Tauranga, flow resistance is best described by the larger-scale distribution of vegetation and degree
of channelization. Conversely, the Firth of Thames mangrove forest is not channelized, and the primary
shoreward water transportation mechanism is sheet flow through the vegetation. Here, vegetation
properties are important for impeding water exchange across the forest, reducing inundation levels
and slowing the flood wave propagation. In the Firth of Thames, the flow resistance relates to the
vegetation properties along the one-dimensional cross-shore transect. The cumulative influence of
large quantities of individual stems, stalks, and leaves on fluid flows at forest wide scales necessitates
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simplifying vegetation summary statistics [20]. Several different statistical parameters have been
used to describe the influence of vegetation on large-scale flow resistance, including the solid volume
fraction, vegetation porosity, and frontal area per bed area [21].

Channelization in mangrove environments develops as the trees grow and create flow resistance
and concentrate the flow into channels [3]. However, for initiation of the feedback process that allows
the channels to develop, the intertidal platform must be at a sufficiently low elevation with respect to
the tidal excursion that currents occur on the vegetated platform. In the case of a very high platform,
inundation only occurs at slack water close to high tide, at which time conditions promote sediment
deposition. The Tauranga mangrove forest is inundated during normal tidal levels. The drainage
channels in the Tauranga study site have likely resulted from scouring by tidally-driven water transport
through the forest. The forest elevation in the Firth of Thames is higher than the Mean High Water
Spring (MHWS) water levels (Figure 3a) and therefore water is only infrequently transported through
the forest and channels cannot develop.

During the study, water depths in the relatively flat mangrove forests in Tauranga and the
Firth of Thames were of similar magnitude (Figure 8). The capacity of mangroves to provide
coastal flood protection is ultimately related to water transport pathways. Extrapolating from our
case study environments, we can expect that lower intertidal areas with channelization will be far
less capable of protection than higher intertidal areas with little channelization. Krauss et al. [15]
and Zhang et al. (2012) found that the reduction of flood levels along a river corridor was less than
through unchannelized vegetation but still provided flood protection. Both previous investigations
focused on hurricane-driven storm surges in the south-east United States. The extreme water
levels greatly exceeded the capacity of the channel networks, likely resulting in flow pathways
through the vegetation and therefore the capacity to mitigate flood levels was apparent but reduced
compared to unchannelized locations. Moreover, the sediment regime has been shown to contribute
to the development of a profile shape, with muddy profiles often associated with high convex
intertidal geometries [39].

5. Conclusions

The influence of mangroves on long wave propagation is strongly dependent on flow routing.
In highly channelized mangrove forests, such as our Tauranga case study area, water is preferentially
transported via the channels and flood levels are not reduced substantially across the forest. In these
cases, the vegetation does not contribute significantly to flow resistance, so specific plant properties
are irrelevant with respect to limiting fluid transport. However, we hypothesize that for sufficiently
large flood events, in which the conveyance capacity of the channels is exceeded, a proportion of
the flow will be forced through the vegetation, which will thus provide an intermediate level of
attenuation (still reduced relative to an unchannelized environment). Conversely, in homogeneously
vegetated forests without channels, such as the Firth of Thames study site, water is transported
through the mangroves and the trees reduce flood levels by limiting fluid exchange through the forest.
In these cases, knowledge of vegetation characteristics is essential for the prediction of the rate of flood
level reduction.

The degree of channelization and therefore the capacity of mangroves to reduce flooding depends
on the elevation of the vegetation. Mangrove forests that occur at relatively low, frequently inundated
elevations are subjected to tidal currents that promote channelization, which in turn reduces their
capacity to mitigate the flood water level. Higher elevation mangrove forests are inundated only at
the peak tide when currents are at a minimum and the sediment regime is depositional. No channel
network is created nor maintained, and the capacity of the mangrove forest to reduce flood events
is maximized.
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Abstract: Flume experiments were performed to test four plant mimics with different stiffness to
reveal the effect of plant stiffness on the wave dissipation and turbulence process. The mimics
were built of silica gel rod groups, and their bending elastic modulus was measured as a proxy for
stiffness. The regular wave velocity distribution, turbulence characteristics, and wave dissipation
effect of different groups were studied in a flume experiment. Results show that, when a wave ran
through the flexible rod groups, the velocity period changed gradually from unimodal to bimodal,
and the secondary wave peak was more apparent in the more flexible mimics. The change in the
turbulence intensity in the different rod groups showed that the higher the rod stiffness, the greater
the turbulence intensity. With an increase in the bending elastic modulus of a rod group, the wave
dissipation coefficient increased. The increase in the wave dissipation coefficient was not linearly
correlated with the bending elastic modulus, but it was sensitive within a certain range of the
elastic modulus.

Keywords: vegetation stiffness; bending elastic modulus; velocity distribution; turbulence intensity;
wave dissipation

1. Introduction

Waves are one of the most important hydrodynamic force in coastal environments [1-3].
The reduction of coastal erosion induced by waves is an important topic for coastal protection and
morphological changes [4-6]. Plants, such as mangroves, play an important role in protecting coasts.
The planting of forests for wave attenuation in front of seawalls can reduce the arrival of waves,
reduce the impact force of waves, and enhance the security of dams. It is known that different
plant properties (e.g., density, stiffness, flexibility, arrangement mode, degree of submergence, and
other factors) produce different influences on momentum transfer and the turbulence structure in
canopy flow [7-12]. These related processes can lead to different sediment deposition patterns, which
can influence the coastal morphology. The interesting point is that even the presence of a short,
low-biomass seagrass meadow can lower the beach erosion rates compared to shallow unvegetated
nearshore reef flats [13-16]. However, wave interactions between plants with varied stiffness have not
been fully understood.

To investigate these interactions, Huang et al. [17] designed a physical model with a rigid main
trunk and flexible branches and leaves. They then systematically analyzed wave propagation behaviors
on a vegetated floodplain, as well as the effect of plant branches and leaves, tree trunks, the width
of the beach, the depth of the water on the beach land, and wave elements on the propagation and
deformation of the wave. Jiang et al. [18] used a physical model experiment of a wave flume to
study the effect of changes in the wave height and wave form. Incident wave height, plant densities,
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reflection, transmission coefficient, and the wave energy dissipation were investigated. Moller and
Spencer discovered that wave height decreased exponentially in a vegetated area [19]. Quartel et al. [20]
performed an experiment at the Red River Delta in Vietham and found that the wave dissipation ability
of mangrove areas is five to 7.5 times more than that produced due to bottom friction. Bradley and
Houser [21] quantitatively analyzed the effect of the relative movement of flexible seaweed leaves on
wave height reduction in a reversing current. Fonseca and Cahalan [22] and Augustin et al. [11] showed
that, when the height of seaweed was greater than or close to the water depth, the wave dissipation
effect was obvious, and when the plant was submerged, the wave dissipation effect decreased with
increased water depth. Tschirky and Hall [23] and Lima et al. [24] performed experiments that indicated
that an increase in plant density enhanced the wave dissipation effect. However, Mazda et al. [25] and
Horstman et al. [26] found that when the water depth in the mangrove was more than the height of
the aerial roots, an increase in water depth reduced the wave dissipation effect, and when the water
depth increased to the height of the mangrove leaves, the wave dissipation effect increased. Cruise
and Muslesh [27] used a rigid pole to simulate the emerged portion of rigid vegetation and studied
the effect of plant diameter and arrangement on water depth and velocity. White and Nepf [28] also
studied the plant drag force, flow turbulence, and diffusion with a rigid rod.

Currently, there are many laboratory studies on vegetation under unidirectional currents and/or
waves [29-32], field studies on wave dissipation through flexible vegetation [33-36], and turbulent
flow through real mangrove roots [37]. However, the wave propagation and turbulence in vegetation
with different stiffness is currently less studied [8].Therefore, in this study, the main aim is to study the
wave propagation and turbulence characteristics among vegetation with different stiffness. A type of
mimics used in this study is completely rigid, and the other three types of mimics are flexible to mimic
the stems of macro algaes like Fucus vesiculosus and Fucus serratus with comparable elastic modulus
(0.121-0.585 Gpa) [38]. The bending elastic modulus were measured using plant mimics made of silica
gel rods with different stiffness. The regular wave velocity distribution, turbulence characteristics, and
wave dissipation effect of different groups were studied to better understand the wave dissipation
process through a vegetated field. The knowledge obtained by this study may provide a scientific
reference for the planning and design of coastal protection projects.

2. Experimental Setup

2.1. Experimental Design

Experiments were conducted in a laboratory wave flume. The dimensions of the flume were
66 m long, 1.0 m wide, and 1.6 m deep. A piston-type waves paddle installed at one end of the flume
was used to generate regular and irregular waves. For simplicity, we only tested regular waves in the
current study. An overview of the flume, with its coordinate system and the wave maker, is shown
in Figure 1. All of the instruments were deployed in this flume. Details of the flume dimensions and
sensor deployments are also shown in Figure 1. The water surface elevation was measured using
capacitance-type wave probes with good long-term stability and linear calibration curves. The wave
probes were calibrated just prior to conducting the experiments. A SonTek 16-MHz Micro ADV
(Acoustic Doppler Velocimeter) (SonTek/Xylem Inc.: San Diego, CA, USA) was used to measure
the three-dimensional water velocity. The sampling frequency of the ADV and wave gages is 50 Hz.
The data were collected after the waveform stabilized in the front of the mimic vegetation area, and
the data collection lasted for 60 s. In order to eliminate the error, each experiment was repeated for
three times. Peak velocities were obtained by taking the maximum value of an entire wave period.
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Figure 1. Model configuration and rod arrangement (from left to right, The green solid dots are the
rods and the red ones are the ADV (Acoustic Doppler Velocimeter) measuring points).

The vegetation zone was composed of silica gel rods of different stiffness installed on a flat slope.
The rods were fixed though the prefabricated holes on the at the slope bed. Wave gauges were installed
before and after the vegetation zone to quantitatively measure the wave attenuation. The 3D flow
field structure and turbulence characteristics were measured using the ADV. The current velocity was
measured at the middle and bottom layers at 10 cm and 2 cm above the bed using the ADV. These two
measuring points are regarded as representative heights of the vertical profile, while the information
of the whole profile was not obtained.

The wave and flow design included no wave breaking action nor the presence of emergent
vegetation. Therefore, the designed water depth of the floodplain was 15 cm, and the corresponding
water depth before the wave plate was 45 cm. In addition, the regular wave height was 5 cm, and the
wave period was 1.34 s. The resulting wave length was 1.53 m, and the tested water depth (0.15 m) in
the vegetation canopy was half water depth. The wave condition is similar to previous lab work with
small waves (wave height H <7 cm) [36,39].

2.2. Experiment Materials

The diameter of plant mimics (d) was 1 cm and mimic height (/) was 20 cm, and they were
arranged into a rectangle with a total width of 195 cm consisting of 40 rows that were 5 cm apart
with columns 5 cm apart (See Figure 1). The height of the mimics was determined to be similar to
F. vesiculosus. The projecting area was 289.85 cm?, which is also similar to the field conditions of
F. vesiculosus [38]. Thus, essentially, this experiment did not involve scaling, as the tested mimics were
dynamically similar to F. vesiculosus in the field conditions and the tested wave condition was also
similar to the real field condition (depth = 0.15 m, wave height = 0.05 m, and period = 1.34 s). In the
current experiment, the tested Re (Re = u x d/v, where u is the velocity of the middle and bottom
layers) number range was generally between 1000 and 2000.

Eleven measuring point was set along the center-line of the wave flume to minimize the influence
of the side-wall. The obtained velocities and turbulence statistics are regarded as the representative
measurements of the flume cross section. However, pair ADV measurements in the lateral direction
were not conducted in our experiment. Thus, the current study mostly focused on velocity in the
streamwise direction, i.e., u. The u velocity is positive when it is in the same direction as wave
propagation, and it is negative when it is opposite to wave propagation.
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We used a spring scale for the cantilever measurement. 10 rods of the same material were involved
in each test and the experimental results are averaged. The elasticity modulus was calculated using
the cantilever beam formula, and the stiffnesses of different materials were measured as:

Cantilever beam formula : E = FL3/ (3ul)

)

where E is the elasticity modulus (Pa); u is the offset distance (m); F is the transverse tensile force (N);

I is the inertia moment, i.e., I = nd*/64 for a circle; and L is the rod length (m).

The elastic modulus of the rods is shown in Table 1. Materials 1, 2, 3, and 4 with different stiffnesses
are denoted as M1, M2, M3, and M4, respectively (Figure 2). These rods were commercially available.
The elastic modulus of M1 was significantly greater than the others, and it was able to keep upright

throughout the entire process. Therefore, M1 can be seen as a rigid rod.

Table 1. The bending elastic modulus of the different materials and statistics of the flow velocity peak values.

. Application Elasticity Measuring Point of 5#
Material Modulus E (Gpa) . . .
Force (N) Middle Layer Velocity (cm/s)  Bottom Layer Velocity (cm/s)
M1 30 16.56 2217 19.95
M2 1.2 0.66 18.10 17.33
M3 0.7 0.39 17.23 16.08
M4 0.2 0.11 15.28 13.54

Figure 2. The picture of four materials of the flexible rods bending during the experiment.

2.3. Data Processing

The original data were phase-averaged according to Cox’s theory [40]:

N.
1 < .
Ma(xyz ) = 5 Zlym(x,y,z,tn)] =12,...,
"
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On the basis of j = % points, the original 3D data were divided into three directions and N;
circles. Using the phase average, the velocity of each point in one circle can be obtained, u;,(i = x,y,z),
and the fluctuating velocity can be presented as follows:

I _ -
U = Uiy — Ujgl = X, Y, Z. 3)

Turbulence intensity is the root mean square of the fluctuating velocity:

7= (ug)zi =x,v,z 4)

The probability density function of random data means the probability of an instantaneous value
being within a specified range. For the turbulent process, the probability of its value, u(t), being in the
(uo, up + Au) can be defined as the following:

problug < u(t) < ug+ Au] = Jim %, ©®)
— o0

where T is the measuring time; and T is the sampling time within (ug, 1o + Au), Ts = Y11 At;.
A probability density function of velocity measurements was made for each material. If this random
process is a normal distribution, then the probability density function can be found using the
following equation:

flup) = e ™7, ©)

where f is the probability density; and u is the fluctuating velocity in the i direction.
Reynolds stress is the shear force caused by the momentum exchange of a unit fluid passing
through a unit area. The equation is the following;:

Tj = —pHj, @)

where wheni = j, 0 = —pyl’.y]’,, and ¢ is the normal stress; when i # j, T is the Reynolds shear stress.

3. Results and Discussion
3.1. Velocity Variations in the Mimicked Vegetation Canopy with Different Stiffnesses

3.1.1. Peak Velocities

The peak velocities changed significantly when waves crossed the different rod groups. The more
flexible the plant, the smaller the peak the velocity. Table 1 shows the value of the velocity peaks.
It was found that with an increase in rod flexibility (from M1 to M4), the velocity peak value in the
middle and bottom layer both gradually diminished. Compared to M1, the peak value of the middle
and bottom layer of M4 were reduced by 31% and 32%, respectively. The peak velocity value between
two rods was increased. It is because rigid rods do not have any swing deformation, which squeezes
the passing water and leads to higher velocity. For flexible rods, however, they sway as water passes,
and hence do not lead to similar increased velocity. In fact, as the flexibility increases, the averaged
velocity reduces (Figure 3).

Flexible rods do not cause contraction of the flow passing the flume section because of the
unsynchronized swing. Therefore, the peak wave velocity was small. This is similar to what occurs
when a bridge makes a channel narrow and increases the flow velocity.

3.1.2. Phase Averaged Velocity

According to the instantaneous velocity measured using the ADV, phase velocities in the direction
of u are shown for different rod groups in Figure 3. Data from measuring point #5 is shown as it is in
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the center of the vegetation patch and it is representative of the averaged flow condition. The velocity
curve shows that with a phase shift, the more flexible the materials are, the lower peak flow is. With a
low flow velocity, the differences among the flow velocities of different materials are not obvious.

20

Velocity (cm/s)

_15 . . . . . . . .
0 5 10 15 20 25 30 35 40
Ts)

Figure 3. Phase averaged velocities in the u direction of different rod groups (measuring point of #5).
3.1.3. The Secondary Wave Peak in the Flexible Rod Groups

The experimental results show that when waves went through the flexible rod groups, the velocity
period changed gradually from unimodal to bimodal, owing to swing in the rod group. The more
flexible the rod group, the more obvious the secondary wave peak. Figure 4 shows velocity of the
M4 rod group at measuring point #5. The figure shows that both in the middle and the bottom layer,
bimodal structures existed during each wave period. The ratio between the secondary wave peak
and the main wave peak in the middle layer was 0.49:1, while in the bottom layer it was 0.31:1. This
phenomenon indicates that the swing extent of a rod increases as the water surface approaches, and its
impact on the secondary peak of the wave velocity also increases.

30

—+—the middle layer
—O—the bottom layer

20

Velocity(cm/s)
=3

20

-30

0 1 2 3 4 5 6 7 8 9 10
t(s)

Figure 4. Velocity at measuring point #5 of the material 4 (M4) rod group. The dash boxes show the

secondary peaks of the wave velocity in the negative direction.

3.2. Turbulence Characteristics of the Different Rod Groups

3.2.1. Turbulence Intensity

The middle layer turbulence intensity distributions in the u direction for the M1 and M4 rod
groups are presented in Figure 5. The middle and bottom layer turbulence distributions of the different
materials are shown in Figure 6. Spatial changes in the turbulence intensity indicates that the highest
value occurs during the period of the wave entrance into the rod group and in the middle of the
rod group. Possible explanations include the following: (1) The water’s entrance into the rod group
means that the wave propagates from one interface to another interface, which can result in intense

76



Water 2019, 11, 109

turbulence; and (2) wave streaming causes intense turbulence when the wave propagates in the middle

of the rod group.
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Figure 5. Turbulence intensity in the u direction in the material 1 and 4 (M1 and M4) rod groups.
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Figure 6. Middle and bottom layer turbulence distributions of the different materials (measuring point #5).

The turbulence intensity changes in different materials indicate that the greater the material
stiffness, the stronger the turbulence velocity and intensity. From M1 to M4, the turbulence intensity
reduces 5.1%, 5.4%, and 4.4%, respectively, in the u direction of measuring point #5. This result is
similar to that of a previous experiment by Pujol et al., [29].

The turbulence intensity in different directions shows that the largest was in the u direction
followed by the v direction, and the intensity in the w direction was minimal. As far as the vertical
distribution, the turbulence intensity in the bottom layer was smaller than in the surface layer. This
reflects that turbulence was anisotropic when the vegetation patch was under wavy flows.

3.2.2. Probability Density of the Fluctuating Velocity

If the probability density is a normal distribution, the wider the graph, the larger the velocity
deviation. The y axis intercept is the turbulence intensity in Figure 7. Figure 7 shows the probability
density distribution of the fluctuating velocity in the u, v, and w directions. Two peak values are found
in the probability density function of the u direction, and at the same time, the turbulence intensity
decreases with an increase in the flexibility of the rod group. While in the v direction and w direction,
the probability density follows a normal distribution, and the differences between different materials
are not obvious.

f(u)

-50 -40 -30 =20 -10 0 10 20 30 40 50
u/ (cm/s)

Figure 7. Cont.
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Figure 7. Probability density distribution of the fluctuating velocity in the 1, v, and w direction (at
measuring point #5).

3.2.3. Reynolds Stress

Reynolds stress is generally greater than the viscous shear force in vegetated flows [41]. Therefore,
only near the sidewall is the viscosity term considered, otherwise it is ignored.

Reynolds stress is the result of an uneven flow velocity distribution in a flow field. Therefore,
the more uneven the velocity distribution is, the greater the Reynolds stress is, and the stronger the
turbulence. Figure 8 shows the change in Reynolds stress for different rod groups, where R, = (1'v’),
Ry = (W'w') and R, = (v'w’) (i, v, and w’ represent fluctuating velocities in the u, v, and w directions,
respectively). Results show that the Reynolds stress decreases with increasing stiffness. The Reynolds
stress of the M4 middle layer is only 10% that of M1.

Moreover, the Reynolds stress of the middle layer is larger than the bottom layer, which is similar
to Ma'’s [42] research on the wave turbulence. The middle layer Reynolds stress is about 1.14 times
that of the bottom layer in the rigid rod group (M1), and about 1.52 times that of the flexible rod
group (M4).
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Figure 8. Reynolds stresses for different rod groups (at measuring point #5).

3.2.4. Energy Spectrum Density

The turbulent process can be seen as superposition of simple harmonic waves with different
frequencies. Velocity spectra were computed and give the parameters used to compute the power
spectra (E(n), [* E(t)dn = %ﬁ) The energy spectral density curve represents the distribution of
turbulent kinetic energy in a wave band (w, w + dw) in steady time. Time is the inverse of frequency.
We set a 95% confidence interval on each of the spectra to eliminate the effect of noise. The high
frequency in the energy spectrum represents the quickly changing turbulence, or turbulence on a small
time scale [43].

The energy spectral density distributions in the u direction for different material rod groups at
measuring point #5 are shown in Figure 9, which is related to the wave energy transmission process.
As can be seen from the figure, when a wave propagates in the rod groups, two energy spectral peaks
exist, with the main peak value larger than the secondary peak. With a reduction in material rigidity,
the main peak value of the wave energy decreases, which means that the wave turbulence intensity is
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reduced. Furthermore, the secondary peak of M4 is the largest among all the cases. The secondary
peaks were related to rod group swing. The more flexible the rod group was, the more obvious the

secondary wave peak was.
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Figure 9. Energy spectral density distributions in the u direction for different material rod groups at

measuring point #5.

3.3. Wawve Dissipation Effect in the Different Rod Groups

The change in wave height before and after the wave moves through the rod groups represent the
attenuation of wave energy (see Table 2 and Figure 10). When the bending elastic modulus of the rod
group increases from 0.11 GPa to 0.39 Gpa (Compare M4 with M3), the wave dissipation coefficient
correspondingly increases from 25.17% to 39.79%. When the flexural elastic modulus increases from
0.39 GPa to 16.56 Gpa (Compare M3 with M1), the wave dissipation coefficient increases from 39.79% to
40.45%, only an increase of 1.66%. M2 and M3 may have happened to be in an area that was insensitive
to stiffness, causing the wave dissipation coefficients to fluctuate.

Table 2. Wave height and wave dissipation coefficient before and after the wave moves through the

rod groups.
Material Bending Elastic Wave Height before =~ Wave Height after the =~ Wave Dissipation
Modulus E (Gpa) the Rod Groups (cm) Rod Groups (cm) Coefficient
M1 16.56 5.81 3.46 40.45%
M2 0.66 5.79 3.56 38.51%
M3 0.39 5.83 3.51 39.79%
M4 0.11 5.84 4.37 25.17%
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Figure 10. The relation of the Bending Elastic Modules E (Gpa) and the Wave Dissipation Coefficient.

Overall, the wave dissipation coefficient increases with increases in the bending modulus of
elasticity in the rod group. More succinctly, the greater the stiffness of the rod group is, the more
obvious the energy dissipation effects will be. In addition, the growth of the wave dissipation coefficient
is not linear with the bending elastic modulus; but is sensitive within a certain range of the elastic
modulus. There is a sharp quick increase in the wave dissipation coefficient. However, when the
bending elastic modulus value increases to 0.39 Gpa, the wave dissipation coefficient growth becomes
extremely small.

The above behaviors can also be interpreted from the physical phenomenon point of view. M3
and M4 obviously swing more under wave flow. M2 only slightly swings when the wave peak passes.
M1 is completely rigid and does not swing. This phenomenon shows that the bending elastic modulus
values of M3 and M4 happen to be in the most sensitive ranges for a swing reaction under group wave
conditions; that is, in the most sensitive ranges for a change in the wave dissipation coefficient.

Our results showed that when waves ran through flexible vegetation mimics, the velocity period
changed gradually from unimodal to bimodal. This phenomenon is likely due to the swaying effect of
the flexible vegetation [8,31], as it is more apparent with flexible mimics. The change in the turbulence
intensity in the different rod groups showed that the higher the rod stiffness, the greater the turbulence
intensity exists. This result is similar to that in Reference [29]. With an increase in the bending elastic
modulus of a rod group, the wave dissipation coefficient increased, which is consistent with the
previous studies [39,41]. However, the increase in the wave dissipation coefficient was not linearly
correlated with the bending elastic modulus. It was more sensitive in a certain range of the elastic
modulus than others.

4. Conclusions

The bending elastic modulus was measured using a conceptual plant model that was built
of silica gel rod groups of different stiffness. The regular wave velocity distribution, turbulence
characteristics, and wave dissipation effect of the different groups were studied. According to the
results, the conclusions that follow can be drawn.

(1)  When waves went through different material rod groups, the peak velocity of the wave was
in decay. The more flexible the rod group, the smaller the peak flow velocity. With a low flow
velocity, the differences among the flow velocities of the different materials was not apparent.

(2)  When waves go through the flexible rod group, the velocity period gradually changed from
unimodal to bimodal. Owing to rod group swing, the more flexible the rod group was, the
more obvious the secondary wave peak was. With a reduction in material rigidity, the second
peak value of the wave energy decreased, which was related to flow shocks that were caused by
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the swing of the flexible rod group. It is expected that, with different wave periods, the swing
behavior and the wave energy transmission will be different, which should be further studied.

(3) High turbulence intensity existed in the areas at the front and in the middle of the rod group.
This was because when the wave entered the rod group, the wave propagated from one interface
to another, resulting in intensified turbulence.

(4) The greater the material stiffness was, the stronger the turbulence velocity and intensity were.
The Reynolds stress decreased with increased flexibility. Additionally, the middle layer Reynolds
stress was generally larger than that at the bottom layer.

The insights on different patterns in wave propagation turbulence intensity in different canopies
may lead to further understanding of the coastal morphological changes with vegetation influence
and may assist in selecting vegetation species with suitable stiffness for coastal protection purposes.
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Abstract: Coastal vegetation is effective in dissipating incident wave energy during storm conditions,
which offers valuable protection to coastal communities. Determining vegetation drag coefficient
(Cp) is of great importance to the quantification of vegetation-induced wave dissipation. Recently,
a direct measuring approach has been developed to derive vegetation drag coefficient more
accurately compared to the conventional calibration approach. However, as this approach requires
perfectly in-phase force and velocity signals, there are two difficulties associated with it. The first
difficulty is the availability of a suitable force sensor to compose synchronized force-velocity
measuring systems. The second difficulty is related to realigning the obtained timeseries of force
and velocity data. This technical note develops a new synchronized force—velocity measuring
system by using standard force sensors and an acoustic doppler velocimeter (ADV). This system is
applied together with an automatic realignment algorithm to ensure in-phase data for Cp deviation.
The algorithm reduces the phase shift between force-velocity signals from ca. 0.26 s to 0.003 s.
Both time-varying and period-averaged Cp can be obtained using this method. The derived Cp can
be used to accurately reproduce the measured maximum total acting force on vegetation (R? = 0.759),
which shows the reliability of the automatic alignment algorithm. The newly-developed synchronized
force-velocity measuring system and alignment algorithm are expected to be useful in future
experiments on vegetation—wave interactions with various hydrodynamic and vegetation settings.

Keywords: drag coefficients; oscillatory flows; force sensors; synchronization; automatic alignment

1. Introduction

Mangroves, saltmarshes, and seagrasses are important coastal ecosystems that are widely
distributed in world’s coasts [1-3]. The wave-damping capacity of these coastal wetlands has
been increasingly recognized [1,4-8]. These coastal wetlands can significantly reduce wave energy
even under storm or tsunami conditions [9,10], which provides valuable protection to the coastal
communities and properties [11,12]. Over the past decades, the wave heights have a clear increase trend
in extreme conditions, together with accelerated sea level rise [13-17]. Therefore, there is a demand for

Water 2018, 10, 906; doi:10.3390/w10070906 87 www.mdpi.com/journal /water



Water 2018, 10, 906

better understanding and predictive ability of vegetation—wave interaction process to reduce coastal
flooding risks [4,18-20].

The main impact of vegetation on incident waves is exerting an additional force on water
motion [21,22]. This force can be described by the Morison equation, which is composed by drag
force (Fp) and inertia force (Fjs) [23]. For normal field conditions, the drag force is the dominant force,
and most relevant for wave energy dissipation. In the Morison equation, Fp is proportional to the
square of impact velocity on vegetation stems. When the velocity scale is determined, the magnitude
of Fp varies linearly with vegetation drag coefficients (Cp). In oscillatory (wavy) flows, the Cp values
have a large range of variations (i.e., 0.1 to 100) [24]. The Cp values depend on canopy density,
hydrodynamic conditions, as well as the morphology of the individual canopy elements. Thus,
choosing appropriate Cp values are important for accurate simulation of Fp, and the resultant wave
dampening in many modelling studies [18,25-30].

Currently, there are two methods available in determining Cp: the calibration method and the
direct measurement method. The calibration method is a convectional method developed in the
1990s [31,32], and has been widely used since [33-35]. It derives Cp by calibrating its values to obtain
the best fit between modelled and measured wave height evolution over vegetation fields. The direct
measurement method is a new method, which has been developed since the 2010s [36-38]. This method
directly applies the Morrison equation and measured in-phase force and velocity data to determine
Cp. The main differences between the calibration and the direct measurement method are: (1) the
calibration method can only provide period-averaged Cp, but the direct measurement method can
derive both period-averaged and time-varying Cp; (2) the direct measurement method can eliminate
the potential errors often associated with the calibration method, and lead to Cp—Re (Reynolds number)
relations with better fits, which are desirable for model applications [37].

Since the direct measurement method relies on in-phase force and velocity data, there are two
difficulties when applying this method. The first difficulty is the availability of suitable force sensors to
assemble synchronized force-velocity measuring systems. The force sensors should be waterproofed
and durable in wave flumes, where frequent water logging and splashing occur. Additionally,
the sensors should be small enough to fit into wave flumes. The second difficulty associated with this
method is the data processing technique required to obtain perfectly aligned force-velocity data for
Cp derivation [37]. The data alignment is critical for the direct measurement method, as there are time
lags between original force data and velocity data signals (ca. 0.2 s), which may lead to large errors in
the derived Cp. These time lags may originate from small misalignments between force sensors and
velocity measurement [37]. They may also be induced by intrinsic time shifts in instrument recordings.
The maximum wave energy dissipation occurs at the peak wave orbital velocity in phase with the
peak drag force when Cp values matter the most. Thus, in order to obtain accurate Cp values, it is
important to minimize the time lags. Previous studies firstly set an intrinsic time lag between the force
and velocity data, and then started iterations to reduce the time lag. Note that this intrinsic time lag
varies with different instrument set-ups. This intrinsic time lag needs to be carefully tuned to obtain
in-phase data. It is, however, preferable to have an automatic algorithm that can provide generic
solutions to the alignment problem.

In this technical note, we have developed (1) a synchronized force-velocity measuring system by
using standardized force sensors that can easily fit in wave flumes; (2) and an automatic alignment
algorithm to obtain in-phase force-velocity data for Cp derivation. The new force-velocity measuring
systems are applied in a flume at four locations in a mimicked mangrove canopy, which were tested
with various simulated wave conditions. The automatic alignment algorithm was then applied to
reduce the time lags between force-velocity signals. The processed data were subsequently used to
derive both time-varying and period-averaged Cp. To evaluate the accuracy of the derived Cp (and
also the alignment algorithm), we used the derived Cp to reproduce the total acting force on mimicked
vegetation, and compared it with the measurements.
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The rest of the technical note is organized as follows: Section 2 introduces the automatic alignment
algorithm and the set-up of the synchronized force-velocity measuring system in the wave flume at
the Fluid Mechanics Laboratory at Sun Yat-sen University, Zhuhai Campus. Section 3 demonstrates
the original and processed force-velocity data, as well as the reproduced force data results. Section 4
discusses the current limitations and provides an outlook for future applications of this method. Finally,
Section 5 provides conclusions of the current note.

2. Materials and Methods

2.1. The Direct Measuring Method for Cp Derivation

The force acting on a single stem can be expressed by Morison equation [23] as

F=Fp+Fy= %pCthbvu\U\ + ngthbZ,z%—lf 1)
where F is the total acting force on vegetation which can be obtained by force measurement. Fp is
drag force, and F, is inertia force. p is the density of the fluid. Cp and Cy, are the drag and inertia
coefficients, respectively. h; is the height of vegetation in water, and by is the diameter of circular
cylinder. U is the depth-averaged flow velocity. When linear wave theory is applied, the U varies as a
function of sine:

U = Uy sin(wt) ()

where Uy, is the amplitude of horizontal wave orbital velocity. Following linear wave theory, Uy, can

be expressed as
_ mH coshlk(h + Z)]

Yo =TT sinnkn) ©
where H is wave height, T is wave period, k is wave number, /1 is water depth, and Zj is the vertical
position of the considered point, which is 0 at the still wave level, and —/ at the sea bed. Equation (3)
was used to estimate U, when the velocity measurement is unavailable. Cy; is often assumed to be

equal to 2 for cylinders (e.g., [39]). To derive the time-varying Cp, we can apply the following equation:

2Fp 2(F — Fy)

CH = -
D= phob UU] — phob,U[U|

)

where Fj; can be derived based on %—Lf using the timeseries of velocity data, and other parameters (i.e.,
0, by, hy, Cpp) in Fjy are known. Thus, time-varying Cp can be obtained readily when in-phase force
and velocity data is obtained.

Period-averaged Cp is relevant to vegetation-induced wave dissipation. It was not computed
as the temporal mean of the time-varying Cp. Time-varying Cp has great variability over one wave
period [37]. Specifically, its value is infinite when the velocity is close to zero. However, those Cp
values are not relevant for vegetation-induced wave energy dissipation, as dissipation is highest at the
velocity peaks. Thus, Cp values at high velocity matter the most. To obtain relevant period-averaged
Cp values, the direct measurement method applies the technique of quantifying the power and work

done by the acting force (¢) [37]. The time-varying power of Fp and F, is evaluated as follows:
Pp = FpU (5)
Py = FyU (6)

The work done by the total acting force (F) over a wave period (T) is

T
W= /0 Fudt @)
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If we substitute F with Equation (1), then we obtain

W=Wp+W —1/Tp Udt+1/TP uazt—i/T CohoboU2[Udt + i/T Culob2 M uar (8)
= Wp M_T,OD T.OM —ZTOPva 4T0PMvvat

Wp and W), is the work done by Fp and F); over a full period, respectively. As U is a sine function

(Equation (2)), the work done by Fj over a full wave period (i.e., second term on the right) is zero.
Thus, the work done by F is equal to the work done by Fp:

T T
W:/ FUdt = %/ pCphob, U2 |Udt ©)
JO 0

Finally, the period-averaged Cp can be derived based on the above equation:

. 2y Fpudt 2 [y Fu
I phobot2U|dt [ phobyU2|U|dt

(10)

The in-phase time series data of total force (F) and velocity (U) can be used directly in Equation (10)
to drive period-averaged Cp values. As W is proportional to us (Equation (9)), the integration of FU
over a period is largely contributed to by the moments with relatively high velocity, and to a very
limited extent, by the moments with low velocity. Thus, deriving period-averaged Cp via the technique
of quantifying ¢ can automatically assign large weight to the moments with high velocities in a wave
period, resulting in most relevant Cp values for wave dissipation analysis. To check the validity of
the direct measuring method, we used the derived period-averaged Cp values to reproduce the total
acting forcing (Fep) using Equation (1), and compare it with the actual measurement. Additionally,
another reproduced total force F,” is included by assuming Cp = 1. It is used as a reference for the Fy.

2.2. Synchronized Force—Velocity Measuring System

In-phase force-velocity data are critical to the direct measurement method. To obtain in-phase
data, a synchronized force—velocity measuring system was developed, which was composed by a force
sensor and an acoustic doppler velocimeter (ADV) (Figure 1a,d). Four measuring systems were
deployed in the wave flume at Fluid Mechanics Laboratory at Sun Yat-sen University, Zhuhai Campus
(Figure 1a). The wave flume is 20 m long, 0.8 m wide, and 0.6 m deep. A series of capacitance-type
wave gauges were installed to monitor wave height changes in the wave flume. The mimicked
vegetation canopy was 8 m long, and it was constructed by PVC pipes. The pipes were 0.2 m tall and
their diameter was 0.02 m. The mimicked vegetation canopy was built following a stagger pattern with
a density of 139 stems/m?. It was built on top of a false bottom in order to elevate the canopy so that
the force sensors can be mounted underneath it. The mimicked vegetation canopy was submerged in
water (water depth = 0.25 m), and it was subjected to various wave conditions. The tested wave height
varied from 0.03 to 0.09 m, and the tested wave period varied from 0.6 to 1.2's. A space-averaged Cp
can be obtained by taking the mean Cp values of the four measuring spots in each test.

The force sensors selected were model M140 built by Utilcell, Spain (Figure 1b). As the size of this
sensors is small, they can be installed at multiple locations in one flume test. The reading of the sensor
is in “gram”, which can be easily translated into “Newton” by multiplying the acceleration of gravity.
The minimum division of the sensor is 3 x 1073 N, and the maximum measuring load is 30 N. In the
current experiment, the measuring frequency of the force sensors is set as 20 Hz. These sensors were
chosen also because they are robust and can be easily waterproofed by sealing the cable connection
point with glue. Furthermore, the sensor is small (15 cm x 4 cm x 2.5 cm), and can be easily fitted in
the flume (Figure 1b). To prevent the sensor being affected by any force acting on itself, an aluminum
case was put around the sensor.

For each force sensor, a mimicked vegetation stem (PVC pipe) was firmly screwed to it, so that
the force acting on a vegetation stem can be detected (Figure 1b). The PVC pipes that were attached
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to the force sensor were not different from other pipes in the mimicked vegetation canopy. After the
sensor was attached to a PVC pipe, it measured the total acting force on the pipe. For the same force,
the reading is constant, regardless of the location of the acting force. This is desirable for our current
experiment, in which wave-induced forces acted over the full length of the pipe. Additionally,
the sensors can detect the force in both the following and the opposing direction as the wave
propagation, which is ideal to measure the force generated by oscillatory flows.

a wave direction
—— wave gauge

o o o o
ZmYZmYZmYZm

0.6m
——0
¢ ZmE:
—2O0

Force sensor

4m

Force sensor

Figure 1. (a) Flume experiment set-up. The numbers 1-4 indicate the locations of the in-phase
force-velocity measurement; (b) A force sensor connected to a PVC pipe; (c) Mimicked vegetation
canopy constructed by PVC pipes; (d) Instrument deployments in the flume without mimicked
vegetation. “WG” stands for wave gauge, “ADV” stands for acoustic doppler velocimeter, and “FS”
stands for force sensor. The dashed line indicates the ADV and force sensor are placed at the same
cross-section to ensure in-phase measurements.

As a first test of the force sensors, we put known weights on one of the sensors attached with
PVC pipes. This sensor was held horizontally in this test. The obtained readings were subsequently
compared to the known weights. Different weights were put at three different positions on the pipe,
i.e., bottom, middle, and tip. The generated forces were in both positive and negative directions.
The comparison between the readings and the weights is listed in Table 1. It is clear that for the force
measurement in both directions, the relative errors of the sensors are within 1%, compared to the
known weights. This first test shows that the force sensors can provide precise measurements.

For the velocity measurement, we used four ADVs. They were deployed at the same cross-section
as the force sensors to obtain roughly synchronized signals. The cases wave0312 (3 cm wave height and
1.2 s wave period) and wave0709 (7 cm wave height and 0.9 s wave period) were selected to conduct
velocity profile measurements in order to obtain information on velocity structure and depth-averaged
in-canopy velocity. The profile was obtained by manually adjusting the vertical measuring location of
the ADVs in repeated sequences. For most cases, the velocity measurement was taken at half of the
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water depth, which was a representative value of the depth-averaged in-canopy velocity. The accuracy
of this treatment is acceptable when the submergence ratio (i.e., #/h, = 1.25) is small [24,37], and it
can significantly reduce the labor involved. Two of the ADVs were made by Nortek (Vectrino see
http:/ /www.nortekusa.com/usa/products/acoustic-doppler-velocimeters/vectrino-1), and the other
two were made by SonTek (MicroADV, see https:/ /www.sontek.com/argonaut-adv). These four
ADVs are common instruments in fluid mechanics labs. Their basis measurement technology is
coherent Doppler processing. They measure 3D water velocity of a small cylinder (i.e., within 1 cm?)
that is a few centimeters away from measuring probes in the water. They can measure at frequencies
as high as 64 Hz, which are desirable for the direct measuring method. In our experiment, the ADV
data acquisition followed their respective user manuals. The measuring frequency was set as 40 Hz in
order to accommodate the measuring frequency of the force sensor (i.e., 20 Hz). The obtained data
are filtered through a low-pass filter to remove high frequency spikes following a similar method
described in Strom and Papanicolaou [40].

Table 1. Comparison between known weights and force sensor reading.

Known Ist 2nd 3rd Mean Absolute  Relative
Direction Weights (2) Reading® Reading® Reading® Reading E (@) E
eights (g rror (g rror
(g) (g) (g (g)
5g 5.10 5.00 5.00 5.03 0.03 0.60%
N 10g 10.10 10.10 10.00 10.07 0.07 0.70%
20g 20.10 20.00 20.00 20.03 0.03 0.15%
50g 49.90 49.90 49.90 49.90 0.10 0.02%
5¢g —5.00 —5.00 —5.10 —5.03 —0.03 —0.60%
10g —10.00 —10.10 —10.10 —10.07 —0.07 —0.70%
- 20g —20.00 —20.00 —20.00 —20.00 0 0%
50g —50.0 —49.9 —49.9 —49.93 0.07 0.14%

2b< The 1st, 2nd, and 3rd time readings were taking when the weights were put at the bottom, middle, and tip of
the testing pipe, respectively.

2.3. Automatic Alignment Algorithm

Although the force and velocity measurements were deployed at the same cross-section of the
wave flume, it did not ensure perfectly in-phase data. In fact, small time lags commonly existed
between the obtained original force and velocity time series. These time lags were induced by small
misalignments between force and velocity measurement, and/or by intrinsic delays of these electronic
devices. To reduce the time-lag between velocity and force measurement, the original force and velocity
time series should be realigned.

According to the Morison equation [23], velocity (U) and drag force (Fp) should be in phase,
which can be used to evaluate the time-lag between velocity and force measurement. A flow chart
for the data realignment is shown in Figure 2. The inputs are the timeseries of force (F) and velocity
(U). As we can assume that Cy; = 2 [39], the inertia force can be calculated based on the velocity.
Then, the drag force (Fp) can be computed by subtracting inertia force (Fy;) from the total force (F).
Subsequently, we can determine the phase shift (At) between the velocity and drag force peaks. Lastly,
this phase shift (At) will be recorded and used to adjust the velocity timeseries, aiming to obtain more
in-phase velocity and force data. The obtained new velocity and force data will be used as input in the
same loop. This loop continues 30 times, and we chose the minimum phase shift (At) and the resultant
velocity and force timeseries as outputs for Cp derivation. The automatic alignment algorithm is
provided in the Appendix A as a MATLAB script. To verify the 30 loop count criterion, a sensitivity
analysis is conducted by changing the loop count to 10, 20, 30, and 50. The resulting phase shifts with
those loop counts are subsequently compared.
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Figure 2. Flow chart to realign velocity and force data signals. The algorithm is provided in the
Appendix A as a MATLAB script.

3. Results

3.1. Velocity Profiles in the Vegetation Canopy

Figure 3 shows the velocity profiles were measured at location 3 in case wave0312 (3 cm wave
height and 1.2 s wave period) and wave0709 (7 cm wave height and 0.9 s wave period). For the rest
of the tested cases, velocity was measured at the half water depth as a proxy of depth-averaged
in-canopy velocity. Figure 3a shows that in the case wave0312, the velocity profiles are rather
uniform in the vertical direction. The depth-averaged in-canopy velocity amplitude is 0.052 m/s,
whereas U, measured at the half water depth is 0.049 m/s. The difference between these two is
small. The velocity profiles in wave0709 have greater vertical gradient, i.e., higher velocity at the
top and lower velocity near the bottom. Overall, the difference between U, measured at the half
water depth (0.106 m/s) and the amplitude of depth-averaged in-canopy velocity (0.115 m/s) is small.
Therefore, it is acceptable to use U, measured at the half water depth as a representative value of the
depth-averaged in-canopy velocity.
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Figure 3. (a) Measured velocity profile for case wave0312 with 3 cm wave height and 1.2 s wave period,
U,y is the highest wave orbital velocity in negative direction (oppose to wave propagation), Uy is
the highest wave orbital velocity in positive direction (same as wave propagation), and Uy, is the

amplitude of wave orbital velocity; (b) Measured velocity profile for case wave0709 with 7 cm wave
height and 0.9 s wave period.

3.2. Wave Height and Wave Orbital Velocity in the Mimicked Vegetation Canopy

Reductions of wave height (H) and magnitude of wave orbital velocity (Uy) through mimicked
vegetation canopy can be observed in Figure 4. The wave height reduces continuously from the
canopy front to the end. The final wave height reduction rate was 55% (Figure 4a). The shown wave
orbital velocity is obtained by ADV measurement at location 1-3. The ADV measurement at location
4 failed during the experiment. The shown Uy, is obtained by using Equation (3) based on an average
wave height between x = 6-8 m in Figure 4a. With the reduced wave height, the magnitude of wave
orbital velocity also reduces from 0.155 m/s to 0.095 m/s from the beginning to the end of the canopy.
The reduced wave orbital velocity leads to variations in acting force on vegetation stem as well as in
vegetation drag coefficient (Cp), which are shown in the following sections.

7

=

H (m)

Figure 4. (a) Spatial variations of wave height (H) through the vegetation canopy (i.e., x = 0-8 m)
indicated as green bars; (b) Spatial variations of the magnitude of wave orbital velocity (U;,) through
the vegetation canopy. The first 3 Uy, data points (x = 0-6 m) are obtained from ADV measurement,
whereas the last data point at x = 7 m is obtained by using Equation (3) based on an average wave

height between x = 6 m and 8 m in panel (a). The shown test case is wave0712 with 7 cm wave height
and 1.2 s wave period.

3.3. Data Alignment and Time-Varying Cp

The total acting force (F) and velocity measured at four locations in the wave flume are shown
in Figure 5. Waves reach these four locations at different moments. The velocity data at the last
measurement point were missing due to the failure of the ADV measurement. It is clear that the acting
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force (F) and velocity reduce as waves pass through mimicked vegetation canopy. It is also apparent
that there are time lags in synchronized force-velocity measurements at all locations. However,
it should be noted that these seeming time lags (i.e., time shifts between F and U) are not the real time
lags (i.e., time shifts between Fp and U), which lead to errors in Cp.
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Figure 5. (a-d) Raw velocity and total force data measured at four locations (1-4) in the order of the
wave propagation in the mimicked vegetation canopy; (e) The shaded area in panel (c) is blown
up in panel (e) for detailed analysis, where inertia force and drag force were derived based on
non-synchronized data. The time shift (At) between the Fp and U is 0.26 s. The shown test case
is wave0712 with 7 cm wave height and 1.2 s wave period. The velocity data in panel (d) is not
included, due to the ADV measurement failure at location 4.

Following the previous study [37], we only tracked the first 2-3 full wave periods after the start-up,
but before waves reached the back end of the flume, to avoid possible influence of wave reflection.
Figure 5e shows the force and velocity data of the chosen first two wave periods after the start-up.
Based on the original data and Equation (1), both Fp and Fjs can be estimated as shown in Figure 5e.
However, it should be noted that as the total force and velocity data are not in phase. The derived
Fp and Fy; are the first estimation. The derived peaks of the Fp are even higher than the total force,
which is not possible. This result highlights the necessity of obtaining in-phase data. Judging from the
peaks between U and estimated Fp peaks, the time lag between those two signals is 0.26 s.

In order to eliminate the time lags between these signals, the realignment algorithm was applied
to obtain synchronized velocity and force data (Figure 6a—d). It is clear that after the realignment
procedure, the time lag between U and Fp is largely reduced (Figure 6a,b), but it cannot be completely
eliminated, as small shifts in signal peaks and troughs still exist. Based on the phase shifts of the two
peaks and two troughs (as indicated by the red double arrow lines), the time shift of the realigned
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U and Fp is significantly reduced to 0.003 s, which is only 1% of the original time shift before the
realignment. Note that this optimized time shift is the mean shift of the tested two wave periods (i.e.,
shifts of two peaks and two troughs). Apart from the reduced time shift, the magnitude of Fp is also
reduced to be lower than the total force (F), which is in line with the original Morison equation. It is
noted that the peak drag force before alignment is about twice as large as the peak drag force after
the alignment. Thus, if the original F timeseries were used, the derived drag coefficient would be
considerably overestimated.

0.20 . . T T . . T
= 0.10
£ ooof B
D-0.10F : 7
-0.20

0.2

0.51 n 1.5 2n 2.5n 3n 3.5m 4n

0.51 n 1.5 2n 2.5n 3n 3.5m 4n

0 0.51 n 1.5% 2n 2.5 3n 3.5m 4n
wt

Figure 6. (a—d) Time-varying U, Fp, F);, and F data over two wave periods. The gray lines are before
realignment, and the red ones are after realignment. The vertical double-arrowed lines in panel (a) and
(b) indicate the synchronization status before and after the realignment; (e) Time-varying Cp derived
based on realigned U and Fp data. The shown test case is wave0712 with 7 cm wave height and 1.2's
wave period.

Based on the synchronized velocity and force data and Equation (4), the time-varying Cp can be
derived (Figure 6e). The time-varying Cp values vary periodically with the changing velocity signals.
The values are small when the velocity is large, but they reach to infinity when the velocity is close to
zero. The reason for the unrealistically large Cp values is because the Fp are divided by very small
velocity values in Equation (4). These unrealistically large Cp values are not useful in modelling
wave dissipation by vegetation, since they are associated with period with very low velocity when the
energy dissipation is very limited.

To verify the loop count criterion applied in the realignment algorithm, a sensitivity analysis of
the loop is conducted (Figure 7). It is clear that with the increase of loops, the phase shifts can be
sufficiently reduced. When 30 loop count is applied, the phase shifts can be reduced to minimum, i.e.,
0.003 s for the case 1 and almost zero for the case 2. If the number of loops is increased to 50, the time
shifts cannot be further reduced. Thus, the results of sensitivity analysis indicate that applying 30 loop
count in the realignment algorithm is a reasonable criterion.
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Figure 7. Sensitivity analysis of the number of loops used in the realignment algorithm. Case 1 is the
case wave0712 with 7 cm wave height and 1.2 s wave period, and case 2 is the case wave0512 with
5 cm wave height and 1.2 s wave period.

3.4. Deriving Period-Averaged Cp

Based on the realigned force-velocity data, we can also derive period-averaged Cp by quantifying
the power and work done, Fp and F,. It is clear that the time-varying power of Fp is always positive,
and its magnitude varies in phase with the velocity magnitude (Figure 8). For ideal sinusoidal velocity
signals, Pp at the velocity peaks should be equal to the troughs. However, in our test case (and in real
field conditions), the wave orbital velocity is asymmetrical: higher in the positive direction and lower
in the negative direction. Thus, Pp is larger near the wave peaks and smaller near the wave trough.
The difference between peaks and troughs are much more apparent in Pp compared to the difference
in velocity. It is because that Pp is to the third power of velocity. Small asymmetry in velocity will be
greatly magnified in Pp. The variation of Py, is different from that of the Pp. It is clear that Py varies
between positive and negative values. The zero-crossings in Py; occur when velocity is zero or when
velocity is at its maximum in both directions, i.e., when F); is zero in Equation (5). Note that there are
small fluctuations at the peaks of the Pp. These fluctuations may be induced by the small phase shifts
between the Fp and U timeseries.

x 10°

PD or PM (watt)
Velocity (m/s)

Figure 8. Time-varying U, Pp, and Py, over two wave periods. The shown test case is wave0712,
with 7 cm wave height and 1.2 s wave period. The averaged work done by drag force (Wp) and inertia
force (Wyy) over the shown two periods is 2.0 x 1073 Jand —2.0 x 10~* J, respectively. The derived
period-averaged Cp is 3.25.
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By integrating Pp and Py over one wave period, we can obtain the work done by drag force (Wp)
and inertia force (Wy) as shown in Equation (8). The averaged Wp and Wy, over the two periods
in Figure 8 is 2.0 x 1072 J and —2.0 x 107* ], respectively. In case of ideal sinusoidal velocity
signals, Wy should be exactly zero. Due to the asymmetric wave velocity, the Wy, is not zero, but the
magnitude of Wy is fairly small, i.e., one tenth of the Wp. Since the magnitude of W), is considerably
small compared to Wp, the assumption that W), can be ignored in the deriving period-averaged Cp
(in Equation (8)) is still valid, and the period-averaged Cp in the shown case is derived as 3.25.

Following the same method, period-averaged Cp at three functional measuring locations of
all the tested cases are listed in Table 2. It shows that relatively large deviations in Cp values
exist among different measuring locations. The Cp values generally increase from locations from 1
to 3. Previous studies have shown that Cp values increase with the reduced velocity (i.e., Reynolds
number) [24,37]. The obtained increase of Cp values may be related to the reduction of wave orbital
velocity from the front to the end of the vegetation canopy, as shown in Figure 4b Thus, the spatial
variation in Cp values is in-line with previous studies. Additionally, it is noted that the cases with
larger wave height and wave period (i.e., higher wave orbital velocity) generally lead to smaller
spatially averaged Cp, which is also in agreement with previous studies [24,37].

Table 2. Period-averaged Cp in all the tested cases.

Test Wave Wave Cp at Cp at Cp at Space-Mean  Standard

Number  Height(m)  Period (s) Location1 Location2 Location3 Cp Deviation
1 0.03 0.6 5.41 10.02 10.14 8.52 7.28
2 0.03 0.9 3.19 4.88 7.09 5.05 3.82
3 0.03 12 3.60 2.79 5.25 3.88 1.56
4 0.05 0.6 7.61 5.83 5.96 6.46 0.98
5 0.05 0.9 3.82 2.36 3.62 3.27 0.62
6 0.05 12 2.84 3.03 3.97 3.28 0.37
7 0.07 0.6 3.43 3.01 7.04 4.49 4.90
8 0.07 0.9 1.97 1.83 294 2.25 0.37
9 0.07 1.2 1.77 2.77 3.51 2.68 0.76
10 0.09 0.6 3.02 5.76 6.10 4.96 2.86
11 0.09 0.9 1.26 1.79 2.64 1.89 0.49
12 0.09 1.2 1.44 2.54 3.00 2.33 0.64

3.5. Assessing the Derived Cp by Reproducing Acting Force

In order to test the derived period-averaged Cp, we used the derived values to reproduce the total
force from the velocity signals using Equation (1). The reproduced total force (Fyy) is subsequently
compared with the measured actual total force (Figure 9). The reproduced total force (Fr¢") using Cp = 1
is also included as reference. It is clear that Fy is in good agreement with the measured force over
the shown two wave periods, although small differences exist between them. Notably, the measured
maximum force is well captured in Fy;, near x = 0.5 7, which is important as the maximum force is
critical not only for energy dissipation but also for assessing the stem strength to wave loading. As a
comparison, the difference between Fy,,” and the measurement is large, which shows the validity of
using period-averaged Cp to reproduce the total force.
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Total Force

F
measurememt

Figure 9. Comparison between reproduced total acting force and measured total force. The red solid
line is the measured total force; The black dash line is quantified by using derived period-averaged Cp
in Equation (1) (i.e., Frep); The blue dash line is quantified by using Cp = 1 in Equation (1) for reference
(i-e., Frep)- The shown test case is wave0712, with 7 cm wave height and 1.2 s wave period.

Figure 10 compares the maximum Fye, and maximum measured total force obtained at all three
functional measuring locations in all test cases. In general, the reproduced maximum force is well
in-line with the measurement, as most of the data points are fairly close to the 1:1 reference line.
The R? value is 0.759 for data of all three functional measuring locations in all test cases. This result
indicates the Cp deriving procedure is valid, and the intrinsic errors associated with this procedure

are acceptable.
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4. Discussion

4.1. Advantages of the Current Measuring System and Alignment Algorithm

Our results have shown that large spatial variations can exist in the wave particle velocity and Cp
(Figure 5 and Table 2). Thus, it is important to have synchronized force-velocity measurement
at multiple locations by a number of force-velocity measuring systems. The selected standard
force sensors are small enough to be installed at multiple locations in wave flumes. Additionally,
these sensors are designed with built-in tapped holes, which facilitate testing various vegetation
mimics, e.g., rigid cylinders, flexible stripes, and real vegetation stems.

Our results further show that the realignment process is important to derive both time-varying
and period-averaged Cp values (Figures 6 and 7). In our experiment, we aligned the instruments as
good as possible (please see Figure 1d of the manuscript), but it is inevitable to have small misalignment
to cause the delay. The main source causing the delay may be the inherent difference in instruments’
speed of recording and receiving data, as the force and velocity measurements have their separate data
acquisition systems. Thus, the automatic synchronizing algorithm is necessary and valuable in the
current study. By using this algorithm, the time shift between two signals can be reduced to 0.003 s,
which is only 1% of the original time shift before the realignment. The obtained time shifts are believed
to be acceptable when comparing to normal wave periods (1-2 s) tested in our lab flume. The time
shifts are merely 0.3% to the tested wave period.

The overall good performance between maximum measured force and reproduced force shows the
reliability of this alignment algorithm. Importantly, this algorithm can automatically process the force
and velocity data. No manual tuning is needed. Hence, it provides a generic solution to the alignment
problems in deriving Cp. Furthermore, this algorithm can run very efficiently, which is desirable
when processing large data sets from multiple measuring locations. Lastly, this alignment algorithm
is applied to process the velocity data from ADVs, but it is worth noticing that this algorithm is also
applicable for other velocity measuring technologies, e.g., EMF (electromagnetic flow manufacture
meter) and PIV (particle image velocimetry) [41-43].

4.2. Current Limitations and Future Applications

It is noted that the time shifts after the realignment are non-zero, but they are significantly reduced.
To further reduce the time shifts, high frequency force and velocity measurements (e.g., >100 Hz)
are required to obtain finite time steps for the realignment algorithm. However, it is perhaps not
possible to completely eliminate the time shifts for all the tested cases, especially when multiple wave
periods are included in the analysis, as the realignment procedure needs to account for time shifts at
multiple peaks.

The velocity measurement in the current experiment was conducted by ADV measurement,
which is a conventional method in flume experiments. The main limitation of the ADV measurement
is that it is a point measurement. To obtain vertical velocity profile, it is required to manually adjust the
ADV-measuring locations and repeat the same test conditions for each measuring location. This process
is very time-consuming. Thus, we only conducted the velocity profile measurement for two cases,
whereas for other cases, the velocity data is taken at the half water depth, which roughly equaled to the
mean in-canopy velocity (Figure 3). The same practice is also done in previous study [37]. However,
it is possible that the small deviation between the point velocity and depth-averaged in-canopy
velocity can lead to errors in the derived Cp values. This may partly explain the difference between
the maximum measured force and the reproduced force. In order to improve the velocity measuring
accuracy and reduce the labor involved, PIV system can be applied in future experiments. The PIV
system can provide detailed velocity information of velocity field [41,42]. By applying such a system,
it is also possible to obtain the relative velocity between water motion and the motion of flexible
vegetation stems. Thus, the developed technics in the current study can be further applied in flexible
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vegetation canopies, e.g., saltmarshes and seagrasses, which is interesting to both coastal engineers
and ecologists.

5. Conclusions

This technical note provides a practical set-up to derive both time-varying and period-averaged
vegetation drag coefficients (Cp) following the direct measuring method [36-38]. Different from
previous studies, standard force sensors are applied to compose four synchronized force-velocity
measuring systems in the current experiment. These standard force sensors are robust and suitable
for flume applications. The composed force-velocity measuring systems can provide synchronized
force-velocity measurement. Although one of the ADV instruments failed, the other three ADVs
functioned well during the experiment. Importantly, an automatic algorithm was developed to realign
the obtained force and velocity signals for direct Cp deviation. This algorithm is expected to be able to
accommodate a variety of velocity measuring techniques, providing possibilities to extend current
application range. The developed force-velocity measuring systems and the automatic realignment
algorithm may assist future experiments on vegetation-wave interactions for better understanding
and prediction of vegetation-induced wave dissipation.
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Appendix A. MATLAB Code for Force and Velocity Data Realignment

This appendix provides the MATLAB (R2016a, The MathWorks, Natick, U.S.) script that can be
applied to realign force and velocity timeseries for Cp derivations.

fori=1:3 % number of Synchronized Force—Velocity Measurement systems
NN=0;
D=0;
DD=0;
while NN<=30 % number of loops
NN=NN+1
Delay(i, NN)=round(abs(DD)+D);
%Adjust the velocity bases on the phase difference, while keep the force is not change
if i==
secADV1=AllADV1new(orpol—Delay(i,NN):orpo1+8*TT*80—Delay(i,NN),:);
secADV(;,1)=secADV1(,2);
end

if i==
secADV2=AllADV2new(orpo2—Delay(i,NN):orpo2+8*TT*80—Delay(i,NN),:);
secADV(:,2)=secADV2(:;,2);

end

if i==
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secADV3=AllIADV3new(orpo3—Delay(i,NN):0rpo3+8*TT*80—Delay(i,NN),:);
secADV(;,3)=secADV3(;,2);
end
% Calculation of inertia force
Fm(:,1)=2*1000*pi*0.02*0.02*hv*(diff(secADV(:,i)) /0.0125) /4;
% Calculation of drag force
Fd(:,i)=secCLN(2:end,i)—Fm(:,i)
%Calculation of in—time Cd
Cd(:,i)=2*Fd(:,i)./(1000*0.02*hv*secADV(2:end,i).*abs(secADV (2:end,)));
%Intercept the peak value of velocity
[maxE,minE]=peakdet(secADV(:,i),0.3*(max(secADV(:,i)) —min(secADV(:,i))));
%Intercept the peak value of drag force
[maxFd,minFd]=peakdet(Fd(:,i),0.3*(max(Fd(;,i)) —min(Fd(:i))));

if maxE(1)<10
for kk=2:length(maxE)
maxE(kk—1)=maxE(kk);
end
maxE(kk)=NaN;
end

if minE(1)<10
for kk=2:length(minE)
minE(kk—1)=minE(kk);
end
minE(kk)=NaN;
end

if maxFd(1)<10
for kk=2:length(maxFd)
maxFd(kk—1)=maxFd(kk);
end
maxFd(kk)=NaN;
end

if minFd(1)<10

for kk=2:length(minFd)

minFd(kk—1)=minFd(kk);

end
minFd(kk)=NaN;
end
loc_E(:,i)=cat(1,maxE(1:2,1),minE(1:2,1));
loc_Fd(:,i)=cat(1,maxFd(1:2,1),minFd(1:2,1));
%Phase difference between drag force and velocity
delay(i,NN)=mean(loc_E(:,i)—loc_Fd(:i))
clear maxFd minFd maxE minE

D=abs(delay(i,NN));
DD=Delay(i,NN);
end
end
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Abstract: A two-dimensional (2D) laboratory investigation on the horizontal and vertical hydrodynamic
forces induced by tsunami-like solitary waves on horizontal circular cylinders placed on a rigid sea
bed is presented. A series of 30 physical model tests was conducted in the wave channel of the
University of Calabria in which a rigid circular cylinder was equipped with 12 pressure transducers
placed along its external surface to determine the wave loads, with three wave gauges to record the
surface elevation. The observed experimental range was characterized by the prevalence of the inertia
component for the horizontal forces and of the lift component for the vertical ones. On the basis
of the performance of several time-domain methods, the wave loads and the undisturbed velocity
and acceleration derived from the surface elevation of the cylinder section were used to calculate
the drag, lift, and horizontal and vertical inertia coefficients in the practical Morison and transverse
semi-empirical equations.

Keywords: tsunami-like solitary waves; horizontal cylinders; hydrodynamic loads; experimental
tests; Morison and transverse equations; hydrodynamic coefficients

1. Introduction

The occurrence of tsunami events in coastal areas is a source of risk for already-vulnerable
marine structures subjected to the action of wind waves and currents. Hence, the stability of marine
structures under tsunami action depends on the accurate assessment of the hydrodynamic forces.
The reproduction of catastrophic tsunami waves like those that occurred in the Indian Ocean in 2004
and in Japan in 2011 was observed to be dependent upon the magnitude of the specific source, and
the resulting shapes of surface elevation can be quite different, leading to a generalized modelling
of tsunami waves (e.g., [1,2]). Owing to its robust and suitable approach, the modelling of the
leading wave of a tsunami event is usually reproduced by the generation of solitary waves both
experimentally and numerically (e.g., [3]). Indeed, when tsunami waves approach the coast, the wave
trough disappears and only a positive peak remains.

Different studies have been conducted to analyze the propagation of solitary waves and their
interaction with structures such as breakwaters or submerged barriers (e.g., [3,4]), although little
attention has been paid to the analysis of hydrodynamic forces in the case of horizontal cylindrical
bodies. Preliminary studies describe the general features of breaking and non-breaking solitary
wave-induced forces on horizontal cylinders ([5-7]) but without an extensive approach to study this
problem in various wave conditions and positions of the cylinder along the depth. In contrast,
for horizontal cylinders under the action of currents or regular and random waves, numerous
studies have researched this kind of wave-structure interaction process, adopting different degrees
of external roughness of the cylinder and of the sea bed (for a comprehensive review see [8,9]).
For bottom-mounted cylinders under the above kind of incident flows, values of hydrodynamic
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coefficients in Morison-type equations (e.g., [10]) were deduced from field tests [11] as well as small-
and large-scale laboratory experiments, and for wide ranges of Keulegan—-Carpenter (KC) and Reynolds
(Re) numbers [12-19]. More complex models as compared to Morison-type ones and dealing with
an improved description of flow-cylinder interaction processes have been also developed [20,21]. More
recently, Aristodemo et al. [22] performed a laboratory study on non-breaking solitary wave forces
with respect to a horizontal cylinder placed at half-water depth that was supported by numerical
simulations based on the smoothed particle hydrodynamics technique (e.g., [23-29]). In this case,
the effect of the free surface was negligible, i.e., there was no scattering, and that related to the
bottom was weak. In this context, the horizontal and vertical force regime was dominated by inertia
components and the peaks of the horizontal forces were observed to be between about four and five
times higher than the vertical ones.

Here, a new laboratory investigation is presented in the case of a bottom-mounted horizontal
cylinder subjected to tsunami-like solitary waves. A set of 30 experimental tests was performed in the
wave channel of the University of Calabria. A rigid circular cylinder with longitudinal axis parallel to
the cross flume was located at the bed of the flume. The horizontal and vertical loads were deduced
from the records of 12 pressure sensors arranged along the external surface of the cylinder. Moreover,
three wave gauges were placed in correspondence to the vertical axis of the cylinder and close to it to
measure the surface elevation, while an ultrasonic sensor located behind the wavemaker was adopted
to measure its displacement. The experiments were conducted at intermediate water depths quite
close to shallow ones and for A /d ranging from about 0.08 to 0.18, where A is the wave amplitude and
d is the water depth, with KC ranging from about 4 to 7 and 1.83 x 10* < Re < 3.62 x 10%. The resulting
force field was characterized by the prevalence of an inertial regime for the horizontal force and of the
lift component for the vertical one. It can be observed that, for Re of order of 103, the force regime is
completely dominated by the inertia components in both directions (no formation of vortex patters).
Moreover, for Re of order of 10%, there is the prevalence of the drag force component in the horizontal
direction and of the lift force in the vertical direction (e.g., [9]). The present experimental values of
the free stream kinematics at the transversal axis of the cylinder and of the hydrodynamic forces
were adopted to calibrate the hydrodynamic coefficients in the Morison [10] and transverse (e.g., [13])
semi-empirical relationships through the application of ordinary and weighted least square approaches.

The contents of the paper are organized in the following manner. The adopted theory to model
tsunami-like solitary waves is summarised in Section 2. The experimental investigation in a laboratory
wave channel to determine the horizontal and vertical loads induced by solitary waves on a horizontal
cylinder placed on a horizontal bottom is illustrated in Section 3. The adopted semi-empirical formulas
for a practical evaluation of the wave forces are explained in Section 4. The characteristics of the incident
flow field and the hydrodynamic forces are respectively analysed in Sections 5.1 and 5.2. The calibration
of the semi-empirical equations through the assessment of the hydrodynamic coefficients and their
application to assess the contribution of the force components in the present wave-structure interaction
phenomenon are respectively described in Sections 5.3 and 5.4. Finally, conclusions are drawn in
Section 6.

2. Tsunami-Like Solitary Waves
Robust and widespread modelling of the leading wave of a tsunami event is given by the solitary
wave theory. The time variation of the surface elevation, 7, is taken as equal to (e.g., [30]):
17(t) = Asech?(Bct/2) 1)

where f is defined as the outskirts decay coefficient and ¢ represents the wave celerity.

The Rayleigh theory to model a solitary wave is here selected due to the stable evolution of
this kind of wave along a plane wave flume [31]. Under this approach, § and c in Equation (1) are
respectively determined as:
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=2 WAL c=1/g(A+d) ()

where B = 2k and k is the wave number which is considered a finite quantity for engineering purposes
even if the wave length, L, of a solitary wave is theoretically taken as equal to infinity. As a result,
an apparent wave period is defined as T = L/c and an apparent wave length L = 271/k is then used.
The above quantity is determined assuming, at a distance of /2 away from the wave crest, the value
of 7 is reduced to 1% of its maximum value (e.g., [22,32]). Other heuristic methods to define a finite
wave length lead to negligible differences in defining a finite time window to analyse the present
physical process (e.g., [33]).

Following the Rayleigh theory, the horizontal (1) and vertical (v) velocity values induced by the
passage of a solitary wave are calculated as (e.g., [34]):
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where z is the vertical coordinate starting from the bed and By, By, B3, By, Bs, and B are equal to:
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The analytical expressions to calculate the horizontal (ay = du/dt) and vertical (ay = dv/dt)
accelerations read as:
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The second-order solution given by Equation (3) leads to a small variation of # and v along z.
This is in agreement with the intermediate water depth conditions close to shallow ones as observed
through the present laboratory experiments. The free stream velocity field, in conjunction with the
acceleration one, will be used in the practical Morison and transverse equations in order to calculate
the hydrodynamic coefficients.

A non-linear solution of the horizontal movement for a piston-type paddle, X, able to generate
a solitary wave based on the Rayleigh solution is used [31]:

X(t) = %‘mnh{ﬁ[a —X(8)]/2} ©)
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3. Experimental Tests

Two-dimensional experimental tests were conducted in the wave flume at the GMI Laboratory of
the University of Calabria. The wave channel is 41.0 m long, 1.2 m deep, and 1.0 m wide, with the
sidewalls and bottom made of glass. It is equipped with a piston-type wavemaker with a maximum
stroke S =0.5m, and a rubble mound breakwater (slope of 1:4) to dissipate the incoming waves.
More specifically, the paddle movement is controlled indirectly by the rotation of a joint of the
mechanical chain, which is connected to the paddle. The rotation angle is measured with a resistive
encoder that provides a proportional analogue voltage signal. This signal, as well as the set-point signal,
is processed by a properly tuned proportional integral derivative (PID) controller. The PID acts in order
to minimize the error, i.e., the difference between the set-point and the feedback signals. The output of
the PID is connected to the kinematic chain through a hydro-pneumatic actuator. The set-point signal
is generated by a Data AcQuision Board (DAQ), thanks to a digital-to-analog converter (DAC) (see,
for more details, Tripepi et al. [35]). The longitudinal profile of the experimental layout is highlighted
in Figure 1.

ultrasonic
sensor 1.Im 1.Im
) M m m wave absorber

wave gauges

solitary wave

\

d cylinder

S
®

wavemaker 9m 41m

Figure 1. Sketch of the longitudinal profile of the experimental setup.

At about 9 m from the wave paddle, a circular cylinder with diameter D = 0.127 m was placed
at the bottom flume (e/D = 0, where ¢ is the distance between the bottom of the cylinder and the
bed) with its longitudinal axis orthogonal to the wave direction (Figure 2a). This physical model
was installed in the channel by means of a steel support equipped by a pulley system in order to
accurately choose a specific location along the depth. To ensure unwanted displacements of the
cylinder, C-shaped PVC supports were used at its edges (see Figure 2b). Moreover, a special glue
was adopted to fix the cylinder at the bottom in order to inhibit the passage of water flows below
it. Twelve pressure transducers (PDCR1830 model by Druck) were acquired in differential mode
due to the Wheatstone-bridge configuration and mounted along the external surface of the cylinder
at 30° intervals. Similar to the experimental tests with wind waves and currents performed by
Aristodemo et al. [19,20], the transducers were slightly staggered along the longitudinal axis of the
central part of the cylinder to avoid the use of a too-large diameter (see Figure 2a). The obtained
dynamic pressures, Ap, were determined by subtracting the static pressures from the records of total
pressures measured by the transducers. The values of Ap were assumed constant over the influence
areas and evaluated as a function of the position of the transducers. Then, the horizontal (F) and
vertical (Fy,) hydrodynamic forces were deduced as:

108



Water 2018, 10, 487

FH(t) = a1 [Apl(t) + Apé(t) - Ap7(t) — Apu(tﬂ-l—
+az[Apa(t) + Aps(t) — Aps(t) — Apua(H)]+
+az[Aps(t) + Apa(t) — Apo(t) — Apio(t)]

7)
Fy(t) = m[Aps(t) + Apro(t) — Apa(t) — Apo(t)]+
+az[Apa(t) + Apn(t) — Aps(t) — Aps(t)]+
+az[Ap1(t) + Ap1a(t) — Bps(t) — Ap7(t)]
where the influence areas a4, a; and a3 are evaluated as:
/2 /3 /6
a; = /7;3 gcos‘Bdﬁ, ap = /7;6 gcosﬂdﬁ, az = /On %cosﬁdﬁ (8)

The reference angle, B, was considered starting from the lower side of the cylinder in clockwise
direction (Figure 2c).

i

B
&
N

Figure 2. (a) Front view from the paddle of the cylinder and the staggered transducer arrangement in
the wave channel; (b) View of the cylinder placement during the experiments; (c) Representative cross
section of the transducers around the bottom-mounted cylinder.

A resistive wave gauge by Edif Instruments was located in correspondence to the vertical axis
of the cylinder to measure the surface elevation and successively deduce the undisturbed kinematic
field at the transversal axis of the cylinder for the application of semi-empirical equations. A further
two wave gauges were placed 1.1 m before and after the vertical axis of the considered structure
in order to check the value of ¢ obtained by Equation (2) on the basis of the time shifts observed
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during the propagation of the solitary waves. The wave gauges were acquired in single-ended
mode. The sampling frequency (f) of the transducers and gauges was set at 1000 Hz. Both types of
instruments were calibrated in static conditions using a water tank equipped with a digital water
gauge and a bottom spillway. Measurements were performed every 0.02 m and, for each water level,
the signals were acquired for 10 min. All instruments provided a linear calibration function. To verify
the correct generation of the solitary wave by applying Equation (6), the horizontal displacement of
the piston, X, was measured by an ultrasonic sensor located behind the position at rest of the paddle
using f =50 Hz (see Figure 1).

A set of 30 different experimental tests at increasing A was performed by changing the motion
law in the possible range of the stroke S of the present piston-type paddle. Each wave amplitude was
generated two times in order to check for repeatability of the experiments. The still water depth, d,
of the experimental tests was 0.4 m. Table 1 shows the resulting values of A, T, A/d, KC = tt;;qxT/D,
Re = ttyexD /v and d/ L (relative depth), where 114y is the maximum value of the free stream horizontal
velocity at the transversal axis of the cylinder, and v is the kinematic viscosity.

Table 1. Characteristics of the experimental tests.

Test Number A@m) T(s) Ald KC Re d/L
1 0.033 373 0083 443 1.83x10* 0052
2 0.034 384 0085 469 187 x10* 0.051
3 0.034 3.82 0085 474 191x10* 0.051
4 0.035 3.83 0088 4.86 195x10* 0.051
5 0.037 391 0.093 517 203 x10* 0.050
6 0.041 399 0103 586 226x10* 0.048
7 0.041 378 0.103 5.60 227 x10* 0.051
8 0.042 387 0105 576 229 x10* 0.050
9 0.042 406 0105 6.06 229 x10* 0.047
10 0.043 337 0108 510 233x10* 0.057
11 0.044 373 0110 577 238x10* 0.051
12 0.044 364 0110 570 241 x10* 0.053
13 0.045 390 0113 619 244 x10* 0.049
14 0.046 379 0115 6.17 250 x10* 0.050
15 0.046 347 0115 567 251 x10* 0.055
16 0.048 405 0120 6.87 261 x10* 0.047
17 0.049 388 0123 6.66 2.64x10* 0.049
18 0.052 386 0130 7.00 278 x10* 0.049
19 0.054 356 0135 6.62 2.86x10% 0.053
20 0.055 359 0138 6.84 292 x10* 0.053
21 0.055 3.69 0138 7.03 293x10* 0.051
22 0.058 326 0145 645 3.04x10* 0.058
23 0.058 358 0.145 7.14 3.06 x 10* 0.053
24 0.058 336 0145 671 3.07 x10* 0.056
25 0.064 322 0160 699 333 x10* 0.058
26 0.065 326 0163 711 335x10* 0.058
27 0.065 328 0163 7.18 3.36x10* 0.057
28 0.066 3.09 0165 687 3.42x10* 0.061
29 0.071 301 0178 7.07 3.61 x10* 0.062
30 0071 286 0178 674 3.62 x10* 0.065

It is worth noting that the experimental values of T sometimes highlight a deviation from
a decreasing theoretical trend when A increases. This is due to the significant spreading of # around
the undisturbed free surface because of the occurrence of the so-called trailing waves [31]. However,
the maximum amplitudes of trailing waves are up to 2% of those related to the solitary waves, leading
to a slight influence on the final part of the wave loads for which the magnitude is usually low and
then irrelevant for stability purposes. The values of the experimental trailing waves were observed
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to be under the critical threshold suggested by Guizien and Barthélemy [31]. The above features
also influence the values of KC and, similarly to the definition of an apparent wave period, it is
possible to define an apparent Keulegan—Carpenter number [22]. This parameter was generally
linked to the occurrence of vortices around the cylinder and, more generally, used to study the
wave-cylinder interaction processes (e.g., [8]). The values of KC will be successively adopted for
comparisons with regular wave cases in the literature. It can also be noted that the range of d/L
refers to intermediate water depths quite close to shallow ones, allowing for the use of Equation (3) to
represent the undisturbed kinematic field at the cylinder location.

4. Semi-Empirical Formulas

For engineering purposes, the use of semi-empirical formulas represents a simple and suitable
tool to determine the horizontal and vertical hydrodynamic loads acting on offshore and coastal
structures. Owing to their mathematical representation, these formulas require a specific calibration of
the hydrodynamic coefficients for their correct application. In the case of in-line loads, the Morison
equation [10] is widely adopted for various incident flows and kinds of structures, while the transverse
equation (e.g., [13,35]) is adopted to model the vertical forces. It is worth noting that the use of
Morison and transverse formulas is here possible since no diffraction effects occur, i.e., the presence
of the physical model of the bottom-mounted cylinder does not affect the local free surface, which is
considered as a rigid lid [6].

In this context, the in-line force, Fy, is evaluated as the sum of a drag component, Fp, due to
the resistance of a solid body to the incident flow motion, and an inertia component, Fyj;, depending
on the horizontal acceleration of the oscillatory flow. The total horizontal force, Fy, is calculated
as follows [10]:

1 T
Fy=Fp+ Fyr = EPDCDulul + ZDZPCMH’IH )

where Cp represents the drag coefficient and Cyy is the horizontal inertia coefficient. The values
of u and ap are the ambient horizontal velocity and acceleration at the transversal axis of the
cylinder, respectively.

The total vertical load, Fy, is given as the superimposition of a lift component, F;, generated by
the increased flow velocity across the cylinder induced by the blocking of the flow, and an inertia
component, Fy, depending on the vertical acceleration of the external flow at the transversal axis of
the body. The transverse force is then written as [13]:

1 T
Fy=F +F/= EpDcLu2 + ZDZPCMV“V (10)

where C; is the lift coefficient and Cy;y is the vertical inertia coefficient. The value of ay is the free
stream vertical acceleration. It can be observed that, for e/D = 0, the contribution of Fy; is usually
considered negligible (e.g., [14,20]) even if this force contribution affects the magnitude and the shape
of the total vertical force and it is here considered as in the case with ¢/ D =1 [22]. Indeed, fore/D >0,
the value of Fy/; becomes relevant in modelling Fy, as highlighted by Aristodemo et al. [22].

The undisturbed kinematic field, i.e., u, ag, and ay, in the Morison and transverse schemes was
determined by Equation (3) from the experimental values of the surface elevation, 7, deduced from the
wave gauge placed at the vertical section of the cylinder.

5. Results

5.1. Surface Elevation and Kinematic Field

The evaluation of the solitary wave loads at the horizontal cylinder placed on the bottom channel
depends on the suitable values of surface elevation at the cylinder section and the related free stream
kinematic field at the cylinder, in addition to the correct generation of the solitary wave by the
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experimental piston paddle. Figure 3 highlights the comparison between the analytical solution given
by Equation (1) and the experimental values of the surface elevation at the vertical axis of the cylinder
for test number 5 (A = 0.037 m and T = 3.91 s, i.e., solitary wave with low amplitude and broad shape)
and test number 30 (A = 0.071 m and T = 2.86 s, i.e., solitary wave with high amplitude and narrow
shape), respectively. For both cases, a general good agreement on the incident solitary waves can be
noticed, particularly for the higher values of 7. The reference time instant = 0 refers to the passage of
the solitary wave crest at the vertical section of the cylinder.

1 H(a) —experiments 1 H(b) —experiments
—analytical solution —analytical solution

0.8 0.8
< 0.6
S04
0.2
0
-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1
vT vT

Figure 3. Time variation of surface elevation, 77, in correspondence to the vertical axis of the cylinder:
comparison between analytical solution and experiments. (a) Test number 5; (b) Test number 30.

With reference to test number 30, Figure 4 shows the comparison between analytical solutions
and laboratory tests for the time variation of the ambient kinematic field in correspondence with the
transversal axis of the cylinder, namely z = D /2, where the semi-empirical schemes will be applied.
Starting from the surface elevations (see Figure 3b), u was directly determined by applying Equation (3),
while ay and ay were respectively derived from u and v (see Equation (5)). Specifically, Figure 4a
describes the time history of the horizontal velocity # where it is possible to notice the same shape of 7
(see Figure 3b). The theoretical horizontal acceleration, a, shows equal positive and negative peaks
(Figure 4b), while the analytical vertical acceleration, ay, presents a double positive peak and a greater
negative one (Figure 4c). Small experimental deviations from the reference analytical solutions occur in
the final part of the passage of the solitary wave across the cylinder, leading to slight non-symmetrical
features of the values of u, ay, and ay. However, these discrepancies are essentially not relevant
for stability purposes of the cylinder in which the force peaks play a fundamental role. As later
highlighted, the relevance of the ambient kinematic field at the cylinder arises from the influence on the
shape of the horizontal and vertical hydrodynamic loads as well as in the application of Morison and
transverse semi-empirical schemes in which the various force components are directly proportional to
u,ay, and ay.

[
I (a)

experiments analytical solution ‘

experiments analytical solution ‘

(b) "o

experiments analytical solution

0.5

max

0

u/u
aH/ |aHn\a.\"

Figure 4. Time variation of undisturbed kinematic field at the transversal axis of the cylinder:
comparison between analytical solution and experiments (test number 30). (a) Horizontal velocity, u;
(b) Horizontal acceleration, apy; (c) Vertical acceleration, ay.
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5.2. Hydrodynamic Forces

In this section, the time history of the solitary wave loads acting on the bottom-mounted
cylinder deduced from the experimental tests are analyzed. As previously shown in Figure 3 for
the surface elevation, two reference test cases characterized by a different wave amplitude and period
are considered.

Figure 5ab highlight the experimental values of the horizontal (Fy) and vertical (Fy)
hydrodynamic forces induced by solitary waves for test numbers 5 and 30, respectively. The black
dashed vertical line refers to the occurrence of the wave crest at the vertical section of the cylinder, i.e.,
the time instant t = 0 in which the maximum surface elevation and horizontal velocity appear. It is
interesting to observe that, in terms of maximum peaks, Fy; is greater than Fy for test number 5 (lower
solitary wave), while Fy > Fy for test number 30 (higher solitary wave). Moreover, a prevalence of
positive values of the forces can be noticed, revealing that the cylinder is substantially subjected to
the coupled action of a forward motion in the direction of solitary wave propagation and a lifting one
towards the free surface. For test number 5, the maximum peak of Fj; is more back-shifted than the
other case if compared to the passage of the solitary wave crest. In both cases, there is a prevalence
of the inertia component with respect to the contribution of the resistance offered by the presence
of the cylindrical structure. The above findings are substantially in agreement with experimental
observations related to the interaction between regular or random waves and cylinders placed on
the bed when the parameter KC is considered (e.g., [15,36]). It can be observed that the shapes of
Fpy generally follow those related to ap;, with a less relevant contribution of the drag force related to
the decreasing of the negative peak of Fy and the forward shift of the positive peak of Fy. Apart
from a small contribution of the vertical inertia component for low values of Fy, the shape of the
vertical load, for reference test numbers 5 and 30, follows that related to the horizontal velocity where
the peak appears very close to the solitary wave crest. This situation arises when an external flow
interacts with a bottom-mounted cylinder in which the lift component dominates the features of
Fy (e.g., [14,19]). The occurrence of drag and lift forces will be better highlighted when Morison
and transverse semi-empirical schemes are applied. However, it is important to notice that these
contribution are linked to the formation of vortex patterns around the cylinder and the consequent
deviation from a pure inertial field instead characterized by a potential flow (e.g., [37,38]).
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Figure 5. Time variation of experimental horizontal (F) and vertical (F/) hydrodynamic forces. (a) Test
number 5; (b) Test number 30.

Taking into account all experimental tests, the positive and negative maximum horizontal forces
(FHmax,p and Fpax,n) and the positive maximum vertical forces (Fyqy) as a function of A/d are
respectively shown in Figure 6. Note that these peaks are respectively normalized with respect
to the positive maximum peak of the vertical force, Fy,.,*. As commonly carried out in the field
of solitary waves interacting with offshore and coastal structures (e.g., [39]), the non-dimensional
wave amplitude, A/d, will be considered as simple representative parameter to evaluate the features
of the hydrodynamic forces and coefficients compared to Re and KC since these parameters are
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dependent on the indirect knowledge of the undisturbed horizontal velocity at the transversal axis
of the cylinder. Moreover, a more stable trend of the involved quantities when A/d is adopted was
observed. In general, the positive peaks increase almost linearly with A/d, while the negative ones
highlight a higher variation for A/d > 0.15. The values of Frjax,, are lower than the positive ones
and those referring to Fy . It is interesting to note that, for A/d < 0.105, Fyyay,p values are slightly
greater than Fyy,qy, While Fyyy values are greater than Fpyjay,p values for A/d >0.105 and, particularly,
for high A/d. The threshold corresponding to A/d = 0.105 is highlighted in Figure 6 with a grey
dashed vertical line. Considering the whole experimental range of A/d, the values of FHmax,p and
Frimax,n respectively exhibit an increase of 57% and 56%, with Fy ., growth of about 69%.

T . — . . . .
-
°
" al : i
' ‘: ee®
[ ‘I“l' 1
g £
0
000 6  Wees®® o o000 %
®
° 1]

-0.5 L
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
Ad
Figure 6. Maximum positive and negative peaks of experimental horizontal forces (FH,,WJ, and Fyyax,n,
respectively), and maximum positive peaks of experimental vertical forces ( Fyqx), vs. A/d.

5.3. Calibration of Semi-Empirical Formulas

The calibration of Morison and transverse semi-empirical formulas to evaluate the solitary
wave forces at bottom-mounted cylinders in an easy way is linked to the correct evaluation of the
hydrodynamic coefficients. The above time-constant coefficients can be viewed as representative
parameters of the complex flow field around the cylinder. In order to minimize the differences between
experimental forces and those calculated by Morison and transverse schemes within the adopted
apparent wave period, time-domain methods for evaluating the hydrodynamic coefficients were
considered. The knowledge of the ambient kinematics field (i.e., horizontal velocity and horizontal
and vertical acceleration) at the transversal axis of the cylinder and the hydrodynamic loads acting
on it deduced through the experimental tests allowed for the calculation of in-line (Cp and Cyy) and
transverse (Cp, and Cyy) hydrodynamic coefficients. In this context, the ordinary and weighted least
square methods were used (e.g., [40]). In the weighted least square method, the difference between
the measured and the semi-empirical force is multiplied by Fk, with k a positive index. Within the
adopted apparent wave period of the solitary wave at the cylinder, the hydrodynamic coefficients Cp
and Cj,y related to the Morison scheme are calculated as:

M p2k+1 M Tok2 <M p2kil, <M 2k
_ XM R e oM P M B ay B Ffululay

Cp = 7
Kp [ XM, Pt oM, Ffap— (5, Ffululay )|
(11)
Cymy = S B ay DM Fifut - oM e DY Ffululag

2
Kant |[CM, g, M Ffut— (M, Ffululay)” |

where Kp = 1pD and Kyiyy = 17tD?p. The value of M represents the number of force and kinematic
values within the adopted wave period.

Similarly, the expressions to determine the hydrodynamic coefficients C; and Cyry for the
transverse formula read as:
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M 2k+1 M M 2k+1 M
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Cymv = S FFay y M Bt oM B B Ffay

M p2k,2 vM - p2k M p2k 2
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where K; = Kp and Kpjy = Kyrp. Equations (11) and 12 recover the ordinary least square approach by
setting k = 0.

The performances of the ordinary and weighted least square approaches for calculating Cp, Cpp,
Cr, and Cpy are analysed on the basis of the mean square error percent (MSEP). The MSEP was
obtained by comparing Morison and transverse forces and those calculated experimentally in the

following way:
1M (F? - F.S)Z
MSEP = — L 13)
M i=1 Fig

where F* represents the generic semi-empirical force and F* is the generic experimental one.

For practical aims, attention was paid to the maximum peaks of the wave forces, i.e., positive and
negative for the horizontal force and only positive for the vertical one, and the related phase shifts,
¢ = 27ty /T, where t, is the occurrence time of the maximum positive or negative peak within the
wave period. Figure 7 describes the mean values of MSEP for all 30 laboratory tests calculated by the
ordinary least square (OLS), the weighted least square using k = 1 (WLS1), k = 2 (WLS2), k = 3 (WLS3),
k =4 (WLS4), k =5 (WLS5), and k = 6 (WLS6). The choice to test the weighted least square method up
to k = 6 is to capture the maximum positive peaks of the horizontal and vertical hydrodynamic loads
without any overestimation of the above quantities. The values of MSEP linked to the positive peaks
of both forces are lower than those related to the negative horizontal forces. When k increases, MSEP
for Fymax,p tends to decrease, ranging from about 4.5% for k = 0 to 0.7% for k = 6. The same feature
refers to Fy,y for which the MSEP ranges from about 3.6% for k = 0 to 0.2% for k = 6. Conversely,
MSEP strongly increases proportionally to Fyay,p, moving from 24% for k = 0 up to 54% for k = 6.
With regard to the phase shift associated with the force peaks, the resulting values of MSEP prove
to be generally low and oscillate between 0.9% and 4.9%, with lowest values for Fpy,y,p associated
with k = 6 and lowest values for Fryex,, using k = 0. Taking into account the mean values of MSEP
related to all force peaks and associated phase shifts, it is possible to observe that the OLS method
(k = 0) gives the lowest MSEP, equal to 6.7%. Although the use of k > 1 leads to good values of the
maximum peaks of both forces, a relevant overestimation of the negative peak of Fy is noted. Then,
the ordinary least square method was considered to determine the hydrodynamic coefficients in the
Morison and transverse equations.

Figure 8 highlights the experimental values of Cp, Cypy, Cr, and Cyy in the Morison and
transverse semi-empirical equations as a function of A/d ranging from 0.08 to 0.18. The 95% prediction
intervals are also plotted in Figure 8 and based on second-order polynomial fitting curves for Cp,
Cmp, and Cpry and on an exponential fitting equation for C;. Similar to the case with e/D =1 [22],
the hydrodynamic coefficients Cpy, Cr and Cpy show a general decreasing trend when A /d increases.
This feature is particularly evident for the stable trend of horizontal inertia coefficient, while for the
corresponding vertical one the trend is quite scattered, i.e., with the highest uncertainty, even if this
kind of force component has a small weight in calculating the vertical load as compared to the lifting
load, as successively highlighted in the application of semi-empirical force models. The values of Cp
generally tend to increase up to approximately A/d = 0.15 with a corresponding Cp = 1.4, followed by
a tendential reduction. This particular feature can be heuristically explained through the formation
of vortex patterns around the cylinder that allows the occurrence of drag and lift force components
at the cylinder. Indeed, for low A/d and KC, the increasing trend of Cp is linked to a predominant
transverse direction of the vortices compared to the incoming flow direction, while the decreasing
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trend of Cp is related to a resulting movement of the vortices in the direction of the incident flow,
as observed experimentally for regular waves by Sumer et al. [41] and numerically for solitary waves
by Aristodemo et al. [22]. Regarding the magnitude of the hydrodynamic coefficients, Cp values range
from 0.7 to 1.4, Cpqy from 2.4 to 3, C from 3.9 to 4.7, and Cyy from 3.7 to 6.9.
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Figure 7. Experimental mean square error percent (MSEP) through OLS, WLS1, WLS2, WLS3, WLS4,
WLS5, and WLS6 methods. (a) Maximum positive horizontal force, Fjyay,p; (b) Maximum negative
horizontal force, Frpax,n; (¢) Maximum vertical force, Fyy,yx; (d) Phase shift, ¢, associated with Frpax,p;
(e) Phase shift, ¢, associated with Fpj,4y ,; (f) Phase shift, ¢, associated with Fy,,,,. OLS: ordinary least
square; WLS: weighted least square.
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Figure 8. Experimental hydrodynamic coefficients vs. A/d. (a) Cp; (b) Cpp; (c) Cr; (d) Cpy-

In a slightly wider experimental range (4 < KC < 8), the hydrodynamic force coefficients Cp,
Cmu, and Cp are also plotted vs. KC in Figure 9 and compared with literature experimental
results referring to regular waves interacting with a bottom-mounted cylinder. Only the vertical
inertia coefficients were not reported since no experiments were conducted in the present KC
range. To the author’s knowledge, the unique experiments by Cheong et al. [13] to determine
Cmv were performed out of the investigated range, i.e., 0.05 < KC < 1.25, even if a decreasing
trend when KC increases was noted as in the present dataset. A more scattered range for KC
compared to A/d can be observed since the Keulegan—Carpenter number depends on the apparent
wave period which suffers from small oscillations near the free surface due to the appearance of
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spurious trailing waves. Figure 9a shows the present values of Cp as a function of KC plotted
against the experiments conducted by Sarpkaya and Rajabi [12], and Bryndum et al. [14] through
a non-linear fit of the laboratory data (Neill and Hinwood [15] and Chevalier et al. [16]). Comparing
the values of Cp, the authors observed an overall good agreement with the non-linear fit carried out
by Bryndum et al. [14] and a slight underestimation of the present experiments as compared to those
performed by Sarpkaya and Rajabi [12], Neill and Hinwood [15], and Chevalier et al. [16], even if few
values of Cp are present in the above works. With regard to Cy;p, Figure 9b shows the comparison
between the current dataset and the values obtained by Sarpkaya and Rajabi [12], Bryndum et al. [14],
Neill and Hinwood [15], Chevalier et al. [16], and Aristodemo et al. [19]. The present values of Cypy
are lower than those calculated by Sarpkaya and Rajabi [12], Bryndum et al. [14] and, in particular, by
Aristodemo et al. [19], while they are slightly higher than those obtained by Neill and Hinwood [15]
and Chevalier et al. [16]. However, the current values of Cy;y tend to an asymptotic value equal
to 3.29 occurring for the potential flow characterized by only inertia forces (very low KC numbers)
deduced from the studies of Bryndum et al. [14] and Sumer and Fredsoe [9]. Paying attention to
Cr, (see Figure 9c), the present data are compared with those obtained by Sarpkaya and Rajabi [12],
Bryndum et al. [14], Neill and Hinwood [15], and Aristodemo et al. [19]. The agreement with the fitting
curve proposed by Bryndum et al. [14] is very good, while the current values of C; underestimate
those proposed by Sarpkaya and Rajabi [12] and strongly overestimate those obtained by Neill and
Hinwood [15] and Aristodemo et al. [19]. As for Cpp, it can be noted that C;, tends to an asymptotic
value equal to 4.49 for the fully inertial regime, i.e., when KC—0.
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Figure 9. Experimental hydrodynamic coefficients vs. KC and comparison with literature coefficients
for regular waves. (a) Cp; (b) Cprpr; (¢) Cr.
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5.4. Use of Semi-Empirical Formulas

The Morison and transverse equations calibrated by experimental values of Cp, Cypy, Cr, and
Cmy and deduced from OLS approach are here illustrated in the time domain to highlight the features
of the different force components in horizontal (drag and inertia) and vertical (lift and inertia) directions.
For the considered test (case numbers 5 and 30 shown in Figure 5), Figure 10a,b respectively describe
the comparisons between the time variation of the drag (Fp M) and inertia (Ff;; M) as force components,
and the total force (Fy M) determined by the calibrated Morison equation (see Equation (9)) and the
horizontal one (Fy) deduced through the laboratory experiments. For the same tests, Figure 10c,d
respectively show the comparisons between the time history of the lift (F T) and inertia (Fy;T) force
components, and the total (Fy T) determined by the calibrated transverse equation (see Equation (10))
and the vertical one (Fy) calculated by the laboratory experiments. It is worth noting that Morison
and transverse component and total forces are respectively specified through the symbols M and T
in Figure 10. An overall good agreement between semi-empirical methods and experiments is noted.
This is evident particularly for the maximum positive peak of the horizontal and vertical force modelled
by the Morison and transverse scheme for test number 5, respectively. A less accurate reproduction of
the time variation of the experimental loads can be observed for the negative peak of the horizontal
force, particularly for test number 30, related to the higher solitary wave. With regard to the phase
shifts linked to the force peaks, the Morison and transverse forces are lower and forward-shifted as
compared to the experimental ones, particularly for test number 30. This is linked to the complex
patterns of vortical structures around the cylinder that are not included in the simple expressions of
the adopted semi-empirical schemes. It can be noted that the horizontal force is dominated by the
inertia contribution depending on the undisturbed horizontal acceleration if compared to the drag,
which is related to the free stream horizontal velocity. The vertical force field is conversely dominated
by the lift force and the effect of the vertical inertia is linked to a lowering of the former contribution to
give the modelling of the vertical load. In general, the shape of the vertical force follows that related to
the ambient horizontal velocity in which the peak is substantially in phase with the surface elevation.
Owing to the presence of spurious trailing waves, it is also possible to observe a low contribution of
a positive vertical load in its final part that is not modelled by the transverse scheme.

The four force components, i.e., Fp, Fy, F, and Fy used to calculate the total horizontal and
vertical loads using the calibrated Morison and transverse formulas through the present laboratory
experiments are also analysed in terms of positive and negative peaks. As highlighted in Figure 11 as
a function of A/d, the force components are weighted with respect to the corresponding maximum
peak of the semi-empirical horizontal and vertical force in order to show their contribution to model
the total loads. For the peaks of horizontal forces (see Figure 11a), the inertia component ranges about
from 90% for low A/d to 80% for high A/d, leading to a progressive reduction of an inertia-dominated
regime and a growth of the weight of the drag up to 45%. Paying attention to the peaks of vertical
loads (see Figure 11b), a major role is linked to the maximum lift force, Fy,,, which shows a slight
decrease when A /d increases. It can be observed that the ratio between the peaks of the lift component
and the total vertical one is generally greater than 1. The weight of the positive (Fy Imax,p) and negative
(FvImax,n) peaks compared to the maximum vertical force is quite low. Both contributions exhibit a very
small increase when A /d increases. Specifically, the values of Fyyax,p range about from 5 to 9%, while
the values of Fyjyax,, range about from 10 to 20%. It is worth noting that the tendencies of the force
peaks generally reflect the features of the hydrodynamic coefficients, as illustrated in Figure 8.
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Figure 10. Time history of hydrodynamic loads determined by semi-empirical formulas and experiments.
(a) Comparison between Morison Fp M, FyyM, and FiyM calibrated by experiments and experimental
Fp (test number 5); (b) Comparison between Morison Fp M, F1M, and Fy M calibrated by experiments
and experimental Fy (test number 30); (c) Comparison between transverse F;.T, Fy;T, and FyT
calibrated by experiments and experimental Fy (test number 5); (d) Comparison between transverse
F. T, Fy;T,and Fy T calibrated by experiments and experimental Fy (test number 30).
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Figure 11. (a) Peaks of experimental Morison force components vs. A/d: positive drag Fpy,,, and
positive inertia Fypyay,p; (b) Peaks of experimental transverse force components vs. A/d: positive lift
Flinax, positive inertia Fy iy, p, and negative inertia Fypyqx -

6. Conclusions

The horizontal and vertical hydrodynamic forces induced by solitary waves on a horizontal
cylinder placed on a horizontal sea bed have been investigated by means of 2D laboratory experiments.
For this purpose, 30 laboratory tests were performed in a wave flume in which a battery of 12 pressure
sensors allowed the hydrodynamic loads to be deduced.

In the present experimental flow regime (A/d ranging from about 0.08 to 0.18, 4 < KC <7 and
Re of order of 10%), both the peaks and the shapes of the total wave forces are strongly influenced by
the inertia component in the horizontal direction and by the lift component in the vertical direction.
Concerning the force peaks, it has been observed that, for A/d < 0.105, the positive horizontal peaks
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are higher than the positive vertical ones. For A/d > 0.105, the physical process is inverted and the
positive vertical peaks are greater than the positive horizontal ones. The above feature is evident for
high A/d.

To provide engineering indications, the overall good agreement between analytical solutions
and laboratory tests in terms of surface elevation at the vertical section of the cylinder and free
stream kinematic at the transversal axis of the considered structure has led, in conjunction with the
experimental forces, to the calibration of the hydrodynamic coefficients in the Morison and transverse
equations. The analysis of the hydrodynamic coefficients given by the experimental forces and the
ambient kinematic field has highlighted that Cp initially increases and then slightly decreases when
A/d increases, while Cp1py, Cr, and Cpqpy show an overall decreasing trend. The application of Morison
and transverse schemes has led to a satisfactory evaluation of the maximum peaks and the associated
phase shifts of the hydrodynamic forces, particularly for the positive peaks.
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Abstract: Estimating the extreme values of significant wave height (Hg), generally described by the
Hg return period Tr function Hg(TR) and by its confidence intervals, is a necessity in many branches
of coastal science and engineering. The availability of indirect wave data generated by global and
regional wind and wave model chains have brought radical changes to the estimation procedures
of such probability distribution—weather and wave modeling systems are routinely run all over
the world, and Hg time series for each grid point are produced and published after assimilation
(analysis) of the ground truth. However, while the sources of such indirect data are numerous, and
generally of good quality, many aspects of their procedures are hidden to the users, who cannot
evaluate the reliability and the limits of the Hg(TR) deriving from such data. In order to provide a
simple engineering tool to evaluate the probability of extreme sea-states as well as the quality of such
estimates, we propose here a procedure based on integrating Hg time series generated by model
chains with those recorded by wave buoys in the same area.

Keywords: wave extreme events; Mediterranean Sea; North Atlantic Spanish coasts; Gulf of Mexico;
wave modeling; small scale storm variations

1. Introduction

The analysis of extremes arises in many branches of science and engineering. Hurricane winds
for suspension bridge design and storm surge heights for coastal and offshore works are well-known
examples in civil engineering. Extreme value analysis (EVA) is a branch of statistics dealing with
the extreme deviations from the median of probability distributions. Knowledge of the value of an
extreme event for a given return period Ty is the result of the EVA.

In particular, in ocean and coastal engineering, extreme events are described in terms of the
function Hs(TR), which links the significant wave height (in the following: SWH, or Hg) of a sea state
with different return periods Tg [1,2].

The traditional—and probably also the best—sources of data for such analyses are the historical
in-situ (in the following: “direct” or “experimental”) wave measurements provided by wave buoy
recorders. Buoys measure the motion of the sea surface, and modern buoys also measure slope and
lateral motion [3]. Properly analysed [4,5], these data allow an estimate of sea wave properties in terms
of wave spectrum or, more simply, in terms of the main sea state parameters such as significant wave
height Hg, mean and peak period Tr, Tp and mean direction Op,.
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However, the number of wave buoys is necessarily limited. For example, the entire Italian Data
Buoy Network (in the following Rete Ondametrica Nazionale, RON), operational from 1989 until 2014,
consisted of only 15 stations positioned along the more than 7000 km of Italian coasts [6,7].

As a consequence, it has become a common practice [8,9] to use data (in the following indicated
as “indirect data” or “model data”) originated from global or regional wave models, which are in
turn driven by meteorological wind models. Global and regional wave data are readily available
and this favours their extensive use by ocean engineers and researchers. The wave part of the model
chain implicitly takes into account the geographical and morphological aspects of the wave formation
and propagation, such as the water depth (when applicable) and the variability of fetch, while the
meteorological part includes all the information related both to large scale air circulation as well as to
“regional” (in a meteorological sense) orography.

However, substantial differences can be found when performing an EVA that considers directly
observed and model wave data [10-14]. This difference is primarily due to the obvious fact that
direct data, even though affected by errors—like any experiment—are still a more reliable estimate
of the true values, compared to a model chain that, despite all the efforts and the care taken, is the
result of enormously complicated calculations. The numerical diffusion [13] present in all the models
tends to smoothen the results and thus to decrease the peak values, particularly in areas with strong
spatial horizontal gradients. Besides, most of the time the wave model results are only calibrated
(“assimilated”) using of data from altimeter satellites, whose timing and location is uncorrelated with
the weather or the sea state, so the calibration is biased against extreme weather or sea states.

It must also be noted here [14] that the scatter of results for wind velocity is always larger than for
waves: this implies that the atmospheric variability [15] is the basic reason for the differences between
model and experimental extreme data.

Another important aspect is the bias in the evaluation of extremes present in all sources of data
whenever the sampling of the relevant parameter (SWH in our case) is carried out with too long a time
interval compared with the inherent time constant of the phenomenon. The results shown for instance
in [10,16], prove that use of data with a low time resolution (such as a 3 or 6 h) causes a considerable
undervaluation of the extreme SWH values for a given return time Tr. The following Figure 1 [16]
illustrates this point—by degrading the original buoy data from a sampling rate of 30’ (full data set)
to a sampling rate of 6 h, there is an important reduction of the estimated Hg(TRr). This raises the
problem of deciding what would be the “right” interval to choose in order to compute the Hg(Tr)
curves. Current engineering practice is oriented towards 30 or 1 h intervals, mostly because that is the
commonly available sampling rate for buoy data, but also because what is normally important is not
the extreme single wave, but some kind of average wave height; after all, this is the reason for adopting
the concept of “significant wave height”. The opportunity of this choice seems to be confirmed by the
apparent convergence of the curves (1 h curve in blue is very close to the 30" curve in red).

Investigating the use of even shorter sampling rates would lead to a different problem, i.e., the
determination of the probability of single extreme waves: an issue which also has relevance, but seems
to be not yet clarified, see for instance [17].

As a consequence of all this, the main problem in ocean and coastal engineering is that while long
series of model data are available practically everywhere, the quality of such data is inadequate for the
purpose of evaluating extreme SWHs; on the other hand, measurements taken at buoy wave meters
provide reliable data, but for a limited number of sites.

The objective of this work is to propose a procedure by which model data can be integrated
with experimental data in order to provide a better estimate of extreme SWH values. This is done by
considering model-derived data at a given location as estimators—in a statistical sense—of the true
values; and, in order to improve the estimate as well as to evaluate the error, information on their
statistical distribution is obtained by analyzing the wave buoy data series in the area.

In the following such a procedure is discussed and applied to three different sea areas:

1.  South Mediterranean Italian coast;
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2. North Atlantic Spanish coast;
3. Gulf of Mexico.

Global or regional wave datasets are provided by different organizations, i.e., ECMWF (European
Centre for Medium-Range Weather Forecasts) and NOAA (National Oceanic and Atmospheric
Administration).

The NOAA National Center for Environmental Prediction (NCEP) developed the Climate Forecast
System (CFS), a fully coupled model representing the interaction between the Earth’s atmosphere,
oceans, land and sea ice. A reanalysis of the sea and atmosphere state for the period of 1979-2009
has been conducted, resulting in the CFS Reanalysis (CFSR) dataset. Using the CFSR dataset, the
NOAA Marine Modelling and Analysis Branch (MMAB) has produced a wave hindcast for the same
period. The wave hindcast dataset has been generated using the WAVEWATCH III (WW3) model
(v3.14) (NOAA /National Weather Service, College Park, MD, U.S.A.) and is suitable for use in climate
studies. The wave model resolves 50 wave frequencies (from 0.035 to 0.963 Hz) and 36 wave directions
(directional resolution of 10°). Data are given at a three-hourly time resolution and are available both
on a global grid (spatial resolution of 0.5° x 0.5°) and on 16 different regional nested grids with a
variable spatial resolution.
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Figure 1. Effect of the varying sampling rate on the SWH extreme values.

The ECMWF produces the ERA-Interim dataset, another global atmospheric reanalysis dataset
starting from 1979 and continuously updated. It also models oceanographic variables, including waves.
The wave model used by ECMWF is based on the WAM (WAve Model) approach [18], resolving
30 wave frequencies and 24 wave directions. Furthermore, the wave model contains corrections for
treating unresolved bathymetry effects and a reformulation of the dissipation source term. ERA-Interim
produces four analysis data per day (at 00:00, 06:00, 12:00 and 18:00 UTC) and two 10-day forecast
data per day, initialized from analysis at 00:00 and 12:00 UTC. Both wave products are distributed on a
global 1.0° x 1.0° latitude/longitude grid.

Many commercial companies provide a model series with smaller sampling intervals, and often
with a finer spatial resolution; however only NOAA and ECMWW provide well-tested and public
reanalysis data, so in the following only those two sources have been considered.

2. Considered Datasets

Six-hour ECMWEF ERA-Interim re-analysis data were used throughout the work. However, since
in two locations (South Mediterranean Italian coasts and Gulf of Mexico) NOAA data with adequate
resolution are also available, these have been added to provide additional elements.
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2.1. South Mediterranean Italian Coasts

Direct data for this area are from the six Italian Data Buoy Network (RON) buoys reported in

Figure 2.
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Figure 2. Position of the six considered Italian buoys—(RON).

More specific details about RON can be found in [6]. Table 1 reports the exact location and dataset
time extension for the six considered buoys.

Table 1. South Mediterranean Italian coast: position, data sampling and dataset time extension for the

different data sources considered.

Data Source Latitude Longitude From To Sample Grid
Alghero buoy 40°32'55" N 08°06'25" E 1 July 1989 31 December 2007 30 min. -
Catania buoy 37°26'24" N 15°08'48" E 1 July 1989 30 September 2006 30 min. -
Cetraro buoy 39°27'12" N 15°55'06" E 1 February 1999 31 December 2007 30 min. -
Crotone buoy 39°0125" N 17°13'12" E 1 July 1989 31 July 2007 30 min. -
Mazara buoy 37°31'05" N 12°32'00" E 1 July 1989 31 December 2007 30 min. -
Ponza buoy 40°52'00" N 12°57'00" E 1 July 1989 31 December 2007 30 min. -
ECMWE Global 36° N-42° N 7° E-20° E 1 January 1979 31 December 2007 6h 10 x1°
NOOA med_10m 30° S-48° N 7° W-43° E 1 January 1979 31 December 2007 3h 10" x 10

For indirect data, both the global six-hour analysis ECMWF ERA-Interim and the Mediterranean
(med_10m) nested grid three-hourly NOAA-MMAB products were used. The former, provided on
a 1° x 1° latitude/longitude grid, were acquired for an area between 36° N—42° N of latitude and
7° E-20° E of longitude; the latter, on a 10’ x 10’ (about 0.167° x 0.167°) latitude/longitude grid, cover
an area between 30° S—48° N of latitude and 7° W—43° E of longitude (see Table 1).

2.2. North Atlantic Spanish Coast

For this area, direct data were sampled from the five buoys reported in Figure 3. The exact buoy
location and relative dataset time extension are reported in Table 2.

Table 2. North Atlantic Spanish coast: position, data sampling and dataset time extension for the

different data sources considered.

Data Source Latitude Longitude From To Sample Grid
Bilbao buoy 43°38'24" N 03°05'24” W 1]January 2002 30 November 2010 1h -
C. De Penhas buoy ~ 43°45'00” N 06°09'36” W 1]January 1998 30 November 2010 1h -

C. Silleiro buoy 42°07'12" N 09°25'48" W 1 July 1998 30 November 2010 1h -
Estaca Bares buoy 44°07'12" N 07°40'12” W 1 January 1998 31 August 2010 1h -
Villano Sisar. buoy ~ 43°30'00” N 09°12/36” W 12May 1998 30 November 2010 1h -

ECMWE Global 40° N-46° N 12° W-2° W 1January 1998 31 December 2010 6h 1° x 1°
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Figure 3. Buoy positions along the North Atlantic Spanish coast.

ECMWF ERA-Interim (global four analyses per day) indirect data were used. They are provided

on a 1° x 1° latitude/longitude grid and were acquired for an area between 40° N-46° N and
12° W-2° W of longitude (see Table 2).

2.3. Gulf of Mexico

Direct data were collected at seven National Data Buoy Center (NDBC) buoys whose locations
are shown in Figure 4 and Table 3. Table 3 also reports the dataset time span for each buoy.
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Figure 4. Position of seven NDBC buoys in the Gulf of Mexico.

Table 3. Gulf of Mexico: position, data sampling and dataset time extension for the different data
sources considered.

Data Source Latitude Longitude From To Sample Grid
42001 buoy 25°53'48" N 89°40'06" W 1 March 1979 31 December 2007 1h
42003 buoy 26°00'25" N 85°38'54" W 1 January 1979 31 December 2007 1h -
42019 buoy 27°54'24" N 95°21'09” W 1 May 1990 31 December 2007 1h -
42020 buoy 26°58'04” N 96°41'39” W 1 May 1990 31 December 2007 1h -
42036 buoy 28°30'03" N 84°30'56" W 1 January 1994 31 December 2007 1h -
42039 buoy 28°47'18" N 86°00'31" W 1 December 1995 31 December 2007 1h -
42040 buoy 29°12/30" N 88°13'33" W 1 December 1995 31 December 2007 1h -
ECMWEF Global 24° N-32° N 100° W=80° W 1January 1979 31 December 2007 6h 1° x1°
NOOA ecg_10m 0° N-55° N 100° W-50° W 1 January 1979 31 December 2007 3h 10" x 10

ECMWF ERA-Interim were considered as well as NOAA-MMAB. The former were acquired for
an area between 24° N-32° N of latitude and 100° W-80° W of longitude on a grid of 1° x 1°, the latter,
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in particular, were acquired from the Gulf of Mexico and NW Atlantic (ecg_10m) nested grid that
covers an area between 0° N-55° N of latitude and 100° W-50° W of longitude with a 10" x 10" (about
0.167° x 0.167°) spatial resolution.

3. Methods

As stated above, substantial differences can be found when performing an EVA considering
directly observed and indirect wave data. Therefore, for practical coastal engineering purposes a
procedure is necessary to correct and to evaluate the reliability of Hg(TRr) curves derived from model
data for any location at sea. In the following, one such procedure is proposed and tested and shown
to be reliable in areas where an adequate number of in situ wave buoys are available. Unlike most
calibration or validation procedures currently being performed, all our elaborations were carried out
on the Hg(TR) functions rather than on the single raw extreme recorded significant wave heights Hg.
The basic concept is that the parameters of any Hg(Tr) function are themselves randomly distributed,
and that the distribution of such parameters can be estimated by analyzing in situ data for any given
area, thus providing a regional assessment of the error associated with such an estimate.

It is worth noting that the wave part of the model chain takes care of physical marine aspects
such as fetch and depth, so that the difference between the data from the buoy and the data from the
relevant model grid point depends partly on the meteorological uncertainty (i.e., the error of the wind
part of the chain) and partly from the inherent error of the wave part of the model.

This approach is similar to what is done in many fields where distributed data (from a model
or from a remote sensor) need to be assimilated and corrected with field data. In hydrology, for
example, regional models for hydro-meteorological variables, such as extreme or annual rainfall, are
often obtained by coupling a deterministic indicator, based on models, with a spatial model of the
residuals measured at gauged sites [19-22]. A similar approach is also used for extracting the estimated
rainfall rate at ground through meteorological radars and rain gauge measurements [23,24]. Several
methods have been introduced to this purpose [23-27]. In all such procedures, a regional assessment
of statistical uncertainty is carried out by making use of spatial estimates of the error distributions.

For SWH extremes, the limited information coming from the historical data can be largely
compensated by the available indirect model archive data. In order to do so, in this work the model
data are used as indicators, and the buoy data are used for the correction of biases and the evaluation
of uncertainties.

Extreme SWH values HM(TR) derived from model (indirect) time series are thus integrated with
extreme SWH values HD(TR) derived from whatever wave buoy (direct) time series available in the
same geographical area. This provides a tool to derive an estimated function Hg(TR) for any point in
the area, as well as an assessment of the quality of the whole model chain.

There are many possible alternatives which can be selected for this purpose—a first important
decision to be taken is whether the observation period upon which the parameters are estimated
should be the same for both the model and the wave buoy, or should encompass the whole length of
the available period of observed or modeled data. On the one hand, for the sake of consistency, the
time spans of the observation should coincide; on the other hand, since the final scope of the work is to
provide a reliable tool, it would instead make sense to compare all the available in situ data with all the
available model data (normally, the simulated data series are much longer than the experimental ones).
As stated above, in the present paper, since the objective is to illustrate a procedure in the simplest
possible way, the first alternative has been pursued so the series considered for each location overlap
as much as possible.

A further choice is the actual threshold value to adopt if a POT (peak over threshold) procedure
is used to compute the HD(Tr) and HM(TR) functions. In this work, among the various possible
alternatives, the thresholds were chosen by making sure that the number Nt of extreme events
considered would be roughly equal for all the samples. Obviously, Nt increases by decreasing the
threshold because more events are taken into account; on the other hand, if the threshold is too low the
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quality of the estimate is compromised, since the events will no longer be statistically independent. A
compromise has to be found, and a measure of such compromise is given by the value of the parameter
A = Nt/n, n being the number of available observation years. This procedure is normally adopted in
coastal engineering activities [28] and is meant to provide a higher number of extremes, compared
with annual maxima.

In any case, since the present paper is not aimed at evaluating, discussing or recommending one
particular form of Hg(TR), or any particular procedure to estimate its parameters, the only requirement
is that such a form and procedure should be uniform throughout the whole analysis.

In the following, the peak over threshold (POT) method in the form described for instance in [29-33]
was followed to produce a set of extreme significant wave height values. There is here a choice to be
made as to which extreme value distribution should be fitted to the data. For instance [34,35] suggest
that a GPD (generalized Pareto distribution) should be employed for EVA. However, according to
current ocean engineering practice [28,36], the Weibull distribution was adopted (Equation (1)):

F(Hs) =1 — exp{—[(Hs — B)/AJ%), 1)

where A, B and k are known respectively as scale, position and shape parameters. Once the distribution
parameters are known, the Hg return value for a given return period TR (in years) is computed by
making use of Equation (2):

Hs(Tg) = B+ Alln(\Tg)]'/*. @)

The ATR term derives from the POT techniques, where A extreme values are considered on average
for each observation year.

The same operation is carried out with both historical experimental direct datasets HD(Tr) and
indirect data HM(TR) at the same locations—naturally most of the time the positions do not exactly
coincide with model grid points, so a spatial bi-linear interpolation (co-location) as described in [37]
(pp- 10-11) has to be carried out. As shown in Figure 5, for the four model grid points (black crosses)
around each buoy location (filled red circle), a linear interpolation (red circles) between each pair of
grid points has been computed. These two, in either the latitudinal or longitudinal direction, have
then been used for linear interpolation to the requested boy location (filled red circle).
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Figure 5. Scheme of bi-linear spatial interpolation of the four model grid points (black crosses) to
the requested buoy location (filled red circle). First a linear interpolation (red circles) between each
pair of grid points is computed; then a further linear interpolation between these points, in either the
latitudinal or longitudinal direction, provides the value to the requested position.

Since wave buoy time series are often incomplete, the experimental and model data series cannot
be made to coincide exactly; some care must thus be taken to make sure that the extent of time they
refer to are not too far apart. The mean rate values A for the indirect data has been kept close enough
to the A value of the in-situ data, which generally means adopting a lower threshold.

129



Water 2018, 10, 373

Once the experimental HD(TR) and the model-derived HM(TR) curves have been computed, no
matter how good the data or how careful their elaboration is, they will certainly differ for the reasons
stated above.

In the following Figure 6, the results are shown for a test carried out in the three sea regions.
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Figure 6. HD(TR) values computed with direct (blue curves) and indirect (red curves) data for various
buoy location.

Models generally underestimate extreme values compared to experimental data, partly due to
the inevitable smoothing of the results due to the numerical interpolation, and partly due to inherent
limitations of the model chain, as it was shown quantitatively in [13-16]. As a consequence, it is to
be expected for a given return time Tg that the corresponding significant wave height return value
computed with the indirect data HM(TR) is lower than the value obtained by making use of direct
data HD(TR).

The HM(TR) values are then assumed to be indicators of the unknown true values, and a statistical
correlation must thus be found between HM(Tr) and HD(TR) in order to provide a reliable estimator
Hg(TR). We have then [22]:

Hs(Tr) = HM(TR) + HM(TR)-e(w,0), ©)

e(u,0) being the relative error distribution.
Following Equation (3), the expected values Hg for each Ty are:

Hs(Tr) = HM(TR) + - HM(TR) 4)

and its upper and lower bounds of the 95% confidence intervals, corresponding at the 97.5% an 2.5%
percentiles, are respectively:

Hg(Tgr) = HM(TR) + w(Tr)-HM(TR) £ 20(Tr)-HM(TR), ©)

e(u,0) represents the error caused by many reasons: meteorological uncertainty, model inaccuracy, and,
as often happens, the different sampling rate between the experimental and the model data. The value
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of the parameters p and o can be evaluated by making use of a spatial analysis, i.e., by comparing the
model result HM;(TR) with the experimental HD;(TRr) values at the buoy location i of the m buoys
available in the area. The relative error e;(TR) at location i is then given by Equation (6):

ej(Tr) = [HD;(Tr) — HM;(Tr)]/HM;(TR). (6)

Its expected value p(TR) can be estimated as:

E

W) = —Y e %)

1
m!’
i

I
—

and its root mean square o(TR) as

.

o(Tr) = m—1

(e — ) ®)
=1

the sums over the index i being extended to the m wave buoys in the region.

These estimates can be used to quantify the accuracy of the model chain, as well as to provide a
way to compute Hg(TRr) curves for geographical locations not coinciding with wave buoys by making
use of Equation (4), and of the standard deviation o(TR) given by Equation (8).

Figure 7 reports some examples. Curves Hg(TRr) are shown together with the o and o9
confidence interval curves respectively equal to:

Hes = Hs(Tr) & o(Tr)-Hs(Tr) )
Hoe = Hg(TRr) + 20(Tr)-Hs(TRr) (10)
Cetraro - ECMWF Estaca Bares - ECMWF
121 —yp —HM HS Heg sup Heg ot 18; ——HD —HM HS Hg qup Hg jur

[ ey ==== Hog [ Hyg gy

0 25 50 75 100 125 150 0 25 50 75 100 125 150
Return Time T (years) Return Time T (years)
42001 - ECMWF
207 —pp —um HS Heg qup
184 ... Hog wp === Hog it

0 25 50 75 100 125 150
Return Time T (years)

Figure 7. Hg(TR) curves for direct (HD) and indirect (HM) data for various locations with 043 and o9
confidence intervals.
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Similar analyses have been carried out for the three regions, and the results are reported in the

following section.

4. Results

The computations were separately carried out as described above for all the buoys in each of the
three regions. The buoys in each region are close enough to be considered similar from a meteorological
point of view; it is also worth noting that in one of the regions (Southern Italian coast) the position of
each of the buoys with respect to the coast are very different from each other.

4.1. South Mediterranean Italian Coasts

The dataset extension, threshold and mean rate values both for direct and indirect data relative to
each location are reported in Table 4. The NOAA model data are included only as a comparison and

were not used in the estimation procedure.

Table 4. South Mediterranean Italian coast: data relevant to each location for direct (buoy) and the

corresponding co-located indirect (model) datasets.

Source Location From To Sample Threshold N¢ Years A
(m) (1)
Alghero 1 July 1989 31 December 2007 30 5.00 143 16.92 8.45
Catania 1 July 1989 30 September 2006 30 2.50 83 14.90 5.57
Buoy Cetraro 1 February 1999 31 December 2007 30 3.00 52 7.58 6.86
Crotone 1 July 1989 31 July 2007 30’ 3.00 105 16.34 6.43
Mazara 1 July 1989 31 December 2007 30/ 3.50 109 15.55 7.01
Ponza 1 July 1989 31 December 2007 30 3.50 94 15.95 5.89
Alghero 1 July 1989 31 December 2007 6h 4.00 117 18.5 6.32
Catania 1 July 1989 30 September 2006 6h 3.00 81 17.25 4.70
ECMWE Cetraro 1 February 1999 31 December 2007 6h 3.00 39 8.92 4.37
Crotone 1 July 1989 31 July 2007 6h 3.00 91 18.08 5.03
Mazara 1 July 1989 31 December 2007 6h 3.00 116 18.5 6.27
Ponza 1 July 1989 31 December 2007 6h 3.00 82 18.5 4.43
Alghero 1 July 1989 31 December 2007 3h 4.50 106 18.5 5.73
Catania 1 July 1989 30 September 2006 3h 2.00 68 17.25 3.94
NOAA Cetraro 1 February 1999 31 December 2007 3h 3.00 47 8.92 5.27
Crotone 1 July 1989 31 July 2007 3h 3.00 76 18.08 4.20
Mazara 1 July 1989 31 December 2007 3h 3.50 105 18.5 5.68
Ponza 1 July 1989 31 December 2007 3h 3.00 114 18.5 6.16

Results are shown in Tables 5 and 6 (respectively for the ECMWEF and NOAA model data), which

report the various parameters of the curves for all the buoy locations in the area.

Table 5. South Mediterranean Italian coast: comparison between buoy (HD), ECMWEF model (HM)
and estimated (Hg) significant wave height for various values of the return period Tr.

Tr and Related Tgr = 25 Years Tr =50 Years Tr =75 Years Tgr =100 Years
o Values o =0.1043 o =0.1070 o =0.1087 o =0.1100
Location HD HM Hg HD HM Hg HD HM Hg HD HM Hg
Alghero 99 72 92 103 75 97 106 77 99 108 79 101
Catania 63 53 68 67 56 71 69 57 74 71 58 75
Cetraro 81 56 71 86 59 75 89 60 77 92 61 7.9
Crotone 65 53 68 68 56 71 70 57 73 71 58 75
Mazara 70 60 76 73 63 80 75 64 82 76 65 84

Ponza 69 55 70 73 58 75 75 60 77 77 61 7.9
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Table 6. South Mediterranean Italian coast: comparison between buoy (HD), NOAA model (HM) and
estimated (Hg) significant wave height for various values of the return period Tg.

Tr and Related Tr = 25 Years Tgr =50 Years Tgr =75 Years Tgr =100 Years
o Values o =0.0867 o =0.0893 o =0.0908 o =0.0918
Location HD HM Hg HD HM Hg HD HM Hg HD HM Hg
Alghero 99 74 89 103 77 93 106 79 95 108 8.0 9.6
Catania 63 51 61 67 54 65 69 56 68 71 58 6.9
Cetraro 81 66 79 86 70 84 89 72 87 92 74 8.9
Crotone 65 62 74 68 65 78 70 67 81 71 68 8.2
Mazara 70 61 73 73 63 76 75 65 78 76 66 7.9

Ponza 69 58 69 73 61 73 75 62 75 77 64 7.6

4.2. North Atlantic Spanish Coast

The dataset extension, threshold and mean rate values A both for direct and indirect data relative
to each location are reported in Table 7.

Table 7. North Atlantic Spanish coast: data relevant to each location for direct (buoy) and the
corresponding co-located indirect (model) datasets.

Source Location From To Sample Threshold (m) N Years (1) A
Bilbao 1 January 2002 30 November 2010 1h 5.50 60 7.30 8.22
C. De Penhas 1January 1998 30 November 2010 1h 5.00 89 10.17 8.75
Buoy C. Silleiro 1 July 1998 30 November 2010 1h 6.00 82 10.38 7.90
Estaca Bares 1January 1998 31 August 2010 1h 6.00 68 8.68 7.83
Villano Sisar 12 May 1998 30 November 2010 1h 6.00 70 9.34 7.49
Bilbao 1 January 2002 30 November 2010 6h 4.50 61 8.92 6.84
C. De Penhas 1January 1998 30 November 2010 6h 4.50 102 12.92 7.90
ECMWEF C. Silleiro 1 July 1998 30 November 2010 6h 5.00 84 12.42 6.77
Estaca Bares 1January 1998 31 August 2010 6h 5.50 81 12.67 6.39
Villano Sisar. 1 May 1998 30 November 2010 6h 6.00 73 12.58 5.80

Results are shown in Table 8, which reports the various parameters of the curves for all the buoy
locations in the area.

Table 8. North Atlantic Spanish coast: comparison between buoy (HD), ECMWF model (HM) and
estimated (Hg) significant wave height for various values of the return period Tg.

Tr and Related TR = 25 Years Tgr =50 Years Tr =75 Years Tr =100 Years
o Values o =0.0741 o =0.0753 o = 0.0760 o = 0.0765
Location HD HM Hg HD HM Hg HD HM Hg HD HM Hg

Bilbao 140 102 127 148 108 135 153 11.1 140 156 114 143
C. De Penhas 112 98 121 118 103 128 122 105 132 124 107 135
C. Silleiro 125 95 118 131 99 124 135 102 127 138 103 130

Estaca Bares 134 103 128 142 108 135 146 11.0 138 149 112 141
Villano Sisar. 137 11.0 136 144 115 143 148 118 147 151 120 150

4.3. Gulf of Mexico

Data relevant to each location for direct and indirect data are reported in the following
Table 9. NOAA model data are included only as a comparison and have not been used in the
estimation procedure.
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Table 9. Gulf of Mexico: data relevant to each location for direct (buoy) and the corresponding
co-located indirect (model) datasets.

Source Location From To Sample Threshold (m) N Years (n) A
42001 1 March 1979 31 December 2007 1h 3.50 187 26.28 712
42003 1 January 1979 31 December 2007 1h 3.50 158 24.50 6.45
42019 1 May 1990 31 December 2007 1h 3.50 119 14.83 8.02
Buoy 42020 1 May 1990 31 December 2007 1h 3.50 116 14.49 8.01
42036 1 January 1994 31 December 2007 1h 3.50 81 11.83 6.85
42039 1 December 1995 31 December 2007 1h 3.50 87 11.51 7.56
42040 1 December 1995 31 December 2007 1h 3.50 66 11.51 5.73
42001 1 March 1979 31 December 2007 6h 3.00 200 28.83 6.94
42003 1 January 1979 31 December 2007 6h 3.00 179 29.00 6.17
42019 1 May 1990 31 December 2007 6h 3.00 60 17.67 3.40
ECMWEF 42020 1 May 1990 31 December 2007 6h 3.00 100 17.67 5.66
42036 1 January 1994 31 December 2007 6h 3.00 77 14.00 5.50
42039 1 December 1995 31 December 2007 6h 3.00 53 12.08 4.39
42040 1 December 1995 31 December 2007 6h 3.00 49 12.08 4.06
42001 1 March 1979 31 December 2007 3h 3.50 215 27.92 7.70
42003 1 January 1979 31 December 2007 3h 3.50 171 28.08 6.09
42019 1 May 1990 31 December 2007 3h 3.00 132 17.33 7.62
NOAA 42020 1 May 1990 31 December 2007 3h 3.00 92 17.33 531
42036 1 January 1994 31 December 2007 3h 3.00 81 13.67 5.93
42039 1 December 1995 31 December 2007 3h 3.00 95 12.00 7.92
42040 1 December 1995 31 December 2007 3h 3.00 80 12.00 6.67

Results are shown in Tables 10 and 11 (respectively for the ECMWEF and NOAA model data),
which report the various parameters of the curves for all the buoy locations in the area.

Table 10. Gulf of Mexico: comparison between buoy (HD), ECMWEF model (HM) and estimated (Hs)
significant wave height for various values of the return period Tg.

Tgr and Related Tr = 25 Years Tgr =50 Years Tr =75 Years Tgr =100 Years
o Values 0 =0.1722 o =0.1815 o =0.1862 o =0.1893
Location HD HM Hg HD HM Hg HD HM Hg HD HM Hg

42001 105 71 107 118 78 119 126 82 126 131 85 131
42003 109 76 115 123 85 129 131 9.0 138 137 94 144
42019 69 48 72 75 51 78 78 54 82 80 55 85
42020 80 52 78 88 55 84 92 58 89 96 60 92
42036 92 73 111 101 81 124 107 86 132 112 90 138
42039 123 80 121 139 91 138 148 97 148 155 101 156
42040 169 90 136 195 103 157 212 111 170 224 116 179

Table 11. Gulf of Mexico: comparison between buoy (HD), NOAA model (HM) and estimated (Hg)
significant wave height for various values of the return period Tg.

Tr and Related Tgr = 25 Years Tgr = 50 Years Tr =75 Years Tr =100 Years
o Values o =0.1071 0 =0.1145 0 =0.1184 o =0.1210
Location HD HM Hg HD HM Hg HD HM Hg HD HM Hg

42001 105 83 106 118 92 117 126 97 124 131 100 129
42003 109 91 115 123 101 129 131 107 138 137 112 144
42019 69 55 70 75 59 76 78 62 79 80 64 82
42020 80 59 75 88 65 83 92 68 87 96 70 91
42036 92 83 106 101 93 119 107 98 127 112 103 132
42039 123 98 125 139 111 142 148 118 152 155 123 159
42040 169 115 146 195 131 167 212 140 181 224 147 19.0
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5. Discussion

The first—if perhaps expected—result of the work is that the difference between the model
derived curve HM(TR) and the experimental curve is always negative, i.e., the model results present
a consistent negative bias in the estimation of extreme events. There are of course various reasons
why this is the case—in the first place the already mentioned limitations due to the model’s inherent
limits [38—40]; a further practical reason is the effect, also discussed above, caused by the longer
sampling time of the model data in comparison with the high data sampling of modern wave buoys
(30"), which also coincide with the standard engineering practice.

Once the bias curve for a given area is computed, Hg(Tr) can easily be obtained by adding the
bias to the model values HM(TR). Hg(TRr) always presents a marked improvement in comparison
with the simple model data HM(TR), so it always make sense to correct model derived data with an
estimate of the error distribution in the local buoy wave meters.

Another important aspect is the information gained on the uncertainty of the model-derived
extreme value curves by considering the variation of statistical parameters over a given area (spatial
analysis). Confidence intervals have been provided for 68% (+10) and 95% (£20), and it was found
that most of the HD(TR) curves derived from real data at the buoy locations fall well within the +1c
interval of the estimated Hg(TR), all of them however being actually within the +20 curves. Given
the relatively small number of buoys in each sea region, this behavior it is coherent with what could
have been expected. More importantly, perhaps, Hs(Tr) always showed a marked improvement in
comparison with the simple model data HM(Tg). This also holds for the particular case of the Southern
Italian buoys, which are all located in the same area, but face different directions due to the complex
coast morphology. The fact that the results are not much different from those in the other directions,
seems to confirm that the wave models are accurate enough to take the wave generation into account,
and that most of the uncertainty derives from the wind modelling part of the chain.

6. Conclusions

The paper shows that a probabilistic estimate Hg(TRr) of the significant wave height Hg as a
function of the return time Ty is possible by comparing wave buoy (direct) and model (indirect) data
in a given area. Hg(TR) functions obtained from historical buoy data have been compared with similar
curves derived from indirect data from both ECMWF and NOAA archives for three distinct areas: the
Gulf of Mexico, the North Atlantic waters along the Spanish coasts and part of the Mediterranean Sea
surrounding Italy. The comparison shows a systematic negative bias, thus proving that model curves
always underrate experimental ones. The error distribution of the model of the data was studied
on a geographical basis, so that a Hg(Tr) curve and its confidence values can be evaluated for any
model grid point in the area. Widely diffused, freely available and reliable model data archives such as
ECMWF and NOAA analysis and reanalysis data can thus be used for engineering purposes.

While the objective of the work is not to suggest a particular extreme value distribution or
estimation methodology, a general procedure has been provided to improve the reliability of model
data for EVA; such a procedure, already in the present form, can also be used to evaluate the suitability
of a given model data archive to the estimation of the probability of extreme sea states.

Further development should include testing the procedure with some of the new commercially
available model data sets which present a higher spatial and temporal resolution. This would allow
an independent assessment of their quality as well as—possibly—a better estimate of the extreme
value SWH.
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Abstract: This paper investigates wave climate and storm characteristics along the Mediterranean
coast of Andalusia, for the period 1979-2014, by means of the analysis of wave data on four prediction
points obtained from the European Centre for Medium-Range Weather Forecasts (ECMWEF). Normally,
to characterize storms, researchers use the so-called “power index”. In this paper, a different approach
was adopted based on the assessment of the wave energy flux of each storm, using a robust definition
of sea storm. During the investigated period, a total of 2961 storm events were recorded. They
were classified by means of their associated energy flux into five classes, from low- (Class I) to
high-energetic (Class V). Each point showed a different behavior in terms of energy, number, and
duration of storms. Nine stormy years, i.e., years with a high cumulative energy, were recorded in
1980, 1983, 1990, 1992, 1995, 2001, 2008, 2010, and 2013.

Keywords: energy flux; storm classification; stormy year; coastal erosion; Andalusia coast

1. Introduction

Coastal areas are extremely important in Mediterranean countries since they host the majority
of their population and economic activities [1]. Over the last few decades, one of the faster urban
developments has occurred along the Spanish Mediterranean coast, especially at the Costa del Sol [2].
As a result of this expansion, human activities and buildings were placed extremely close to the
shore [3]; therefore, they are now threatened by natural hazards influenced by climate change-related
processes such as sea-level rise and increases in storm frequency and intensity [4,5]. To reduce storm
impacts, it is necessary to understand specific coastal characteristics and sensibilities as well as to
fully comprehend storm nature. In recent years, several researchers have studied these aspects from
different viewpoints. In Spain, Rodriguez-Ramirez et al. [6] studied storm records on the Huelva coast
to obtain appropriate future development and management strategies; Mendoza and Jiménez [7] and
Mendoza et al. [8] presented an intensity scale for wave storms on the Catalan coast to characterize their
spatial and temporal variability; Guisado and Malvarez [9] and Pintado and Garcia [10] used extreme
wave conditions to complete the characterization of the morpho-dynamic environments of the Costa
del Sol and Huelva areas; Anfuso et al. [11] and [12,13] characterized storms along the Atlantic side of
Andalusia. In recent decades, coastal scientists have used several indexes to characterize storms, e.g.,
Halsey [14] ranked north-east Atlantic coastal storms (northeasters or nor’easters) based on a damage
potential index and Dolan and Davis [15] proposed an intensity scale index to classify nor’easters into
five classes, from weak to extreme, based on wave height and storm duration. Orford et al. [16] and
Orford and Carter [17] used the role of storm surge to develop a new storm index. Kriebel et al. [18]
proposed a nor’easter risk index by combining the effects of storm surge, wave, and duration and
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Zhang et al. [19] developed a storm erosion potential index by combining the effect of storm tide, wave
energy, and duration. This paper analyzes a 35-year wave climate dataset obtained from the European
Centre for Medium-Range Weather Forecasts (ECMWF) for four available prediction points equally
spaced along the Mediterranean coast of Andalusia (south of Spain). This allowed the definition and
assessment of storm characteristics and their spatial and temporal distribution along the investigated
area. To characterize the storms, a new approach was adopted, assessing the real wave energy flux of
each storm, using a robust definition of the storm itself. During the investigated period, a total of 2961
storm events were recorded. These were classified according to five classes of storms, from low (Class I)
to high-energetic (Class V). Results obtained are useful to understand potential impacts of both single
and grouped storms, and hence put in place the appropriate prevention and mitigation strategies.

2. The Study Area

This study is focused on the wave climate of the Andalusia Mediterranean coast, a very populated
area whose land cover has experienced important changes during recent decades [20]. Malaga is
the province that has experienced the most important coastal occupation, in particular due to the
construction of structures related to national and international tourism [20]. The coast is a micro-tidal
environment (tidal range < 20 cm, [9] ), about 546 km long, and including four provinces, i.e., Cadiz,
Milaga, Granada, and Almeria (Figure 1).
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Figure 1. Geographic location of the study area and wave rise (1979-2014) for each prediction point.

There are many Andalusian coastal areas that suffer erosion problems [21], typically linked to
very energetic storms producing severe damage to coastal structures. For example, Figure 2 shows the
damage produced in winter 2015 by a western storm at Alumufiecar (Granada Province). This storm
particularly affected the beaches of San Cristobal and La Herradura. At the former, the extreme wave
run-up broke the facilities for summer tourism, and at the latter, storm waves reached the road at
several points, depositing cobbles and sand that endangered people the circulation of vehicles.
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Figure 2. Severe damage after a western storm in winter 2015 at the Reina Sofia Promenade
(Almufiecar), photo by europapress.

On the Mediterranean Andalusian coast, the beaches are rectilinear and composed of medium
to fine and dark to golden sands and, especially in Granada and Almeria, cliffed sectors are
observed. The near-shore area generally shows high slope values and intermediate and reflective
morpho-dynamic states linked to a narrow continental shelf [22]. This sector is exposed to winds from
E and SE with minimum and maximum wind speed values that range from 0.4 to 0.9 m/s [9].

3. Methods

With the aim of characterizing the wave climate of the studied area, four prediction points were
identified along the Mediterranean Andalusian coast; at each point, wave rises and the monthly
means of maximum wave height H,,0 ,usx Were calculated. The wave rises give information about the
direction and intensity of incoming waves, whereas the monthly wave height means give information
about the seasonal characteristics of the Mediterranean Andalusian coast. To identify each single
storm, the definition of [23] was adopted, which allowed calculation of the energy flux by using the
linear deep-water wave theory and, finally, classification of energy flux, preferring this parameter to
empirical ones.

3.1. Wawve Climate Preliminary Analysis

Wave climate analysis was carried out using wave data modelled by the ECMWF by means of the
WAve Model (WAM). This numerical model, which solves the energy balance equation, forecasts wave
climate that is then subjected to quality controls ensuring its consistency [24] (https://www.ecmwf.
int/en/elibrary/16951-wave-model accessed on January 2019). This paper used MATLAB scripts to
analyze wave characteristics along the Mediterranean coast of Andalusia for the period 1979-2014,
obtained by the ECMWF within the framework of the ERA-INTERIM project. The four predictions
points, from W to E, used in this paper, are Point 1, close the Strait of Gibraltar, Point 2, east of Mdlaga,
and Points 3 and 4 in front and east of Almerfa, respectively (Figure 1). Each temporal series is formed
by 51,860 data points recorded over a period of 35 years (1 January 1979-30 January 2014) which is
enough to analyze potential trends of increasing wave heights, the presence of climate-controlled
cycles, or annual variations due to climate events [5].

3.2. Storm Classification Using the Energy Flux

To determine storm events, the definition used was the one given by [23], i.e., a Mediterranean
Sea storm is a sequence of sea states in which the spectrally significant wave height exceeds the
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threshold /; and does not fall below this threshold for a continuous time interval greater than 12 h.
He also considered that the time interval between consecutive single storms must be greater than
12 h. The government agency “Puertos del Estado” [25] suggested, for the Mediterranean coast of
Andalusia, adopting a threshold value #; = 1.5 m. Boccotti [23] suggests adopting the same value
for the threshold (/;) because it is 1.5 times the mean yearly significant wave height. Following the
aforementioned criteria, 2961 storms were selected for the period 1979-2014.

Many studies (e.g., [7,8,11-13]) based the classification of storms on the use of the Dolan and
Davis [15] “Storm Power Index”. In this paper, a physically based parameter was preferred, namely,
wave energy flux [26,27]. Wave energy flux, or wave power per unit of wave-front length (P), was
calculated using the following equation:

2
_ e [W
P= 64nTeHm° [m} @
where p is water density, g is the gravity acceleration, T, is the energy period that represents the period
of the sinusoidal wave with the same energy as a real sea state (for which a JONSWAP spectrum is
about 90% of the peak period) and Hy, is the spectrally significant wave height. To obtain an accurate
estimation of the total energy (Ei,) of each storm [26-29] the energy flux was time-integrated:

i d; Wh
= [ pat {7} @

where the d' is the duration of i-th storm. Using Equations (1) and (2) the total energy of each of the
2961 storms was calculated.

For example, two storms at the prediction Point P3 are shown in Figure 3. The first storm started
on 25 February 2009 and the second on 4 March 2009. Figure 3a shows the H,,o values of the two
storms identified by means of the threshold /; = 1.5 m. The corresponding energy flux P and the total
energy Eigt (Equations (1) and (2)) is shown in Figure 3b.

Figure 3. (a) Spectrally significant wave height H,,, during the storms of 25 February and 4 March
2009 at the prediction Point P3. The dashed red line is the spectrally significant wave height threshold
ht =1.5m, dy and dy are storm duration. (b) Energy flux during time and total storm energy.
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The method proposed by [30], i.e., “the natural breaks” function, was used to classify storm events
into five classes, from Class I (low-energetic events) to Class V (high-energetic events).

The Return Period of the Energy Flux of Storms

For the estimation of the return period of the energy flux (P) of each storm class, the probability
of exceedance was fitted with a modification of the Weibull Cumulative Distribution Function (CDF)
described in [23,31]:

F(P) = e ()" %] 3)
where w and u parameters that depend on the location under examination. Using the auxiliary
variables X = 100 -In(2.5-P) and Y = 100 - In [In (1/F(P))] [23,31], in the coordinate system X,
Y, the data points should lie on a straight line. Thus, the parameters of Equation (3) can be easily
estimated by fitting those data points by means of the least-squares method.

The above-mentioned Weibull CDF is related to the return period T, by means of

T,

1
= 4
o E ) e @
where A is the mean number of events per year. Consequently, for the lower and upper limit of each
storm class, the probability of exceedance and the return period were calculated.

3.3. Stormy Year

For the sake of continuity with previous research [11,32], the definition of stormy year was
adopted here. In particular, for each prediction point, stormy year empirical recurrence period (R;)
and annual frequency of occurrence (f,) were assessed by using the equations:

R; = (Hmﬁ [year] 5)

ﬁz%%l ®)

where R; is the recurrence interval calculated for 7 number of years (35 in this paper), m is the number
of events that occurred within the date-range of interest, and f, is the yearly frequency of occurrence
of the event. For each prediction point, two values of R; and f, were calculated using a minimum and
a maximum threshold, respectively. The minimum threshold is the mean of total energy (y) calculated
within the whole period of 35 years, the maximum threshold is y + ¢, where ¢ is the standard deviation
of the total energy.

4. Results and Discussion

4.1. Wave Height Characterization

Wave height data did not present a general trend along the investigated period, but a clear
seasonal behavior was recognized, as observed by Rangel-Buitrago and Anfuso [13] on the Atlantic
sector of Andalusia. As a general trend, higher average values of monthly maximum spectrally
significant wave heights (Hy,,0 uax) Were observed during the winter season, i.e., the December-March
period and, specifically, Points 1, 2 and 4 recorded maximum values in March and Point 3 in February
(Figure 4). High values recorded in March are linked to the great importance of eastern waves due to
regnant winds during such months. Lower average H,;0,uqx Values were observed during the summer
time, i.e., July, August, and September, ranging from 1.7 m at Point 1 to 2.1 m at Point 3. Dealing with
the behavior of each analyzed point, Point 3 showed the highest values in all years, always followed
by Point 2; but during June, July, and August, Point 4 recorded greater values than Point 2 (Figure 4).
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Figure 4. Average values of monthly maximum spectral significant wave heights H,;,0 -

Approaching directions observed at different points clearly reflected coastal orientation and
prevailing marine climate (Figure 1). Point 1 is close to the Strait of Gibraltar but sheltered to the
Atlantic swell waves. East approaching fronts, with prevailing wave height classes of 0.5-1.25 m
(c. 30%) and 1.25-2.5 (c. 10%), clearly prevailed at this prediction point (Figure 1) and were linked to
the strong easterly winds associated with a surface pressure gradient over the Gibraltar Strait when
the Azores high pressure is located over the Iberian Peninsula, while there is pronounced low pressure
over northern Africa [33]. Points 2 and 3 are situated at the central part of the investigated area, so
they are exposed to winds and waves from W and E and E-NE directions; specifically, at Point 2, E and
N approaching waves are equivalent to W approaching fronts. At Point 3, the western component
prevailed on the north-east approaching direction because of the increase of the western geographic
fetch; an increment of the NE component was also observed since this point is more exposed to this
approaching direction with respect to Point 2 because of coastal orientation (Figure 1). At Point 4,
despite the prevalence of the E-NE approaching direction, the NE component becomes even more
evident than at Point 3. Furthermore, since this latter point is sheltered to the west because of coastal
orientation (NNE-SSW oriented), waves approaching from the third quadrant essentially present SW
and W-SW components.

4.2. Storm Characterization

During the investigated period, a total of 2961 storm events were categorized into five classes,
i.e.,, Class I (weak), Class II (moderate), Class III (significant), Class IV (severe), and Class V (extreme).
Points 3 and 2 recorded the highest number of storms (Figure 5). The distribution is similar at all
points, with a clear dominance of events belonging to Classes I and II: 87.4% in Point 1, 86.6% in Point
2, 83.1% in Point 3, and 90.4% in Point 4 (Table 1, Figure 5). Mean wave height value of each class did
not present great spatial variations, i.e., all points recorded similar values of wave height for the same
class. Concerning maximum and minimum wave height values per class, a clear and general trend
was not observed, e.g., Point 4 presented the lowest wave height value for Class Il but the highest for
Classes IV and V (see Table 1).
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Table 1. Storm characteristics at each prediction point: class, energy (E;), frequency of storms,
significant wave height (H,,0) peak period (Tp), and duration (D).

. Etot [Wh/m] Frequency [%] H,;,0 [m] T, [s] D [days]
Point Class
Min Max Mean Mean Standard Deviation Mean Mean
I 108 503 265 59.6 2.01 0.26 6.5 0.9
I 503 1100 730 27.8 2.61 0.37 7.4 1.9
1 I 1100 2102 1509 8.3 3.27 0.48 8.1 2.9
v 2102 4179 2624 35 3.64 0.65 8.5 4.2
v 4179 9165 5635 0.7 4.68 0.98 9.7 4.8
I 108 503 272 58.9 2.05 0.29 6.5 0.9
I 503 1100 749 27.6 2.65 0.38 7.4 2.0
2 11 1100 2102 1484 9.9 3.13 0.50 7.9 3.3
v 2102 4179 2752 2.3 3.76 0.62 8.6 4.8
A% 4179 9165 5551 0.4 473 0.76 9.2 6.9
1 108 503 270 55.0 2.05 0.28 6.5 0.9
il 503 1100 739 28.0 2.69 0.39 7.4 1.9
3 i 1100 2102 1460 12.4 3.22 0.47 8.0 3.1
v 2102 4179 2775 34 3.99 0.52 8.9 44
v 4179 9165 5632 0.9 4.87 0.74 9.5 7.0
1 108 503 280 67.1 2.03 0.27 6.8 0.9
il 503 1100 712 23.2 2.52 0.35 7.6 2.0
4 i 1100 2102 1408 8.3 3.12 0.46 8.3 3.0
v 2102 4179 2802 0.9 434 0.60 9.6 3.3
A% 4179 9165 5248 0.3 5.18 0.49 10.6 3.7
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Figure 5. Distribution of storm events per class at each point.

Regarding wave period, the same storm classes of different points presented similar values.
Higher wave period variations among classes were recorded at Points 2 and 3 (Table 1). The mean
storm duration presented an increase from Class I to Class V at each point (especially Points 2 and 3)
and important differences among points (Table 1). Figure 6 reports the monthly distribution of all
storms (i.e., the sum of all events recorded at each points) per class. Results are very similar to those
obtained by [7,8,11-13,15,34] in their respective studies. Concerning temporal distribution, Classes I
and II storms were observed along the whole year. Class III storms were recorded in winter and spring
seasons (from October to May), with a minimal occurrence during summer months, i.e., June (8 storms),
August (2 storms), and September (2 storms). Class IV storms were observed from November to
March, and Class V storms were only recorded from December to March (especially in February, with
7, and March, with 5 events). It is interesting to observe that Classes II and III are very frequent in
March, because it relates to approaching waves generated by E and SE winds that are quite frequent
in springtime.
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Figure 6. Monthly distribution of all storm events per class and month.

Concerning approaching directions, at Point 1, Classes I and II mainly approached from the east
with a small western component (Figure 7) and Classes III, IV and V almost exclusively (>95% of
records for each class) approached from E and were linked to the predominant eastern storm waves
(Figure 1). At Point 2, the sum of the E and E-NE directions is broadly equivalent to the western
component (Figure 7) and clearly reflects, with a slight increase of the eastern component, the wave
rise shown in Figure 1. At Point 3, storm energy classes approaching directions (Figure 7) broadly
reflect wave rise presented in Figure 1 with an increase of the importance of the western component for
all storm classes. At Point 4 (Figure 7), the storm approaching directions are consistent with the wave
direction pattern observed in Figure 1. At Point 4, more numerous storms approach from the E-NE
direction and disappear in the SW direction. The return period (T;) of Classes III, IV, and V events at
each prediction point are shown in Table 2.

A) Energy Classess point P1 - N =572 B) Energy Classess point P2 - N =870

Figure 7. Energy flux roses at all prediction points. (A) Point P1, (B) Point P2, (C) Point P3, (D) Point P4.
N is the total number of storm events.
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At Points 2 and 3 the yearly the probability of energy flux exceedance for Class III storms was
100%, varying from 76.9% to 100% at Point 1 and from 43.5% to 100% at Point 4 (Table 2). For Class IV,
the probability of occurrence ranged from 41.7% to 100% and from 58.8% to 100% at Points 2 and 3
respectively, and from 27.8% to 76.9% at Point 1 and from 12.7% to 43.5% at Point 4. Class V probability
of exceedance have minimum percentages of 12.7% and 18.5% at Points 2 and 3, and 8.4% at Point 1
and 3.3% at Point 4. Mentioned values are broadly similar to observations carried out by Anfuso et al.
[11] near the areas of Huelva and Cadiz, i.e., the less energetic zones of Cédiz Gulf. It is observed that
the most energetic points (i.e., Points 2 and 3) have the highest percentages of probability of energy
flux exceedance (Figure 8), so the facing littoral, i.e., the coast between Mélaga and Almeria, is very
exposed to storms belonging to all classes, and especially to most energetic ones (III, IV, and V) that
can have a great impact on both natural and urbanized sectors.

Granada ©

36.70° N

P4 area

Cadiz
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Figure 8. Energy flux probability of exceedance (%) of storms per class III, IV, and V at each point in
the coastal area of influence. The percentage values per class as reported on Table 2 are superimposed
in the colored stripes.

4.3. Characterization of Stormy Years

In this paper, a special attention was devoted to the yearly cumulative characteristics of storms,
i.e., their number, duration, and energy. In fact, as observed by Ferreira [35], the relationship between
storms and beach erosion (and/or damage to human structures) varies according to single storm
characteristics, storm grouping, and coastal response/morpho-dynamic behavior. Concerning the
characterization/quantification of stormy years, only Classes III, IV, and V were considered since these
events are the ones that produce important coastal damage according to [12]. With respect to energy
data, a similar trend was recorded at the four points, with a similarity observed among Points 1, 2, and
3 (Figure 9).
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Figure 9. In the left column: the total energy of storms per year for Classes III, IV, and V. At (a) Point
P1, (c) Point P2, (e) Point P3, and (g) Point P4. In the right column: the corresponding durations of
storms (b) Point P1, (d) Point P2, (f) Point P3, and (h) Point P4. Red and dashed lines respectively
represent the average value (1) and the average plus one standard deviation (i + o).

Dealing with yearly energy distribution, it was possible to observe nine energetic years, i.e., 1980,
1983, 1990, 1992, 1995, 2001, 2008, 2010, and 2013. Anomalies were recorded at Point 3, which differed
in four of the nine aforementioned years; at Point 1, which recorded a low-energy year in 2013 (i.e.,
essentially Classes I, II, and III), and at Point 4, which recorded low energy values in 1983, 1984, and
2008 and high values in 1986 and 2007 (Figure 9). Analyzed data of stormy years did not present a clear
trend; as an example, yearly distribution of cumulative energy presented a correlation factor (r?) that
ranged from 107> for Point P2 to 2 x 10~ for Point P4, but showed a cyclical behavior as highlighted
by the calculation of the return period. The recurrence interval and the yearly frequency of occurrence
are presented in Table 3 according to the distribution of yearly cumulative energy values (Figure 9). Per
each Point, two values of recurrence interval (and frequency of occurrence) are presented, and refer to
the mean value and the mean plus one standard deviation of yearly cumulative energy. The frequency
of occurrence of stormy year was higher at Point 2 with 17% and 53%, respectively, for the lower and
higher energy value, i.e., a low-energetic storm year is observed every 1.9 years and a high-energetic
year presents a recurrence interval of 6 years. Point 4 recorded longer recurrence intervals, which
ranged from 2.6 to 9 years (39% and 11% values of frequency), respectively, for higher and lower
energetic stormy years. Points 1 and 3 presented average values (Table 3).
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Table 2. Return period (T;) and probability of energy flux exceedance (F(P)) for the lower and upper
limit of each Class (III, IV, V) calculated using Weibull CDF Equation (3). The minimum values are
highlighted with blue-colored font.

Class 111 Class IV Class V

Point

min  max min max min max

P1 Ty [year] <1 1.3 1.3 3.6 36 119
F(P)[%] 769 100 278 769 84 278

P2 T, - <1 <1 24 24 7.9
F(P) - 100 417 100 127 417

P3 T, - <1 <1 1.7 1.7 5.4
F(P) - 100 588 100 185 58.8

Pa T, <1 23 2.3 7.9 79  30.1
F(P) 435 100 127 435 33 127

Table 3. Stormy year recurrence interval (R;) and yearly frequency of occurrence (f,) calculated from
Equation (4), considering yearly cumulative energy values (Figure 9), for each prediction point (Table 1).

Point Stormy Year
R; [year] fo [%]
min max min max
P1 22 7.2 14 44
P2 1.9 6.0 17 53
P3 22 72 14 44
P4 2.6 9.0 11 39

Regarding the cumulative storm duration (Figure 9), the trend was not clear. From one side, there
is a good correspondence between the number of storms and storm duration within each point, that is,
years with many storms also recorded a high cumulative yearly storm duration. Such correspondence
was also observed with yearly energy values distribution. On the other hand, no correspondence was
observed among different points. A comparison of stormy year distribution recorded in this paper
with the one observed by [12] for the Atlantic region of Andalusia showed the opposite behavior linked
to the fact that storms on the Atlantic side of Andalusia are essentially related to the predominance of
western approaching fronts; meanwhile, on the Mediterranean side [36], they are essentially linked to
eastern approaching fronts.

5. Conclusions

To prevent and reduce coastal erosion and damages to human structures, as well as the
comprehension of past and future climate trends and beaches” annual and seasonal behavior and
evolution, it is very important to characterize the local sea climate. This paper shows as wave climate
considerably varies along the Mediterranean coast of Andalusia, from a relatively sheltered area
(Point 1) close to the Gibraltar Strait, exclusively affected by easterly wave fronts, to a very energetic
central area (Points 2 and 3) exposed to both western and eastern fronts, and to a low-energy area
(Point 4) that, because of coastal orientation, is sheltered to western and very exposed to eastern fronts.
This behavior is evident when analyzing wave approaching data: main approaching storm directions
for high-energy events ranged from E at Point 1, from E to W at Point 2 (only from W for Class V), from
W with a small E-NE component at Point 3, and from NE at Point 4 with secondary W-SW components
for Classes Il and IV (13.33% W for Class III and 20% SW for Class IV). Points 2 and 3 were the most
energetic points due to high-energy events approaching from western directions. Stormy years were
considered years with a great cumulative energy of Classes III to V events. Nine stormy years were
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selected during the investigated period, i.e., 1980, 1983, 1990, 1992, 1995, 2001, 2008, 2010, and 2013.
Finally, this study highlighted that the yearly probability of energy flux exceedance of more energetic
events is higher in the central sector of the studied area, i.e., at Points 2 and 3, Class III events have a
100% probability; Class IV have a 41.7 to 100% probability; and Class V have a 12.7 to 58.8% probability
of energy flux exceedance, so this area has a high sensitivity to storm impacts. Future investigations
should be devoted to the analysis of the effects on natural and urbanized coastal environments of single
representative storms of each storm class to better understand how an increase in energy and storm
duration affects coastal behavior, which is strictly linked to beach morpho-dynamic state, and damages
to human structures. Secondly, the effects of storm groupings should be better investigated since
erosion and damages to coastal structures greatly depend on cumulative storm energy, on separation
between storm events, and on natural beach recovery rates.
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Abbreviations

The following abbreviations and symbols are used in this manuscript:

CDF Cumulative Distribution Function

ECMWF European Centre for Medium-Range Weather Forecasts

ERA-Interim  ECMWF Reanalysis (from January 1979 onward)

POT Peak Over Threshold

WAM Wave Model

Symbols

dl Duration of i-th storm

Ei, Total energy i-th storm

F(P) Weibull Cumulative Distribution Function of energy flux

fo Frequency of occurrence related to the empirical recurrence interval

g Gravity acceleration

Hyo Spectral significant wave height

Hy0,max  Monthly mean of maximum spectral wave height within the studied date-range (35 years)
hy Wave height threshold for storm definition

A Mean number of events per year

m Number of events (upper threshold) within the studied date-range (35 years)
u Mean of total energy within the studied date-range (35 years)

N Number of storm events

p Energy flux or wave power per unit of wave-front length

R; The stormy year empirical recurrence interval

0 Water volumetric mass density

o Standard deviation of total energy within the studied date-range (35 years)
Te Energy period

T, Return period related to the probability of exceedance

u Weibull function second parameter

w Weibull function first parameter

X Abscissa of auxiliary variable for linear fitting

Y Ordinate of auxiliary variable for linear fitting
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Abstract: High-resolution, reliable global atmospheric and oceanic numerical models can represent a
key factor in designing a coastal intervention. At the present, two main centers have the capabilities to
produce them: the National Oceanic and Atmospheric Administration (NOAA) in the U.S.A. and the
European Centre for Medium-Range Weather Forecasts (ECMWF). The NOAA and ECMWEF wave
models are developed, in particular, for different water regions: deep, intermediate, and shallow
water regions using different types of spatial and temporal grids. Recently, in the Arabian Gulf (also
named Persian Gulf), the Abu Dhabi Municipality (ADM) installed an ADCP (Acoustic Doppler
Current Profiler) to observe the atmospheric and oceanographic conditions (water level, significant
wave height, peak wave period, water temperature, and wind speed and direction) at 6 m water
depth, in the vicinity of the shoreline of the Saadiyat beach. Courtesy of Abu Dhabi Municipality,
this observations dataset is available; the recorded data span the period from June 2015 to January
2018 (included), with a time resolution of 10 min and 30 min for the atmospheric and oceanographic
variables, respectively. At the ADCP deployment location (ADMins), the wave climate has been
determined using wave propagation of the NOAA offshore wave dataset by means of the Simulating
WAves Nearshore (SWAN) numerical model, the NOAA and ECMWF wave datasets at the closest
grid point in shallow water conditions, and the SPM ’84 hindcasting method with the NOAA wind
dataset used as input. It is shown that the best agreement with the observed wave climate is obtained
using the SPM ’84 hindcasting method for the shallow water conditions.

Keywords: wave hindcasting; Abu Dhabi; shallow waters; Shore Protection Manual; wave climate

1. Introduction

The United Arab Emirates (UAE) is an Arabian Gulf (also named Persian Gulf) nation with an
extended coastal area, comprising more than 700 km of coastline and embracing many different shallow
water wetland habitats. Some areas of the Abu Dhabi coastline are undergoing a large development
with residential, business, cultural, and tourism infrastructure (http://government.ae/en/about-the-
uae/uae-future). As a consequence, there is an increasing need for a detailed knowledge of the wave
conditions in order to design the coastal interventions [1-4].

The present study focuses on Saadiyat (Figure 1), a large low-lying 27 km? island situated in
the Gulf within the Emirate of Abu Dhabi. Saadiyat island hosts a vast national park of mangroves
and a 9 km SW-NE oriented natural sandy beach, Saadiyat beach, populated by numerous flora and
fauna species. Part of the island is undergoing a considerable development program. In March 2015,
the “North Beach Phase 1 Development Plans” document was submitted to the Abu Dhabi Urban
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Planning Council as a part of the Shoreline Protection Works Master Plan, an addendum to the Concept
Master Plan of the Saadiyat Cultural District. The urban plan includes the construction of new luxury
hotels, a private luxury residential area, and the Cultural District with the Louvre and Guggenheim

museums (Figure 2).
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Figure 2. Concept Master Plan of Saadiyat Cultural District (courtesy Tourism Development &

Investment Company).
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At present, professionals involved in the Abu Dhabi coastal development typically use two main
sources of wind and wave data: the National Oceanic and Atmospheric Administration (NOAA) and
the European Centre for Medium-Range Weather Forecasts (ECMWE), following the well consolidated
scientific methods already developed for the analysis of shallow water coastal areas [5-9].

To overcome the scarcity of in situ observations in the area, the Abu Dhabi Municipality (ADM)
has recently installed several instruments in the vicinity of the Abu Dhabi coastline at different water
depths. Within a research project granted by the National Water Center at the United Arab Emirates
University, the new in situ observed wave conditions dataset has been made available.

The in situ observed wave dataset allows for the comparison and verification of data from
other sources, such as the NOAA and ECMWEF global wave models, third-generation shallow water
models such as the Simulating WAves Nearshore (SWAN) [10,11], and second-generation local wave
models [12]. The comparison and verification method used is the Shore Protection Manual "84 (SPM
’84) method [1], a second-generation wave hindcasting method widely used for local hindcasting.
SPM ’84 has been selected because of its simplicity in the algorithms and because it allowed for the
consideration of different wave regions. SWAN has been already successfully used to model waves in
coastal regions [13-19].

The SPM ‘84 method allows the estimation of the wave characteristics using wind data (intensity,
direction and duration of the event) at a reference height of 10 m above sea water level, and the
effective fetch value. It has been used to calculate the wave conditions at the location where the ADM
instrument (ADMins) is deployed from the NOAA wind data, which are provided at 10 m above sea
water level.

The comparison and verification of data from NOAA, ECMWE, and SPM "84 has been conducted
under the assumption that the ADMins and the closest NOAA and ECMWF nodes are exposed to
homogeneous atmospheric and oceanographic conditions [20,21].

The present paper is organized as follows: Section 2 presents a review of the state-of-the-art of
atmospheric and oceanographic global numerical models and the description of the application of the
SPM ’84 parametric local wave growth method, Section 3 describes the results, and Section 4 discusses
the results from the use of the SPM ’84 wave hindcasting and the adopted verification procedure.

2. Materials and Methods

Recently, the ADM installed an instrument to observe atmospheric (wind speed and direction)
and oceanographic (water level, significant wave height, peak wave period, water temperature)
characteristics close to the shoreline of the Saadiyat beach. The instrument, an Argonaut-XR produced
by the company “SonTek—A Xylem Brand” (San Diego, CA, USA), is a 3-D up-looking monostatic
Acoustic Doppler Current Profiler (ADCP) that uses sonar for precise water velocity measurements.
Monostatic refers to the fact that the same transducer is used as a transmitter and receiver, with a
sampling frequency of 1.5 MHz. Recorded data from June 2015 to January 2018 (included) were
available at a time resolution of 10 and 30 min for the atmospheric and oceanographic variables,
respectively. The deployed Argonaut-XR presented a limitation: the profiler had not been equipped
with the software/hardware necessary to also measure wave spectra; therefore, the instrument could
not measure the wave directions directly.

Direct wave measurements are considered the most reliable source of information. In the Gulf area,
this type of information is rare or even missing. The Abu Dhabi Municipality started to monitor the
wave conditions only four years ago. Other Municipalities in the UAE do not provide directly observed
data. As a consequence, at present, the only reliable source of wave data in Abu Dhabi is to consider
the new in situ observed wave conditions dataset of sufficient length to represent a mean annual wave
climate in relation to the weather conditions in the area, which are quite mild, characterized by the
absence of extreme wind conditions (e.g., hurricanes) and extreme wave conditions, due to the fact
that the Gulf is an enclosed basin. The wave observations, recorded by the ADCP, have been compared
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to wave numerical models, designed by some of the major oceanography research centers all over
the world.

The first considered model is designed by NOAA. The NOAA National Centers for Environmental
Prediction (NCEP) developed the Climate Forecast System (CFS), a fully coupled model representing
the interaction between the Earth’s atmosphere, oceans, land, and sea ice. A reanalysis of the
sea and atmosphere state for the period of 1979-2009 has been conducted, resulting in the CFS
Reanalysis (CFSR) dataset [22]. The purpose of the CFSR is to produce multiyear global, state-of-the-art
gridded representations of atmospheric and oceanic states, generated by a consistent model and data
assimilation system. The vertical discretization of the atmosphere consists of 64 layers. The temporal
resolution for the atmospheric variables is 3 h. Using the CFSR dataset, the NOAA Marine Modeling
and Analysis Branch (MMAB) has produced a wave hindcast for the same period. The wave hindcast
dataset has been generated using the WAVEWATCH III (WW3) model (v3.14), and it is suitable for use
in climate studies. The wave model suite consists of global and regional nested grids. The rectilinear
grids were developed using ETOPO-1 bathymetry [23], together with v1.10 of the Global Self-consistent
Hierarchical High-resolution Shoreline (GSHHS) database. The higher-resolution North West Indian
Ocean bathymetry grid, adopted in the considered data, has a resolution of 10 arc-minutes (1/6°).
The WW3 model is run using a 30 arc-minute computational resolution, but the results are interpolated
on a 10 arc-minute numerical grid. The spatial resolution of the considered data is, therefore, 1/6°,
which corresponds to roughly 20 km. The North West Indian Ocean computational grid, adopted in
the considered data, extends in longitude from 30° E to 70° E (with 241 grid nodes) and in latitude from
20° S to 31° N (307 grid nodes). As wave characteristics are dominated by wind dynamics, it is possible
to achieve an accurate wave hindcast by using statistically homogeneous wind fields from a long-term
reanalysis such as the CFSR, without the need for wave data assimilation [24-26]. The NOAA datasets
(both wind and waves) are freely available. The NOAA WAVEWATCH III/CFSR webpages [27,28]
present additional details about the datasets.

The second of the considered wave hindcasting methods is designed by the European Centre
for Medium-Range Weather Forecasts (ECMWF) and it is named ERA-Interim. The ERA-interim
dataset is another global atmospheric reanalysis, starting from 1979 and is continuously updated. It is
based on the Cy31r2 version of the Integrated Forecasting System (IFS). It also models oceanographic
variables, including waves. The atmospheric configuration uses 60 vertical model levels and a 6-hourly
temporal resolution [29,30]. The wave model is based on WAM [31,32], resolving 30 wave frequencies
and 24 wave directions. The wave model contains corrections for treating unresolved bathymetry
effects and a reformulation of the dissipation source term. The bathymetric information is based on
the ETOPO-2 bathymetry, with a 2 arc-minute resolution (1/30°). The computational grid resolution
for the wave model is 80 km [33], but the output grid has been interpolated onto a finer mesh, of 1/8°
horizontal resolution. The ECMWF ERA-Interim dataset is available upon request on the ECMWEF
servers. Further information on how to access the data can be found at Reference [34].

The SPM ’84 method [1] is a parametric wave hindcasting method; it allows for the determination
of the significant wave height (Hs) and peak period (T}) from (i) the geographical extent of the area
where the constant wind is blowing, indicated as fetch (F), (ii) the wind duration (t), and (iii) the depth
of water in the generation area (d) [35]. Fetches are related to the curvature of the isobars describing
the weather system at the origin of the wave growth. The extent of a typical weather system results in
an upper limit for fetches of roughly 500 km.

Given the relative values of F, T), and ¢, the sea state is classified as follows:

e  Fully Arisen Sea (FAS), where any added wind energy is balanced by wave energy dissipation
and the waves have the maximum possible height;

e  Fetch-Limited Sea (FL), where the wave height is limited by the length of the fetch over which the
wind has blown; or

e Duration-Limited Sea (DL), where the wave height is limited by the duration of the
wind conditions.
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The SPM ‘84 method determines the spectral significant wave height H,,, from ¢, the variance of
the sea surface elevation, according to:

Hyy = 40 = 4/my 1)

where m is the zero moment of the wave spectrum, i.e., the area under the spectrum itself. In deep
water, H,, is approximately equal to Hy; in shallow water, Hy,, becomes less than H.

The wave growth formulas at both deep and shallow waters are given in terms of the wind stress
factor U, (adjusted windspeed or wind stress), which is related to the normal windspeed at a height
of 10 m, U, by the following equation:

Uy =071 Ut 2)

where both U, and U are measured in m/s. The SPM "84 method is based on the assumption that
the wave growth is entirely caused by a wind blowing at a constant speed and direction for a given
duration over the specific fetch area. The wind direction is considered constant if it varies from the
wind direction mean by less than 15°, and the wind speed is considered constant if it varies from the
wind speed mean by less than 2.5 m/s. With these assumptions and considerations, the equations
for wave growth hindcasting/forecasting at shallow water conditions for fully arisen, fetch-limited,
and duration-limited sea conditions have been determined. These equations are derived from the
analogous deep-water equations [1] with the additional condition that the wave energy is further
reduced due to additional effects like bottom friction.

In the present application of wave hindcasting in the Arabian Gulf area, the SPM 84 input data
are the ADMins effective fetches, F [36,37]; the water depth at the ADMins, d (equal to 6 m); the wind
stress and direction of the wind generating the waves in proximity of ADMins, taken from the NOAA
CFSR grid point which is the closest to the ADMins; and the wind duration, t. In the case of Saadiyat
beach, there are two NOAA CFSR grid points that are similarly distant from ADMins (Figure 3), located
at the north and at the south of the ADMins; in the following, these two grid points will be indicated
as NOAA North (NOAA N) and NOAA South (NOAA S). Figure 3 shows the location of the ADMins,
the NOAA N and NOAA S grid nodes and the location of the ECMWE grid point. Table 1 reports the
coordinates of these grid points, with their corresponding water depths.

Table 1. ADMins, NOAA N, NOAA S, ECMWEF, NOAA Offshore coordinates, and water depths.

Name Longitude (°E) Latitude (°N) Water Depth (m)
ADMins 54°24/29” 24°34'17” 6
NOAA North 54°30'00” 24°40/00” 6
NOAA South 54°19'59” 24°30'00” 3
ECMWF 54°22'30” 24°37'30” 11
NOAA Offshore 54°0000” 25°00'00” 21

Figure 4 shows the NOAA N (a) and NOAA S (b) wind rose, indicating that the atmospheric
conditions at the two locations can be considered uniform. In fact, the NOAA N and NOAA S nodes
are exposed to the same atmospheric conditions, given the relatively small distance between the two
nodes. Because of this similarity, for the SPM ’84 application, only the data from the north node have
been considered; in particular, the wind stress U 4 y, and wind direction, 6.
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Figure 3. Bathymetry of the Saadiyat area, where markers show the position of ADMins, the NOAA N,
the NOAA S, the NOAA offshore and the ECMWF model nodes.
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Figure 4. NOAA wind rose at the north node (a), and at the south node (b), in proximity of the ADMins,
indicating that the atmospheric conditions along this stretch of coast can be considered uniform.
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The NOAA N wind time series, consisting of approximately 90,000 points, was used to determine
an averaged time series of steady wind in both magnitude and direction. A wind measurement datum,
i, was considered to belong to a steady weather phenomenon if the following is true:

° Iui—<Llj>I§2.5m/s
e |9i7<9j>|§150

where the symbol <U;> indicated the average of the wind speed calculated over the j points before the
ith, already previously “clustered” in a steady wind condition. The same procedure applied for <0;>.
If the ith point met the steady state condition, a new average was calculated, aggregating the ith point
to the other j. The cluster then contained j + 1 points. Then, the successive point was examined. If a
point did not satisfy these conditions, the time-cluster was closed and the location was considered
to be subject to a new different wind condition afterwards [38]. The procedure described above is
indicated in the following as a “dynamical running average” (DRA). Figure 5 shows the result of the
DRA procedure for August 2009. The top panel shows the time series of the wind speed (red) and the
dynamically averaged wind speed (blue). The bottom figure shows time series of the wind direction
(red) and the dynamically averaged wind direction (blue).
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Figure 5. Top panel: time series of the wind speed (red) and the dynamical running averaged wind
speed (blue). Bottom panel: time series of the wind direction (red) and the dynamically averaged wind
direction (blue).

Comparing the DRA wind speed and direction time series (Figure 5, blue lines), only segments
where DRA time series are flat in both the wind speed and direction time series were considered
(Figure 5, green vertical line). These segments indicated periods of time where the wind conditions
were steady (constant). Therefore, the time period between the beginning and the end of these
segments has been assumed as the wind duration t4ppyiys of the steady wind phenomenon generating
the waves (Figure 6, orange horizontal line). In the example in Figure 6, the resulting duration of the
particular wind phenomenon was 15 h (5 data points with 3 h time resolution). If no flat segment
could be identified in both the DRA time series, the wind duration was assumed to be 3 h (equal to the
time resolution of the original time series).

Having determined the duration of the wind generating the waves, it was possible to apply
the SPM 84 method at the ADMins location, as explained in the following. The wave direction
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at the ADMins 0yyave ADMins Was calculated considering the wind—wave direction correlation [39].
Sea regimes (FAS, FL, DL) at the ADMins location, where the water depth d was 6 m, were determined
as in Reference [40]. If the factor:
u
AN <083 3)
(g-4d)?

FAS exists at the ADMins.

vy
2009-08-10

Figure 6. Determination of the duration of the steady wind generating the waves (zoom of Figure 5).

If the ADMins is under the FAS condition, the significant wave height, Hs apains, Was
calculated as:

3
Ui g-d\*
Hs Apmins = ———0.283 tanh | 0.530 | -5 4)
8 Ui N
where all the SI units are adopted. If the ADMins was not under the FAS condition, the duration
tapMmins Was compared to the minimum duration, t,,;,, necessary for establishing the FL condition.
The minimum duration was calculated as in Reference [38]:

2

F : AN

by = 259 - - 1ADMins (8 d 5)
d w2,

where d is an average water depth along the fetch extension. In this case, d = 30 m. Xf Eapptins < tmins
the location was in the DL condition, otherwise it was in the FL condition.
In the FL condition, the significant wave height at the ADMins, H; 4pins, was calculated as:

[

3
u2 . 1 0.00565 - (g - Foprr/ U5

Hs aADMins = %0.283 tanh 0.530< g-d ) - tanh ( I é’N)

4

tanh [0.53()(5‘” ) }

AN

Wi N
In the DL condition, from Equation (5), a new effective fetch F/orf apmins was calculated by
considering t,,i, = tApmins and used in Equation (6) to calculate Hs Apmins in DL conditions.
Another approach to calculate the wave climate at the ADMins location consisted of propagating
the wave dataset at the offshore NOAA grid point towards the coastline. Wave propagation from
offshore to ADMins was performed by means of the numerical model SWAN [10,11], which is a

(6)
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third generation fully-spectral wind-wave model developed at the Delft University of Technology
(The Netherlands) that simulates random, short-crested wind generated waves in coastal regions.

The offshore wave time series was extracted from the NOAA CFSR model at coordinates
54°00'00” E, 25°00'00” N, with water depth equal to 21 m (Figure 3 and Table 1). SWAN was run in
stationary mode, in which waves are assumed to propagate instantaneously throughout the model
domain. This assumption was reasonable for the small domain and slowly varying forcing conditions
for this case. Nonlinear triad interactions [41,42] were significantly larger than quartet interactions
for the short spatial scales and shallow depths considered here, and thus quartet interactions were
neglected. The model runs included the Madsen expression for bottom friction dissipation [43] using a
coefficient of 0.001 m. Breaking wave dissipation was estimated with a bore-based model [44], with the
depth-induced constant wave breaking parameter y = 0.73, found as the mean value of the dataset
of Battjes and Stive [45,46]. The frequency, f, and the directional resolution, 5, were defined using the
SWAN default values, resulting in 24 logarithmically distributed frequency bins (e.g., Af ~ 0.14f [47]
over 0.04 < f < 1.00 Hz and 36 10°-wide directional bins Ad evenly spaced over 0° < & < 360° [47]).
Table 2 summarizes the main SWAN configuration parameters.

The boundary conditions on open boundaries in the north and north-north-west of the
computational domain (Figure 3, yellow and blue lines) have been taken from the NOAA WW3
re-analyses, at the coordinates 54°00'00” E, 25°00'00” N (Figure 3, yellow dot). Past similar works,
e.g., Gorrel et al. [13], suggest that negligible errors in the computing area grids result from the
assumption of uniform waves on the N and NNW cross-shore open water boundaries of the grid.
The bathymetry information, provided through the “General Bathymetric Chart of the Ocean”
(GEBCO) consortium, consists of a gridded terrain model for ocean and land with a spatial resolution
of 30 arc-seconds. It was generated by combining quality-controlled ship depth soundings with
interpolation between sounding points guided by satellite-derived gravity data [48,49]. Figure 3 shows
also the GEBCO bathymetry of the considered area.

Table 2. Main SWAN configuration parameters.

Model Version SWAN 41.20
Time and Spatial mode Stationary 2-dimensional
Bathymetry GEBCO_2014 (30 arc-second)
Computational domain LON: 54.00417° E, 54.59584° E

LAT: 24.00417° N to 25.00417° E

71 x 120 computational nodes

Wave frequency grid 0.04 to 1.00 Hz, 24 frequencies
Directional grid 0° to 360°, 36 directions
Physics
Breaking constant breaker index, y = 0.73
Whitecapping Komen et al., 1984 [50]
Bottom Friction Madsen et al., 1988 [43]
equiv. roughness length scale of the bottom 0.001 m
Triads included
Diffraction excluded
Quadruplets excluded
Boundary conditions N boundary: from 54.00417° E to 54.59584° E
provided by NOAA WW3 NNW boundary: from 24.834° N to 25.00417° N
Boundary wave spectra shape Jonswap [51]

Table 3 summarizes the information about the bathymetry and the computational resolution used
in SWAN, and in the NOAA and ECMWF wave models.
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Table 3. Bathymetry and the computational resolution.

Name Bathymetry Computational Grid Output Grid
Name Resolution Resolution Resolution
NOAA ETOPO-1 10 arc-minutes = 1/6° 10 arc-minutes = 1/6° 10 arc-minutes = 1/6°
(1 arc-minute resolution) (interpolated) (interpolated from 1/2°) (interpolated from 1/2°)
ETOPO-2 . o o 1/8° (interpolated
ECMWF (2 arc-minute resolution) 2 arc-minutes =1/30 80 km from T255)
SWAN GEBCO 30 arc-seconds = 1/120° 30 arc-seconds = 1/120° 30 arc-seconds = 1/120°
3. Results

Field measurements showed that the Argonaut-XR appeared to be unable to measure wave peak
periods smaller than 3 s, although the instrumental sensitivity range is 2-20 s, according to the system
manual technical specifications [52]. Figure 7 shows the wave period normalized probability density
function distribution (normalised p.d.f.) as measured by the ADMins, as determined by the NOAA and
the ECMWF wave models at the closest location to the ADMins position, and as estimated by the SPM
’84. Figure 7 shows a cut-off at 3 s in the peak period distribution measured by the ADMins. This is not
in agreement with the results from the NOAA and ECMWF wave numerical models indicating that
waves with a 3 s peak period appear in the area.

Peak period
0.51 ] [ observed
SPM model
I [ NOAA North
0.4 4 [ NOAA South
har} [ ECMWF
© E——
a
5 0.39
(7]
N
= —
£ I B
5 0.2 1
c
0.1
Ij e
0.0 T 1

o 4
0

2 4 6
Peak period (s)

10

Figure 7. Wave period distribution (normalized p.d.f.) by ADMins, by NOAA and ECMWF datasets
and by SPM "84.

Figure 8 shows the wave roses from SPM "84 (1979-2009) and ADMins (June 2015-January 2018).
The maximum value of the significant wave height, H;, recorded at a 6 m water depth in front of
Saadiyat beach, was around 2 m. The SPM "84 underestimates the low (0.25-0.50 m) and high (1-2 m)
waves, respectively. For each wave height class, Figure 9 depicts the difference between values of
appearance frequency (af) in %, determined by SPM ’84 and observed by ADMins; the difference
appears to be small, therefore the af determined by SPM ’84 and observed by ADMins are in fairly
good agreement. The largest differences were found for values of wave height between 1 and 1.5 m.
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Figure 8. Wave roses from SPM ‘84 (a) and from ADMins (b).
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Figure 9. Difference in values of appearance frequency determined by SPM ’84 and observed
by ADMins.

Figure 10 shows the wave roses from the NOAA and ECMWF wave models at the nodes, which
were closest to ADMins. Comparing the wave roses obtained from the NOAA and ECMWEF nodes
at shallow water conditions (Figure 10), with the wave roses estimated by SPM 84 and observed
by ADMins (Figure 8) shows that the NOAA and ECMWF models did not sufficiently capture the
variability of the wave climate at the ADMins location in shallow water conditions; in particular, for the
directional distribution. The higher horizontal resolution (1/8°) of the ERA-Interim wind and waves
hindcasted datasets allowed ECMWF to model the waves having H; between 1.5 and 2 m with better
precision compared to NOAA.
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Figure 10. NOAA wave rose at the north node (a), NOAA wave rose at the south node (b), and ECMWF
(c) wave rose in proximity of the ADMins.

Figure 11 shows the SWAN-computed wave rose at the ADMins location. As for the ADMins
and SPM 84, also in this case, the majority of the waves at Saadiyat beach came from the north-west
direction, having a wave height of up to 2 m.
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Figure 11. SWAN-computed wave rose at the ADMins location.

Comparing the results from SWAN and SPM "84 with the observations at the ADMins location,
it followed that SWAN was able to reproduce waves with low and high H; better than the SPM "84,
but the SPM "84 wave directional distribution presented a better agreement with the observations.

To summarize, Table 4 shows the observed/modelled appearance frequency (af) (in %) in the
main sector (NW or numerically 315 + 22.5°), divided in seven classes of H;.
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Table 4. NW af, for classes of H.

Classes of Hg (m)

Dataset
a2t 10,0251 025051 [05,1.0] [10,1.5 [1520] [20,25] = >25
A]?g;ms 7.23 5.59 7.01 353 038 0.05 0.01
SWAN 14.88 2225 19.33 6.68 348 0.70 0.00
SPM 84 448 7.26 15.45 0.97 0.00 0.00 0.00
NOAA N 7.90 38.99 17.63 1.68 0.03 0.00 0.00
NOAA § 476 39.01 16.47 0.86 0.00 0.00 0.00
ECMWE 12.66 25.29 20.16 7.49 2.85 0.59 0.10

With reference to the observations at the ADMins (O), Table 5 shows the af BIAS, af Root Mean
Square Error (RMSE), af Normalized BIAS (NBIAS), af Normalized RMSE (NRMSE), Symmetric Mean
Absolute Percentage Error (SMAPE), and symmetric RMSE (SRMSE) for the modelled values (M)
by: SPM’ 84, SWAN, NOAA N, NOAA S, and ECMWF with respect to the observations, calculated
according to:

7 . _ 0.
BIAS = Ei:l(l\l/\l; Ol) (7)
7 A2
RMSE = Zi:l(l\?\ll Ol) (8)
7 0. .
NBIAS = 2l:l[(l\/[ll\] Ol)/ol} (9)
Y71 [(M; — 0;)/Oi]?
NRMSE = 1= N (10)
1 & |M;—0;
SMAPE = N Y 410y (11)
=1 5
2
t g
SRMSE = \| —~L 2 1/ (12)

N

where the index i indicates the H; class (i=1,2,...,7) and N =7, the number of classes of H;.

SPM ’84 presented the lowest af RMSE (3.55%), indicating that the standard deviation of the af
residuals, i.e., the model error was equal to 3.55% for events in the NW sector. The SWAN af RMSE
(8.52%) was lower compared to NOAA N (13.27%) and S (13.20%), and ECMWE (9.36%), confirming
the good performance of SWAN under shallow water conditions with respect to the global scale wave
models, WAM/WW3, which are more suitable for oceanic large-scale applications.

The main drawbacks of the use of RMSE solely in calculating model performance are the scale
dependency (if the model includes variables with different scales or magnitudes, then absolute error
measures could not be applied), the high influence of outliers in data on the model performance
evaluation, and the low reliability (the results could be different depending on the different fraction
of data) [53]. For these reasons, Table 5 shows not only absolute model error statistical indicators,
such as BIAS and RMSE, but also indicators based on percentage errors, such as NBIAS and NRMSE.
The advantage of such indicators is that they do not depend on the scale of the observations.
The disadvantages are that (i) they include a division by 0 if observed data values are very small,
(ii) the very high weight of outliers in the final result, (iii) the “asymmetry issue”, and (iv) the error
values differ whether the predicted value is bigger or smaller than the actual. For these reasons, a third
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group of statistical indicators is considered: the so-called “symmetric error” indicators, which are the
SMAPE and the SRMSE.

Table 5. Wave model errors’ statistical indicators.

Dataset af BIAS  af RMSE  af NBIAS afNRMSE af SMAPE  af SRMSE

SWAN 6.22 8.52 3.84 5.98 1.25 1.35
SPM "84 0.62 3.55 -0.37 0.86 1.23 1.42
NOAAN 6.06 13.27 0.59 242 1.27 1.44
NOAAS 5.33 13.20 0.46 2.43 1.42 1.54
ECMWF 6.48 9.36 4.80 6.07 1.19 1.27

Table 5 shows that the performance of SPM ‘84 was the second best considering the SMAPE, after
only ECMWE, and followed closely by SWAN. This was due to the fact that both ECMWEF and SWAN
modelled the contribution of waves with higher H; better than SPM 84 in the NW sector, while SPM’84
modelled the directional distribution better.

Analyzing the correlation in each class of Hs between the observations and each model, Figure 12
shows scatter plots of each hindcasting model af versus the observed af. Each subplot shows the values
of the coefficient of determination, R? calculated as:

_ SSres

RZ=1
SStot

(13)

where S5, is the sum of squares of residuals while S5y is the total sum of squares (proportional to
the variance of the data).

The best performance in terms of the correlation was shown by ECMWF (R? = 0.856) and SWAN
(R? = 0.831); SPM "84 was third (R? = 0.618).

To facilitate the comparative assessment of the different hindcasting models, Figure 13 shows
a Taylor diagram [54] representing the performance of each model. Taylor diagrams are used to
quantify the degree of correspondence between the modelled and observed behavior in terms of
three statistics: the Pearson correlation coefficient, related to the azimuthal angle (in blue), the RMSE
(green), and the standard deviation (black). The Pearson correlation coefficient (gauging similarity
in pattern between the simulated and observed af) is related to the azimuthal angle; the centered
RMSE in the modelled af is proportional to the distance from the point on the x-axis identified as
“reference”; and the standard deviation of the modelled af distribution is proportional to the radial
distance from the origin. Therefore, Figure 13 shows that all the models had a standard deviation
(grey dotted contours) much larger than the observed data, which have a standard deviation of 3.03.
The Pearson correlation coefficient was high for SWAN and ECMWF (>90%) compared to SPM "84
(80%), but SWAN and ECMWEF also presented a much higher RMSE (>5%) and a larger standard
deviation (>7.5%) compared to the SPM "84. Therefore, the Taylor diagram showed that the SPM 84
exhibited the best performance among the considered models.
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Figure 12. Scatter plots of each hindcasted model af versus the observed af.

Correlation coefficient
0.00 0.20

©  ADMins
—#- SWAN
; SPM84
. / ] —— NOAAN
' —<& NOAAS
—*— ECMWF

00 25 50 75 100 125 150
Standard deviation

Figure 13. Taylor diagram of the performance of each of the considered models.
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4. Discussion and Conclusions

Where the ADCP instrument was deployed, the observed wave climate had been obtained and
compared with the wave climate determined by means of different models at the same location:
wave propagation of the NOAA offshore wave dataset conducted by the SWAN numerical model,
assuming wave conditions at the NOAA offshore grid point as boundary conditions; the NOAA and
ECMWEF wave dataset at the closest grid point; and the SPM "84 [1] hindcasting method with the
closest NOAA wind dataset used as input. The analysis of the wave characteristics has been expressed
in terms of distributions of individual wave heights and directions.

The predictive capability of the SPM ’84 has been favorably verified against the observed and
calculated wave climates. The estimated af RMSE showed that SPM “84 resulted in a better agreement
with the observed data compared to the other investigated models, and SPM ’84 exhibited the smallest
af RMSE (3.55%), followed by SWAN (8.52%), ECMWEF (9.36%), and NOAA N and S nodes (13.27%
and 13.20%, respectively). Considering a symmetric statistical indicator, such as the SMAPE, SPM "84
showed a comparable performance to ECMWF and SWAN. The reason for this was that ECMWF and
SWAN simulated waves well in the NW sector with high H;. The principal limitation of the latter
two models was their limited representation of the wave directional distribution; mainly due to the
assumed NOAA offshore directional distribution and to the limited bathymetrical grid, respectively.

Although SWAN, similarly to WW3 and WAM, used by NOAA and ECMWEF, respectively, was a
third-generation wave model, it showed better performance in determining the wave characteristics at
Saadiyat with respect to NOAA and ECMWEF models. This was due to the fact that SWAN contains
some additional parameterizations primarily for shallow water [46], different numerical techniques,
and different formulations for the wind input and the white-capping with respect to WW3. In addition,
it used the higher resolution computational grid and bathymetry in the model implementation, as was
shown in Table 3.

A Taylor diagram (Figure 13) of the overall performance of each of the considered wave
hindcasting methods showed that the best agreement with the observed wave climate in the vicinity
of Saadiyat beach at Abu Dhabi was obtained using the SPM ’84 hindcasting method for the shallow
water condition. On the contrary, more sophisticated atmosphere—ocean numerical models, such as
those used by NOAA and ECMWE, presented some limitation.

The SPM ‘84 best performance could also be due to the fact that the SPM ’84 was based on
exact equations (cfr. Equations (3)-(6)) and exact input terms, such as fetches, water depths, wind
characteristics, and therefore, not influenced by the resolution of the computational grid or the
bathymetric information. The SPM '84 could be improved, aiming at better modelling waves with
high H; by recalculating the numerical factors that appear in Equations (3)—(6), or calibrating the
method before the application by using a subset of the wave observations. In the case of Saadiyat
beach, it was not possible to perform this calibration for the time being due to the limited statistics of
wave observations collected so far.

The reliability in wave modelling from the application of the SPM "84 can lead to a better planning
of the ambitious coastal interventions that are foreseen in the Gulf area in the next future.
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Abstract: In this paper, the advantages of shaping a non-conventional triple collocation-based
calibration of a wave propagation model is pointed out. Illustrated through a case study in the
Bagnoli-Coroglio Bay (central Tyrrhenian Sea, Italy), a multi-comparison between numerical data
and direct measurements have been carried out. The nearshore wave propagation model output
has been compared with measurements from an acoustic Doppler current profiler (ADCP) and
an innovative low-cost drifter-derived GPS-based wave buoy located outside the bay. The triple
collocation—buoy, ADCP and virtual numerical point—make possible an implicit validation between
instrumentations and between instrumentation and numerical model. The procedure presented here
advocates for an alternative “two-step” strategy. Indeed, the triple collocation technique has been
used solely to provide a first “rough” calibration of one numerical domain in which the input open
boundary has been placed, so that the main wave direction is orthogonally aligned. The need for a
fast and sufficiently accurate estimation of wave model parameters (first step) and then an ensemble
of five different offshore boundary orientations have been considered, referencing for a more detailed
calibration to a short time series of a GPS-buoy installed in the study area (second step). Such a
stage involves the introduction of an enhancement factor for the European Centre for Medium-Range
Weather Forecasts (ECMWEF) dataset, used as input for the model. Finally, validation of the final
model’s predictions has been carried out by comparing ADCP measurements in the bay. Despite
some limitations, the results reveal that the approach is promising and an excellent correlation can be
found, especially in terms of significant wave height.

Keywords: wave numerical model; directional wave spectra drifter (DWSD); ADCP; GPS wave buoy;
triple collocation; Bagnoli-Coroglio Bay

1. Introduction

1.1. Motivations and Perspective

Many coastal engineering applications require robust estimates of the “design sea state” with
a certain return period, and incorrect estimates can have dramatic effects on the flood risk analysis
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or on the structural design of maritime structures. Therefore, trustworthy and robust wave datasets
are required [1,2]. In the last few decades, satellite observations and meteorological reanalysis
have resulted in considerable improvements in weather and wave climate forecasting. Their use
is gradually increasing, a day at a time. Moreover, in Italy, where there is a long history of wave
measurement [3], datasets such as those provided by the European Centre for Medium-Range Weather
Forecasts (ECMWFE) [4] have become widely used to improve/substitute the dataset provided by the
Italian Wave Buoy Network. The reasons can be addressed as:

e the presence of some missing values (the percentage of missing data can severely reduce the
representativeness of the sample and disturb the conclusions drawn from the dataset) [5];

e the spatial resolution, the Italian Wave Network (IWN) consisting of only 15 stations positioned
along the more than 7000 km of Italian coasts [6];

e the temporal window;, since the oldest buoy of the IWN in operation from 1989 until 2014 [1,7].

As result, nowadays, ECMWEF, which covers the period from 1 January 1979 onward and
continuously extends forward in near real time, is assumed as the only source for wave climate
assessment [8-14]. Several papers have discussed how to validate hindcast data (e.g., [15-24]).
For coastal engineers and marine scientists, it is important to take into account the tendency to
underestimate significant wave height values during severe storm conditions performed by the
ECMWEF dataset, as evidenced in several studies [6,8,25-35]. Biased estimates of wave heights will
affect [36,37] both long-term return level estimates for extreme wave analysis and the short/medium time
wave climate in nearshore areas, resulting from the wave model being forced with a hindcast dataset.

The detailed validation of the ECMWEF hindcast model and coastal propagation model are beyond
the scope of the present paper. The goals of this study are to:

e  perform a comparison of different calibration stages based on the triple collocation method [38—49]
and on the use of multiple numerical geographical domains with different orientations;

e highlight the discrepancies and errors in the use of different sources of wave data for both offshore
and nearshore wave climate analysis from the perspective of coastal engineering measures and
especially in the assessment of non-extreme wave conditions.

The latter are of particular importance for the study site, the Bagnoli-Coroglio Bay, because it
represents one of the most polluted areas in the world but is nestled between two marine protected
areas (the Gaiola and the Baia marine protected areas). This large bay at the north-western end of the
Gulf of Naples (Tyrrhenian Sea) is included within the contaminated Sites of National Interest (SIN)
for the high levels of environmental contamination by heavy industrial activities by the Ilva, Eternit,
Cementir and Federconsorzi industrial factories and plants [50,51]. Due to the limited exchange of
water, the accumulation of pollutants poses major concerns for human and environmental health [52].
In 2015, the Italian central government took over the planning competences over the area. By the
end of 2015, the remediation of soil surfaces and the marine area has not yet been completed. In the
former industrial area, most of the buildings have been demolished, while the surface and subsoil
have been remediated by only 50%. In the southern portion of the area, which hosted the asbestos
industry, only 30% of the remediation has been completed [53]. In the period of 20162018, researchers
collected updated information to develop the next phase of the restoration project. This research
phase was granted by the ABBaCo project (“Sperimentazioni pilota finalizzate a restauro Ambientale e
Balneabilita del SIN Bagnoli-Coroglio”) [54,55], in which the present study takes form.

In addition to wave data for both littoral drift/shoreline modeling, future wave climate assessment
should include other detailed eco-hydraulic analyses in order to respond to the nascent requests of
marine biologists and ecologists (e.g., the coupled turbulence-dissolved oxygen dynamics modeling
and forecasting, [56]; projected changes in wave climate [57,58], nearshore velocity field and related
dynamics of deep chlorophyll [59-63], habitat mapping purposes [64-68] and ecosystem-based coastal
defence [69-73]). Therefore, results from a high-resolution coastal propagation model have been

174



Water 2020, 12, 1936

compared with the in situ measurements of an innovative economical GPS-based wave buoy and
with an acoustic Doppler current profiler (ADCP) in order to calibrate the numerical model itself.
The measurements have been carried out by placing the pair of instruments very close to each other.
In particular, a wave buoy called the directional wave spectra drifter, (DWSD) designed and fabricated
by the Lagrangian Drifter Laboratory (LDL) of the Scripps Institution of Oceanography (SIO) [74],
is examined, exploring its significant potential use in a low-cost drifter for measuring waves in
coastal areas.

1.2. Approach and Challenges

The triple collocation—DWSD buoy, ADCP and virtual numerical point—makes possible an
implicit validation between instrumentations and between instrumentation and numerical model.
Considering the recent depletion of the IWN, as well as in all of Europe, mainly due to the high costs
of maintenance of the traditional wave buoy systems, the opportunity to develop cost-effective and
sustainable technologies to monitor waves is of strong interest to researchers and engineers. In the last
decade, global positioning system (GPS) technology has been introduced in wave buoys as a cheaper
alternative to traditional instruments which mainly utilized accelerometers to measure the pitch, heave
and roll of the buoy [75-80].

Technological advancements of the GPS receivers have helped the development of reliable
GPS-tracked wave buoys, which are currently gradually complementing conventional sensor-based
wave buoys, offering the same high-quality data as traditional, well-established, accelerometer-based
buoys such as the Datawell directional wave-rider buoys [81-93]. GPS technology has also been largely
adopted in the development of surface drifters that track the world ocean surface circulation [86-88],
while other authors [89-91] have recently proposed that the GPS drifter is particularly suited for
nearshore or surf-zone applications. The use of a GPS receiver, as opposed to an autonomous
instrument package, results not only in considerable cost saving but it enables also the development of
smaller buoys, which can be easily transported, deployed and handled from a small boat. This wave
buoy has been developed, moving on from the experience acquired from the Global Drifter Program
(GDP) [86-89]. Its small size (40-cm diameter) also has the advantage of coping with a higher wave
frequency, extending the range of measurement [93].

The idea to have multiple lines of evidence agree has always fascinated climate scientists and
ocean modelers, and a cluster of wave buoys goes right in that direction. Therefore, this work describes
an experience of a calibration procedure in which multiple numerical simulations, called ensembles,
are calibrated by means of the DSWD buoy.

The method presented in this work allows an enclosing calibration procedure to be a building
block in a single two-step approach. The triple collocation technique (applied in a point outside the
study area) has been used solely to provide a first “rough” calibration. Having this fast calibration
(first step), then (second step) the tuning of wave parameters in the numerical model, is refined
by an ensemble of five numerical domains running in different wave sectors, in which time series
are compared with another DWSD buoy located within the study site. Finally, we demonstrate the
method via direct comparison with the wave time series measured by an ADCP installed in the bay.
The final dataset obtained from the calibrated model has been used to describe the local wave climate.
Quali-quantitative considerations from the whole historical dataset are drawn. The results suggest
that the numerical model’s calibrations, based on short-term wave buoy measurements, can be easily
applied in different areas where detailed wave data are not available.

The paper is organized as follows: the next section provides detailed information on the hindcast
model and the instruments used at the study site, as well as a description of the numerical model and
the underpinning assumptions that were used to carried out the calibration. In Section 3, the validation
results of the DSWD buoy against the ADCP are reported. Moreover, the final dataset obtained from
the calibrated model has been used to describe the local annual wave climate. Sources of uncertainty,
relevant shortcomings and contradictions between the calibrated and uncalibrated numerical model are
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also highlighted. Section 4 is devoted to an overall discussion, with remarks on the future perspective.
Finally, some conclusions are drawn.

2. Wave Data and Methodology

2.1. Offshore Wave Dataset

The present work has been based on two sources of offshore wave data: wave buoy records and
hindcast data. The first have been supplied by pitch-roll type directional buoys operating offshore in
Ponza (central Tyrrhenian Sea). The records are available from 1 July 1989 [94,95], as a part of the IWN.
From 1989 to about 2002, the wave buoys collected 30 min of wave measurements every 3 h, but when
in the presence of wave heights greater than 1.5 m, the measurements were continuous. From 2002
to 31 December 2014, the wave measurements were always continuous and the wave characteristic
parameters refer to 30-min time intervals. In any case, the dataset comprises the spectrum zero-moment
wave height (H,,9), the mean wave period (T};) and the mean wave direction (6).

A gross stochastic error detection phase has been applied. The data processing has firstly regarded
the missing data problem. Missing values reduce the representativeness of the sample and they can
severely disturb the conclusions drawn from the data. For Ponza buoys, about 10% missing data,
covering about 20 years of observation, have been detected. In order to get a conservative estimation
in case of a lack in the time series, missing data or values of wave height of less than 0.2 m for several
hours have been considered as errors and removed. However, to test the sensitivity of the results, H,,
=1m and 2 m have also been used. This analysis has shown that the estimated wave energy flux does
not differ substantially (i.e., less than 12%) if wave heights of 1 m or 2 m are used to fill the missing data.
Therefore, by considering missing data, unrealistic calm conditions and spikes, of the approximately
126 thousand available data of the whole dataset, only 96,879 values were considered useful.

In addition to these buoy records, the dataset was compared/complemented with the ECMWF
dataset [4], in which historical observational data spanning an extended period are implemented
through a single consistent analysis in forecast models. The ECMWF dataset is composed of a coupled
ocean atmosphere and a general circulation model, i.e., an atmospheric reanalysis coupled with a wave
model integration where no wave parameters are assimilated, making the wave part a hindcast run.

The dataset used is termed ERA-Interim, continuously updated in real time. Significant wave
height (H,,¢), mean period (T};) and mean direction (0), ranging from January 1979 to December 2018,
were extracted from the ERA-Interim archive, available for download online [46].

The ECMWEF internal WAve Model (WAM) covers the Mediterranean Sea by a base model grid
with a resolution of 0.75° x 0.75°. ERA-Interim and WAM products are publicly available on the
ECMWEF Data Server. The WAM provides wave characteristics assimilated every 6 h. Here, 12 grid
points (E1-E12) were considered. The geographical coordinates and distance from the seabed of all
offshore points that are of interest to the present study are shown in Table 1. The position of point O,
as representative of the “offshore” of Gulf of Naples, and of point W (offshore Pozzuoli’s Gulf), are
also reported. Geographical information is graphically represented in Figure 1.
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Table 1. Geographical information of ECMWFE grid points E1-E12, Ponza wave buoy and reference
point O (offshore of the Gulf of Naples) and point W (offshore Pozzuoli’s Gulf).

Point Latitude Longitude Depth
El 41.25N 12.75E 122
E2 40.50 N 12.75E 3601
E3 40.50 N 13.50 E 1688
E4 40.50 N 1425 E 1017
E5 39.75N 12.75E 3591
E6 39.75N 13.50 E 3072
E7 39.75N 1425 E 2377
E8 39.75N 15.00 E 1755
E9 39.00 N 12.75E 3020
E10 39.00 N 13.50 E 3179
E11 39.00 N 1425 E 3438
E12 39.00 N 15.00 E 2781

Ponza buoy 40°52’0.10" N 12°57°0.00” E 100
(@) 40°29'45.06” N 13°47’46.70” E 1037
W 40°45'56.49” N 14°7'41.22" E 100

Ponzazbuoy
=

E2

Figure 1. Map of mid-Tyrrhenian Sea, showing the location of the Ponza wave buoy, European Centre
for Medium-Range Weather Forecasts (ECMWF) grid points E1-E12 and reference point O (offshore of
the Gulf of Naples) and point W (offshore Pozzuoli’s Gulf).
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2.1.1. Comparison of Offshore Wave Data

The assessment of the whole dataset available for the Ponza wave buoy and for ECMWF time
(point E3) is graphically represented with polar diagrams assembled in Figure 2. The wave dataset
obtained from the Ponza wave buoy by means of the “geographic transposition of wave gauge data”
to point O is also reported. The geographic transposition has been applied according to the method
originally formulated by Contini and De Girolamo [96].

3307 30° 3307 30°

300" 60° 300° 60°

o Pk o f,ﬂla gh A0 420
’ 90°

B
270°

oh ok stk gk gh A0k %

90°

N N
240" 120° 240" 120°
2107 150° 210° 150°
180° 180°
(@ (b)
.
3307 30°
Hs [m]
300" 60° - 50.5
B >0.5-1.0
3 - >1.0-15
o e e i >1.5-2.0
. >2.0-3.0
I >3.0
240" 120°
2107 150°
180°
(c)

(a)
(b)

Figure 2. Wave climate referenced to different wave height classes (in legend): (a) at Ponza buoy; (b) at
point O, as obtained by transposition of Ponza wave buoy data; (c) at ECMWF point E3.

The method is based on the following hypotheses:

the wind speed and direction are the same at both real and “virtual” (transposed) stations;
the extent of the wave generation region can be described by the effective fetches [97];

(c) the wind blows over the fetch long enough to assume that wave conditions are independent of
the wind duration (fetch-limited conditions);
(d)

both real and virtual stations are in deep water.
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Under the above conditions, the spectral significant wave height H,,) and the peak period T, can
be estimated using the Sverdruv Munk Bretschneider (SMB) method [98]:

1
2
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%:1.@@0*3)( §xXL )
A
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where g is the gravity acceleration, Uy represents the wind-stress factor and F is the effective fetch.
Equations (1) and (2) can be written at real and virtual sites and, under the assumption that wind
conditions are the same for both stations, the following equations can be derived:
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where the subscripts R and V' denote the variables referring to the real and virtual station, respectively.

The “transposition coefficients” Ky and Kt allow us to calculate from the real wave buoy records
the transposed wave gauge dataset at the virtual station. For the sake of completeness, the virtual
station O was selected between the ECMWF grid points E3 and E4 before the hindcast data analysis.
In this way, once we selected the best ECMWE reference point from one of the two points, a sufficient
comparison with the transposed dataset was ensured. More than 65% of the annual wave energy comes
from the sector 220°-280°, in accordance with the long fetch facing the Gulf and with the mesoscale
climate conditions, with swells approaching from distant storms coming from the NW sector of the
Mediterranean Sea.

The comparison between the ECMWEF dataset and buoy records (both real and transposed) shows
some differences. In particular, the rate of waves coming from the east is significantly reduced. Then,
the lowest values of energy in the ECMWF points are noticeable, particularly in the highest power
class. It can be seen that the average wave power moves from 3.85 kW/m computed at the Ponza wave
buoy (4.73 kW/m for point O) to 2.19 kW/m at point E3 (Table 2).

Table 2. Main wave climate parameters (based on the whole datasets) at Ponza wave buoy, point O

and ECMWEF grid point E3.
Hs mean Hs,max OH Tp, mean Tp, mean oT Om Og P,mean
Dataset (m) (m) (m) (s) (s) (s) ©) ©) (kW/m)
I;‘;“:ya 0.89 79 071 549 33.33 234 21592 7095 3.85
Point O 0.92 9.46 0.79 5.63 38.16 2.49 215.92 70.95 4.73
E3 0.65 6.133 0.53 5.07 11.54 1.44 222.62 76.51 2.19

Moreover, Table 3 shows the average differences between the measurements carried out by the
buoy (at Ponza and after transposition at point O, respectively) and the hindcast data. Such values
of Hg ponza Buoy / Hs eemwr and Hg point 0 / Hs Ecmwr are organized by wave class (in terms of
H; ranges).
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Table 3. Average differences between the buoy records (at Ponza and transposed at point O, respectively)
and ECMWF hindcast data for point E3.

Hs H; ponza BuoY/Hs EcMwE H, poinT o/Hs ECMWF

(m) (m) (m)
<0.5 1.04 1.06
0.5-0.75 1.75 1.77
0.75-1 147 1.50
1-2 141 143
2-3 1.35 1.37
34 1.21 1.36
Mean 1.37 1.42

It is possible to note that for calm conditions (Hs < 0.5 m), the datasets are very similar. The highest
discrepancy was found for 0.5 m < Hs < 0.75 m, where values of H; recorded by the Ponza wave buoy
(point O, respectively) were on average 1.75 times (1.77, respectively) higher than those reported for
the E3 hindcast data. The overall mean discrepancy between the Ponza buoy and the ECMWEF data
was 1.37, while between point O and ECMWEF, it was 1.42. A comparison of the wave height time series
obtained from the different datasets is highlighted in Figure 3.

5

Ponza wave buoy data
45 Transposed Buoy Data - Point O

ECMWF Data - E3

0.5

0
10/06/2014 05/07/2014 30/07/2014 24/08/2014 18/09/2014 13/10/2014 07/11/2014 02/12/2014 27/12/12014

Figure 3. Comparison of the wave height obtained from buoy records, transposition of buoy records at
point O and ECMWF data for the reference point E3.

The bulk of these differences can be attributed to the dissimilar measurement conditions.
The smaller sampling frequency for the hindcast data involves peak attenuation, acting as a band-pass
filter and smoothing the signal. The underestimate of the ECMWF data was previously highlighted
within the WW-Medatlas projects [28]. Moreover, through intercomparison with NCEP (National
Centers for Environmental Prediction) Climate Forecast System Reanalysis [26] and with wave buoy
data, the lowest values of energy in the ECMWEF points were detected, especially in the highest power
class (e.g., [6,10,27,36]). Hence, the use of the ERA-Interim dataset could be considered adequate for
slightly conservative wave power potential and studying long-term variations in wave height [10] but,
at the same time, should be examined carefully during detailed resource assessments or for arriving at
the design wave condition or to build a detailed nearshore wave model. The main parameters of the
wave climate at each grid point are reported in Table 4.
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Table 4. Main wave climate parameters (based on 39-year average) at ECMWEF grid points.

: Hs,mean Tm, mean 0, mean Pean
Point (m) ) ©) (kW/m)
El 0.64 4.43 222.63 2.19
E2 0.77 4.71 229.82 2.94
E3 0.65 4.43 222.62 2.19
E4 0.67 4.55 237.02 2.49
E5 0.85 4.86 235.25 3.77
Eé6 0.79 4.83 237.98 3.69
E7 0.74 4.69 242.95 291
E8 0.69 4.68 240.89 2.56
E9 0.95 4.87 238.58 4.73
E10 0.95 4.87 238.59 411
E11 0.86 4.72 249.12 411
E12 0.75 4.70 25491 3.13

A tentative contour map (based on interpolation of power rate at 12 grid points) has been provided
in Figure 4, where wave power isolines are depicted, ranging from 2.5 to 5 kW/m.

4 kW/m

100 km

Figure 4. The 18-year averaged energy flux for the 12 ECMWEF grid points and contour lines of the
estimated mean wave power flux per unit crest on the central and southern Tyrrhenian Sea.

2.2. Study Site and Nearshore Wave Instrumentation

The nearshore study site is represented by the Bagnoli-Coroglio Bay, located within the Gulf of
Naples, a natural semi-enclosed embayment within the Gulf of Pozzuoli (also known as the Gulf of
Puteoli). Its mean depth is ca 60 m, with a maximum depth of 110 m and a surface area of 33 kmq.

Due to the proximity to the city of Naples, the whole area historically represents one of the best
studied coastal areas of the Mediterranean Sea [99].

Thanks to the presence of the Stazione Zoologica “Anton Dohrn” (SZN) since 1872, marine
investigations have been carried out for more than a century and half [100]. Recently, two Monitoring
and Environmental Data Units (MEDA) of the SZN have been installed in the Gulf of Naples and in
the Gulf of Pozzuoli (Figure 5). These MEDA units are mainly used for the chemical, biological and
environmental monitoring of the marine ecosystem and both are equipped with an ADCP [61]. This
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shallow marine area is also famous, as it is the most highly active volcanic district in the coastal zone
of SW Italy [101]. The geographical coordinates and water depth for MEDA A (Gulf of Pozzuoli) and
MEDA B (Gulf of Naples) are indicated in Table 5. Close to MEDA B, a DWSD wave buoy (DWSD-B
hereafter), provided by the University of Campania, was installed during a field campaign which
took place from May to June 2016 [93]. Instead, in the period of February—March 2017, a DWSD buoy
(DWSD-A) was placed close to MEDA A.

Figure 5. (a) Map of the Gulf of Naples and location of the study site. (b) Zoom on the study
area. The positions of point W (offshore Pozzuoli’s Gulf), Monitoring and Environmental Data
Units, MEDA-A and MEDA-B, are also depicted. The brown contour line defines the remediation
site boundaries.

Table 5. Geographical information of MEDA units.

Point Latitude Longitude Depth
MEDA A 40°49.668' N 14°13.984" E 19.0
MEDA B 40°48.550" N 14°09.300" E 17.5
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2.2.1. Acoustic Doppler Current Profiler

The ADCPs used for the test campaign are one of the most widely used instruments in
oceanographic research for measuring the wave velocity profile. Such instruments are also able
to provide wave information. ADCP-A and ADCP-B are part of the aforementioned MEDA A and
MEDA B, respectively. The ADCP (Figure 6) is a bottom-mounted upward-looking instrument which
takes the measurements of the waves basically using three independent techniques.

(a) (b) (c)

Figure 6. Stazione Zoologica “Anton Dohrn” (SZN) instruments: (a) MEDA A; (b) MEDA B; (c) acoustic
Doppler current profilers (ADCPs).

The first method is wave measuring using the basic principle of Doppler shifting to evaluate the
orbital velocities of waves, ensonifying the entire water column along four inclined beams. The orbital
velocity measured by the ADCP along each distant beam provides information above the directional
and non-directional wave spectrum. In addition to wave orbital velocity measurement, the ADCP also
measures the non-directional spectra through echo ranging (surface track) and bottom pressure with a
pressure transducer, providing redundant measurements of wave height and water depth.

In Tables 6 and 7, the ADCP specification and the parameters used for the spectral analysis are
described. Details of the ADCP wave measurements are described in [102-106].

Table 6. ADCP configuration.

Time between Full Ensemble Records (15 min)
Frequency (600 kHz)
Size of the depth cell (50 cm)
Number of bins in the current profile (49 bins)
ADCEP altitude above bottom (50 cm)
Number of beams (4 beams)

Table 7. The spectral analysis parameters of the ADCP.

Frequency band width (0.0078 Hz)
Maximum upper cutoff frequency (0.5Hz)
Sea-swell transition frequency (0.11 Hz)
Minimum lower cutoff (0.039 Hz)
Number of direction frequency bands (128 bands)
Number of frequency bands (128 bins)
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2.2.2. Directional Wave Spectra Drifter-Derived Wave Buoy

The DWSD buoy uses the GPS sensor package in order to measure w(t), u(t) and v(t), which
represent respectively the vertical, horizontal E-W and horizontal S-N buoy velocity components, from
changes in the frequency of the GPS signal [86,93,107,108]. The measurements are made for a 17 min
long sample of u(t), v(t) and w(t) every hour, divided into overlapping 4-min segments with 1 Hz
of sampling frequency. The power spectral density, co-spectra and quadrature-spectra parameters
are derived from a Fourier transform of the correlation functions related to each pair of the three
aforementioned signals, giving the first five independent Fourier coefficients (ag, a1, ap, b1, b) and thus
the wave spectra for each hourly sea state. For each measured sea state, the three velocity components,
the computed first five Fourier coefficients and the main wave data parameters are transmitted in real
time through the Iridium satellite system. All these wave data, including data on battery voltage and
the pressure, temperature and humidity of the hull, are accessible in real time from a dedicated website.

The DWSD buoy (Figure 7) has a simple spherical geometry with a diameter of 0.39 m and weight
of 12 daN, reducing in this way the installation and maintenance costs, being very easy to handle and
to install.

(@) (b)

Figure 7. The directional wave spectra drifter (DWSD) buoy: (a) ashore, prior to launching; (b) right
after deployment at MEDA-B. The orange float required for the mooring system is also shown.

2.3. Wave Propagation and Model Calibration

In order to consider the intricate variations in wave energy density occurring from offshore of
the Gulf of Naples to the Bagnoli-Coroglio Bay, the nearshore energetic patterns have been studied
by means of the numerical suite MIKE 21 SW spectral wave model, developed by DHI Water and
Environment [109]. The model takes into account the effects of refraction and shoaling due to varying
depths and local wind generation and energy dissipation due to bottom friction and wave-breaking, and
it has been validated by comparison with data from buoys and satellites by several authors [8,110-113].
Moreover, several scientific papers (e.g., [114-117]) discussed the overall satisfactory agreement
between MIKE 21 SW and SWAN, TOMAWAC and STWAVE. In particular, Ilia and O’'Donnell [118]
found that both MIKE 21 SW and SWAN were largely consistent in their observations during storms,
even if MIKE 21 SW predicted some of the storm peaks slightly better than SWAN. Therefore, the results
from this study can be of interest for applications with other spectral wave models.

The basic equations in the model are derived from the conservation equation for the spectral wave
action density Z, based on the approach proposed by the authors of [119]. In fact, in the presence
of currents, wave action is conserved whilst the wave energy is not [120]. The source/sink term that
represents all physical processes which generate, dissipate or redistribute energy, S, can be written as:

Stot = Sin + Ssu‘/f + Saw + Spot + Sui (5)
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where S;, represents the energy transfer from wind to waves, S, is the dissipation of wave energy
due to depth-induced breaking, Sy, is the dissipation of wave energy due to whitecapping, Sy is the
dissipation due to bottom friction and S, is the energy transfer due to non-linear triad (three-wave)
interactions. The following approaches/models are used in the model:

e for the wave bathymetric breaking, the formulation proposed by Battjes and Janssen [121];

e the formulation of Kofoed-Hansen and Rasmussen [122] for bottom friction dissipation;

e  the Komen et al. [123] dissipation model for whitecapping;

e the triad-wave interaction is modeled using the simplified approach proposed by Eldeberky and
Battjes [124,125];

e for Snl parameterization, the discrete interaction approximation developed by Hasslmann et al. [126].

Operatively, the models compute the evolution of Z by solving the action balance equation [127],
which in the Cartesian co-ordinates can be written as:
oz J d _ Stot
5+ Vay|(Co+ U)Z] + 55(CoZ) + 55(CoZ) = = 6)
where Z = V/o, V being the variance density and ¢ the relative angular frequency, 0 is the mean wave
direction measured clockwise from true north, Cg is the group velocity, U is the current velocity vector
and C, and Cy are the propagation velocities in spectral space (,0). The left-hand side of the above
equation represents the local rate of change of the wave energy density, propagation in geographical
space and shifting of frequency and refraction due to the spatial variation of the depth and current.
For wave propagation over slowly varying depths /i, ¢ can be written by means of the linear

dispersion relation
0 = /g k tanh(kh) (7)
in which k is the wave number.

The magnitude of the group velocity Cg is given by

8 tanh(kh) ®)

_do 1 2kh
h

=% = 2|' " snhm

The implicit assumption of these equations is that properties of the medium (water depth and
current) as well as the wave field itself vary on time and space scales that are much larger than the
variation scales of a single wave.

The model takes into account diffraction by using the approximation proposed by Holthuijsen
et al., [128], based on the revised version of the mild slope equation model of Berkhoff [129] that was
proposed by Porter [130].

It is worth noting that the source functions S;,, S,;; and Sys in MIKE 21 SW are similar to the source
functions implemented in the WAM Cycle 4 model [131,132]. The latter provides the basis for the
ECMWEF wave hindcast dataset [16,133,134]. One of the main restrictions of the model is that when
propagation leads to waves moving nearly parallel and close to the coast, there is an unrealistic loss
of energy caused by the large second-order diffusion error [135]. In this case, moreover, the main
assumption that the source integration time step has to be shorter than or equal to the propagation
time step is at fault. Hence, an intrinsic sensibility to direction can be detected, representing a warning
if significant diffraction-reflection conditions can be found.

The model solves the governing equation by means of finite element-type methods to discretize
geographical and spectral space. A parameterization of the conservation equation in the frequency
domain is performed by introducing the zeroth and the first moment of the action spectrum as
dependent variables.

The computational domain was discretized using an unstructured grid with meshes based on
linear triangular elements (Figure 8) and performed using the cell-centered finite volume method.
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The seabed was performed by interpolating at the grid nodes the information provided by the General
Bathymetric Chart of the Oceans (GEBCO) database [136]. The grid resolution was assumed to be
variable linearly between the maximum depth to 150 m for depths in the range of 500 m to 100 m.
Constant values of 150 m and 1000 m of the grid resolution have been assumed for water depth
shallower than 100 m and deeper than 500 m, respectively.
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Figure 8. Zoom on the Bagnoli-Coroglio Bay with focus on the computational mesh implemented in
MIKE 21 SW:

The wave model was run as forced wave-by-wave with data from the ECMWEF internal WAve
Model (WAM) with the ERA-Interim dataset related to source point E3. The basic data necessary to
fulfill the offshore requirements are the significant wave height (H,,9), mean wave period (T);) and
mean wave direction (6), provided by 6-h hindcast wave data. Wave power series was calculated
from the resulting dataset provided by the transformation model. For natural sea states, where waves
are random in height and period (and direction), the spectral parameters have to be used. The wave
energy flux can be defined as:

270 00
P=pg fo fo Co(f,1)S(f, 0)dfd0 ©)

where g is the sea water density, 5(f,0) denotes the 2D wave spectrum as a function of the spectral wave
frequency f and mean wave direction 6 and C,(f,) denotes the wave group velocity, expressed by
Equation (8).

2.3.1. First Step: Triple Collocation

Although a phase-decoupled approach is employed in order to reproduce the qualitative behavior
of changes and spatial redistribution in the wave direction, when significant diffraction conditions
are detected (e.g., in front of reflecting obstacles like rocky coasts), a Boussinesq-type model is
required. However, due to the large extension of the spatial domain and the large wave dataset
and computing effort normally required for the computation of diffraction in arbitrary geophysical
conditions, a different approach was applied in the present study. Taking into account the way in
which MIKE 21 SW solves the equations, better results are normally obtained with waves that are
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parallel to one of the coordinate axes or (if just one boundary is used to force the model) perpendicular
to the offshore boundary from which the input waves are coming [137]. Therefore, the input open
boundary should be placed so that the main wave direction is orthogonally aligned. Looking to a
large scale, the exchanges between the Gulf of Naples and the Tyrrhenian Sea occur along the Bocca
Grande, the main aperture of the gulf between Ischia and Capri. Considering that Bocca Grande
opens to the west into the Mediterranean Sea and the bulk of the waves are provided by westerly
waves [5], firstly, the open boundary of the numerical domain was orthogonally aligned along the
220° N direction. For convenience, we will call this domain M220°. Under this domain, the numerical
model was forced with the hindcast data by ECMWF (grid reference point E3). Since two sources of
direct meausurement of the “physical truth” (with certain systematic deviations and random errors)
are available (i.e., ADCP-B and DWSD-B datasets), the search for the best set of model parameters
(breaking parameter, bottom friction and white capping) was iteratively obtained by firstly applying a
triple collocation procedure. This is the singularity of the present study, for which the third dataset is
not univocally defined: the triple collocation is not used just for error estimation purposes but to help
the search for the best calibration.

The term “triple collocation” indicates a methodology used to characterize systematic biases and
random errors in satellite observations, model fields and in situ measurements. It attempts to segregate
the measurement uncertainties, spatial and temporal representation and sampling differences in the
different datasets by an objective method [137,138]. A frequent and often biased assumption is that all
errors are due to the system that is being tested against a reference system, that is in turn assumed
perfect. In this vein, Stoffelen [38] also refers to the biases associated with regression and with error
distributions. These issues cannot be clearly resolved in dual comparisons, as scatter will be caused
simultaneously by all the above issues for both observing systems, and there is no clear objective way to
assign errors to one or the other [139]. In triple collocation, instead, three (ideally) independent datasets
are brought together, so that three scatter plots can be made. Focusing on the specific application
to coastal engineering, and referring to studies provided by Robertson et al. [45], Muraleedharan et
al. [42] and McColl et al. [46], the technique needs the assumption of a linear relationship between the
measured value and true value. The following equation can be considered:

Xi=a;+ BT +e (10)

where the Xi (i € {1, 2, 3}) are collocated measurement systems linearly related to the true underlying
value T with additive random errors e;, respectively. The terms «; and B; are unknown calibration
parameters representing bias and the linear calibration coefficient (i.e., the ordinary least squares
intercepts and slopes, respectively).

Given that the true value T is unknown, this method requires that one of the datasets is defined
as the reference. However, as noted by Janssen et al. [40], the choice of T does not affect the results.
The ADCP-B dataset was defined as the reference dataset; hence, its @« and $ will be set to 0 and
1, respectively.

The first step removes a from the datasets by introducing the following new variables:

X! = X; - 11)

A new set of equations, without T, result from inserting (11) into (10). The uncertainty term e in
(10) can be modified to:

X'.’—T:—f— =L =¢ (12)
By calculating the difference between any two of above equations, the true value can be eliminated,

obtaining the following:

X] =X =¢-¢

187



Water 2020, 12, 1936

X’3' - X’z' = eg - e'z' (13)

Xy —X3=¢ —¢

Assuming the errors from the independent sources have zero mean and are uncorrelated with
each other and with T, error terms can then be calculated by multiplying any of the two equations
above, introducing the mean values:

7 -X)(X5 - X5) = (¢ —¢; )¢5 —¢5) = (&)

07 =X -35) = ¢ ) ) = ) "

T (v o AN \2
(X] = X5 )(Xl _Xz) = (‘31 & )(61 _ez) (61)
Then, according to Janssen et al., [40], it is possible calculate the linear calibration coefficient for
the X, and X3 datasets (the DWSD-B datasets and the numerical output, respectively, in the present

study). It can be calculated as:
A /B% —4A,Cy

B2 =|-B2+ ;s (15)
B2 — 4A5C;3
Bs =|-Bs+ 7 (16)

where A, = erlXé, rp = e1/e, By = )(_12—1’2)(’2 C, = XlXé, and Az = rgm, r3 = ej1/es,
B3 X’2—7‘3X’2 C3 = XiXé
Hence, the bias is calculated as:
ar = Xp - foX1 17)

S 1s)

assuming as initial values for the iterative method that @y = a3 = 0 and , = 3 = 1. The iterative
process ends when either of the bias, beta or error variance converge [45]. For this study, convergence
was based on the error variance.

Operatively, the triple collocation procedure has been repeated several times with different
numerical outputs (X3) obtained each time after arbitrary modification of model parameters. It was
assumed, in particular, that the calibration of the numerical output was achieved when the error
variance estimated by means of the triple collocation between X3 and X, and X3 and X; were both
smaller than the error variance between X; and Xj.

For the qualitative evaluation of the comparison results, statistical indicators such as bias and root
mean square error (RMSE) were used. These parameters are defined as:

Bzas X,,X =3 Zm Xin x,” (19)

RMSE(X;, X;) = N 1Zx], x,n (20)

where x j and x; (i,j €{1, 2, 3}, i#j) indicate the wave parameters at the n-th hourly sea state, respectively,
measured by the DWSD buoy, the ADCP or provided by numerical runs, and N is the total number
of hourly sea states considered for the field test campaign. The notation is such that capital letters
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represent random variables, and lower-case letters represent realizations of random variables. We also
may derive the bivariate correlations between the measurement sources as:

- cov(X; X))

0X;0x;

r 1)

obtained by defining the second-order quantities that are estimable directly from sample measurements,
i.e., the covariance, COV(Xi,Xj), and the standard deviation, o, of two datasets.
The key benefits of the first step can be summarized as follows:

e firstly, qualitative evaluations of the input time series amount to cheap and almost instantaneous
forward runs of a pretrained network of direct measurements;

e secondly, fast and accurate approximations of numerical output with respect to the model
parameters returns, since short recordings by DWSD-B and ADCP-B are taken into account.

These benefits, used together under the triple collocation technique, allow for an efficient
rough calibration.

2.3.2. Second Step: Ensemble of Multiple Runs

The small gulf of Bagnoli-Coroglio Bay represents a sub-basin in the northwestern end of the Gulf
of Naples. Water exchange occurs between Pozzuoli Bay and the Gulf of Naples through a section
that is 100 m deep and 2 km wide. Considering its wave sector, in addition to M220°, the other four
different offshore boundary orientations have been applied (M180°, M240°; M260°; M280°), as shown
in Figure 9.

Figure 9. Bathymetry implemented for each boundary orientation: (a) model M180°; (b) model M220°;
(c) model M240°; (d) model M260°; (e) model M280°.

The main idea was that the model results coming from M220° can be improved by weighing
the contributions of each sub-model. Hence, equal numbers of wave sectors from the whole offshore
dataset have been propagated within the respective oriented model, as explained in Table 8. In other
words, the 1-year wave time series was divided into five sub-series, collecting waves by the five
directional ranges. The angular width of such wave sectors is not equal but is chosen concurrently,
considering that the morphological characteristics of the bay and offshore directional wave rose.
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Table 8. Geographical information of nearshore study sites.

Name of the Model Wave Sector
M180° From 0° N to 190° N
M220° From 190° N to 220° N
M240° From 220° N to 250° N
M260° From 250° N to 270° N
M280° From 270° N to 360° N

At their first run, the set of model parameters found for M220° was considered. The procedure is
synthesized in the scheme reported in Figure 10.

The whole dataset of resulting wave patterns obtained by means of the multi-domain procedure
can be seen as not significantly affected by neglecting diffraction (i.e., not significantly different in
comparison to adopting a diffraction model using just five scenarios along the mean five directions).

The calibration of each domain has been carried out, comparing the numerical results of a 1-year
wave time series at the control point corresponding to the DWSD-A location, focusing only on waves
coming from the reference wave sector. Then, the search for the optimal tuning parameters was carried
out iteratively.

Concerning this iterative operation, it is of significative importance that an enhancement factor is
introduced into the input series. In fact, after a first run for all the five boundary orientations, a sort of
large bias was detected. Even if a calibration in phase one was carried out, the gross error remained
too high, especially for larger wave heights. This discrepancy was not found when the geographically
transposed dataset (at point O) was used to force the numerical model. Therefore, in order to use
the ECMWEF dataset (with the advantage of 40 years of continuous wave data), a rough correction
parameter had to be applied (i.e., the enhancement factor) and then the finer calibration procedure
could be applied. As previously highlighted, the use of a reanalysis product (the ERA-Interim dataset)
as input for the numerical model leads to a general underestimation of the wave height. Considering
that these differences can be attributed mainly to the dissimilar measurement conditions, an estimation
of the discrepancies between ECMWEF and IWN buoy records (the one at Ponza buoy and at point O,
by transposition) is available in Section 2.1.1. In this work, the value of 1.42 (see Table 3) has been
applied to amplify the wave height time series at point E3. The amplification factor was not necessary
in the first step. This can be attributed to the small range of wave heights collected at MEDA B. As
highlighted in Section 2.1.1, no relevant differences between reanalysis and direct measurements were
detected for H,,p < 0.75 m.

Finally, the resulting five numerical series were assembled in order to reconstruct the 1-year
nearshore dataset. The main information for the assemblage was represented by the offshore wave
direction provided at point E3. The logic description of the assemblage algorithm is reported in
Appendix A.
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Figure 10. Flow chart of the two-phase calibration procedure.
3. Results

3.1. DWSD Buoy Compared to the ADCP

Figure 11a shows the time series of the significant wave height H,,,) measured by the two wave
instruments, presenting very good agreement considering the very different instrumental techniques
that were used. It can be noted that the time series plot between the DWSD-B and ADPC-B looks very
similar, without any significant deviation, especially when the significant wave height exceeded 0.5 m.
In Figure 11b, the comparative analysis of the significant wave height clearly shows a good correlation
between the simultaneous buoy data and the ADCP, with a bias of 0.038 m, RMSE of 0.07 m and a
correlation coefficient R of 0.96. Such a strong agreement between two wave sensors of totally different
natures confirms the high quality of this cheap DWSD. For practical coastal engineering applications,
sea states with values of H,,y lower than 0.50 m are in many cases considered as calm conditions.
If only the sea states greater than this threshold are considered in the comparison between DWSD
and ADCEP, then the results show excellent correlation, with a bias of of 0.011 m and RMSE of 0.05 m.
The wave height correlation coefficient between sources is I' = 0.87.
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Figure 11. (a) Data series of the significant wave height H,,y between DWSD-B buoy and ADCP-B (from
12 May to 18 May 2016); (b) comparison of the significant wave height H,,,) between the two instruments.

The correlation of the peak period T, between the ADCP-B and the DWSD-B is shown in
Figure 12a. The peak period considered in the analysis refers to the peak related to the wind-sea spectra
(0.11 Hz < f < 0.49 Hz). The results of peak periods show some small differences between the two
instruments, mainly when the calculated wave spectra have multiple peaks in the wind sea frequency
range (0.11 Hz < f < 0.49 Hz), of approximately equal magnitude, leading to some difficulties in the
correct evaluation of the T,. Small stochastic effects may easily modify the spectral peak, yielding a
slightly different peak period. Figure 12b shows the comparison of the peak period for each sea state,

showing a bias of —0.1 sec and an RMSE for the 1.1 section.
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Figure 12. (a) Data series of the peak period T, measured with the DWSD-B buoy and the ADCP-B

(from 12 May to 18 May 2016); (b) comparison of the peak period T}, between the two instruments.

3.2. Triple Comparison

After the implicit validation between ADCP and the DWSD buoy was obtained, the M220° MIKE
21 model was calibrated. The breaking parameter, bottom friction and white capping were tuned in
order to provide better wave predictions. In the present work, the iterative procedure ends when the
bias related to Hs between numerical output and DWSD buoy is less than the one between ADCP-B

and DWSD-B (i.e., <0.038). In particular, a bias = 0.03 m was reached.
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Figure 13 shows a brief time series of the different datasets. The original ECMWF dataset (without
the enhancement factor) is depicted. It is worth noting that the available data for triple comparison
are few and, in particular, the range of measured wave height is between 0.4 m and about 1 m. This
reinforces the need for a second stage of calibration.
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Figure 13. Observed and modeled time series of hourly averaged wave height. The observed time
series of 6-hourly averaged wave height at the ECMWF grid point E3 (offshore of Gulf of Naples) is
also reported.

It is also important to note the smoothed signal for the hindcast data and, hence, the numerical
model, due to the smaller sampling frequency. By means of the small arrows in Figure 13, we also
reported the offshore wave direction at point E3, which ranged between 232° N to 274° N. It can be
noted that for waves coming from 230°-250° N, the numerical model fits very well with the direct
measurements (in this vein, it could be seen as the envelope curve for those time series). On the other
hand, when the direction became higher than 250°-255° N, the error significantly increased. This
evidence corroborates the use of a multi-domain approach in order to overcome the intrinsic limits of
the numerical model in relation to diffraction issues.

3.3. Final Calibration

According to the main wave direction, the five numerical domains were run. The second step
of the calibration procedure was obtained by comparing the numerical output with the records at
the DWSD buoy located at MEDA A. Unfortunately, during the working period of the Buoy-A,
the ADCP-A did not record any data due to malfunction. A unique time series from the five datasets
has been re-constituted.

Figure 14 shows the comparison between the ensemble of numerical runs as reconstituted by
the five numerical domains and the Buoy-A and related to 1 year of data. This period, however, is
not a consecutive time, but it was reconstituted considering the available period of measurements at
ADCP-A. In other words, the fictitious 1-year ADCP-A time series was built by linking the following
timeslots: 1 May 2016-30 November 2016, 1 December 2017-8 March 2018, 22 March 2017-27 April
2017. Obviously, for the numerical runs, the same temporal windows from the hindcast data were used.
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Figure 14. Comparison of time series obtained with the ensemble numerical runs, buoy records at
MEDA A and ECMWEF data for the reference point E3.

The results related to 1 year are graphically represented with polar diagrams, assembled in
Figure 15. The wave rose of Figure 15a shows that the 1-year predominant offshore waves are the ones
coming from WNW to WSW. Depending on the system morphology, the wave rose measured at the
ADCP-A (Figure 15b) undergoes a radical transformation, both in predominant direction and wave
energy. The comparison between ADCP-A and wave climate obtained by using a single numerical
domain (i.e., M220°, in Figure 15¢) shows some differences.

The loss of directional information is noticeable for all wave height classes, resulting in an
unrealistic predominant wave direction (210°-225° N): the occurrence frequency of these waves is
about 48%.

The ensemble numerical runs (Figure 15d) and the energy flux from each wave class are consistent
with the ADCP-A measurements and the relationship between one wave sector and another is well
evidenced. As highlighted in Figure 14, the smaller sampling frequency (6-h) for the numerical model
leads to lower peak values and to a reinforcement of the lowest wave height class (i.e., <0.25 m),
which also occurs if the enhancement factor for the input dataset is applied. If a moving average filter
(spanning 6 h) is applied to the 1-year ADCP-A measurements in order to have a time series with the
same sampling frequency of the numerical ensemble, an excellent correlation can be found, with a bias
of 0.009 m and an RMSE of 0.52 m. The main wave climate parameters and main statistics obtained for
the various sources are reported in Table 9.

The results shown as the mean energy flux at MEDA A are not negligible, in contrast with the
intricate morphology of the Bagnoli-Coroglio Bay.

A tentative wave energy flux density contour map is shown along the analyzed coastline in
Figure 16. It is stressed that the mean wave power is able to provide its effect up to the outer surf zone.
The explanation is straightforward: when the wave front is parallel to the bathymetry and, in particular,
if a favourable funnel shape of the coast is recognizable, the main phenomenon governing the wave
transformation is energetic refraction, and shoaling could be easily recognized as an energy-conserving,
non-dissipative mechanism. This effect could in part explain the validity of the results even though a
Boussinesq-type model was not used.
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Figure 15. Wave rose referenced to different wave height classes (in legend) and related to the fictitious
1-year period for: (a) ECMWEF grid point E3; (b) ADCP at MEDA A; (c) numerical model by using
M220° only; (d) reconstituted time series by the five numerical domains.

Table 9. Wave statistics obtained for the various sources.

ECMWF Ensemble ADCP
Hg Hg Hs
(m) (m) (m)
Mean 0.62 0.38 0.39
Median 0.45 0.24 0.26
Max 3.95 2.96 3.27
Min 0.07 0.00 0.00
Standard deviation 0.5 0.41 0.38
TP TP TP
(s) (s) (s)
Mean 5.14 4.54 5.47
Median 4.94 4.55 5.4
Max 10.33 10.16 28.1
Min 1.96 0.23 0.00
Standard deviation 1.71 2.61 227
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Table 9. Cont.

ECMWF Ensemble ADCP
0 0 0
) (@) ©)
Mean 234.39 201.7 198.65
Median 262.39 202.21 203.00
Max 359.98 359.02 359.00
Min 0.03 0.00 0.00
Standard deviation 77.07 35.99 35.72
P P P
(kW/m) (kW/m) (kW/m)
Mean 1.73 0.93 0.96
Median 0.4 0.09 0.13
Max 67.88 33.95 43.19
Min 0 0 0
Standard deviation 4.18 2.70 2.80

Figure 16. Mean wave power flux per unit crest (expressed in kW/m) in the Bagnoli-Coroglio Bay.

4. Additional Considerations and Future Perspectives

Waves are a concentrated form of solar energy. This energy flows through the Earth’s climate
system, and its components respond. The response (change in energy flow) usually has impacts
on other parts of the climate system. This is known as feedback. Such feedback can be positive (it
leads to reinforce a small change) or negative (it acts as a stabilizing force, pushing the system back
to its original state). In the context of climate assessment (also in the perspective of climate change
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detection), this has the opposite connotation: positive feedback destabilizes the system (which is
usually bad), while negative feedback acts against the perturbation [140]. Whereas several climate
factors have been classified as positive or negative feedback, storm waves and sea level rises are not
univocally defined. In the study of environmental restoration projects, like the one in Bagnoli-Coroglio
Bay, the identification of feedback is important in order to better understand the sensitivity of local
environmental parameters to changes. The authors of [141], in analyzing the impact of sea level rises
and storms along the U.S East Coast, stumbled across a variation in sea surface height associated with
the Gulf Stream. As is typical of many applications, wave climate changes sit in context with internal
variability and other local causes. The non-tidal condition for the Bagnoli-Coroglio area makes it
possible to avoid the influence of internal modes of variability in the atmosphere. Therefore, the results
of the present study may be assumed as the basis for building other models for “climate” purposes,
like those for sea level rises, water circulation and heat exchange at the water surface.

A second point concerns the effectiveness of the numerical model calibration by means of a short
(thus affordable and feasible) period of in situ buoy measurement. A heuristic explanation could be
that the available dataset respects the hypothesis of the representativeness of the sample, i.e., it is
adequate to the distribution of wave parameters. In this vein, it appears crucial that measurements
cover the majority of the wave height range. The fact that measurements at MEDA A were carried out
during an intense winter storm, in fact, has proven to be essential.

It is worth noting that, in the present study, a “true” triple collocation method (e.g., [39,41]) is not
possible due to the short overlap of time series at MEDA-B and lack of simultaneous measurements
from ADCP-A and DWSD-A.

However, the reliability of the DWSD buoy, its versatility and cost-effectiveness allows the
implementation of a sustainable global array of wave sensors that will support the validation of
satellite products and enhanced climatological studies, as well as providing an indispensable tool for
the calibration and validation of numerical models in coastal areas.

5. Conclusions

Any eco-restoration actions require a high level of accuracy in the assessment of the nearshore wave
patterns and in the definition of wave climate scenarios for the following decades. Due to this delicate
issue, the accuracy and reliability of the techniques and instrumentation used to define the waves are
crucial. The present study provides a non-conventional application of the multi-collocation method.
In fact, essentially due to a brief overlap of sea state observations carried out by the ADCP and the
DWDS buoy, a full triple collocation method is impossible to apply. However, the direct measurements
available at two different locations allowed, by means of a two-step strategy, the calibration of a
numerical model. In particular, during the second calibration phase, a nonparametric wave height
enhancement factor was required in order to achieve the best optimization of the numerical model.
The enhancement factor consists of an amplification of each value of the WAM dataset provided
by ECMWEF. To estimate such an amplification, it was proposed as the assumption of the average
discrepancy observed between the WAM hindcast dataset at a point located offshore of the study
area and the time series, obtained by the transposition of the available offshore wave buoy records.
Then, the ECMWF time series was used as input for the numerical model. It was remarked that the
second step used a highly representative sample consisting of measurements collected in a period
experiencing a large range of significant wave height. Hence, the “need for speed” is by no means
limited to rough calibration, and the path of the two-step method exposed here moves in this direction.

To summarize, two main outcomes can be considered from this study:

1. the procedure here proposed, in which every sea state is subject to five (one for each grid model
orientation) numerical propagations by a simpler spectral wave model, allows researchers to reach
a good level of accuracy, similarly to a more time-consuming Boussinesq-type wave model which,
nowadays, represents a state-of-the-art modeling technique if a very detailed wave disturbance
in an enclosed coastal area needs to be explored;
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2. the effectiveness of numerical model calibration by means of a short period of direct measurement,
opening up opportunities to use low-cost GPS buoys. To bridge the gap of abundant direct
measurements in the sea from traditional wave buoy networks, the capability of GPS-buoy
clusters to provide data for assimilation, calibration and validation of both climate and weather
models could be optimally leveraged.

Specifically for the study area, the results shown were not negligible values of wave energy flux at
the study site, also if a significant variability of punctual wave power could be envisaged. The evaluation
of wave climate here presented would provide the opportunity for careful eco-engineering solutions
against storm control and for restoration purposes. In this vein, it is worth noting a first application
of the method to provide wave data for a source apportionment assessment of marine sediment
contamination in the study area [142]. Reliable nearshore wave assessment, in fact, makes it possible
to assess restoration practices from the perspective of projected medium/long term changes in sea
state characteristics; for instance, those stemming from climate change (both at global and local levels).
Future field campaigns will help to increase confidence in the technologies and in the approach
presented in this work.
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Appendix A

This appendix contains logic details about the algorithm used to assemble the five numerical runs.

Input

1. Sea states, S, datasets (in terms of triple significant wave height Hy,,, peak period T}, wave direction 6)
from the five numerical models (differing for the open boundary orientation) M180°, M220°, M240°,
M260°, M280°, i.e., Smig0°, Sm220°, SM240°, SM260°, Smzso-, respectively;

2. Original hindcast wave direction dataset from ECMWEF grid point E3, Opcpwr (expressed in degrees
measured clockwise from true north).

Result

e  Ensemble dataset, Sgy;, of 1-year numerical runs with N = 1460 data (8760 h /6 h = number of
ERA-Interim data spanning 365 days at six-hour time slots).

Algorithm

For each n-th hourly sea state (n=1, ... ,N)
if OgcMwEn € 10,190] then Sgnn = Smis0° n

if eECMWF,n € ]190,220] then SEN,n = SM220°,n
if OgcMwEn € 1220,250] then Sgn = Sv240° 0
if OecMwWEn € 1250,270] then Sgn n = Swm60°n
if OpcMwEn € 1270,360] then Sgn n = Sm2s0°n
end
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Abstract: The main aim of this study is to determine the threshold values for extreme sea and
weather events on the Polish Baltic coast. The study is based on daily hydrometeorological data
on the sea level; air temperature and atmospheric precipitation collected between 1965-2014 from
six coastal sites (Swinoujécie; Kolobrzeg, Ustka, Leba, Hel, and Gdynia/Gdarsk). Threshold values
for the occurrence of extreme events (with a probability of 10% and 95%, and a return rate of once
every 10 years) and exceptionally extreme events (with a probability of 1% and 99%, and a return
rate of once every 100 years) were determined using probability distribution and quantile analysis.
Hydrometeorological absolute extremes were also determined. The methodology used to determine
these extreme events and the time-space analysis of hydrometeorological extremes reveal significant
geohazards for the functioning of the Baltic coastal zone, including the erosion of coastal dunes and
cliffs and the destruction of technical infrastructure.

Keywords: extreme events; threshold values; probability; hydrometeorological conditions; Baltic coast

1. Introduction

It is expected that global warming will continue in the 21st century. In countries around the
Baltic Sea, climate change and sea level rise have been studied since at least the 1990s [1,2]. In the
Baltic Sea region, global warming is likely to be higher than the global average. Global warming will
be accompanied by an increase in precipitation in the winter and uncertainty of weather changes
in the summer, with a high probability of a high frequency of droughts in the southern zone of the
region. The forecasted atmospheric changes will also be accompanied by an increase in the sea level
and its temperature. Hydrometeorological changes will affect the natural environment, for example,
marine biogeochemistry and coastal erosion [3]. Climate changes and physical properties of the sea
favor the occurrence of extreme hydrometeorological events. The functioning and transformation of
the natural environment in the coastal zone are especially determined by extreme hydrometeorological
events. Extremely high storm surges and atmospheric precipitation intensify hydrological and
geomorphological processes (including storm floods and mass movements). Extreme weather events
therefore pose a significant threat to the natural environment and human activity. On the Polish Baltic
coast, the greatest geohazards are storm floods. The frequency thereof is rising, causing significant
economic losses across long stretches of land [4].

Literature contains neither a uniform definition of extreme events nor a methodology for
their designation [5-10]. Extreme weather events are most often determined using probability
characteristics [11-13]. The extreme characteristics of meteorological, hydrological, and geomorphological
events include threshold values whose probability of being exceeded is lower than 10%, thus with a return
period of once per decade. Exceptionally extreme weather events are considered those with a probability
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of less than 1%, thus with a return period of once per century. Probability characteristics are often used
to estimate threats to hydrotechnical infrastructure in the coastal zone. Also used to determine extreme
events is the quantile method, which most often accounts for threshold values using percentiles 5% and
95% [14-16]. Regardless of the methodology employed to determine extreme weather events (whether
probabilistic or quantile), the events must be assigned absolute maximums and minimumes.

The main aim of this study is to determine the threshold values for extreme sea and weather
events (in terms of sea level, air temperature, and atmospheric precipitation) on the Polish Baltic coast.
This paper presents absolute values of hydrological and meteorological conditions, as well as threshold
values for extreme weather events calculated using the probabilistic method (for return period) and
quantile analysis (for frequency of occurrence).

Aside from their scientific significance, extreme hydrometeorological events have a utilitarian
significance. Extreme thermal and precipitation conditions, as well as high sea level, are the main
determinants of geomorphological changes in the sea coastal zone (sometimes with disastrous and
irreversible consequences). Exceeding the threshold values defining extreme hydrometeorological
events may pose a significant threat to the functioning of the coastal zone. Therefore, the determination
of threshold values and return periods for extreme events is important for various areas of human
activity, especially those related to the protection, management, and development of the coastal region.

2. Materials and Methods

The research area was the Polish Baltic coast (about 500 km long), where there are two basic types
of shoreline: dunes and cliffs. The dune coastal zone, which covers around 85% of the coast, has been
forming since the wane of the last glacial period, i.e., the beginning of the Holocene. It consists of sand
barriers (spits) that separate coastal lakes from the sea, and proglacial wetlands made up of dunes
of varying origin and height (2-30 m). The cliff coastal zone, which covers around 15% of the coast,
was formed during the Pleistocene Epoch and is a type of high coastline (up to 95 m). It is made
up of glacial clays accumulated by the continental glacier in the form of head moraines, as well as
fluvioglacial loams and sands accumulated mainly in the form of bottom moraines. Poland’s Baltic
coastal zone is home to coastal islands (e.g., Wolin and Uznam), peninsulas (e.g., Hel), bays (e.g., the Bay
of Pomerania and Bay of Gdarisk), and lagoons (e.g., the Szczecin and Vistula lagoons). Sections of
the coast near the Szczecin and Vistula lagoons are floodplains and areas of organic accumulation.
According to the Koppen classification system, the South Baltic coast is in a temperate zone with a
humid, continental climate; warm summers; and an even distribution of rainfall in all seasons. In the
last half-century, in the research area, the average annual air temperature was 8.3 °C and the average
annual rainfall was around 605 mm. A statistically significant increase trend was observed in the
mean annual air temperature of 0.3 °C/10 years. There was no statistically significant tendency for
atmospheric precipitation [17]. The Atlantic climate and the sea have an important influence on the
climate of the region, which is manifested in frequent cloud cover, increased humidity, and increased
wind speed. Most notable are winds from the N-W sector, which most frequently cause a rise in
sea level and wind waves. Storm surges most frequently occur during cyclonic circulations from
the direction: Northwest 20.6%, West 18.3%, and North 12.7% [18]. In winter, the Polish coast is
usually on the warm side of the jet stream which, during positive NAO (North Atlantic Oscillation),
causes warming, increased precipitation, and strong winds. In summer, the influence of the subtropical
high-pressure system is important, which causes more extreme thermal conditions. The Polish Baltic
coast can therefore be classified as a modern marine climate [19].

Daily data from a 50-year homogeneous measurement series (1965-2014) were used to determine
the threshold values for extreme hydrometeorological events. The data included average, maximum,
and minimum air temperature; total atmospheric precipitation; and average and maximum sea
level. Meteorological data (from meteorological stations in Swinoujscie, Kotobrzeg, Ustka, Leba, Hel,
and Gdynia) and sea level data (from mareographical stations in Swinoujscie, Kotobrzeg, Ustka, Hel,
and Gdarisk) were obtained from the Institute of Meteorology and Water Management in Warsaw
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(Figure 1). In Poland, the Baltic High System (BHS) applies, which accounts for long-term observations
of average sea level using the Kronstadt sea gauge. The estimated difference between the system
based on the Normaal Amsterdams Peil (NAP) and the BHS is around 15 cm (the Kronstadt system is
higher). Although Poland uses a high system based on the Kronstadt sea gauge (zero level = —508 cm),
the registration and recording of sea levels is based on the NAP (zero level = —500 cm). This is why
the sea gauges do not need to be adjusted [20]. In order to obtain a reference to the 0.00 NN ordinate,
it would be necessary to reduce the sea-level values presented in this paper by 500 cm. An analysis
of the average sea levels in the Polish Baltic coast in 1965-2014 showed a rate of increase of about
2 mm per year. This dynamic is similar to that found for the global average increase of the sea level,
which was estimated to be 1-2 mm per year [21].

14°00"E 16°00"E 18°00"E 20°00"E
c sEP
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Gulf of Pomerania
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54°0'0"N|
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dune coast :
N cliff coast &
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Figure 1. Research area and locations of meteorological and mareographical stations in the coastal
zone of the Polish Baltic.

The definitions and criteria for determining extreme weather events are based on global
research [22-24]. The following criteria were used in this study:

- Absolute extreme. The highest or lowest value that has been empirically evidenced for a given
meteorological and hydrological event.

- Extreme event. Values close to the absolute extremes for a given meteorological and hydrological
event, whose probability of being exceeded is lower than 10%, i.e., the chances of their occurrence
(or “return period”) is at most once every ten years. In quantile terms, extreme threshold values
were designated using percentiles 5/100 and 95/100.

- Exceptionally extreme event. Values close to the absolute extremes for a given meteorological
and hydrological event, whose probability of being exceeded is lower than 1%, i.e., the chances
of their occurrence (or “return period”) is at most once every hundred years. In quantile terms,
exceptionally extreme threshold values were designated using percentiles 1/100 and 99/100.

For the probabilistic approach, the following procedure was used to determine extreme events:
verification of the completeness and homogeneity of data (using Alexandersson’s homogeneity test);
adjustment of the theoretical distribution to empirical distribution (using the Kolmogorov — Smirnov
test); and determination of the probability density distribution from the cumulative probability density
function. This study specifies the threshold values for hydrometeorological events with a return period
of 1 year P(X) 100%, 5 years P(X) 20%, 10 years P(X) 10%, 50 years P(X) 2%, 100 years P(X) 1%, 500 years
P(X) 0.2%, and 1000 years P(X) 0.1%. Return periods were determined by the following formula [12].

The probability of the threshold values being exceeded was estimated from the inverse probability
density function. Calculations were made in Easy Fit Professional (Version 5.6, MathWave Technologies,
Washington, DC, USA).
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3. Results

In the coastal zone of the Polish Baltic, the average annual air temperature from 1965-2014 ranged
from 7.9 °C in Leba to 8.6 °C in Swinoujécie. Annually, on average, the most precipitation occurred in
Ustka (704.2 mm) and the least in Swinoujs’,cie (535.7 mm). The average sea level ranged from 501.0 cm
in Swinoujécie to 509.6 cm in Gdansk. The eastern coastal region is therefore cooler and more humid,
and has a higher sea level than the western coastal region.

3.1. Absolute Extreme

The absolute values of thermal and precipitation extremes in the Baltic coastal zone are low
compared to those recorded further away from the coast. The highest absolute maximum air
temperature (38.0 °C) was recorded in Kotobrzeg (10 August 1992), and the lowest (33.7 °C) in
Hel. The lowest absolute minimum air temperature ranged from —25.0 °C in Leba (6 February 2012)
to —18.7 °C in Hel. The highest absolute amplitude of air temperature (>60 °C) occurred in the
central part of the coastal zone (Ustka and Leba), and the lowest (<55 °C) in the eastern part (Hel and
Gdynia). The absolute values for average daily air temperature followed a similar pattern. The daily
precipitation efficiency in the coastal zone is fairly low. The highest daily efficiency was recorded
in the middle of the coastal zone, especially near Ustka and Leba (141.0 mm, 24 July 1988). In the
western (éwinoujécie and Kotobrzeg) and eastern (Hel and Gdynia) coastal zone, the maximum daily
precipitation was less than 90 mm. The absolute extreme of the maximum sea level was 661 cm in
Swinoujécie (4 November 1995), which was higher than the average sea level by 1.6 m. The highest
average daily sea level was recorded at around 620 cm at bay stations in Swinoujécie (Zatoka Pomorska)
and Gdarnisk (Zatoka Gdariska). The maximum average daily sea level was about 620 cm, which was
higher than the average sea level by around 1.1 m. The absolute minimum of the average sea level on
the entire Baltic coast was lower than the average level by 1.0-0.7 m (Table 1).

The absolute extremes presented in Table 1 occurred once in the 50-year period studied.
The occurrence of such events in the future (especially maximum sea level and atmospheric
precipitation) could have catastrophic consequences for human activity and the natural environment.

Table 1. Absolute extremes of air temperature (°C), atmospheric precipitation (mm), and sea level (cm)
in the Polish coastal zone of the South Baltic (1965-2014). AGL: About ground level.

Maximum Air Mean Air Minimum Air Maximum

Place Temperaturg at2m AGL ~ Temperaturg at2m AGL ~ Temperature at 2 m AGL Precipitation Sea Level Mean Sea Level
Max Max Min Min Max Max Max Min
Swinou]'écic 374 27.7 —16.5 -22.2 76.6 661 624 401
Kotobrzeg 38.0 28.1 —16.5 -219 85.2 644 618 401
Ustka 37.8 29.8 —16.1 —-222 94.2 636 611 428
Leba 37.2 284 —16.5 —25.0 141.0 - - -
Hel 337 26.0 —14.6 —18.2 771 620 604 431
Gdynia 35.0 27.2 —16.0 —18.7 82.1 - - -
Gdarnisk - - - - - 644 620 436

3.2. Extreme Events—Probabilistic Analysis

When using the probabilistic method to determine extreme threshold values, it was very important
to match the theoretical distribution to empirical distribution (by selecting the best theoretical
distribution from among the 40 available in Easy Fit 5.6 Professional). Matches were indicated
by the statistically significant (significance level p < 0.001) lowest value of the Kolmogorov — Smirnov
(K — S) test (Table 2), which was additionally confirmed by the lowest Corrected Akaike Information
Criterion (AICc).

For data on daily air temperature, the best match was the Error (Exponential Power) Distribution,
which has the following parameters and functions of cumulative distribution and probability density:
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k—shape parameter; c—scale parameter (standard deviation); p—location parameter (mean);
z—standardized value; ['—scale parameter.

L1z (1K)
F(x) = Ty k(1) ¢y
05 (1 - W) X <
f(x) = o ! exp<f|coz\k) 2
_(TEI P ke Xk o
0 T((1]k)) YTk T o

For data on daily atmospheric precipitation, the matching of distributions and the subsequent
determination of threshold values for a specific return period were heavily flawed. This is why data for
maximum daily precipitation in all months from 1965-2014 were taken into account. The best match
was the Log-Gamma Distribution, which had values of p = 0.59 and K — S = 0.108. The probability
of daily precipitation for a given return period estimated later for this distribution indicated values
that could possibly occur (Table 3). The Log-Gamma Distribution has the following parameters and
functions of cumulative distribution and probability density:

a—continuous parameter (« > 0); B—continuous parameter (3 > 0).

0<x<oo (4)
Tinx o4
F(x) = %OS() (5)
_ (In(x)*"

f(x) = WEXP(—]H(X)W) (6)

For daily data on the sea level, the best match was the Generalized Logistic Distribution.
This distribution has the following parameters and functions of cumulative distribution and
probability density:

k—shape parameter; c—scale parameter (standard deviation > 0); p—location parameter (mean);
z—standardized value.

1+k@>o fork # 0 @)
—o<x< 400 fork =0 (8)
1 k#£0
F(x) = { kTR ’ . ©)
1+exp(—z) -
(14kz) ! jl/;(k . k#0
f(x) = v(;((lj; 2) (10)
(r(l-%—exp(—z))2 k=10
z= % a1)
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Table 2. Matching theoretical distributions to empirical data (using the K — S test) on thermal
conditions, precipitation conditions, and sea level in the Polish coastal zone of the South Baltic
(1965-2014).

Hydrometeorological Conditions

Maximum Air Mean Air Minimum Air PP Maximum Mean Sea
Place Precipitation

Temperature Temperature Temperature Sea Level Level

Statistical Distribution

. e Log-Gamma Generalized Logistic
Error (Exponential Power) Distribution Distribution Distribution
k=391 k=339 k=242 « =70.59 k=0.10 k=0.05
0=28.19 0=7.18 0=6.72 =0.048 0=11.55 0=10.78
Swinoujécie n=11.95 n=8.62 n=>570 1 =>506.46 u=499.80
K —-5=0.021 K—-5=0.033 K —S5=0.042 K—-5=0.108 K —-5=0.015 K—-S5=0.015
p <0.001 p <0.001 p <0.001 p =0.590 p <0.001 p <0.001
k =3.50 k=317 k=230 a=127.11 k=0.10 k =0.06
0=798 =712 0=6.68 $=0.028 o=12.01 o=11.06
Kotobrzeg n=11.67 n=2834 n=>5.34 n=>507.11 w=>500.73
K —-S5=0.025 K—-5=0.039 K —-5=0.044 K-5=0.123 K —-5=0.014 K—-5=0.013
p <0.001 p <0.001 p <0.001 p=0429 p <0.001 p <0.001
k=335 k=314 k=230 «=89.93 k=0.09 k=0.05
0=797 0=7.08 0=6.75  =0.040 0=11.98 o=11.13
Ustka n=11.36 n=2820 n=>541 n=>508.11 w=502.18
K —-S5=0.031 K —-S5=0.036 K —S5=0.041 K —S5=0.09 K —-5=0.017 K—-5=0.018
p <0.001 p <0.001 p <0.001 p=0.797 p <0.001 p <0.001
k=374 k=331 k=216 « =87.05
0=8.01 =712 0=6.82  =0.040
Leba p=11.22 n=792 w=4.61 - -
K —-S5=0.031 K—-5=0.038 K —-S5=0.041 K—-5=0.101
p <0.001 p <0.001 p <0.001 p=0.672
k=5.58 k=447 k=312 « =72.66 k=0.09 k =0.042
o =8.08 0=7.07 0=6.64  =0.049 0=1215 o=11.15
Hel pn=11.30 n=_824 n=>5.52 pn=508.28 u=503.29
K —-5=0.027 K—-5=0.031 K —-5=0.037 K —S5=0.066 K —-5=0.015 K —-5=0.020
p <0.001 p <0.001 p <0.001 p=0975 p <0.001 p <0.001
k=430 k=375 k=287 «=83.83
0=781 0=723 0=697 =0.041
Gdynia n=11.28 n=_851 w=6.00 - -
K —-5=0.023 K—-5=0.031 K —5=0.039 K —5=0.094
p <0.001 p <0.001 p <0.001 p=0.758
k=0.07 k=0.02
o=1217 o=11.64
Gdansk - - - - pu=>513.45 w=508.29
K —-S5=0.018 K—-5=0.019
p <0.001 p <0.001

Analysis of the probability density function revealed potential threshold values for
thermal-precipitation conditions and sea level for the expected return period (Table 3, Figure 2).
Threshold values for extreme events are determined by a 10% probability (once every ten years),
and for exceptionally extreme events, by a 1% probability (once every hundred years). For maximum air
temperature (Trax), the highest values were recorded in Ustka in the central coastal area (10% = 33.2 °C,
1% = 35.5 °C), and the lowest in Hel in the eastern coastal area (10% = 30.0 °C, 1% = 31.3 °C).
For minimum air temperature (Tp,in), the highest values were recorded in Leba (10% = —18.1 °C,
1% = —21.6 °C), and the lowest in Hel (10% = —13.1 °C, 1% = —15.3 °C). For average daily air
temperature (T), the highest threshold values were recorded in Kotobrzeg (10% = 28.2 °C, 1% = 30.5 °C),
and the lowest in Hel (10% = 25.7 °C, 1% = 27.2 °C). The range of air temperature threshold values
between stations was <50%. For atmospheric precipitation (P), the highest threshold values were
recorded in Hel (10% = 58.9 mm, 1% = 96.7 mm), and the lowest in Swinoujécie (10% = 49.8 mm,
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1% = 80.5 mm). The spatial variation of extreme threshold values for atmospheric precipitation in the
Polish coastal zone is <20%. For the sea level, the highest threshold values were recorded in Kotobrzeg
(maximum sea level Hmax 10% = 660.1 cm, 1% = 731.0 cm; and average daily sea level H 10% = 617.0 cm,
1% = 661.0 cm), and the lowest in Gdansk (maximum sea level Hpax 10% = 648.9 cm, 1% = 703.5 cm;
and average daily sea level H 10% = 612.3 mm, 1% = 644.7 cm). The spatial differences between extreme
threshold values for sea level are very small, and do not exceed 5%.

In the Polish Baltic coastal zone, spatial variation between threshold values for extreme
hydrometeorological events were recorded. The highest probability values for thermal extremes and
sea level were recorded in the western part of the zone (Swinoujscie, Kotobrzeg), and for atmospheric
precipitation, in the central part of the zone (Ustka, Leba), as shown in Table 2.

Table 3. Probability of extreme hydrometeorological events in the Polish coastal zone of the South
Baltic (daily data from 1965-2014).

P(X) [%]
Place Parameter 0.1 0.2 0.5 1 2 5 10 20 500 100
T [Years]
1000 500 200 100 50 20 10 5 2 1
Timax 367 362 356 350 345 337 331 324 313 305
T 319 315 308 302 296 288 282 274 264 255
Swinowéci Tmin —210 -202 -192 —184 -175 -163 -—154 —144 -129 —118
winoujscie P 1172 1054 908 805 708 586 498 411 290 1.0
Hinax 8170 7876 7520 7270 7039 6758 6563 6381 6160  600.6
H 6864 6733 6567 6445 6327 6177 6067 5961 5825 5726
Trmax 371 366 359 353 347 338 331 323 312 302
T 323 318 311 305 298 290 282 275 263 254
Kolobrze Timin —21 -213 -202 -194 -185 —172 -162 —151 —136 —123
& P 1011 934 836 764 693 600 530 457 348 1.0
Hinax 8205 7913 7559 7310 7079 6797  660.1 6417 6194  603.7
H 7113 6954 6755 6610 6472 6297 6170 6049  589.6 5786
Trmax 374 369 361 355 348 339 332 323 312 302
T 322 316 309 303 297 288 280 273 261 252
stk Trmin —224 216 -205 —196 —187 —174 —163 —153 —137 —125
stka P 1293 1173 1023 916 813 683 587 491 354 1.0
Hinax 7860 7620 7325 7115 6918 6674 6502 6340 6140  599.8
H 7076 6925 6734 6595 6461 6292 6170 6052 5903 5795
Trmax 359 355 348 343 337 329 322 315 304 295
feb T 313 308 301 296 290 281 275 267 256 247
eba Tmin 247 -238 -226 -—21.6 -206 —192 —181 —169 —152 —13.8
P 1203 1092 952 83 757 636 547 458 331 1.0
Trmax 323 320 316 313 309 304 300 295 288 282
T 283 280 275 272 267 262 257 252 244 237
el Trmin ~171 -165 -158 —153 —147 —138 —131 —124 -—113 -105
e P 1422 1275 1094 967 847 697 589 484 338 1.0
Hinax 801.6 7757 7438 7213 7002 6742 6560 6388 6177  602.9
H 692.3 6793 6627 6505 6386 6235 6125 6017 5880 5779
Trmax 339 335 329 325 320 314 308 302 293 286
Gdvnia T 308 304 298 293 288 280 274 268 258 250
Yy Timin -188 -—182 -174 -168 —161 —151 —143 —134 —122 112
P 1171 1061 924 86 733 615 528 441 318 1.0
Cdatisk Hinax 7677 7472 7218 7035 6861 6644 6489 6342 6158 6026
ans H 6788 6683 6548 6447 6348 6219 6123 6028 5904 5813

These theoretical values for the probability of hydrometeorological events (Figure 2, Table 3)
are highly varied in comparison to the empirical absolute extremes (Table 2). For maximum and
minimum air temperature (Tmax and Trin), the absolute extremes had a theoretical return period of
once every 500 years (Kotobrzeg, Ustka, Gdynia) and once every 1000 years (Swinoujscie, L.eba, Hel).
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For average temperature (T), the absolute extremes had a theoretical return period of once every 5 years
(Swinoujscie, Kotobrzeg, Gdynia), once every 10 years (Hel), once every 20 years (Eeba), and once
every 50 years (Ustka). For atmospheric precipitation, the absolute extremes had a theoretical return
period of once every 20 years (Hel), once every 50 (Swinoujscie, Gdynia), once every 100 years (Ustka),
once every 200 years (Kolobrzeg), and once every 1000 years (Leba). For maximum sea level (Hmax),
the absolute extremes had a theoretical return period of once every 2 years (Hel), once every 5 years
(Kotobrzeg, Ustka, Gdansk), and once every 10 years (Swinoujécie). For maximum average sea level
(H), the absolute extremes had a theoretical return period of once every 5 years (Ustka, Hel), once every
10 years (Kotobrzeg, Gdansk), and once every 20 years (Swinoujscie).
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Figure 2. Threshold values for the probability (return period) of extreme hydrometeorological events
in the Polish Baltic coastal zone.

The occurrence of extreme hydrometeorological events with a 10% probability in the Polish Baltic
coastal zone is marked by high episodicity and randomness (Figure 3). For the period from 1965-2014,
no statistically significant tendency for the increase or decrease in the occurrence of extreme events can
be determined. The least common were days on which the sea level was extremely high—there were
only three, 12 years apart (in 1983, 1995, and 2012). More common was extremely high atmospheric
precipitation, which occurred on 22 days, the greatest concentration of which was in 1991-1993,
and 2010-2012. Most common were extreme thermal events, especially maximum and minimum air
temperature (49 and 67 days, respectively). Exceptional was 1987, in which there were 11 extremely
cold days (Tpin). Then, in 2010, there was an exceptional number of extremely hot days (Tmax), i.e., five.

214



Water 2018, 10, 1337

12
11 A <o
10 +
9
z
[ i
E8
£ 74 o
4
o 6 A
—
o
5 5 A <o
s}
g 4 - o o . o o0
Z
3 A * * <o *
2 4@ * < ¢ O < * [EEC 2
13 o0l selee T [ Co@ o(@® ee@eAee@e OO @ o w@ T
1 1 1 1 1 1 1 1 1
1 T 1 1 t 1 T t U
10 o %) (=) [¥o) o [Te) o [To) o
\© X 5 9] e} o [oN = =3 —
[ =N =N o o o o) S S o
— — — — — — i [a\) N N

¢Tmax ¢T ¢Tmin OP A Hmax A H

Figure 3. Occurrence of extreme hydrometeorological events with a 10% probability in the Polish Baltic
coastal zone (collectively).

3.3. Extreme Events—Quantile Analysis

Quantile analysis (Table 4) determines the threshold values for the occurrence of extreme
events in reference to empirical data using percentages 1%, 5%, 95%, and 99%. In probabilistic
analysis, theoretical threshold values for extreme hydrometeorological events are much higher than
in quantile analysis, resulting in the episodic occurrence of extreme events with long return periods.
In quantile analysis, threshold values are lower, and extreme events occur much more frequently
than in probabilistic analysis. For example, for the 95th percentile, they concern 5% of the data set
(900-1000 cases in the 50-year collection of hydrometeorological data). Quantile analysis is therefore
more helpful than probabilistic analysis for the study of time trends and spatial variability. Due to its
much higher frequency of extreme events, quantile analysis enables the determination of a statistically
significant linear trend in the 50-year period (Figure 4).

For the Polish Baltic coastal zone, analysis revealed a statistically significant (significance level
p < 0.05, correlation coefficient r > 0.3) positive trend in the occurrence of extreme events (95%),
air temperature, and sea level (Figure 4). For average air temperature, as well as maximum and
average sea level, analysis revealed an increase in the number of events to three every 10 years.
For maximum air temperature, the increase was lower, i.e., to two days every 10 years. For the quantile
analysis, the annual numbers of extreme thermal events ranged as follows: from 10 in 1977 and 1980 to
45 in 2006 for maximum temperature; from 70 in 1977 to 48 in 2006 for average temperature; and from
1in 1977 and 1990 to 52 in 1969 for minimum temperature. Extreme precipitation occurrences ranged
from seven in 1975, 1982, and 2005, to 23 in 2002. Extreme maximum sea level occurrences ranged
widely from three in 1966 to 67 in 1983.
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Table 4. Extreme threshold values (percentiles 5/100 and 95/100) and exceptionally extreme threshold
values (percentiles 1/100 and 99/100) of hydrometeorological events in the Polish coastal zone of the
South Baltic (1965-2014).

Maximum Air Mean Air Minimum Air Maximum S Mean S
Place Percentile  Temperature at ~ Temp at  Temperature at  Precipitation [mm] E lu I ]ea L eal I ea]
2mAGL[°C]  2mAGL[°C]  2mAGL[°C] evellem. evel lem

1/100 —4.6 77 ~112 0.1 464 455

Swinouisci 5/100 —05 -29 —54 0.1 478 471
winoujscie 95/100 247 19.4 15.8 12.0 548 535
99/100 29.0 222 18.1 223 576 557

1/100 —46 —82 —120 0.1 464 458

Kolobrze 5/100 0.4 -32 —6.0 0.1 478 472
8 95/100 242 18.9 153 13.0 550 538
99/100 28.8 217 17.4 26.1 577 558

1/100 —47 -82 —11.8 0.1 465 459

stk 5/100 —0.6 -3.1 6.0 0.1 478 473
stka 95/100 243 188 155 13.8 550 539
99/100 29.0 217 17.8 257 573 558

1/100 ~5.0 —84 ~129 0.1 - -

Leb 5/100 08 -35 6.8 0.1 - -

€oa 95/100 241 18.6 14.9 135 - -

99/100 28.5 215 17.3 262 - -

1/100 —48 ~7.0 -9.9 0.1 464 460

el 5/100 -1.0 238 —5.0 0.1 478 474
< 95/100 238 18.9 15.6 12.2 548 539
99/100 26.9 213 17.9 23.6 570 556

1/100 —48 -75 ~105 0.1 B -

Gdynia 5/100 0.9 -3.0 —54 0.1 - -

Y 95/100 232 19.4 16.4 124 - -

99/100 26.7 21.9 18.9 234 - -

1/100 - - B B 468 463

i 5/100 - - - - 483 478
Gdarisk 95/100 - - - - 555 545
99/100 - - - - 578 563
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Figure 4. Occurrence of extreme hydrometeorological events in the Polish Baltic coastal zone.

Analysis of occurrence of extreme hydrometeorological events showed a high variability in time
and space. In the whole coastal zone, the most extreme thermal events (over 100 cases in the five-year
period) took place in the last three pentads (at the beginning of the 21st century) of the analyzed
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long-term period 1965-2104. This situation confirms the regularity of climate warming on the South
Baltic coast. However, the occurrence of extreme precipitation and sea level was characterized by a
large time-space heterogeneity. For example, a high frequency (over 50 days in the five-year period) of
extreme rainfall events was recorded in Swinoujécie in the last pentad (2010-2014) of the long-term
period (1965-2014). On the other hand, in Ustka, the most extreme precipitation events were found in
the periods 1969-1974 and 1995-1999. In the case of high sea level, the most extreme events (over 100 in
the five-year period) occurred in the pentad 1980-1984 and the beginning of the twenty-first century
(2000-2014) (Figure 5).
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Figure 5. Temporal and spatial variability of the occurrence of extreme hydrometeorological events in
the Polish coastal zone of the Baltic Sea.

4. Discussion

The methodology of separation, the threshold values for ext