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1. Introduction

Multiscale entropy (MSE) measures have been proposed from the beginning of the 2000s to
evaluate the complexity of time series, by taking into account the multiple time scales in physical
systems. Since then, these approaches have received a great deal of attention and have been used in a
large range of applications. Multivariate approaches have also been developed.

The algorithms for a MSE approach are composed of two main steps: (i) a coarse-graining
procedure to represent the system’s dynamics on different scales; and (ii) the entropy computation
for the original signal and for the coarse-grained time series to evaluate the irregularity for each
scale. Moreover, different entropy measures have been associated with the coarse-graining approach,
each one having its advantages and drawbacks: approximate entropy, sample entropy, permutation
entropy, fuzzy entropy, distribution entropy, dispersion entropy, etc.

In this Special Issue, we gathered 24 papers focusing on either the theory or applications of
MSE approaches. These papers can be divided into two groups: papers that propose either new
developments on entropy-based measures or improve the understanding of existing ones (nine papers);
and papers that propose new applications of existing entropy-based measures (14 papers), as described
below. Moreover, one paper proposes a review on cross-entropy methods and their multiscale
approaches [1].

2. New Developments in Entropy-Based Measures

Lee et al. proposed a multiscale distribution entropy based on a moving averaging multiscale
process and distribution entropy to study short-term heart rate variability (HRV) [2]. The authors show
that the new entropy-based measure outperforms MSE and multiscale permutation entropy as it is
insensitive to the length of signals. The new measure shows a decrease in the complexity of HRV with
aging and for congestive heart failure patients.

Zhao et al. proposed the multiscale entropy difference (MED) to assess the predictability of
nonlinear financial time series on several time scales [3]. MED quantifies the contributions of the
past values by reducing the uncertainty of the forthcoming values in signals on several time scales.
The algorithm has been validated on simulated data and then applied to the analysis of Chinese
stock markets.

Cheng et al. proposed a method based on multimodal multiscale dispersion entropy for the
biometric characterization of heart sounds [4]. The work relies on the use of the improved complete
ensemble empirical mode decomposition with adaptive noise (ICEEMDAN) and refined composite
multiscale dispersion entropy. The authors show that the proposed method is effective for heart sound
biometric recognition.

Entropy 2020, 22, 644; doi:10.3390/e22060644 www.mdpi.com/journal/entropy1
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Dong et al. proposed a method, KeepSampEn, to minimize the error due to missing values in
sample entropy calculation [5]. For this purpose, they modified the computation process but not the
data. The results reveal that KeepSampEn shows a consistent lower average percentage error than
other methods as skipping the missing values, linear interpolation and bootstrapping.

Tiwari et al. investigated the multiscale features of the mental workload for ambulant users [6].
Features that outperform benchmark ones are proposed and they exhibit complementarity when
used in combination. Thus, the authors reported that composite coarse-graining via a new second
moment moving average scaling method, combined with the modified permutation entropy method,
outperforms other combinations.

From a Taylor series expansion, Dávalos et al. developed an explicit expression for the multiscale
permutation entropy (MPE) estimator’s variance as a function of the time scale and ordinal pattern
distribution [7]. They also determined the Cramér–Rao lower bound of the MPE. The results show that
MPE variance is related to the MPE measurement and increases linearly with time scale, but not when
the MPE measure reaches its maximum value. Moreover, for short time scales compared to the signal
length, the MPE variance resembles the MPE Cramér–Rao lower bound.

Bajic et al. proposed a method that enables an application of MSE to an arbitrary number of
signals [8]. The authors also wanted to test whether their method recognizes the changes of the
dependency level (coupling strength, level of interaction) of joint multivariate signals in different
biomedical experiments. For this purpose, they use the copula density to determine the coupling
strength. Moreover, the authors apply the composite MSE to the systolic blood pressure, the pulse
interval, and the body temperature of rats exposed to different ambient temperatures.

Azami et al. introduced the multivariate multiscale dispersion entropy (mvMDE) to quantify the
complexity of multivariate time series [9]. When applied to different kinds of signals, the results show
that mvMDE has some advantages over multivariate multiscale entropy (mvMSE) and multivariate
multiscale fuzzy entropy (mvMFE).

Martins et al. introduced a new method to assess the complexity of multivariate time series [10].
This new method takes into account the presence of short-term dynamics and long-range correlations
and uses vector autoregressive fractionally integrated (VARFI) models. This leads to a linear parametric
representation of the vector’s stochastic processes. Then, an analytical formulation is obtained to derive
the MSE measures. The authors tested this new approach on cardiovascular and respiratory signals to
assess the complexity of the heart period, the systolic arterial pressure, and the respiration variability in
different physiological conditions. The results show that, by taking into account long-range correlations,
the method proposed by the authors overcomes the existing ones as it captures significant variations in
the complexity that are not observed with standard existing methods.

3. Applications of Existing Entropy-Based Measures

In this Special Issue, 14 papers propose to use existing entropy-based measures for different kinds
of applications, as mentioned below.

Harezlak et al. studied eye movement signal characteristics [11]. For this purpose, the authors
used several methods: approximate entropy, fuzzy entropy, and the largest Lyapunov exponent.
For these three methods, multilevel maps are defined. The results show better accuracy for saccadic
latency and saccade, than previous studies using eye movement dynamics.

Liau et al. evaluated the changes in the complexity of the center of pressure (COP) during walking
at different speeds and for different durations [12]. For this purpose, the MSE was used. The authors
show that both the walking speed and walking duration factors significantly affect the complexity
of COP.

Based on ensemble empirical mode decomposition (EEMD) and MSE and using an accelerometer,
Nurwulan et al. proposed a measure, the postural stability index (PSI), to distinguish different stability
states in healthy subjects [13]. PSI is able to discriminate between normal walking and walking with
obstacles in healthy subjects.
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McDonough et al. were interested by post-encoding memory consolidation mechanisms in a
sample of young, middle-aged and older adults [14]. For this purpose, they tested a novel measure of
information processing, network complexity and studied if it was sensitive to these post-encoding
mechanisms. Network complexity was determined by assessing the irregularity of brain signals within
a network over time. This was performed through MSE. The results show that network complexity is
sensitive to post-encoding consolidation mechanisms that enhance memory performance.

Menon and Krishnamurthy mapped neuronal and functional complexities from the MSE of
resting-state functional magnetic resonance imaging (rfMRI) blood oxygen-level dependent (BOLD)
signals and BOLD phase coherence connectivity [15].

De Wel et al. proposed a novel unsupervised method to discriminate quiet sleep from non-quiet
sleep in preterm infants, from the decomposition of a multiscale entropy tensor [16]. This was
performed according to the difference in the electroencephalography (EEG) complexity between the
neonatal sleep stages.

Jelinek et al. investigated the efficacy of applying multiscale Renyi entropy on heart rate
variability (HRV) to obtain information on the sign, magnitude, and acceleration of the signals with
time [17]. The results show that their quantification using multiscale Renyi entropy leads to statistically
significant differences between the disease classes of normal, early cardiac autonomic neuropathy
(CAN), and definite CAN.

El-Yaagoubi et al. studied the dynamics, the consistency and the robustness of MSE, multiscale
time irreversibility (MTI), and multifractal spectrum in HRV characterization in long-term scenarios
(7 days) [18]. The results show that congestive heart failure (CHF) and atrial fibrillation (AF) populations
show significant differences at long-term and very long-term scales (thus, MSE is higher for AF while
MTI is lower for AF).

For an early Alzheimer’s disease (AD) diagnosis, Perpetuini et al. used sample entropy and the
MSE of functional near infrared spectroscopy (fNIRS) in the frontal cortex of early AD and healthy
controls during three tests that were used to assess visuo-spatial and short-term-memory abilities [19].
A multivariate analysis revealed promising results (good specificity and sensitivity) in the capabilities
of fNIRS and complexity for an early diagnosis.

Keshmiri et al. studied the effect of the physical embodiment on older people’s prefrontal cortex
(PFC) activity when they are listening to stories [20]. For this purpose, they used MSE. Their results
show that, in older people, physical embodiment leads to a significant increase of MSE for PFC activity.
Moreover, this increase reflects the perceived feeling of fatigue.

Xu et al. used the short-time series MSE (sMSE) to study the complexities and temporal correlations
of Wikipedia page views of four selected topics [21]. The goal was to understand the complexity of
human website searching activities. The results show that sMSE is useful to analyze the temporal
variations of the complexity of page view data for some topics. Nevertheless, the regular variations of
sample entropy cannot be accepted as is when different topics are compared.

Lin et al. developed an entropy-based structural health monitoring system to solve the problem
of unstable entropy values observed when multiscale cross-sample entropy was used to assess damage
in laboratory-scale structure [22]. The results could be interesting for long-term monitoring.

Ge et al. proposed a bearing fault diagnosis technique using the local robust principal component
analysis (to remove background noise: it decomposed the signal trajectory matrix into multiple low-rank
matrices) and multiscale permutation entropy that identified the low-rank matrices corresponding to
the bearing’s fault feature [23]. The latter matrices are then combined into a one-dimensional signal
and represents the extracted fault feature component.

Shang et al. used variational mode decomposition and multiscale dispersion entropy to propose
a novel feature extraction method for partial discharge fault analysis [24]. Moreover, a hypersphere
multiclass support vector machine was used for partial discharge pattern recognition.

Let us now hope that these papers will bring other interesting applications and lead to new ideas
to further improve the study of the irregularity and complexity of data (1D, 2D, n-D).

3



Entropy 2020, 22, 644

Funding: This research received no external funding.

Acknowledgments: I express my thanks to the authors of the above contributions and to the Entropy Editorial
Office and MDPI for their support during this work.

Conflicts of Interest: The author declares no conflict of interest.

References

1. Jamin, A.; Humeau-Heurtier, A. (Multiscale) Cross-entropy methods: A Review. Entropy 2020, 22, 45.
[CrossRef]

2. Lee, D.Y.; Choi, Y.S. Multiscale distribution entropy analysis of short-term heart rate variability. Entropy
2018, 20, 952. [CrossRef]

3. Zhao, X.; Liang, C.; Zhang, N.; Shang, P. Quantifying the multiscale predictability of financial time series by
an information-theoretic approach. Entropy 2019, 21, 684. [CrossRef]

4. Cheng, X.; Wang, P.; She, C. Biometric identification method for heart sound based on multimodal multiscale
dispersion entropy. Entropy 2020, 22, 238. [CrossRef]

5. Dong, X.; Chen, C.; Geng, Q.; Cao, Z.; Chen, X.; Lin, J.; Jin, Y.; Zhang, Z.; Shi, Y.; Zhang, X.D. An improved
method of handling missing values in the analysis of sample entropy for continuous monitoring of
physiological signals. Entropy 2019, 21, 274. [CrossRef]

6. Tiwari, A.; Albuquerque, I.; Parent, M.; Gagnon, J.F.; Lafond, D.; Tremblay, S.; Falk, T.H. Multi-Scale
Heart Beat Entropy Measures for Mental Workload Assessment of Ambulant Users. Entropy 2019, 21, 783.
[CrossRef]

7. Dávalos, A.; Jabloun, M.; Ravier, P.; Buttelli, O. On the statistical properties of multiscale permutation
entropy: Characterization of the estimator’s variance. Entropy 2019, 21, 450. [CrossRef]

8. Bajic, D.; Skoric, T.; Milutinovic-Smiljanic, S.; Japundzic-Zigon, N. Voronoi Decomposition of Cardiovascular
Dependency Structures in Different Ambient Conditions: An Entropy Study. Entropy 2019, 21, 1103.
[CrossRef]

9. Azami, H.; Fernández, A.; Escudero, J. Multivariate multiscale dispersion entropy of biomedical times series.
Entropy 2019, 21, 913. [CrossRef]

10. Martins, A.; Pernice, R.; Amado, C.; Rocha, A.P.; Silva, M.E.; Javorka, M.; Faes, L. Multivariate and multiscale
complexity of long-range correlated cardiovascular and respiratory variability series. Entropy 2020, 22, 315.
[CrossRef]

11. Harezlak, K.; Kasprowski, P. Application of time-scale decomposition of entropy for eye movement analysis.
Entropy 2020, 22, 168. [CrossRef]

12. Liau, B.Y.; Wu, F.L.; Lung, C.W.; Zhang, X.; Wang, X.; Jan, Y.K. Complexity-based measures of postural sway
during walking at different speeds and durations using multiscale entropy. Entropy 2019, 21, 1128. [CrossRef]

13. Nurwulan, N.R.; Jiang, B.C.; Novak, V. Development of postural stability index to distinguish different
stability states. Entropy 2019, 21, 314. [CrossRef]

14. McDonough, I.M.; Letang, S.K.; Erwin, H.B.; Kana, R.K. Evidence for maintained post-encoding memory
consolidation across the adult lifespan revealed by network complexity. Entropy 2019, 21, 1072. [CrossRef]

15. Menon, S.S.; Krishnamurthy, K. A Study of brain neuronal and functional complexities estimated using
multiscale entropy in healthy young adults. Entropy 2019, 21, 995. [CrossRef]

16. De Wel, O.; Lavanga, M.; Caicedo, A.; Jansen, K.; Naulaers, G.; Van Huffel, S. Decomposition of a multiscale
entropy tensor for sleep stage identification in preterm infants. Entropy 2019, 21, 936. [CrossRef]

17. Jelinek, H.F.; Cornforth, D.J.; Tarvainen, M.P.; Khalaf, K. Investigation of linear and nonlinear properties of a
heartbeat time series using multiscale Rényi entropy. Entropy 2019, 21, 727. [CrossRef]

18. El-Yaagoubi, M.; Goya-Esteban, R.; Jabrane, Y.; Muñoz-Romero, S.; García-Alberola, A.; Rojo-Álvarez, J.L.
On the robustness of multiscale indices for long-term monitoring in cardiac signals. Entropy 2019, 21, 594.
[CrossRef]

19. Perpetuini, D.; Chiarelli, A.M.; Cardone, D.; Filippini, C.; Bucco, R.; Zito, M.; Merla, A. Complexity of frontal
cortex fNIRS can support Alzheimer disease diagnosis in memory and visuo-spatial tests. Entropy 2019,
21, 26. [CrossRef]

4



Entropy 2020, 22, 644

20. Keshmiri, S.; Sumioka, H.; Yamazaki, R.; Ishiguro, H. Multiscale entropy quantifies the differential effect of
the medium embodiment on older adults prefrontal cortex during the story comprehension: A Comparative
Analysis. Entropy 2019, 21, 199. [CrossRef]

21. Xu, C.; Xu, C.; Tian, W.; Hu, A.; Jiang, R. Multiscale entropy analysis of page views: A case study of Wikipedia.
Entropy 2019, 21, 229. [CrossRef]

22. Lin, T.K.; Chien, Y.H. Performance evaluation of an entropy-based structural health monitoring system
utilizing composite multiscale cross-sample entropy. Entropy 2019, 21, 41. [CrossRef]

23. Ge, M.; Lv, Y.; Zhang, Y.; Yi, C.; Ma, Y. An effective bearing fault diagnosis technique via local robust principal
component analysis and multi-scale permutation entropy. Entropy 2019, 21, 959. [CrossRef]

24. Shang, H.; Li, F.; Wu, Y. Partial discharge fault diagnosis based on multi-scale dispersion entropy and a
hypersphere multiclass support vector machine. Entropy 2019, 21, 81. [CrossRef]

© 2020 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

5





entropy

Review

(Multiscale) Cross-Entropy Methods: A Review

Antoine Jamin 1,2,* and Anne Humeau-Heurtier 2

1 COTTOS Médical, Allée du 9 novembre 1989, 49240 Avrillé, France
2 LARIS – Laboratoire Angevin de Recherche en Ingénierie des Systèmes, Univesity Angers, 62 avenue

Notre-Dame du Lac, 49000 Angers, France; anne.humeau@univ-angers.fr
* Correspondence: antoine.jamin@cottos.fr; Tel.: +33-252605954

Received: 9 December 2019; Accepted: 26 December 2019; Published: 29 December 2019

Abstract: Cross-entropy was introduced in 1996 to quantify the degree of asynchronism between
two time series. In 2009, a multiscale cross-entropy measure was proposed to analyze the dynamical
characteristics of the coupling behavior between two sequences on multiple scales. Since their
introductions, many improvements and other methods have been developed. In this review we offer
a state-of-the-art on cross-entropy measures and their multiscale approaches.
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cross-sample entropy; cross-approximate entropy; cross-distribution entropy; cross-fuzzy entropy;
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1. Introduction

To quantify the asynchronism between two time series, Pincus and Singer have adapted the
approximate entropy algorithm to a cross-approximate entropy (cross-ApEn) method [1]. Then, other
cross-entropy methods—that improve the cross-ApEn—have been developed [2–7]. Furthermore,
additional cross-entropy methods have been introduced to quantify the degree of coupling between
two signals, or the complexity between two cross-sequences [8–10]. Cross-entropy methods have
recently been used in different research fields, including medicine [5,11,12], mechanics [13], and
finance [7,10].

The multiscale approach of entropy measures was proposed by Costa et al. in 2002 to analyze
the complexity of a time series [14]. In 2009, Yan et al. proposed a multiscale approach for
cross-entropy methods to quantify the dynamical characteristics of coupling behavior between two
sequences on multiple scale factors [15]. Then, other multiscale procedures have been published with
different cross-entropy methods [16,17]. Multiscale cross-entropy methods have recently been used
in different research fields, including medicine [18–21], finance [6,9], civil engineering [22], and the
environment [23].

Cross-entropy methods and their multiscale approaches are used to obtain information on the
possible relationship between two time series. For example, Wei et al. applied percussion entropy
to the amplitude of digital volume pulse signals and changes in R-R intervals of successive cardiac
cycles for assessing baroreflex sensitivity [18]. Results showed that the method is able to identify
the markers of diabetes by the nonlinear coupling behavior of the two cardiovascular time series.
Moreover, Zhu and Song computed cross-fuzzy entropy on a vibration time series to assess the
bearing performance degradation process of motor [13]. Results showed that the method detects
trend for bearing degradation process over the whole lifetime. In addition, Wang et al. applied
multiscale cross-trend sample entropy to analyze the asynchrony between air quality impact factors
(fine particulate matters, nitrogen dioxide, . . . ), and air quality index (AQI) in different regions of
China [23]. Results showed that the degree of synchrony between fine particulate matter and AQI is
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higher than the other air quality impact factor which reveals that fine particulate matter has become
the main source of air pollution in China.

Our paper presents a state-of-the-art in three sections: First, the cross-entropy methods are
introduced. We detail, in the second section, different multiscale procedures. A multiscale
cross-entropy generalization is presented and other specific multiscale cross-entropy algorithms
are proposed in the third section.

2. Cross-Entropy Methods

In this section, we classify cross-entropy methods according to their entropy measures:
Cross-approximate entropy, cross-sample entropy, and cross-distribution entropy. Other methods that
use different cross-entropy-based measures are also detailed. Table 1 shows the twelve measures that
are detailed in this section.

Table 1. Cross-entropy measures, in chronological order, that are presented in this review. Authors,
year, reference, and section location are indicated for each item.

Method Authors Year Ref. Section

Cross-approximate entropy Pincus and Singer 1996 [1] Section 2.1.1
Cross-conditional entropy Porta et al. 1999 [8] Section 2.4.1

Cross-sample entropy Richman and Moorman 2000 [2] Section 2.2.1
Cross-fuzzy entropy Xie et al. 2010 [3] Section 2.4.2

Modified cross-sample entropy Yin and Shang 2015 [4] Section 2.2.2
Binarized cross-approximate entropy Škorić et al. 2017 [5] Section 2.1.2

Modified cross-sample entropy
based on symbolic Wu et al. 2018 [6] Section 2.2.3

representation and similarity
Kronecker-delta based cross-sample entropy He et al. 2018 [7] Section 2.2.4

Permutation based cross-sample entropy He et al. 2018 [7] Section 2.2.5
Cross-distribution entropy Wang and Shang 2018 [9] Section 2.3.1

Permutation cross-distribution entropy He et al. 2019 [10] Section 2.3.2
Cross-trend sample entropy Wang et al. 2019 [23] Section 2.2.6
Joint permutation entropy Yin et al. 2019 [24] Section 2.4.3

2.1. Cross-Approximate Entropy-Based Measures

2.1.1. Cross-Approximate Entropy

Cross-approximate entropy (cross-ApEn), introduced by Pincus and Singer [1], allows to quantify
asynchrony between two time series. For two vectors u and v of length N, cross-ApEn is computed as:

cross-ApEn(m,r,N)(v||u) = Φm(r)(v||u)− Φm+1(r)(v||u), (1)

where Φm(r)(v||u) = 1
N−m+1 ∑N−m+1

i=1 log Cm
i (r)(v||u) and Cm

i (r)(v||u) is the number of sequences,
of m consecutive points, of u that are approximately (within a resolution r) the same as sequences,
of the same length, of v. One major dawback of this approach is that Cm

i (r)(v||u) should not be
equal to zero. This is why cross-ApEn is not really adapted for a short time series. Furthermore,
it is direction-dependent because often Φm(r)(v||u) is generally not equal to its direction conjugate
Φm(r)(u||v) [2]. The value of cross-ApEn computed from two signals can be interpreted as a degree of
synchrony or mutual relationship.

2.1.2. Binarized Cross-Approximate Entropy

Binarized cross-approximate entropy (XBinEn), introduced by Škorić et al. [5] in 2017, is an
evolution of cross-ApEn to quantify the similarity between two time series. It has the advantage of
being faster than cross-ApEn. XBinEn encodes a time series divided into vectors of length m. For two
vectors u and v of length N, the XBinEn algorithm follows these six steps:
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1. Binary encoding series are obtained as:

xi =

{
0 if ui+1 − ui � 0

1 if ui+1 − ui > 0
, yi =

{
0 if vi+1 − vi � 0

1 if vi+1 − vi > 0
, (2)

where i = 1, 2, ..., N − 1, xi ∈ X
(i)
m = [xi, xi+t, ..., xi+(m−1)t], and yi ∈ Y

(i)
m = [yi, yi+t, ..., yi+(m−1)t].

The time lag t allows a vector decorrelation to be performed;

2. Vector histograms N(m)
X (k) and N(m)

Y (n) are computed as:

N(m)
X (k) =

N−(m−1)t

∑
i=1

I{
m−1

∑
l=0

xi+l·t × 2l = k}, N(m)
Y (n) =

N−(m−1)t

∑
j=1

I{
m−1

∑
l=0

yj+l·t × 2l = n}, (3)

where k, n = 0, 1, ..., 2m − 1, and I{·} is a function that is equal to 1 if the indicated condition
is fulfilled;

3. The probability mass functions are obtained as:

P(m)
X (k) =

N(m)
X (k)

N − (m − 1)t
, P(m)

Y (n) =
N(m)

Y (n)
N − (m − 1)t

, (4)

where k, n = 0, 1, ..., 2m − 1;
4. A distance measure is applied:

d(X(i)
m , Y

(j)
m ) =

m−1

∑
k=0

I{xi+k·t �= yj+k·t}, (5)

where i, j = 1, ..., N − (m − 1)t;
5. The probability pm

k (r) that a vector is within the distance r from a particular vector is estimated:

pm
k (r) = Pr{d(X(k)

m , Ym) � r}; (6)

6. XBinEn is finally obtained as:

XBinEn(m, r, N, t) = Φ(m)(r, N, t)− Φ(m+1)(r, N, t), (7)

where Φ(m)(r, N, t) = ∑2m−1
k=0 P(m)

X (k) · ln (pm
k (r)).

This method gives almost the same results as cross-ApEn for a non-short time series. However, it
is computationally more efficient than cross-ApEn. Its main disadvantage is that it cannot identify
small signal changes. XBinEn is adapted to environments where processor resources and energy are
limited but it is not a substitute to cross-ApEn [5]. It is proposed when the cross-ApEn procedure
cannot be applied. The value of XBinEn computed from two signals can be interpreted as a degree of
relationship between a related pair of time series.

2.2. Cross-Sample Entropy-Based Measures

2.2.1. Cross-Sample Entropy

Cross-sample entropy (cross-SampEn) quantifies the degree of asynchronism of two time series.
This method was introduced by Richman and Moorman in 2000 to improve the cross-ApEn limitations
(see Section 2.1.1) [2]. Cross-SampEn is a conditional probability measure that quantifies the probability
that a sequence of m consecutive points (called sample) of a time series u—that matches another
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sequence of the same length of another time series v—will still match the other sequence when their
length is increased by one sample (m + 1). For two vectors u and v, cross-SampEn is computed as:

cross-SampEn(m, r, N)(v||u) = − ln
Am(r)(v||u)
Bm(r)(v||u) , (8)

where m is the sample length, N is the vectors (u and v) length, Am(r)(v||u) and Bm(r)(v||u) are,
respectively, the probability that a sequence of u and a sequence of v will match for m + 1 and m points
(within a tolerance r).

For two time series u and v of length N, cross-SampEn can also be described as:

cross-SampEn(u, v, m, r, N) = − ln
n(m+1)

n(m)
, (9)

where n(m) represents the total number of sequences of m consecutive points of u that match with
other sequences of m consecutive points of v.

The main difference between cross-ApEn and cross-SampEn is that cross-SampEn shows
relative consistency whereas cross-ApEn does not. Unlike cross-ApEn, cross-SampEn is not
direction-dependent. However, cross-SampEn generates, sometimes, undefined values for short
time series. The value of cross-SampEn computed from two time series can be interpreted as a measure
of similarity of the two time series.

2.2.2. Modified Cross-Sample Entropy

Modified cross-sample entropy (mCSE), introduced by Yin and Shang in 2015, has been developed
to detect the asynchrony of a financial time series [4]. Inspired by the generalized sample entropy,
proposed by Silva and Murta, Jr. [25], the authors proposed to adapt this method to cross-SampEn.
The method combines cross-SampEn and nonadditive statistics. For two vectors u and v of length N,
mCSE is computed as:

mCSE(m, r, N) = − logq
∑N−m

i=1 n(m+1)
i

∑N−m
i=1 n(m)

i

, (10)

where m is the sample length, q is the entropic index, and n(m)
i is the number of times that the

distance between vectors ym = {v(i), v(i + 1), ..., v(i + m − 1) : 1 � i � N − m + 1} and xm =

{u(i), u(i+ 1), ..., u(i+m− 1) : 1 � i � N −m+ 1} is less than or equal to the tolerance r. The distance
is calculated with d(xm(i), ym(i)) = max{|u(i + k)− v(j + k)| : 0 � k � m − 1}.

The value of mCSE computed from two time series can be interpreted as a degree of synchrony
between the two time series and it can illustrate some intrinsic relations between the two time series.

2.2.3. Modified Cross-Sample Entropy Based on Symbolic Representation and Similarity

Modified cross-sample entropy based on symbolic representation and similarity (MCSEBSS),
introduced by Wu et al. in 2018, has been developed to quantify the degree of asynchrony of two
financial time series with various trends (stock markets from different areas [6]). In comparison with
cross-SampEn, this method reduces the probability of including undefined entropies and it is more
robust to noise. For two vectors u and v of length N, MCSEBSS is computed as:

MCSEBSS(u, v, m, r, N) = − ln
n(m+1)

n(m)
, (11)
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where m is the sample length and n(m) is the number of template matches by comparing s(um(i), vm(j))
and r. For um = {u(i + k)} and vm = {v(i + k)} (0 � k � m − 1 and 1 � i � N − m), the similarity
function s(um(i), vm(j)) is calculated as:

s(um(i), vm(j)) =
# of 1 in count(i, j)

m
, 1 � i, j � N − m, (12)

where count(i, j) is obtained by the function f defined as:

f =

{
1 if um(i + k) = vm(j + k)

0 if um(i + k) �= vm(j + k)
, 0 � k � m − 1. (13)

The parameter r must be fixed between m−n
m+1 and m−n

m , where n is the maximum number of zeros
obtained with count(i, j) to consider u and v similar.

The value of MCSEBSS computed from two time series can be interpreted as a degree of
asynchrony of the two time series. A low cross-entropy value indicates a strong synchrony between
two signals.

2.2.4. Kronecker-Delta-Based Cross-Sample Entropy

The Kronecker-delta-based cross-sample entropy (KCSE), introduced by He et al. in 2018, has been
developed to define the dissimilarity between two time series [7]. KCSE is based on the Kronecker-delta
function δx,y that returns 1 if two variables are equal and 0 otherwise. For two vectors u and v of length
N, KCSE is calculated as:

KCSE(m) = − ln
Bm+1

Bm , (14)

where Bm =
∑N−m+1

i=1 KrDum(i),vm(i)
N−m+1 and Bm+1 =

∑N−m
i=1 KrDum+1(i),vm+1(i)

N−m . The dissimilarity, between um(i) =
[u(i), u(i + 1), ..., u(i + m − 1)] and vm(i) = [v(i), v(i + 1), ..., v(i + m − 1)], is calculated as:

KrDum(i),vm(i) =
δum(i),vm(i) + δum(i+1),vm(i+1) + · · ·+ δum(i+m−1),vm(i+m−1)

n
. (15)

Authors show that KCSE is better to classify financial data than multidimensional scaling based
on the Chebyshev distance method [7]. The value of KSCE computed from two time series can be
interpreted as a degree of irregularity between the two time series.

2.2.5. Permutation-Based Cross-Sample Entropy

The permutation-based cross-sample entropy (PCSE), introduced by He et al. in 2018, is quite
similar to KCSE (see Section 2.2.4) [7]. A permutation step has only been added. For two vectors u and
v of length N, PCSE is calculated as:

PCSE(m) = − ln
Bm+1

Bm , (16)

where Bm =
∑N−m+1

i=1 KrDpermuXm(i),permuYm(i)
N−m+1 and Bm+1 =

∑N−m
i=1 KrDpermuXm+1(i),permuYm+1(i)

N−m . The KrD function
is defined in Section 2.2.4. The two vectors permuXm(i) and permuYm(i) are obtained by a permutation
algorithm defined with the permutation entropy [26]. The Video S1 shows an example of a
permutation algorithm.

PCSE shows better results than KCSE for synthetic data (ARFIMA model) [7]. However, the two
approaches give the same results for financial data [7]. Authors show that KCSE is better to classify
financial data than multidimensional scaling based on the Chebyshev distance method [7]. The value
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of PCSE computed from two time series can be interpreted as degree of irregularity between the two
time series.

2.2.6. Cross-Trend Sample Entropy

Inspired by MCSEBSS (see Section 2.2.3), Wng et al. developed the cross-trend sample entropy
(CTSE) to quantify the synchronism between two time series with strong trends [23]. For two time
series u and v of length N, CTSE is calculated with the following four steps algorithm:

1. The two time series are symbolized as:

U(j) =

{
1 if ũ(j) > u(j)

0 otherwise
, V(j) =

{
1 if ṽ(j) > v(j)

0 otherwise
, 1 � j � N, (17)

where ũ and ṽ are, respectively, the trend of u and v obtained by polynomial fitting (linear,
quadratic or higher order).

2. The template vectors um and vm are constructed as:

um(i) = {U(i + k)}, vm(i) = {V(i + k)}, (18)

where 0 � k � m − 1 and 1 � i � N − m.
3. The similarity between xm(i) and ym(i) is calculated as:

d(xm(i), ym(i)) =
# of 1 in Cm(i)

m
, 1 � i � N − m, (19)

where the i-th symbol vector Cm is determined with f , a symbolic function between two template
vectors um and vm, as:

f =

{
1 if um(i + k) = vm(i + k)

0 otherwise
, 0 � k � m − 1. (20)

4. CTSE is finally computed as:

CTSE(u, v, r, N) = − ln
n(m+1)

n(m)
, (21)

where n(m) is obtained by comparing d(xm(i), ym(j)) within a tolerance r for 1 � i � N − m.

CTSE has two advantages over MCSEBSS: It is more sensitive to the difference of dynamical
characteristic between two signals, and it works well with signals with trends (linear, quadratic, cubic,
and sinusoidal) [23]. The value of CTSE computed from two time series can be interpreted as an
indicator of dynamical structure regarding the two time series with potential trends.

2.3. Cross-Distribution Entropy-Based Measures

2.3.1. Cross-Distribution Entropy

In 2018, Wang and Shang introduced the cross-distribution entropy (cross-DistEn) to quantify
the complexity between two cross-sequences [9]. To generalize the standard statistical mechanics, the
authors replaced the standard distribution entropy (DistEn) based on Shannon entropy by DistEn
based on Tsallis entropy [9]. The authors showed that cross-DistEn better illustrates the relationships
between two vectors than cross-SampEn does [9]. For two times series u and v of length N cross-DistEn
follow these four steps:
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1. The state-space is reconstructed by building (N − m + 1) vectors X(i) and Y(i) with X(i) =

{u(i), u(i + 1),..., u(i + m − 1)}, 1 ≤ i ≤ N − m, and Y(j) = {v(j), v(j + 1),..., v(j + m − 1)},
1 ≤ j ≤ N − m. m is the intended size of the vectors X(i) and Y(i);

2. The distance matrix is built by defining the distance matrix D = {di,j} with di,j being the
Chebyshev distance between the vectors X(i) and Y(j) defined as:

dij = max{|u(τ)
i+k − vτ

j+k|, 0 � k � m − 1}; (22)

3. The probability density is estimated by computing the empirical probability density function of
the matrix D by applying the histogram approach. If the histogram has M bins, the probability of
each bin will be Pt with 1 ≤ t ≤ M;

4. The cross-distribution entropy based on the Tsallis entropy is computed as:

crossDistEn(u, v) =
1

ln (a)
1

q − 1
(1 −

M

∑
t=1

Pq
t ), (23)

where q is the order of the Tsallis entropy and a the logarithm base of the entropy computation.

The main advantage of cross-DistEn is that it is adapted for short time series. With financial
data, cross-DistEn illustrates better the relationship between signals than cross-SampEn [9]. The value
of cross-DistEn computed from two time series can be interpreted as a degree of linkage of the two
time series.

2.3.2. Permutation Cross-Distribution Entropy

The permutation cross-distribution entropy (PCDE), introduced by He et al. in 2019, is a variant of
cross-DistEn (see Section 2.3.1) [10]. The permutation allows to characterize fluctuations and prevents
the impact of spatial distances on results. The PCDE algorithm is the same as the one of cross-DistEn,
detailed in Section 2.3.1. However, an additional step is added before step 2 to permute X(i) and
Y(j) with the permutation algorithm mentioned in Section 2.2.5. The distance matrix is therefore
constructed with the permuted vectors. The value of PCDE computed from two time series can be
interpreted as a degree of dissimilarity between the two time series.

2.4. Other Cross-Entropy-Based Measures

2.4.1. Cross-Conditional Entropy

Cross-conditional entropy (CCE), introduced by Porta et al. in 1919, quantifies the degree of
coupling between two signals [8]. A corrected conditional entropy has been introduced to improve the
approximate entropy that suffers from limitations when a finite number of sample is considered [27].
CCE is an adaptation of the corrected conditional entropy. For two signals u = {u(i), i = 1, ..., N}
and v = {v(i), i = 1, ..., N}, CCE is computed as:

CCEv/u(L) = − ∑
L−1

p(uL−1) ∑
i/L−1

p(v(i)/uL−1)× log p(v(i)/uL−1), (24)

where L is the length of the pattern extracted to be compared, p(uL−1) is the joint probability of the
pattern uL−1(i) = (u(i), uL−1(i − 1)), and p(v(i)/uL−1) is the probability of the sample v(i) given the
pattern uL−1(i). If a mixed pattern, composed by L − 1 samples, of u and v: (v(i), u(i), ..., u(i − L +

2)) = (v(i), uL−1), is defined and with the Shannon entropy E(uL) = −∑L p(uL) log p(uL), CCE can
also be described as:

CCEv/u(L) = E(v(i), uL−1)− E(uL−1). (25)
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For a limited amount of samples, the approximation of CCE always decreases to zero while
increasing L. To solve this problem, a modification has been introduced as:

CCEv/u(L) = ĈCEv/u(L) + percv/u(L)× Ê(v), (26)

where percv/u is the ratio of mixed patterns found only once over the total number of mixed

patterns, ĈCEv/u(L) and Ê(v) are, respectively, the estimates of the CCEv/u(L) and E(v) based on the
considered limited dataset.

CCE can be defined as a measure of unpredictability of one signal when the second is observed
because it quantifies the amount of information carried by one signal which cannot be derived from
the other. It is not fully a measure of synchronization. The main disadvantage of CCE is that it is not
totally adapted for short time series.

2.4.2. Cross-Fuzzy Entropy

Cross-fuzzy entropy (C-FuzzyEn), introduced by by Xie et al. in 2010 [3], is an adaptation of fuzzy
entropy, introduced by Chen et al. [28], that quantifies the synchrony or similarity of patterns between
two signals [3]. C-FuzzyEn is an improvement of cross-SampEn that is more adapted for short time
series and more robust to noise. For two times series u and v of length N, C-FuzzyEn is obtained with
the following three steps algorithm:

1. The distance dm
ij between Xm

i and Ym
j is computed as:

dm
ij = d[Xm

i , Ym
j ] = max

k∈(0,m−1)
|u(i + k)− u(i)− v(j + k)− v(i)|, (27)

where m is the number of consecutive data to compare, Xm
i = {u(i), u(i + 1), ..., u(i + m −

1)} − u(i), and Ym
j = {v(i), v(i + 1), ..., u(v + m − 1)} − v(i). u(i) and v(i) are calculated as:

u(i) = 1
m ∑m−1

l=0 u(i + l), and v(i) = 1
m ∑m−1

l=0 v(i + l);
2. The synchrony or similarity degree Dm

ij is computed as: Dm
ij = μ(dm

ij , n, r), where μ(dm
ij , n, r) is the

fuzzy function obtained as:

μ(dm
ij , n, r) = exp−

(dm
ij )

n

r
, (28)

where r and n determine the width and the gradient of the boundary of the exponential function,
respectively;

3. Finally, C-FuzzyEn is computed as:

C-FuzzyEn(m, n, r) = ln Φm − ln Φm+1, (29)

where Φm = 1
N−m ∑N−m

i=1 ( 1
N−m ∑N−m

j=1 Dm
ij ), and Φm+1 = 1

N−m ∑N−m
i=1 ( 1

N−m ∑N−m
j=1 Dm+1

ij ).

The value of C-FuzzyEn computed from two time series can be interpreted as the synchronicity
of patterns.

2.4.3. Joint-Permutation Entropy

Joint permutation entropy (JPE), introduced by Yin et al. in 2019, quantifies the synchronism
between two time series. It is based on permutation entropy that consists of comparing neighboring
values of each point and mapping them to ordinal patterns to quantify the complexity of a signal [26].
For two signals u and v, JPE is computed as the Shannon entropy of the d! × d! distinct motif
combinations {(πd,t

i , πd,t
j )}:

JPE(d, t) = − ∑
i,j:(πd,t

i ,πd,t
j )

p(πd,t
i , πd,t

j ) · ln p(πd,t
i , πd,t

j ), (30)
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where d is the embedded dimension and p(πd
i , πd

j ) is the joint probability of {(πd,t
i , πd,t

j )} appearing

in the Xd,t
l = {ul , ul+t, ..., ul+(d−1)t} and Yd,t

l = {vl , vl+t, ..., vl+(d−1)t} and it is defined as:

p(πd,t
i , πd,t

j ) =
||l : l � T, type(Xd,t

l , Yd,t
l ) = (πd,t

i , πd,t
j )||

T
, (31)

where T = N − (d − 1)t, type(·) corresponds to the map from pattern space to symbol space, and || · ||
corresponds to the cardinality of a set.

The main advantages of JPE are the simplicity, the robustness, and the low computational cost.
The value of JPE computed from two time series can be interpreted as a degree of correlation between
the two time series [29].

3. Multiscale Procedures

To study entropy or cross-entropy measures of time series across scales, a multiscale procedure can
be used. In this part we detail, in chronological order, three multiscale methods: The coarse-grained,
the time-shift, and the composite coarse-grained approaches.

3.1. Coarse-Graining Procedure

In 2002 Costa et al. introduced the coarse-graining procedure to analyze the complexity, defined
by the analysis of the irregularity through scale factors [14]. This method is an improvement, more
adapted for a biological time series, of the coarse-graining procedure introduced by Zhang [30].
This procedure has been used in multiscale entropy and cross-entropy methods [6,9,15,20,31–33].
For each scale factor, this procedure derives a set of vectors illustrating the system dynamics. For a
monovariate discrete signal x of length N, the coarse-grained time series y(τ) is calculated as:

y(τ)j =
1
τ

jτ

∑
i=(j−1)τ+1

xi, (32)

where τ is the scale factor and 1 � j � N
τ . The length of the coarse-grained vector is N

τ . An example of
coarse-graining procedure is presented in Figure 1A.

Figure 1. Examples of multiscale procedures for the ten first points of a time series x. (A) represents the
coarse-graining procedure (modified from [34]), (B) shows the time-shift procedure, and (C) illustrates
the composite coarse-graining procedure (modified from [35]).
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3.2. Time-Shift Procedure

As for the coarse-grained procedure, the time-shift procedure is used to decompose a signal
through different scale factors and to perform a multiscale analysis. While coarse-graining procedure
uses the averaging of time series on several interval scales, the time-shift procedure applies time
shifting in time series. The main disadvantage of a coarse-graining procedure is the loss of pattern
information hidden in the time series. To overcome this limitation, Pham used the Higuchi’s fractal
dimension (HFD) [36] and proposed a new multiscale analysis [37]. The time-shift procedure illustrates
the fractal dimension of a signal. This method has been recently used with entropy and cross-entropy
measures [17,37–39]. HFD shows stable numerical results for stationary, non-stationary, deterministic,
and stochastic time series [40]. For a monovariate discrete signal x of length N, the β time-shift signal
y
(τ)
β is calculated as:

y
(τ)
β = (xβ, xβ+τ , ..., x

β+� N−β
τ �τ

). (33)

For each time scale τ, β time-shift time series are computed (β = 1, 2, ..., τ). An illustration of the
time-shift procedure is presented in Figure 1B.

3.3. Composite Coarse-Graining Procedure

The coarse-graining procedure, introduced by Costa et al. [14], increases the variance of estimated
entropy values at large scale. To overcome this limitation, by Wu et al. introduced in 2013 a
composite coarse-graining procedure [35]. This method has been used with entropy and cross-entropy
measures [16,32]. For a monovariate discrete signal x of length N, the k-th composite coarse-grained
time series y

(τ)
k is computed as:

yk,j =
1
τ

jτ+k−1

∑
i=(j−1)τ+k

xi, (34)

where 1 � j � N
τ . For each time scale τ, k composite coarse-grained time series are computed

(1 � k � τ). An illustration of the composite coarse-graining procedure is presented in Figure 1C.

4. Multiscale Cross-Entropy Methods

4.1. Generalization

Multiscale cross-entropy (MCE) methods consist of applying a cross-entropy measure for each
scale factor obtained by a specific procedure. For each scale factor τ, MCE is computed as:

MCE(X(τ), Y(τ)) =
1
k

k

∑
β=1

crossEn(X(τ)
β , Y

(τ)
β ), (35)

where X(τ) and Y(τ) are computed with a multiscale procedure (see Section 3), k is the number of
time series that are generated by the multiscale procedure (k = 1 for the coarse-graining procedure
and k = τ for the time-shift and the composite coarse-graining procedures), and crossEn is the
cross-entropy method used (see Section 2). Table 2 shows the multiscale cross-entropy methods
that can be generalized with Equation (35). Before the computation of MCE, a pre-treatment can be
performed. For example, the asymetric multiscale cross-SampEn (AMCSE) method [33] decomposes
each signal into two, one for the positive trends and the other for the negative trends, before applying
a coarse-graining procedure and cross-SampEn.
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Table 2. Multiscale cross-entropy methods, in chronological order, that can be generalized with
Equation (35). For each method, the multiscale procedure and the cross-entropy measure used and the
reference are mentioned.

Method Multiscale Procedure Cross-entropy Measure Reference

Multiscale cross-SampEn Coarse-grained cross-SampEn Yan et al., 2009 [15]

Multiscale cross-ApEn Coarse-grained cross-ApEn Wu et al., 2013 [31]

Asymetric multiscale cross-SampEn Coarse-grained cross-SampEn Yin and Shang, 2015 [33]

Composite multiscale cross-SampEn Composite coarse-grained cross-SampEn Yin et al., 2016 [16]

Multiscale cross-DistEn Coarse-grained cross-DistEn Wang and Shang, 2018 [9]

Modified multiscale cross-SampEn
based on symbolic Coarse-grained MCSEBSS Wu et al., 2018 [6]

representation and similarity

Modified multiscale cross-SampEn Coarse-grained mCSE Castiglioni et al., 2019 [20]

Time-shift multiscale cross-SampEn Time-shift cross-SampEn Jamin et al., 2019 [17]

Time-shift multiscale cross-DistEn Time-shift cross-DistEn Jamin et al., 2019 [17]

Multiscale cross-trend SampEn Coarse-grained CTSE Wang et al., 2019 [23]

Multiscale joint permutation entropy Coarse-grained JPE Yin et al., 2019 [24]

4.2. Particular Cases

Some multiscale cross-entropy methods cannot follow the generalization previously introduced.
In this part we detail three particular methods, in chronological order: The adaptive multiscale
cross-SampEn, the refined composite multiscale cross-SampEn, and the percussion entropy.

4.2.1. Adaptive Multiscale Cross-Sample Entropy

The adaptive multiscale cross-sample entropy (AMCSE), introduced by Hu and Liang in 2011,
assesses the nonlinear interdependency between different visual cortical areas [41]. The method uses
the multivariate empirical mode decomposition (MEMD), introduced by Rehman and Mandic [42], to
decompose two time series into intrinsic mode functions (IMFs) that represent the oscillation mode
embedded in the data. For two time series u and v, AMCSE is calculated with the following three
steps algorithm:

1. The MEMD on u and v is performed to obtain N IMFs;
2. The scales of data are computed in two directions, fine-to-coarse Sτ

f 2c and coarse-to-fine Sτ
c2 f , with

the following two equations:

Sτ
f 2c =

N

∑
i=τ

IMFi, (τ � N), (36)

Sτ
c2 f =

N+1−τ

∑
i=1

IMFi, (τ � N). (37)

The two directions can be used separately or used in tandem to reveal the underlying dynamics
of complex time series;

3. For each scale factor τ, the cross-SampEn (see Section 2.2.1) is applied between the two scales of
data (Sτ

f 2c and Sτ
c2 f ) extracted from vectors u and v.

4.2.2. Refined Composite Multiscale Cross-Sample Entropy

Yin et al. introduced in 2016 the composite multiscale cross-sample entropy (CMCSE) that follows
the generalization (see Section 4.1), where the composite coarse-graining procedure and cross-SampEn
are used [16]. The main disadvantage of this method is that cross-SampEn generates some undefined
values when the number of matched sample is zero. To overcome this limitation, Yin et al. introduced
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the refined CMCSE (RCMCSE). This method leads to better results with short time series. For two
times series u and v of length N, RCMSE is computed with the following three steps algorithm:

1. Coarse-grained time series are obtained with the composite coarse-graining procedure detailed
in Section 3.3;

2. For a scale factor τ, the number of matched vector pairs, nm
k,τ and nm+1

k,τ , are calculated for all
coarse-grained vectorsl

3. For each scale factor τ, RCMCSE is computed as:

RCMCSE(u, v, τ, m, r) = − ln
∑τ

k=1 nm+1
k,τ

∑τ
k=1 nm

k,τ
, (38)

where m is the dimension and of the matched vector pairs and r is the distance tolerance for the
matched vector pairs.

4.2.3. Percussion Entropy

Wu et al. introduced, in 2013, the multiscale small-scale entropy index (MEISS) that is obtained by
summing the values of entropy for the first five scale factors [43]. Percussion entropy, introduced by
Wei et al. in 2019, allows one to quantify a percussion entropy index (PEI) [18]. The method has been
introduced to assess baroreflex sensitivity. PEI compares the similarity in tendency of change between
two time-series. This index has been compared to MEISS. For two time series u and v of length N, PEI
is computed with the following three steps algorithm:

1. A binary transformation of u and v is used to obtain x = {x1, x2, ..., xN−1} and y =

{y1, y2, ..., yN−1}:

xi =

{
0 u(i + 1) � u(i)

1 u(i + 1) > u(i)
yi =

{
0 v(i + 1) � v(i)

1 v(i + 1) > v(i)
; (39)

2. The percussion rate for each scale factor τ is computed as:

Pm
τ =

1
n − m − τ + 1

n−m−τ+1

∑
i=1

count(i), (40)

where m is the embedded dimension vectors and count(i) represents the match number between
A(i) = {xi, xi+1, ..., xi+m−1} and B(i + τ) = {yi+τ , yi+τ+1, ..., yi+τ+m−1};

3. PEI is calculated as:
PEI(m, nτ) = φm − φm+1, (41)

where φm = ln ∑nτ
τ=1 Pm

τ and nτ is the number of scales to consider. Wei et al. [18] have chosen
nτ = 5 in accordance with MEISS.

This algorithm is a generalization of the method developed by Wei et al. [18] for a specific time
series, amplitudes of successive digital volume pulse signals and changes in R-R intervals of successive
cardiac cycles. At the moment, it has not been used to process other kinds of signals.

5. Conclusions

In this review we proposed a state-of-the-art of cross-entropy measures, multiscale procedures,
and multiscale cross-entropy methods. Multiscale cross-entropy methods offer other interesting
perspectives for time series analysis. Furthermore, all the cross-entropy methods, detailed in this
review, can be translated into multiscale cross-entropy methods with the multiscale procedures
presented in this review.
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Abstract: Electrocardiogram (ECG) signal has been commonly used to analyze the complexity of
heart rate variability (HRV). For this, various entropy methods have been considerably of interest.
The multiscale entropy (MSE) method, which makes use of the sample entropy (SampEn) calculation
of coarse-grained time series, has attracted attention for analysis of HRV. However, the SampEn
computation may fail to be defined when the length of a time series is not enough long. Recently,
distribution entropy (DistEn) with improved stability for a short-term time series has been proposed.
Here, we propose a novel multiscale DistEn (MDE) for analysis of the complexity of short-term
HRV by utilizing a moving-averaging multiscale process and the DistEn computation of each
moving-averaged time series. Thus, it provides an improved stability of entropy evaluation for
short-term HRV extracted from ECG. To verify the performance of MDE, we employ the analysis of
synthetic signals and confirm the superiority of MDE over MSE. Then, we evaluate the complexity of
short-term HRV extracted from ECG signals of congestive heart failure (CHF) patients and healthy
subjects. The experimental results exhibit that MDE is capable of quantifying the decreased complexity
of HRV with aging and CHF disease with short-term HRV time series.

Keywords: electrocardiogram; heart rate variability; multiscale distribution entropy; RR interval;
short-term inter-beat interval

1. Introduction

An electrocardiogram (ECG) is a record of electrical activity caused by the heart. ECG is
a non-invasive tool that is effective for a variety of biomedical applications such as heart rate
measurement, diagnosis of heart failure, emotion recognition, and so on [1]. One of the main areas of
need for ECG analysis is the diagnosis of heart diseases. Since ECG is closely related to cardiac activity,
it can play an important role in the diagnosis of heart diseases. Among the causes of many heart
diseases, congestive heart failure (CHF) is a collective term for heart disease that causes congestion in
the systemic venous system due to heart pumping dysfunction [2]. Since heart failure diseases may
cause death to many people all over the world every year, the diagnosis of CHF is of great interest and
remains challenging issue.

Among the features that can be extracted from the ECG recordings, variabilities in heart
beat-to-beat intervals controlled by the autonomic nervous system (ANS) is usually used, which
is referred to as heart rate variability (HRV) [3]. The HRV analysis helps us to represent CHF
symptoms and is widely used to identify CHF patients [4]. In practice, the HRV analysis using
short-term inter-beat (RR) interval is of greatly important because of its suitability for short-term patient
monitoring and the need for almost immediate reception of test results. Therefore, the complexity
analysis of HRV is mainly utilized for the distinction between healthy people and those with heart
disease, such as CHF patients. Recently, it is known that HRV of a healthy person exhibits dynamic
fluctuations and it is characterized by a decrease in the incidence of CHF heart disease and aging [5,6].
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Quantitative analysis of the complexity of a time series is promising in analyzing physical,
mechanical, and biological systems that exhibit non-static, nonlinear, and complex behaviors [7,8].
A quantitative measure of physiological signal plays an important role for computer-aided diagnosis
in clinical applications [9]. In this regard, various entropy approaches have attracted attention in
the complexity analysis [10]. Conventional entropy measures such as sample entropy (SampEn) [11],
fuzzy entropy (FuzzyEn) [12], and permutation entropy (PE) [13] have been utilized for the complexity
analysis of HRV [14–17]. However, since these methods measure the irregularity of the time series,
the resultant quantifications may fail to characterize the complexity of the underlying time series.
For example, the SampEn value of white Gaussian noise is assigned to be higher than that of 1/f noise,
which is not consistent with the complexity analysis in the sense that 1/f noise has higher complexity
owing to its long-range correlations [18]. Along this line, though the complexity of HRV of healthy
person is higher compared to that of patients, the conventional entropy approaches may fail to reflect
the higher complexity of HRV of healthy over diseased status.

To address this issue, Costa et al. [5,19] have proposed a multiscale entropy (MSE) method that
consists of a coarse-graining process and SampEn computation to measure the complexity of a time
series at different temporal scales. It is generally effective in identifying characteristics over multiple
temporal scales because the biological system possesses distinct properties over several spatial and
temporal scales [19]. Therefore, various studies using this MSE method have been performed to analyze
the complexity of HRV on various temporal scales [20,21]. Subsequently, the coarse-graining process
has been applied to the FuzzEn and PE methods, yielding the multiscale fuzzy entropy (MFE) [22]
and multiscale permutation entropy (MPE) [23], respectively. However, the coarse-graining process
reduces the length of the coarse-grained time series as scale increases, thus resulting in inaccurate or
undefined entropy computation. This behavior of MSE makes it unsuitable for computing entropy
of a short-term time series. Wu et al. [24] have proposed a modified multiscale procedure that uses
a moving-averaging process instead of a coarse-graining process. The authors have shown that the
use of a moving-averaging process leads to better capability to reflect long-range correlations of a
short-term time series than a coarse-graining one. Thus, it can provide more reliable computation of
entropy values in situations in which a short-term time series is given.

Moreover, the MSE and MFE methods have drawbacks of high dependency on predetermined
parameters because they do not fully make use of the distance information between vectors in the
state space during computation. Recently, the distribution entropy (DistEn) proposed by Li et al. [25]
has been developed from the fact that the inherent information of the distances between vectors in
the state space is maximized through the probability density estimation, leading to relatively lower
sensitivity to predetermined parameters and data length. While SampEn makes use of uses only a
fraction of the distance vector information, DistEn is capable of quantifying full distance information.
It gives DistEn improved sensitivity and consistency. However, DistEn only considers the complexity
computation at single scale.

Here, we proposed an effective way to quantify HRV using the short-term RR interval of
ECG signals. The proposed method is based on a computation of DistEn over multiple scales by
a moving-averaging process, which is referred to as the multiscale distribution entropy (MDE).
The computation of the MDE, which inherits the merits of the DistEn, is able to address the shortcoming
of the conventional MSE which may fail to capture the long-range correlation of the short-term time
series. We compare the performance of MDE to the conventional MSE using several synthetic data by
evaluating the stability and characteristics over multiple temporal scales for the short-term time-series.
Then, the capability of the proposed MDE is examined for the RR intervals with various lengths
extracted from actual ECG signals of the healthy subjects and the CHF patients.

The remainder of this paper is organized as follows: In Section 2, we describe the conventional
entropies and the proposed MDE. In Section 3, the results on synthetic data and real ECG data are
presented. Section 4 presents the conclusions of this work.
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2. Materials and Methods

2.1. Sample Entropy

The SampEn method is a modified entropy computation from the approximate entropy (ApEn)
method [8]. SampEn computes the conditional probability that quantifies that the similarity of two
sequences of different length m and m + 1 is maintained. Here, m denotes the length of sequences that
are compared to each other. More specifically, the SampEn method consists of four steps: reconstruction,
definition of distance, definition of the criterion for similarity, and entropy calculation.

First, for a N points time series xN = {x1, x2, . . . , xN}, it is to reconstruct xN into
multidimensional vectors as follows:

Xτ
m(i) =

{
xi, xi+τ , . . . , xi+(m−1)τ

}
(1)

where m denotes the embedding dimension and τ denotes the time delay factor.
Next, define the distances between two different vectors as the maximum difference of their

corresponding components as follows:

d[Xτ
m(i), Xτ

m(j)] = max
{∣∣∣xi+kτ − xj+kτ

∣∣∣ : 0 ≤ k ≤ m − 1
}

(2)

where i and j are not equal and the distance d[Xτ
m(i), Xτ

m(j)] is referred to as the Chebyshev distance.
Third, if the distance d[Xτ

m(i), Xτ
m(j)] is less than a threshold parameter r, a match occurs and

we count the number of vector pairs that satisfy this condition. This process proceeds when the
embedding dimension is m and m + 1, which are called Bm

i and Bm+1
i , respectively.

Bm =
1

N − mτ ∑ N−mτ
i=1 Bm

i , Bm+1 =
1

N − mτ ∑ N−mτ
i=1 Bm+1

i (3)

Finally, SampEn is defined by

SampEn(xN , m, r, τ) = − ln
[

Bm+1

Bm

]
(4)

In general, r is selected in the range of [0.1σ, 0.25σ], where σ is the standard deviation of original
time series xN [11].

2.2. Distribution Entropy

The DistEn method quantifies the amount of information in the state space of the univariate
time series by estimating the distribution characteristic of the distances between vectors [25].
The computation of DistEn consists of four steps: reconstruction, construction of a distance matrix,
probability density estimation, and entropy calculation.

First, for N points of a time series xn, we reconstruct multidimensional vector Xτ
m(i) ={

xi, xi+τ , . . . , xi+(m−1)τ

}
, where m is the embedding dimension.

Next, construct the distance matrix D = {d[Xτ
m(i), Xτ

m(j)]}, where the d[Xτ
m(i), Xτ

m(j)] is the
Chebyshev distance.

Third, the distribution characteristics of d[Xτ
m(i), Xτ

m(j)] should completely quantify the
information reflecting the distances matrix D. To do this, we estimate the empirical probability
density function (ePDF) of the matrix D by using the histogram approach. Since i and j are different,
the diagonal components of the matrix D are excluded. In addition, since the d[Xτ

m(i), Xτ
m(j)] and

the d[Xτ
m(j), Xτ

m(i)] are the same, only the upper or lower triangular part of the matrix D needs to be
considered. If the histogram has B bins, the probability pt of each bin is obtained, where t = 1, 2, . . . , B.
The value of B is usually selected as an integer value in a range of [512, 1024].
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Finally, DistEn is calculated as

DistEn(xN , m, B, τ) = − 1
log2 B

B

∑
t=1

pt log2(pt) (5)

Figure 1 shows the ePDF of the distance matrix D for the white noise (N = 1000) for exploiting
the difference between the SampEn and DistEn methods in terms of distance information. The SampEn
method uses only a fraction of the distance information (less than the threshold parameter r), and it
corresponds to the left area of the red dotted line in Figure 1. On the other hand, since the DistEn
method takes full advantage of the distance information, it is able of reflecting the complexity that the
SampEn method can’t measure.

Figure 1. Empirical probability density function (ePDF) of white noise with length N = 1000
(m = 2, r = 0.15σ).

2.3. Multiscale Distribution Entropy

The coarse-graining procedure generates a number of sets of time series on a time scale s by
considering different starting points of the time series. Therefore, the coarse-graining multiscale
process can lead to inaccurate entropy values by reducing the length of the time series. To alleviate this
drawback, we used the moving-averaging multiscale process, which has a better effect on short-term
time series analysis [24]. Figure 2 shows the progress of two multiscale processes. It can be seen that
the moving-averaging process (Figure 2b) leads to longer multiscale processed time series compared
to the coarse-graining process (Figure 2a).

The moving-averaging multiscale process is composed of two procedures. First, for a N point
time series xN and a given scale factor s, we divide the original time series into several smaller time
series overlapped of length scale factor s. Then, the continuous moving-averaged time series are
constructed by averaging the number of data points on the scale s as follow:

ys
i =

1
s

i+s−1

∑
j=i

xj, 1 ≤ i ≤ N − s + 1 (6)

The moving-averaging process generates multiple sets of time series on the time scale factor s. At
the scale factor s = 1, the moving-averaged time series ys is equal to the original time series.

Second, set the time delay factor τ of the DistEn to the scale factor s, and calculate the entropy
value of MDE. In other words, the moving-averaged time series on each scale is used as an input signal
for entropy calculation of DistEn as follows:
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MDE(xN , m, B, s) = DistEn(ys, m, B, τ = s) (7)

(a) 

(b) 

Figure 2. Progress of two multiscale processes: (a) coarse-graining; (b) moving-averaging.

2.4. Evaluation Data

2.4.1. Synthetic Data

To verify the performance of the MSE and MDE methods with respect to the length of data,
we first employed entropy calculation on synthetic data. The synthetic data used in this work
are the chaotic series, white Gaussian noise (or simply white noise), periodic signals, and MIX(p)
processes. The chaotic series and periodic series are generated from the Logistic attractor x(n + 1) =
ω × x(n)× (1 − x(n)) with ω = 4.0 and ω = 3.5, respectively. The MIX process is a kind of stochastic
signal that is superimposed on a deterministic component, and randomly selected points of N × p are
replaced by independent identically distributed random noise in a sinusoidal signal of length N [26].
Finally, white noise is that the values at any pair of times are identically distributed and statistically
independent, and it is the case of uncorrelated noise.

For each signal, 100 realizations were randomly generated with data length of N = 100, 300, and
1000, and used for the evaluation of the MSE and MDE.

2.4.2. Real ECG Data

Two real ECG datasets in PhysioNet are used [27]. Dataset I includes ECG data from Fantasia
and BIDMC CHF. In addition, Dataset II includes other CHF RR Interval and Normal Sinus Rhythm RR
Interval data. BIDMC CHF data includes ECG records from 15 patients with CHF (NYHA classes III,
IV) consisting of 11 men aged 22–71 years and 4 women aged 54–63 years. Each record was measured
for approximately 20 hours and contains two ECG signals sampled at 250 Hz. Fantasia data were
measured from 20 healthy people aged 21–34 years and 20 elderly people aged 68–85 years. Each
record was measured for approximately 2 hours, and the sampling frequency was 250 Hz. CHF RR
Interval consists of beat annotation for 29 ECG signals (sampled at 128 Hz) of CHF (NYHA classes I, II,
III) patients aged 34–79. In addition, Normal Sinus Rhythm RR Interval data consists of beat annotation
for 54 ECG signals (sampled at 128 Hz) of subjects in normal sinus rhythm (NSR).

To find the R peak points from the ECG signals of Dataset I, we used a Pan–Tompkins algorithm [28].
Then, RR interval time series are constructed from the distances between two consecutive R peak
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points and can be seen in Figure 3. Figure 3 shows the representative RR intervals of CHF patient,
healthy elderly, and healthy young subjects, respectively.

In this work, we used the RR interval time series of lengths of 100, 300, and 1000 extracted from
ECG signals, respectively. Each time series was used for evaluation of the MSE, MPE, and MDE.
Firstly, CHF patients (BIDMC CHF), healthy elderly, and healthy young groups’ data (Fantasia) were
analyzed. We then analyzed other CHF patients (CHF RR Interval) and NSR subject data (NSR RR
Interval) to further evaluate the performance of discrimination between CHF patients and normal
subjects. The parameters of the MSE and MPE were set to r = 0.2σ and m = 2, and m = 4 and t = 1,
respectively. The parameters of the MDE were set to m = 2 and B = 512.

 

Figure 3. Examples of inter-beat (RR) interval time series extracted from the electrocardiogram (ECG)
signals of Dataset I: Congestive heart failure (CHF) patient (top panel); Healthy elderly subject (middle

panel); Healthy young subject (bottom panel).

3. Results

3.1. Simulation Result Using Synthetic Data

The results of the MDE and MSE evaluation of synthetic data are shown in Figure 4. Figure 4a,b
shows the entropy values of the MSE and MDE for time series of length N = 100, respectively.
Figure 4a shows that chaotic series has the highest values of MSE in the scales less than 3 and the
periodic signal has entropy values of almost zero. Notably, the MSE values are mostly only defined on
small scales. For instance, the white noise and the chaotic series are defined only on scale 1 and 2, with
a large standard deviation. Compared with the MSE results, in Figure 4b, it is evident that the entropy
values of MDE become smaller in order of chaotic series, Gaussian white noise, MIX (0.2), MIX (0.1),
and periodic series. As the scale increases, the entropy values of MDE for white noise and chaotic
series are comparable and higher than those of other synthetic data. The MDE values of MIX (0.1)
and MIX (0.2) rise as scale factor increases and remain constant, while the periodic signal keeps the
lowest entropy values. In the case of the periodic signal, due to the use of a period of 4 samples, lowest
entropy values are repeated on scales of the multiples of 4.

Next, Figure 4c,d shows the MSE and MDE results for time series of length N = 300, respectively.
In Figure 4c, white noise has the highest MSE values in a range of small scales. In the range of small
scales, the entropy values of chaotic series, MIX (0.2), MIX (0.1), and periodic series follow in order.
However, the MSE values of those synthetic data are still undefined over large scale factors, especially
for white noise and chaotic series. As can be seen in Figure 4d, the similar results of Figure 4b are
observed in Figure 4d in the sense that MDE computation leads to same order of entropy values on
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small scale factors and stable evaluation over all scales. In addition, it exhibits that the signals, except
for the periodic signal, converge to almost similar entropy values on large scales, unlike the result of
the data length N = 100 in Figure 4b.

Figure 4e,f shows the results of the MSE and MDE calculation for time series of length N = 1000,
respectively. Here, since all values are defined in range of all scale, it is available to compare the
entropy evaluation of the MDE and MSE. Both the MDE and MSE results have a smaller standard
deviation at each scale than the results of length N = 100 and 300. For the MSE result of Figure 4e,
as the scale becomes larger than scale 5, the entropy values of chaotic series and white noise gradually
decrease and are comparable on large scales. Compared to Figure 4c, it results in reduced standard
deviation at each scale.

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

Figure 4. Entropy values for synthetic data: (a) multiscale entropy (MSE) value for N = 100;
(b) multiscale distribution entropy (MDE) value for N = 100; (c) MSE value for N = 300; (d) MDE
value for N = 300; (e) MSE value for N = 1000; (f) MDE value for N = 1000. Scales between 1 and 20
are used and the value at each scale represents a mean ± standard deviation.

The MDE results in Figure 4f indicate similar behaviors in the results in Figure 4d with the
decreased standard deviation. Notably, the results of Figure 4b,d,f show that the MDE method leads
to similar results in the complexity analysis for short-term and long-term time series, implying its
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insensitivity to the length of time series. In addition, MDE shows the smaller standard deviation than
that of MSE and defined over all scales, indicating its superior stability and reliability over MSE.

3.2. Experiment Results Using Real Data

3.2.1. ECG Dataset I

We show the experimental results using RR interval time series extracted from the ECG signal
database measured for CHF patients, healthy elderly and healthy young groups in Figure 5. Figure 5a–c
shows the MSE, MPE, and MDE results for time series of length N = 100, respectively. In Figure 5a,
the MSE values are not defined on most part of scales, indicating the shortcoming of MSE in analyzing
a short-term RR interval time series. As for the results of MPE analysis in Figure 5b, the MPE values
are present at all scales, but the entropy values decrease since the length of the time series get shorter
as the multiscale process progresses. The distinction between CHF patients and healthy subjects seems
to be difficult. On the other hand, the results of the MDE analysis in Figure 5c shows that the entropy
values are defined over all scales for RR interval time series of length N = 100. In addition, MDE is
capable of reflecting the difference of the complexity of RR interval time series not only between CHF
patients and healthy subjects, but also between healthy subject groups, i.e., between the elderly and
the young groups. As the scale increases, the MDE values of three groups get higher.

Next, Figure 5d–f shows the MSE, MPE, and MDE results for RR interval time series of length
N = 1000, respectively. In Figure 5d, in a situation where the length of the time series is long enough,
the result of the MSE values are defined over most scales except for healthy elderly group on scales
19 and 20. The distinction between CHF patients and healthy subject groups appears to be available
over most scales. However, the entropy values of the healthy young group are higher than those of the
healthy elder one until the scale 7, but after that the distinction between the two groups is difficult.
As for the results of MPE analysis in Figure 5e, the MPE values show a slight decrease, which is less
than the result (N = 100) in Figure 5b, and the distinction between the three groups seems possible.
However, since the complexity of healthy subjects must be greater than the complexity of a CHF
patients, it is possible to discriminate between CHF patients and healthy elderly group after the scale 5,
and between CHF patients and healthy young group after the scale 2. In addition, the mean entropy
values of the healthy young group are higher than those of the healthy elder group only on scales
between 2 and 9, and the distinction is difficult on other scales. On the other hand, the MDE result
in Figure 5f shows a similar evaluation results to Figure 5c in a situation where the length N = 100.
In addition, as the scale gets larger, the entropy values reached is larger than those for the short-term
time series with reduced variance. The MDE behaviors shown in Figure 5 are closely consistent with
the previous finding of the decreased complexity with aging and pathological status, whereas the MSE
and MPE results do not agree with known behaviors of physiological complexity [6].

 

(a) 

 

(b) 

 

(c) 

Figure 5. Cont.
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(d) 

 

(e) 

 

(f) 

Figure 5. MSE, multiscale permutation entropy (MPE), and MDE results using real data (RR interval)
for CHF patients, healthy elderly and healthy young groups: (a) MSE for N = 100; (b) MPE for
N = 100; (c) MDE for N = 100; (d) MSE for N = 1000; (e) MPE for N = 1000; (f) MDE for N = 1000.
Scale range of 1–20 were used and the value at each scale represents a mean ± standard deviation.

3.2.2. ECG Dataset II

Figure 6 shows the results of entropy computation for RR interval time series obtained from
CHF patients and NSR subject datasets to further evaluate the distinction performance between CHF
patients and normal individuals. Figure 6a–c shows the MSE, MPE, and MDE results for time series of
length N = 100, respectively. MSE is not defined on most scales except scale 1 and MPE results show a
dramatic decrease in entropy value as the scale becomes larger, indicating weak sensitivity of MPE on
the length of a time series. Compared to conventional measures, MDE is able to reflect differences in
the complexity of the RR interval time series between CHF patients and NSR group. Note that the
MDE values increase as the scale gets higher, indicating robustness to the length of a time series. Next,
in Figure 6d–f, the results of the MSE, MPE, and MDE are defined on most scales in situations where
the length of the time series is long enough (N = 1000).

 

(a) 

 

(b) 

 

(c) 

Figure 6. Cont.
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(d) 

 

(e) 

 

(f) 

Figure 6. MSE, MPE, and MDE results using real data (RR interval) for other CHF patients and normal
sinus rhythm (NSR) subjects: (a) MSE for N = 100; (b) MPE for N = 100; (c) MDE for N = 100; (d) MSE
for N = 1000; (e) MPE for N = 1000; (f) MDE for N = 1000. Scale range of 1–20 were used and the
value at each scale represents a mean ± standard deviation.

3.2.3. Statistical Analysis for CHF Patients, Healthy Elderly, and Healthy Young Groups

To verify the distinction capability of entropy results between CHF patients, healthy elderly, and
healthy young groups in Dataset I, statistical analysis was conducted. First, the Kolmogorov–Smirnov
test is used to check whether the MDE and MSE results satisfy the normal distribution. If they follow a
normal distribution, the t-test method was conducted to test the statistical difference between three
datasets, and if not, the Mann–Whitney U test method was performed. Generally, if the p-value is less
than 0.05, statistical significance is accepted. The analysis results are shown in Tables 1–3.

Table 1 shows the p-value of the MSE comparison result of RR interval time series when the length
N is 100, 300, and 1000, respectively. As can be seen, for N = 100 and 300, p-value computation is not
available over most scales. For N = 1000, the distinction using MSE values between CHF patients
and healthy elderly group in scales from 1 to 18 and CHF patients and healthy young group over all
scales are statistically significant. However, it fails to differentiate healthy elderly group from healthy
young one over most scales (p-value > 0.05). The shadows represent the cases which the distinction is
statistically insignificant.

In Table 2, the MPE results show that the shorter the length of the time series (N = 100),
the more difficult it is to distinguish between subject groups. As the length of RR interval increases,
the discrimination performance gets better. However, even in N = 1000, the distinction between
groups fails in several cases. In addition, similar to the MSE results, the distinction between CHF
patients and healthy subjects for N = 1000 is statistically significant at most scales, but the distinction
between healthy young and healthy elderly groups is available in limited scales.

The statistical results of MDE in Table 3 exhibit that the distinctions using the MDE values between
three groups are statistically significant for all three lengths of RR interval, i.e., N = 100, 300, and 1000.
Compared to the results of MSE and MPE, the MDE is capable of discriminating the complexities
of different physiological groups for all scale values, implying its superiority over the conventional
methods and insensitivity to the length of a time series.
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4. Conclusions

We have presented an improved multiscale entropy, named MDE, for capturing the complexity of
short-term HRV time series. For analysis of short-term HRV, the conventional MSE method suffers
from unreliable computation due to its dependency to the length of time series. On the other hand,
the proposed MDE method is capable of quantifying the complexity even for short-term time series
by integrating DistEn with the moving-averaging process. The use of DistEn and moving-averaging
multiscale approach leads to improved stability and reliability of entropy evaluation for short-term
time series. Thus, the proposed MDE outperforms the conventional MSE and MPE in the sense that
MDE is insensitive to the length of time series. Through synthetic data analysis, the proposed MDE is
shown to be effective for describing the complexity of various time series such as chaotic series, white
noise, MIX process, and periodic series. The experimental results using real ECG recordings from
CHF patients and healthy subjects indicate that MDE is useful to reflect the degree of the decreased
complexity of HRV accompanied by aging and disease. Through this work, the proposed MDE has
shown its potential to be a promising solution for short-term HRV analysis.

Author Contributions: D.-Y.L. and Y.-S.C. conceived and designed the methodology. Both authors were
responsible for analyzing and writing the paper. Both the authors have read and approved the final manuscript.

Funding: This work was supported by Institute for information & communications Technology Promotion (IITP)
grant funded by the Korea government (MISP) (No. 2018-0-00735, Media Interaction Technology based on
Human Reaction and Intention to Content in UHD Broadcasting Environment), and the present research has been
conducted by the research Grant of Kwangwoon University in 2017.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Kaplan Berkaya, S.; Uysal, A.K.; Sora Gunal, E.; Ergin, S.; Gunal, S.; Gulmezoglu, M.B. A survey on ECG
analysis. Biomed. Signal Process. Control 2018, 43, 216–235. [CrossRef]
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Abstract: Making predictions on the dynamics of time series of a system is a very interesting
topic. A fundamental prerequisite of this work is to evaluate the predictability of the system over
a wide range of time. In this paper, we propose an information-theoretic tool, multiscale entropy
difference (MED), to evaluate the predictability of nonlinear financial time series on multiple time
scales. We discuss the predictability of the isolated system and open systems, respectively. Evidence
from the analysis of the logistic map, Hénon map, and the Lorenz system manifests that the MED
method is accurate, robust, and has a wide range of applications. We apply the new method to
five-minute high-frequency data and the daily data of Chinese stock markets. Results show that the
logarithmic change of stock price (logarithmic return) has a lower possibility of being predicted than
the volatility. The logarithmic change of trading volume contributes significantly to the prediction
of the logarithmic change of stock price on multiple time scales. The daily data are found to have a
larger possibility of being predicted than the five-minute high-frequency data. This indicates that the
arbitrage opportunity exists in the Chinese stock markets, which thus cannot be approximated by the
effective market hypothesis (EMH).

Keywords: predictability; multiscale analysis; entropy rate; memory effect; financial time series

1. Introduction

Making predictions on the dynamics of time series of a system is a very interesting topic. Up to
now, over thousands of methods have been proposed for the prediction of the systems’ evolution [1].
A fundamental prerequisite of these works is to evaluate the predictability of the system over a wide
range of time. For an isolated system, which does not exchange information with other systems,
the predictability of the output time series is only determined by the degree of memory from the past
values. In such a case, the time series in unpredictable if it is purely random, like Gaussian white
noise; whereas, information can be extracted for prediction by analyzing the temporal structure of a
time series with memory. In another way, examples of irreversible processes include typically chaotic
dissipative processes, nonlinear stochastic processes, and processes with memory, operating away
from thermodynamic equilibrium. One should be able to make easier predictions on irreversible
processes, where the arrow of time is playing a role, than on reversible ones [2,3]. For a real-world
system that may exchange information with other systems, the past values of other systems can also
be utilized for prediction, except the past values of the underlying system itself [4,5].

In time series analysis, the multiscale analysis of time series has been broadly studied, which relies
on the fact that the time series of complex systems, associated with a hierarchy of interacting regulatory
mechanisms, usually generate complex fluctuations over multiple time scales. Analyzing the financial
time series by amplification in different proportions with a coarse-graining algorithm [6] makes it
possible to reveal both small-scale information and large-scale information at multiple resolutions.
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This paper contributes to evaluating the multiscale predictability of financial time series. Another
piece of evidence of this consideration is that the multiscale complexity (a tool of time series analysis
that is associated with factors of the degree of memory, the temporal structure, and auto-correlations)
have been measured [6,7], and hence, the predictability of time series, which is also closely related to
those factors, can be analyzed on multiple time scales as well.

Financial time series analyses have played an important role in developing some of the
fundamental economic theories. Furthermore, the understanding and analysis of financial time
series, especially the evolution of stock markets, has been attracting the close attention of economists,
statisticians, and mathematicians for many decades [8–14]. Recent research mostly focuses on the
long-term average behavior of a market, and thus sheds little light on the temporal changes of a market.
This type of method for analyzing financial time series may lead to a lack of analysis on the short-term
predictability of time series, thus ignoring the critical information that is contained in the financial
data, which may be used for the portfolio selection and pursuing an arbitrage opportunity [15].

If the efficient market hypothesis (EMH) is of some relevance to reality, then a market would be
very unpredictable due to the possibility for investors to digest any new information instantly [16].
When a market behaves as the EMH stipulates, the market will be purely random without memory,
and the variation of price will be very unpredictable. For an extensive review of the EMH, please
see [17]. However, new evidence challenges the EMH with many empirical facts from observations,
e.g., the leptokurtosis and fat tail of the non-Gaussian distribution, especially the fractal market
hypothesis (FMH) [18]. The FMH asserts that (i) a market consists of many investors with different
investment horizons, and (ii) the information set that is important to each investment horizon is
different. As long as the market maintains this fractal structure, with no characteristic time scale,
the market remains stable. When the market’s investment horizon becomes uniform, the market
becomes unstable because everyone is trading based on the same information set. In addition,
Beben and Orlowski [19] and Di Matteo et al. [20,21] found that emerging markets were likely to have
a stronger degree of memory than developed markets, suggesting that the emerging markets had a
larger possibility of being predicted.

In this paper, we incorporate the multiscale analysis with an information-theoretic approach for
characterizing the degree of memory of time series, so as to evaluate the predication of financial time
series. We make use of the entropy rate in order to test the predictability of some synthetic data and of
the Chinese stock markets. It is an interesting alternative to regression models, which are often used
in financial time series. One advantage is that the method proposed is mainly model independent;
another is that it deals with nonlinear systems, as well as with linear ones. The remainder of the paper
is organized as follows. In the Methodology Section, we introduce a new entropy difference (ED) and
its multiscale case, multiscale entropy difference (MED). We then apply these new methods to the
numerical analysis of artificial simulations, including the logistic map, the Hénon map, the Lorenz
system, and most importantly, the financial time series analysis. Finally, we give a brief conclusion.

2. Methodology

2.1. Entropy Difference

(i) For an isolated system, which does not exchange information with other systems, the degree of
predictability of the time series can only be explained by the memory effects of its past values.

As the output of the underlying system, a time series {xt}, t = 1, · · · , T is considered. First,
the uncertainty of the time series at time t can be quantified by the Shannon entropy:

H[xt] = ∑
xt∈Θ

p(xt)log2 p(xt). (1)

p(xt) represents the probability distribution of xt; Θ is the space of samples; and H[xt] describes the
information of x at time t in bits.
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The entropy rate measures the net information generated by the system at time t, given by
H[xt|x1, x2, · · · , xt−1]. We assume that the underlying system can be approximated by a p-order
Markov process. That is to say, the value of the output time series at time t is only related to its nearest
p neighbors and is independent of further values. Therefore, we obtain H[xt|x1, x2, · · · , xt−1] =

H[xt|xt−p, xt−p+1, · · · , xt−1] ≡ H[xt|x(p)
t−1], where:

H[xt|x(p)
t−1] = ∑

xt ,x
(p)
t−1∈Θ

p(xt, x(p)
t−1)log2

p(xt, x(p)
t−1)

p(x(p)
t−1)

. (2)

The uncertainty of the time series at time t is non-increasing given the past values, and hence,
the entropy rate is no larger than the entropy itself: H[xt|x(p)

t−1] ≤ H[xt].
The difference between the Shannon entropy and the entropy rate represents the contributions of

the past values to reducing the uncertainty (and improving the predictability) of the time series at time
t. It is given by:

D = H[xt]− H[xt|x(p)
t−1]. (3)

We name D the entropy difference (ED). For any (nonlinear) time series, D ≥ 0. For a random
walk process, the contribution of past values is negligible; hence, H[xt|x(p)

t−1] = H[xt], and H[xt]−
H[xt|x(p)

t−1] = 0. D equal to zero indicates that the time series cannot be predicted at all, as no past
information can be utilized; whereas, if there exist autocorrelations/memory effects within the time
series, the past values can be used to reduce the uncertainty of time series at time t, so D > 0.

The entropy difference D is non-negative, while the upper bound of D is uncertain. Thus, we
further normalize D to the range of [0, 1], divided by its maximum value H[xt]:

D =
H[xt]− H[xt|x(p)

t−1]

H[xt]
= 1 −

H[xt|x(p)
t−1]

H[xt]
. (4)

Here, 0 ≤ D ≤ 1. The normalized ED, D, quantifies the degree of predictability of the time series.
Similarly, when D is approximately 0, the time series is unpredictable. When D attains a value of one,
H[xt|x(p)

t−1] is approximately 0. Therefore, there exists no uncertainty of xt in the presence of the past

values x(p)
t−1, and the time series is completely specified (well predicted) at time t.

(ii) Next, consider a real-world system that exchanges information with other systems.
Except the past values of the underlying system itself, the past values of other systems can also
be exploited. Revisit the Granger causality, which is a statistical concept of causality that is based
on prediction [22,23]. If a signal y “Granger-causes” a signal x, then past values of y should contain
information that helps predict y above and beyond the information contained in past values of x alone.
In the Granger causality, the value of xt is predicted by two equations, respectively,

xt =
p

∑
i=1

αixt−i + ε1t.

xt =
p

∑
i=1

βixt−i +
q

∑
j=1

γjyt−j + ε2t.
(5)

The Granger causality is normally tested in the context of linear regression models. If the second
forecast is found to be more successful, according to standard cost functions, then the past of y appears
to contain information helping in forecasting xt that is not in past x(p)

t−1. The Akaike information
criterion (AIC) or Bayesian information criterion (BIC) can be adopted to determine the lagged ranks
p and q. The residual terms ε1t and ε2t, as a matter of fact, contain the information generated by the
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system at time t. A nonlinear extension of the Granger causality is the information-theoretic tool of
transfer entropy [24,25], which measures the information flow from y to x:

Ty→x = H[xt|x(p)
t−1]− H[xt|x(p)

t−1, y(q)t−1]

= ∑
xt ,x

(q)
t−1∈Θ

y(q)t−1∈Ξ

p(xt, x(p)
t−1, y(q)t−1)log2

p(xt|x(p)
t−1, y(q)t−1)

p(xt|x(p)
t−1)

. (6)

Both the Granger causality and the transfer entropy indicate that the past values of another related
system can be used to infer the trajectory of the underlying system. Hence, the ED of the isolated
system can be extended to the multiple systems case.

The entropy rate of one system in the presence of another coupled system is given by
H[xt|x(t−1)

t−1 , y(t−1)
t−1 ]. We further assume that these two systems can be approximated by the generalized

Markov processes [24], that is H[xt|x(t−1)
t−1 , y(t−1)

t−1 ] = H[xt|x(p)
t−1, y(q)t−1], and:

H[xt|x(p)
t−1, y(q)t−1] = H[xt, x(p)

t−1, y(q)t−1]− H[x(p)
t−1, y(q)t−1]

= ∑
xt ,x

(q)
t−1∈Θ

y(q)t−1∈Ξ

p(xt, x(p)
t−1, y(q)t−1)log2

p(xt, x(p)
t−1, y(q)t−1)

p(x(p)
t−1, y(q)t−1)

. (7)

The uncertainty of system x can be given by the conditional probability distribution
p(xt|x(p)

t−1, y(q)t−1). The conditional probability distribution p(xt|x(p)
t−1, y(q)t−1) describes the data range

and the occurrence probability of xt by knowing the past values of x(p)
t−1, y(q)t−1. Consider an extreme case.

If p(xt ≡ c|x(p)
t−1, y(q)t−1), where c is a constant, then xt is fixed at point c with no uncertainty. Further,

when the conditional distribution is fixed within a narrow range, the system is more deterministic at
time t by knowing x(p)

t−1, y(q)t−1, which can thus be well predicted. If the conditional distribution is still
wide in the range, the system is full of uncertainty at time t and has a low possibility of being predicted.

The reduced uncertainty by knowing the past values of both x and y is estimated by the ED:

D = H[xt]− H[xt|x(p)
t−1, y(q)t−1]. (8)

Further, the ED is normalized by:

D =
H[xt]− H[xt|x(p)

t−1, y(q)t−1]

H[xt]
= 1 −

H[xt|x(p)
t−1, y(q)t−1]

H[xt]
. (9)

D ranges between 0 and 1. D being approximately 0 indicates a low degree of predictability of the
time series, and D close to 1 indicates a large degree of predictability. In addition, to set the ED in a
fixed range, the normalization of ED also has other merits. Below is the explanation.

The predictability of a system is mainly subjected to the contributions of two aspects:

(i) The degree of the memory of the underlying system, that the past information can be well
utilized to infer the future evolution of the system;

(ii) Whether a system is more deterministic than other systems. This is related to the range of the
fluctuations of the time series, which can be partly explained by the variance of the time series.
A time series with large variance (entropy) tends to be more difficult to predict than a time
series with much small variance. Both the variance and the entropy reflect the diversity of the
system. A system with more diverse states is likely to have large variance and entropy, whereas
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a system with few states tends to have small ones. Obviously, a system with fewer states is
easier to predict than that with diverse states.

Therefore, the normalization of ED by dividing D by H[xt] makes it possible to compare the
degree of predictability between different systems, even if they have different ranges of fluctuations.
Moreover, regarding the estimation of entropy values from time series, there may exist biases for
different estimators. The normalization can offset those biases caused by the estimation of entropy if
the numerator and the denominator use the same estimator.

Further, for a more complicated case of multiple subsystems (larger than 2 subsystems), e.g.,
the Lorenz system, the predictability of the time series can be given by:

D =
H[xt]− H[xt|x(p)

t−1, y(q)t−1, z(l)t−1]

H[xt]

= 1 −
H[xt|x(p)

t−1, y(q)t−1, z(l)t−1]

H[xt]
,

(10)

when the past values of x, y, and z can be used to predict xt. Here, Z(l)
t−1 could be a vector of possible

explanatory variables.

2.2. Multiscale Entropy Difference

The predictability of time series estimated by ED and the normalized version is given on a unique
time scale, on which the data are sampled. Here, we further evaluate that the multiscale predictability
of time series relies on the fact that the time series of complex systems, associated with a hierarchy of
interacting regulatory mechanisms, usually generate complex fluctuations over multiple time scales.
There exist many approaches for the multiscale analysis in the framework of fractal theory [26], e.g.,
the data segments of detrended fluctuation analysis (DFA) [27], coarse-graining [6], and the time delay
of phase space reconstruction [28,29], where the coarse-graining is one of the simplest methods.

We coarse grained the original data onto multiple time scales with a scale parameter s [2,6,7].
By the non-overlapping coarse-graining, the original time series x (with length T) is rescaled to X(s):

Xt(s) =
1
s

ts

∑
k=(t−1)s+1

xk. (11)

t ranges from 1 to T/s. Xt(s) represents the moving average of the system x at time t on the temporal
scale s. The coarse-graining process is a low-pass filter, where the high-frequency fluctuations are
filtered out. At small time scales, the details of the time series can be reserved, while at large scales, the
details are ignored and only the profile of the time series is retained.

The procedure of the multiscale entropy difference (MED) mainly includes 3 steps:

Step 1. Coarse grain the original time series {xt} (t = 1, · · · , T) to the coarse-grained time series
{Xt(s)} (t = 1, · · · , T/s), with a time scale s.

Step 2. Estimate the ED and the normalized ED for the coarse-grained time series {Xt(s)}
(t = 1, · · · , T/s), respectively.

Step 3. Change the time scale s and observe the changes of ED, and the normalized ED,
on different time scales.

When the scale s is equal to 1, the MED method retrieves back the ED method. For other scales,
the MED can evaluate the multiscale predictability of the time series. To be noted, for a short time
series of length T, the multiscale analysis may be affected by the finite size effects at large time scales,
which can be solved by the refined entropy estimators during the coarse-graining process. For more
details, please see [5,30,31].
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3. Numerical Simulations

In this section, we consider three examples to test our new methods, including one isolated system
and two open systems.

We first consider the logistic map. It is a polynomial mapping of degree two, which consists of
only one nonlinear system: xt = μxt−1(1 − xt−1). For ∀t, xt ∈ [0, 1] can be used to represent the ratio
of existing population to the maximum possible population in ecology. The values of interest for the
parameter μ are those in the interval [0, 4]. Complex, chaotic behavior can arise from this very simple
non-linear dynamical equation. Most values of μ beyond 3.56995 exhibit chaotic behavior. Here, we set
μ = 3.7 and let the data length T = 105. The initial value of x0 was set to 0.5.

As only one equation is described in the logistic map, xt changes no information with other
variables. We added Gaussian white noises on the original time series xt with different strengths to
obtain a composite time series: yt = xt + λεt. εt is the Gaussian white noise (with zero mean and unit
variance). λ ≥ 0 is a parameter that tunes the strength of noises. xt is the real signal corrupted by the
external noise εt, and λ determines the signal-noise ratio. The larger λ, the smaller the signal-noise
ratio is.

We used k-means clustering [32] to discretize the original data into k symbols, so as to estimate the
entropies. k is a pre-defined parameter that determines the number of clusterings. Here, the parameter
k for the k-means clustering was 10, i.e., we symbolized the original continuous time series as 10 discrete
symbols. In Figure 1, we show the values of normalized ED D on multiple time scales s = 1, 2, · · · , 10,
with the noise strength parameter λ from 0.01 to 0.1 with a step of 0.01, since the variance of the
original time series x of the logistic map (T = 105) was only 0.0412, the original data length was
T = 105, therefore, even at s = 10, this ensured that the coarse-grained data length was 104. For s = 1
and λ = 0, corresponding to the original time series x, the degree of predictability was larger than 0.7.
This indicates that the logistic map had a large possibility of being predicted, which coincides well
with what the equation describes. When the scale increased, the predictability of the coarse-grained
time series decreased, since the relationship between Xt(s) and Xt−1(s) became weaker on large scales.
Moreover, the predictability of the time series also decreased with increasing λ, as the signal-noise
ratio became lower. D reached a value very close to zero when λ = 0.1, so the composite time series
could not be predicted. We also tested other values of k, for which it turned out that the values of
larger k gave more reliable results; however, this was limited by the original data length. We further
generated several groups of Gaussian white noises to add on the original time series and obtained
very similar results, which verified the robustness of our new methods.

Figure 1. The values of D (Equation 4, lagged rank p = 1) on multiple time scales s = 1, 2, · · · , 10,
with the noise strength parameter λ = 0.01, 0.02, · · · , 0.1 for the logistic map.
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Next, we considered the Hénon map, which consists of two subsystems: xt = 1 − ax2
t−1 + yt−1

and yt = bxt−1. The map depends on two parameters, a and b. For the classical Hénon map, it has
values of a = 1.4 and b = 0.3. There exists nonlinear information flow from xt−1 and yt−1 to xt, i.e.,
a one-step transition from the past data of one variable y to the current the data of another variable x.
The initial values were set to (1, 0).

We generated data with the classical Hénon map, with the data length T = 105. In Figure 2,
we show the values of normalized ED D on multiple time scales s = 1, 2, · · · , 10. For s = 1,
which corresponds to the original time series x and y, the degree of predictability was 0.77. This
indicates that xt can be well predicted by using the past values of x and y. When the scale increased,
the predictability of the coarse-grained time series decreased, as the relationship among Xt(s),
Xt−1(s), and Yt−1(s) became weaker on large scales. We also compare DXt−1(s),Yt−1(s)→Xt(s) = 1 −
H[Xt(s)|Xt−1(s), Yt−1(s)]/H[Xt(s)] with DXt−1(s)→Xt(s) = 1 − H[Xt(s)|Xt−1(s)]/H[Xt(s)] in Figure 2.
Here, the lagged ranks p and q were both set to one. Obviously, if we only used the past values of
x to predict xt, the predictability of the time series would be much lower than if we incorporated
both the past values of x and y. Therefore, we always obtained DXt−1(s),Yt−1(s)→Xt(s) ≥ DXt−1(s)→Xt(s).
Actually, DXt−1(s),Yt−1(s)→Xt(s) −DXt−1(s)→Xt(s) is just the normalized multiscale transfer entropy [5],
and its unique scale case Dxt−1,yt−1→xt −Dxt−1→xt is the normalized transfer entropy [24,33], from y
to x.

Figure 2. The values of D on multiple time scales s = 1, 2, · · · , 10. The parameter k for the k-means
clustering is 20. We compare DXt−1(s),Yt−1(s)→Xt(s) with DXt−1(s)→Xt(s) and find that DXt−1(s)→Xt(s) is
always smaller than DXt−1(s),Yt−1(s)→Xt(s) on each time scale. This indicates that the predictability of x
can be improved by incorporating the past values of y more than the past values of x alone. Therefore,
the past values of y contain information for predicting x, which coincides well with the equations of
the map.

Third, we studied the Lorenz system [34], which consists of three subsystems: dx/dt = σ(y − x),
dy/dt = x(r − z)− y, and dz/dt = xy − bz. Here, x, y, and z make up the system states, t time, and σ,
r, and b the parameters: σ = 10, r = 28, b = 8/3. We integrated these equations numerically, applying
a fourth-order Runge–Kutta method with the initial values of (0.1, 0, 0).

We used the Lorenz system to generate data of length T = 105. In Figure 3, we give the values of
normalized ED on multiple time scales s = 1, 2, · · · , 10. For s = 1, which corresponds to the original
time series x, y, and z, the degree of predictability of yt reached 0.88. This indicates that yt can be well
predicted by using the past values of x, y, and z. When the scale increased, the predictability of the
coarse-grained time series decreased, as the relationship among Yt(s), Xt−1(s), Yt−1(s) and Zt−1(s)
became weaker on large scales. We also compared DXt−1(s),Yt−1(s),Zt−1(s)→Yt(s) with DXt−1(s),Yt−1(s)→Yt(s),
DYt−1(s),Zt−1(s)→Yt(s), and DYt−1(s)→Yt(s). Here, the lagged ranks p, q, and l were all set to one. We found
that yt can be well predicted giving the past values of x and y. Interestingly, the past values of z
contributed much less to predicting y, although in the second equation of the Lorenz system, the change
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of y (dy/dt) is also explained by z. This can be explained as follows. In the x–y phase plane, x is closely
related to y in the “diagonal” direction, as shown in Figure 3. However, in the y–z phase plane, no
obvious relationship appears between y and z. Therefore, both the past values of x and y contribute to
predicting y, rather than z. To predict other variables like x and z, we obtained very similar results.

Figure 3. Upper left panel: A sample solution in the Lorenz system when σ = 10, r = 28, and b = 8/3,
with initial values (0.1, 0, 0). The data length is T = 105. Upper right panel: the values of D on multiple
time scales s = 1, 2, · · · , 10. The parameter k for the k-means clustering is 20. Lower left panel: the x–y
phase plane. Lower right panel: the y–z phase plane.

4. Financial Time Series Analysis

The emerging stock markets have been found to have memory with the past values [35]; thus,
the stock prices are not purely random. Past values can be used for the prediction of future stock
prices. In this section, we study the predictability of the stock data of Shanghai and Shenzhen stock
markets in China. We analyze the Shanghai Composite Index (SSE) and Shenzhen Composite Index
(SZSE), both including the trading price and trading volume. At time t, the data related to trading
price are given by xt, and the data related to trading volume are given by yt. Except the original data,
we also analyzed the logarithmic change of stock price (i.e., logarithmic return): log(xt)− log(xt−1),
the logarithmic change of trading volume: log(yt)− log(yt−1), the volatility (absolute return) of stock
price: |log(xt)− log(xt−1)|, and the volatility of trading volume: |log(yt)− log(yt−1)|, respectively.

4.1. Five-Minute High-Frequency Data Analysis

We first analyzed the predictability of five-minute high-frequency data of SSE and SZSE. The data
ranged from 3 March 2016 to 9 October 2018. In Figure 4, the left panels show the predictability of the
stock price, logarithmic return, and price volatility for SSE, respectively. The right panels show the
predictability of the stock price, logarithmic return, and price volatility for SZSE, respectively.
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Figure 4. The multiscale entropy difference (MED) for the five-minute high-frequency stock data
for the Shanghai and Shenzhen markets. Left panels show the results of the stock price (upper left),
logarithmic return (middle left), and price volatility (lower left) for the Shanghai Composite Index
(SSE), respectively. Right panels are those for the Shenzhen Composite Index (SZSE), respectively.
The data related to the trading price are given by X, and the data related to trading volume are given
by Y. X∗ and Y∗ represent the shuffled data.

For the original non-stationary stock prices, the predictability was very high on multiple time
scales (as shown on the left panels of Figure 4), with D larger than 0.8, in the presence of either Xt−1

alone or Xt−1&Yt−1. The reason is that we can just use Xt−1 as the predicted value of Xt. The prediction
error would be very small, because neighboring stock prices are very close. This explains why D was
so large, but such a prediction is meaningless for the arbitrage. What makes investors more interested
are the logarithmic return, which indicates the price going up or down, and the price volatility, which
is the indicator of risk.

On the middle panels of Figure 4, the logarithmic return is more likely to be predicted given the
past values of logarithmic return and the logarithmic change of trading volume than given the past
values of logarithmic return alone, that is DXt−1(s),Yt−1(s)→Xt−1(s) > DXt−1(s)→Xt−1(s). This indicates that
the trading volume contributes significantly to the prediction of the stock price. The close relationship
between the stock price and trading volume was also found in previous studies, e.g., [36]. We shuffled
the underlying data, represented by X∗ and Y∗. The predictability for the shuffled data became much
lower, because the shuffling process broke the memory among neighboring values for prediction,
although it retained the distribution of the data.
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We also show the results of price volatility on the lower panels of Figure 4. The degree of the
predictability became larger than that of the logarithmic return. There existed long-range persistent
correlations in the volatility series [37], so that the clustering of extreme volatilities emerged. A larger
volatility was more likely to be followed by a large volatility, and vice versa [38,39]. The clustering of
extreme volatilities made it possible to predict the volatility series from the neighboring past values.
We found that the trading volume volatility can also help to predict the price volatility. The price
volatility of SZSE was more likely to be inferred than SSE as D was larger. This is consistent with
the previous findings [40]. The Shanghai market was relatively more stochastic than the Shenzhen
market (i.e., the Shenzhen market was a little more structured and predictable). This reflects the fact
that the Shenzhen market consists of most of the medium- to small-sized companies in China; they
are relatively less stable than the large companies. Moreover, the predictability of the price volatility
increased when the scale s increased.

4.2. Daily Data Analysis

We next analyze the predictability of the daily data of SSE and SZSE. The SSE data ranged
from 19 December 1990 to 9 October 2018. The SZSE data ranged from 3 April 1991 to 8 October
2018. The correlations between Chinese stock markets and other major stock markets in the world
were rather low most of the time. This indicates the fact that Chinese stock markets are relatively
independent of the other stock markets, and therefore, we treated the Chinese stock market as an
isolated system here. The left panels of Figure 5 show the predictability of the stock price, logarithmic
return, and price volatility for SSE, respectively. The right panels show those for SZSE, respectively.

For the non-stationary daily stock prices, the predictability on the upper panels of Figure 5 is high,
but meaningless, in the presence of either Xt−1 alone or Xt−1&Yt−1. On the middle panels of Figure 5,
the daily logarithmic return is more likely to be predicted given the past values of the logarithmic
return and logarithmic change of trading volume than given the past values of the logarithmic return
alone: DXt−1(s),Yt−1(s)→Xt−1(s) > DXt−1(s)→Xt−1(s). However, the shuffled data showed a bit confusing
results, as DXt−1(s),Yt−1(s)→Xt−1(s) and DX∗

t−1(s),Y
∗
t−1(s)→X∗

t−1(s)
were very close to each other, especially

for the Shenzhen market.
We show the results of daily price volatility on the lower panels of Figure 5. The degree of the

predictability became larger than that of the daily logarithmic return. Moreover, the MED values
were much larger for the daily data than the five-minute data. This indicates that the daily data were
more deterministic and predictable than the high-frequency data. The Shanghai market and Shenzhen
market showed very similar results.

Our daily data results showed an average degree of predictability. However, they involved times
of both high and low volatilities, which implies a change in market behavior. During the times of high
volatility (e.g., the 2008 world economic crisis), we found that the degree of predictability increased;
while during the times of low volatility, the degree of predictability was much lower. This coincides
well with previous studies [40] that the economic crisis can reduce the complexity of stock time series,
making the volatility easier to predict.

To be noted, the reasons why we considered only one lag for each variable were two-fold:
(i) Suppose that the sampling frequency of the original time series is f . In the multiscale analysis,
the coarse-graining process, like a low-pass filter, can down sample the time series to f /s. Therefore,
for the five-minute high-frequency data, although we used one lag for each variable, we still considered
long-distance connections, which were much larger than five minutes. (ii) For most cases, we found
that the low-frequency daily data could be approximated by one-order Markov processes. This means
that major information could be be exposed by the current daily price and trading volume. Further,
past daily data contributed little to predicting the market behavior of the following day, in the presence
of the current data.
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Figure 5. The MED for the daily stock data in the Shanghai and Shenzhen markets. Left panels show
the results of the stock price (upper left), logarithmic return (middle left), and price volatility (lower
left) for SSE, respectively. Right panels are those for SZSE, respectively. The data related to trading
price are given by X, and the data related to trading volume are given by Y. X∗ and Y∗ represent the
shuffled data.

5. Conclusions

In this paper, we introduced a new information-theoretic tool of MED to evaluate the degree of
predictability for financial time series. The MED quantifies the contributions of the past values by
reducing the uncertainty of the forthcoming values in time series on multiple time scales. For the
isolated system, only the past values of the time series alone can be used. However, for the open
systems, the past values of the time series and the past values of other time series (which have a close
relationship with the underlying time series) can both be utilized. We performed several simulations
based on the method, including the logistic map, the Hénon map, and the Lorenz system. All these
simulations verified the accuracy and the robustness of our new method. We finally applied the MED
method to the analysis of Chinese stock markets. The analysis on the five-minute high-frequency data
and daily data of SSE and SZSE revealed that: (i) the logarithmic return had a lower possibility of
being predicted than the price volatility; (ii) the trading volume volatility contributed significantly to
the prediction of the stock price volatility on multiple time scales; (iii) the daily data were found to
have a larger possibility of being predicted than the five-minute high-frequency data.
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We note that our new evaluation methods of predictability were based on the assumption of
the generalized Markov processes of the underlying time series. However, there still exist many
other predicting methods that do not follow such a rule. For example, the k-nearest neighbors (KNN)
prediction method [41] and the recurrence quantification analysis (RQA) tool [42] trace out more
long-distance past values, so as to match them with the current states. In such a case, our methods
would not be applicable any more.
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Abstract: In this paper, a new method of biometric characterization of heart sounds based on
multimodal multiscale dispersion entropy is proposed. Firstly, the heart sound is periodically
segmented, and then each single-cycle heart sound is decomposed into a group of intrinsic mode
functions (IMFs) by improved complete ensemble empirical mode decomposition with adaptive noise
(ICEEMDAN). These IMFs are then segmented to a series of frames, which is used to calculate the
refine composite multiscale dispersion entropy (RCMDE) as the characteristic representation of heart
sound. In the simulation experiments I, carried out on the open heart sounds database Michigan,
Washington and Littman, the feature representation method was combined with the heart sound
segmentation method based on logistic regression (LR) and hidden semi-Markov models (HSMM),
and feature selection was performed through the Fisher ratio (FR). Finally, the Euclidean distance
(ED) and the close principle are used for matching and identification, and the recognition accuracy
rate was 96.08%. To improve the practical application value of this method, the proposed method
was applied to 80 heart sounds database constructed by 40 volunteer heart sounds to discuss the
effect of single-cycle heart sounds with different starting positions on performance in experiment
II. The experimental results show that the single-cycle heart sound with the starting position of the
start of the first heart sound (S1) has the highest recognition rate of 97.5%. In summary, the proposed
method is effective for heart sound biometric recognition.

Keywords: heart sound; ICEEMDAN; RCMDE; Fisher ratio; biometric characterization

1. Introduction

Heart sound is a complex, non-stationary and quasi-periodic signal that is consisted of multiple
heartbeats or cardiac cycles, which mainly contain components such as the first heart sound S1,
the second heart sound S2, systolic murmur and diastolic murmur. Heart sound originates from the
opening and closing of the heart valve and the turbulence of blood, which contains physiological
information, such as atria, ventricles, major vessels, cardiovascular vessels and functional status
of various valves, and could reflect mechanical activity and structure status of heart. As the
biometric characteristics, the biggest advantage of heart sound is universality, stability, uniqueness and
collectability [1]. So far, there have been studies that have verified the feasibility of heart sound signals
for biometric identification. The heart sound signal as an option for biometric identification was first
introduced by Beritelli and Spadaccini [2]. Their method needs to locate and describe S1 and S2, then
chirp-z transform (CZT) is performed to obtain the feature set, and finally, Euclidean distance (ED) is
used as classifier. In another study, Phua et al. [3] introduced linear frequency band cepstrum (LFBC) for
heart sound feature extraction and used two classifiers of vector quantization (VQ) and Gaussian mixture
model (GMM) for classification and recognition. Beritelli and Spadaccini [4] continued improving the
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performance of phonocardiogram (PCG), building a human recognition system based on 13 MFCC
extracted from S1 and S2 for feature extraction and First-to-Second ratio distance (FSR), achieving an
equal error rate (EER) of 9% on 50 different people. Beritelli et al. [5] discussed that increasing the test
set from 50 to 80 did not give a negative impact on EER. Fatemian et al. [6] Proposed a PCG signal
identification and verification system. The system is based on wavelet preprocessing, feature extraction
using short-time Fourier transform (STFT), feature dimension reduction using linear discriminant
analysis (LDA) and majority voting using Euclidean distance for classification. Tran et al. [7] Used
eight feature sets such as temporal shape, spectral shape, Mel-frequency cepstral coefficients (MFCC),
linear frequency cepstral coefficients (LFCC), harmonic feature, rhythmic feature, cardiac feature,
GMM-super vector as heart sound biometric recognition features, using two feature selection techniques
and using support vector machine (SVM) for 52 users Classification recognition. Cheng et al. [8]
introduced a human feature extraction method based on an improved circular convolution (ICC) slicing
algorithm combined with independent subband function (ISF). The technology uses two recognition
steps to obtain different human heart sound characteristics to ensure validity, and then uses similar
distances for human heart sound pattern matching. Chen et al. [9] proposed a biometric recognition
system based on heart sounds. The system uses wavelet for noise reduction, MFCC for feature
extraction and Principal component analysis (PCA) for feature dimension reduction. Zhong et al. [10]
proposed a biometric method based on cepstrum coefficients combined with GMM. These cepstrum
coefficients are MFCC and LPCC, which are applied to 100 heart sounds of 50 people to test the
algorithm. Zhao et al. [11] proposed a heart sound system based on marginal spectrum analysis and the
classifier is based on VQ. Babiker et al. [12] present the design of a system for access control using a heart
sound biometric signature based on energy percentage in each wavelet coefficients and MFCC feature.
Db5 wavelet decomposition is used for noise reduction and ED is used for classification. The results
show that the MFCC feature has better performance than the wavelet coefficient energy percentage.
Akhter et al. [13] explored the possibility of using heart rate variability (HRV) in biometrics. They
designed hardware and software for data collection. They also developed software for HRV analysis
in Matlab, which uses various HRV Analysis techniques (such as statistics, spectrum, geometry, etc.)
generate 101 HRV parameters (features), and use five different wrapper algorithms for feature selection,
and obtain 10 reliable features from the 101 parameters, and finally use K Nearest Neighbor (KNN)
classifies objects. The above introduces the common methods of heart sound biometrics. It can be found
that the information entropy theory has not been applied in this field. At the same time, the information
entropy theory has shown good results in the biological recognition of electrocardiogram (ECG) and
electroencephalogram (EEG) signals [14–16]. In this paper, for the first time, multiscale entropy theory
is introduced for the study of heart sound biometrics.

Ensemble empirical mode decomposition (EEMD) is a widely-used tool for the analysis of
biomedical signals. It was proposed to overcome the deficiencies of ending effects and mode mixing in
non-stationary signal decomposition when applying Empirical mode decomposition (EMD) to the
time series. Recently, a new signal decomposition method based on the EEMD is presented, named
as improved complete ensemble empirical mode decomposition with adaptive noise (ICEEMDAN),
which provides a better spectral separation of the modes and a lesser number of sifting iterations is
needed, reducing the computational cost. In this paper, ICEEMDAN is employed for heart sound signal
decomposition to extract effective intrinsic mode functions (IMFs). To quantify the feature information
of IMFs extracted from heart sound signals, dispersion entropy (DE), a new measure of uncertainty or
irregularity, is introduced. The method tackles sample entropy (SE) and permutation entropy (PE)
limitation. As a result of the relevance and the possible usefulness of DE in several signal analyses, it is
important to understand the behavior of the technique for various kinds of classical signal concepts
such as amplitude, frequency, noise power and signal bandwidth. In addition, the coarse-graining
process is introduced to improve DE performance in estimating the complexity at the multiple time
scales data, which is named as multiscale dispersion entropy (MDE). Recently, the refined composite

54



Entropy 2020, 22, 238

MDE (RCMDE) is proposed to improve the computing speed and stability, which is more applicable to
process the short and noisy signals in biomedical applications.

To avoid the error, the testing data should be consistent with the length of the corresponding
training data. Furthermore, the heart sound signal has pseudo-periodicity, and each cardiac cycle
contains the dynamic acoustic characteristics of the heart structure. The cardiac cycle is different for
each individual, which also reflects physiological characteristics between individuals. Therefore, this
work takes single-cycle heart sound as the input of the proposed method, and RCMDE is combined
with ICEEMDAN to quantify the important biometric information of the individual contained in every
cardiac cycle. For the heart sound signal more than one cycle, it is firstly periodically segmented,
and then the single cycle of heart sounds is decomposed into a group of IMFs by ICEEMDAN. These
IMFs are then segmented to a series of frames, which is used to calculate the RCMDE as a characteristic
representation of the heart sound. In addition, feature selection was performed to remove redundant
features through the Fisher ratio (FR), and then ED is used to metric and match the features, and finally
forming a new method based on ICEMDAN-RCMDE-FR-ED. At the same time, it can be considered
that ICEEMDAN-RCMDE-FR has generated a kind of biometric characterization of heart sounds,
which is named as the multimodal multiscale dispersion entropy. The feature generation flowchart of
the multimodal multiscale dispersion entropy is as Figure 1.

Figure 1. The feature generation flowchart of the multimodal multiscale dispersion entropy.

2. Materials and Methods

2.1. Mathematical Model of Heart Sound

In heart sound biometric recognition, heart sound is a non-stationary and quasi-periodic signal
due to the rhythmicity of the heartbeat. Although the waveform of each cardiac cycle of heart sound
has slight differences in time and magnitude, heart sound can be approximated to the periodic signals
in the mathematics model. At the same time, since each cardiac cycle of heart sound contains four
main components, including the first heart sound S1, the second heart sound S2, systolic murmur and
diastolic murmur, cardiac cycles of heart sound are considered as the main objective of the biometric.
The mathematical model of heart sound can be described as follows:⎧⎪⎪⎪⎨⎪⎪⎪⎩ x(i) =

N∑
n=0

xT(i− nL)

xT(i) = S1(i) + Sysmur(i) + S2(i) + Diasmur(i)
(1)

In the first step of Formula (1), xT(i), i = 1, 2, . . . , L, represents any period in the heart sound,
the length of heart sound is L = T ∗ Fs, where T represents the cardiac cycle, Fs represents the sampling
frequency; x(i), i = 1, 2, . . . , N ∗ L, represents a heart sound signal containing N cardiac cycles. In the
second step of Formula (1), S1(i) represents the first heart sound S1, Sysmur(i) represents the systolic
murmur, S2(i) represents the second heart sound S2 and Diasmur(i) represents the diastolic murmur.
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2.2. ICEEMDAN Method

Empirical Mode Decomposition (EMD) is an adaptive method for analyzing non-stationary signals
originating from nonlinear systems. It decomposes the original signal into the sum of the intrinsic
mode functions (IMFs), which can be described as follows [17]:

(1) Set k = 0 and find all extremums of r0 = x.
(2) Interpolate between the minimum value (the maximum value) of rk to obtain the lower (upper)

envelope emin (emax).
(3) Calculate the average envelope: me = (emin + emax)/2.
(4) Calculate the candidate IMF: dk+1= rk−me.

(5) Is dk+1 an IMF? Yes, save d_(k+1), calculate the residual rk+1= x− k∑
i=1

di, make k = k + 1, and put

rk as input data in step (2). No, dk+1 is taken as input data in step (2).
(6) Continue to cycle until the final residual rk meets some predefined stopping criteria.

The improved complete ensemble empirical mode decomposition with the adaptive noise
(ICEEMDAN) method has been proved to be suitable for the processing of biomedical signals.
The algorithm not only overcomes the mode mixing problem of EMD but also eliminates the spurious
mode in CEEMDAN. Let Ek(·) denote the operator of the kth modal obtained by EMD, ω(i) denotes
the realization of white noise with zero mean and unit variance and M(·) denotes the operator
for calculating the local mean of the signal. The realization steps of ICEEMDAN algorithm are as
follows [18,19]:

(1) Calculate the local mean of the signal by I-times realization of EMD: r2 = r1 + β1E2(ω(i)), get the

first residual r1 =
〈
M(x(i))

〉
, where 〈·〉 represents the average operator.

(2) The first modal is calculated from the residual r1 obtained in the step (1): d̃1 = x− r1.

(3) The second residual is calculated by x(i) = x + β0E1(ω(i)), and defines the second mode:

d̃1 = r1 − r2 = r1 −
〈
M(r1 + β1E2(ω(i)))

〉
.

(4) For k = 3, 4, . . . , K, calculate the kth residual: rk =
〈
M(rk−1 + βk−1Ek(ω

(i)))
〉
.

(5) Calculate the kth modal: d̃k = rk−1 − rk.
(6) Go to the next k of step (4) until all modes are obtained.

The constant βk−1 is selected to adjust the signal-to-noise ratio (SNR) between the residual and the
added noise. For k = 1, β0 = ε0std(x)/std(E1(ω(i))), where std(·) represents the standard deviation, ε0

is the reciprocal of the required SNR between the input signal x and the first added noise. For k ≥ 2,
βk = ε0std(rk).

2.3. RCMDE Method

Multiscale dispersion entropy (MDE) is a combination of coarse-grained and dispersion entropy,
and the refine composite multiscale dispersion entropy (RCMDE) improves MDE in that the different
starting time of the coarse-grained time series corresponding to the different scale factors τ is adopted.
Based on multiscale techniques, the main steps for calculating RCMDE are as follows [20–22]:

(1) The first is to construct a continuous coarse-grained time series. For a univariate signal

x(i)(i = 1, 2, . . . , N), Its J-th coarse-grained time series x(τ)J =
{
x(τ)J,1 , x(τ)J,2 , . . .

}
can be showed as follows:

x(τ)J, j =
1
τ

jτ+J−1∑
i=( j−1)τ+J

xi, 1 ≤ j ≤ N, 1 ≤ J ≤ τ (2)

where τ is the scale factor, and the original time series x is scaled by controlling the value of τ.
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(2) Map x(τ)J, j into y(τ)J, j with the normal cumulative distribution function:

y(τ)J, j =
1

σ
√

2π

x(τ)J, j∫
−∞

e
−(τ−μ2)

2σ2 dt (3)

where σ and μ represent the standard deviation and mean of x(τ)J, j , respectively.

(3) Assign each y(τ)J, j to an integer from Label 1 to c using a linear algorithm. The mapped signal
can be defined as follows:

z(τ,c)J, j = round(c · y(τ)J, j + 0.5) (4)

(4) Define embedding vector z(τ,c,m)
J, j with embedding dimension m and time delay d as:

z(τ,c,m)
J, j =

{
zc

J, j, zc
J, j+d, . . . , zc

J, j+(m−1)d

}
(5)

Each time series z(τ,c,m)
J, j is mapped to a dispersion pattern πv0v1...vm−1 , where:

z(τ,c)J, j = v0, z(τ,c)J, j+d = v1, . . . , z(τ,c)
J, j+(m−1)d

= vm−1

(5) For each dispersion pattern, the relative frequency can be obtained as:

p(πv0v1...vm−1) =
Number

{
j
∣∣∣∣ j ≤ N − (m− 1)d, z(τ,c,m)

J, j has_type_v0v1 . . . vm−1

}
N − (m− 1)d

(6)

where p(πv0v1...vm−1) represent the number of dispersion pattern which is assigned to z(τ,c,m)
J, j divided by

the total number of embedding signals with embedding dimension m.
(6) Based on Shannon’s definition of entropy, multiscale dispersion entropy with embedding

dimension m, time delay d, and the number of classes c can be defined as:

RCMDE(x, m, c, d, τ) = −
cm∑
π=1

p(πv0v1...vm−1)Inp(πv0v1...vm−1) (7)

2.4. Feature Selection

Fisher Ratio (FR) is proposed on the basis of Fisher criterion. It is used to measure the classification
and recognition ability of features and has been successfully used by Pruzansky and Mathews in the
research of speech recognition [23]. In this paper, the Fisher ratio is used to select the optimal features
and the steps are as follows:

(1) Calculate the inter-class dispersion σbetween, which is used to measure the degree of dispersion
of the r-dimensional feature parameters between the heart sound signals of various categories. The
calculation formula is:

σbetween =
M∑

i=1

(μ
(i)
r − μr)

2
(8)

where M represents the total number of heart sound samples, μ(i)r is the mean value of the r-dimensional
feature parameters of the i-th type heart sound signal, and μr is the mean value of the r-dimensional
feature parameters in all heart sound signals.

(2) Calculate the intra-class dispersion σwithin, which is used to measure the degree of dispersion in
the r-dimensional feature parameters of a certain type of heart sound signal. The calculation formula is:
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σwithin =
M∑

i=1

[
1
ni

ni∑
j=1

(x( j)
r − μ(i)r )

2
] (9)

where ni is the number of heart sound samples of the i-th type heart sound signal, x( j)
r is the r-dimensional

feature parameter of the j-th heart sound sample of the i-th heart sound signal.
(3) To calculate the Fisher ratio, the calculation formula is:

Fr =
σbetween
σwithin

(10)

where Fr is the Fisher ratio of the r-dimensional characteristic parameter.
(4) Sort the Fisher ratio of each dimension feature parameter in descending order:

F1, F2, . . . , FR → Fr1 > Fr2 > . . . > FrR (11)

where ri ∈ {1, 2, . . . , R}, i = 1, 2, . . . , R, R is the dimension of the characteristic parameter.
(5) The larger the Fisher ratio, the stronger the classification and recognition ability of the feature

parameter of the dimension. According to this principle, the top Nr dimensional feature parameters
ranked first in (4) is selected as the optimal features.

2.5. Matching Recognition

This paper adopts the Euclidean distance (ED) and the close principle to realize the pattern
recognition of the user’s heart sound. The idea of the algorithm is as follows: when the data and
labels in the training set are known, compare the one-dimensional feature vector of the test data with
the corresponding feature vector in the training set to find the one-dimensional feature vector most
similar to it in the training set, then the category corresponding to the test feature vector is the category
corresponding to the training feature vector. The algorithm steps are:

(1) Calculate the distance between the test data and each training data;
For the feature vector v of the test data and the feature vector vA of the A-th training data in the

heart sound database, the Euclidean distance dA in the D dimension Euclidean space is calculated
as follows:

dA =

√√√ D∑
i=1

(v(i) − vA(i))
2 (12)

where A = 1, 2, . . . , C, C is the number of training data, and D is the dimension of the feature vector.
(2) Sort in increasing order of distance:

d1, d2, . . . , dC → dx1 > dx2 > . . . > dxC (13)

where xi ∈ {1, 2, . . . , C}, i = 1, 2, . . . , C.
(3) According to the selection principle, the closer the distance, the higher the degree of matching

between the two data. The category corresponding to the closest feature vector vx1 is selected as the
prediction classification of the test data.

2.6. Evaluation Methods

This paper uses the following three indicators to evaluate the proposed algorithm [24]:
(1) Average test accuracy: The CRR obtained by averaging the CRR of J experiments was used

as the final experimental result, as shown in Equation (9). Considering the calculation amount and
accuracy comprehensively, J = 200 is taken in the following experiment of parameter selection and
algorithm comparison.
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⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
CRR( j) = Number_o f _correctly_identi f ied_subjects_in_trial_ j

Total_number_o f _subjects

CRR = 1
J

J∑
j=1

CRR( j)
(14)

(2) Kappa coefficient: Kappa coefficient is an index to measure the accuracy of multi-classification.
Its calculation formula is as follows:

Kappa =
p0 − pe

1− pe
(15)

Among them, p0 is the sum of the number of correctly classified samples of each class divided by
the total number of samples, which is the overall classification accuracy. Suppose the number of true
samples in each class is a1, a2, . . . , ac, and the number of predicted samples in each class is b1, b2, . . . , bc,
and the total number of samples is num.

pe =
a1b1 + a2b2 + . . .+ acbc

num · num
(16)

The kappa coefficient is usually between 0 and 1 and can be divided into five groups to represent
different levels of classification accuracy: 0.0 to 0.20 extremely low classification accuracy, 0.21 to
0.40 general classification accuracy, 0.41 to 0.60 high classification accuracy, 0.61–0.80 very high
classification accuracy and 0.81–1 extremely high classification accuracy.

(3) t-test: t-test uses the t-distribution theory to infer the probability of a difference occurring,
thereby comparing whether the difference between the two averages is significant. This paper is
repeatedly training/testing by randomly dividing the training set/test set multiple times, therefore this
will get multiple test accuracy rates. Therefore, the t test can be used to verify whether the CRR200

selected in this paper can be used as generalization Accuracy. Assuming the generalization accuracy
μ0 = CRR200, we get n test accuracy rates, CRR(i), i = 1, 2, . . . , n, then the average test accuracy μ and
variance σ2 are:

μ =
1
n

n∑
i=1

CRR(i) (17)

σ2 =
1

n− 1

n∑
i=1

(CRR(i) − μ)2 (18)

Considering that the accuracy of these n tests can be regarded as independent sampling of the

generalization accuracy μ0, then the variable t =
√

n(μ−μ0)
σ follows a t-distribution with n−1 degrees of

freedom. This paper uses the following t-test steps:
(1) First establish hypotheses and determine the test level α:
H0 : μ = μ0 (zero hypothesis), H1 : μ � μ0 (alternative hypothesis), using bilateral hypothesis, α

commonly used values are 0.05 and 0.1, the test level is α = 0.05 in this paper.

(2) Calculate the test statistics: t =
√

n(μ−μ0)
σ .

(3) Check the corresponding critical value table to determine the critical value t(α,n) and conclude:
If the value of t is within the critical value range [−t(α,n), t(α,n)], you cannot reject the assumption that
H0 : μ = μ0, you can think that the generalization accuracy is μ, the degree of confidence is 1 − α;
otherwise, the hypothesis can be rejected, that is, under this significance degree, the generalization
accuracy μ0 can be considered to be significantly different from the average test accuracy μ.

3. Results and Discussion

3.1. Data Sources

To verify the effectiveness of the proposed method, the open databases of heart sound recordings
and the heart sound database built by our research group are both analyzed. The open database
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used in this paper consists of 72 heart sounds from the three open heart sound databases Michigan,
Washington and Littman, including 18 normal heart sounds and 54 abnormal heart sounds. Among
them, 23 cases and 16 heart sounds were obtained from the Michigan and Washington heart sound
database, and 33 heart sounds were selected from 3M’s Littman heart sound database, because 3 heart
sounds that did not meet the experimental conditions (i.e., not satisfied should contain at least two
cardiac cycles) was abandoned. For the Michigan and Washington heart sound databases [25,26],
the sampling frequency is 44.1 kHz, and the acquisition time is about 60 s, respectively including 23
and 16 heart sounds. For the Littman heart sound database [27], the sampling frequency is 11.025 kHz,
and the acquisition time is about 3 s. The heart sound database built by our research group consisted
of 80 cases of heart sound recordings from college student and teacher volunteers, which are collected
by using the Ω shoulder-belt wireless heart sound sensor self-developed by our research group (patent
number: 201310454575.6) with sampling frequency of 11,025 Hz. Every volunteer is recorded twice at
least one-hour intervals, and every time keep approximately 5 s by properly contacting it with the skin
of the front chest wall of the subject, as shown in Figure 2. The heart sound recording is from the apex
located slightly inside the midline of the left intercostal bone of the fifth intercostal space obtained
from the valve area. In addition, the heart sound recordings obtained from the subjects are collected in
their calm state, and the recorded heart sound recordings are stored in a .wav format.

 

(a) (b) 

Figure 2. Heart sound database collected by our group: (a) Ω shoulder-belt wireless heart sound
sensor; (b) The processing of collecting heart sound.

3.2. Feature Extraction and Recognition

3.2.1. Pretreatment

The original signal is first preprocessed before performing feature extraction and matching
recognition. The preprocessing module includes set the labels for heart sounds, downsampling,
denoising, and cycle segmentation. Firstly, the 72 heart sound recordings of the three open heart sound
databases are set the labels of 1–72 separately to distinguish the individual corresponding to each heart
sound. Then the downsampling frequency is set to 2000 Hz, and the background noise when collecting
heart sounds is eliminated by using the wavelet packet multi-threshold denoising method. Wavelet
packet multi-threshold denoising is through setting a certain threshold value for each layer of wavelet
packet coefficients to quantify and analyze each wavelet coefficient, retain useful data and eliminate
unnecessary data. Different wavelets may cause different denoising effects, therefore, Biorthogonal HS
wavelets developed for heart sound signals [28] is used here to filter in this work. The specific process
is as follows:

(1) Performing four-layer HS wavelet packet transform on the noisy signal, and obtain a set of
wavelet packet coefficients wpti, i = 1, 2, . . . , 16;

(2) To quantify the threshold of wpti separately by selecting the Heursure function, and use the
threshold to remove the useless data in wpti;

(3) To perform discrete wavelet reconstruction by using the denoised coefficient wpti, and the
reconstructed signal is the denoised signal.
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3.2.2. Periodic Segmentation

Since the proposed feature extraction method is based on single-period heart sounds, the logical
regression (LR) and hidden semi-Markov model (HSMM) heart sound segmentation method proposed
by Springer et al. is used in this work, which has proven in the 2016 PhysioNet/CinC Challenge to
accurately segment heart sounds in noisy real heart sound recordings with good performance [29–31].
In this paper, the heart sound segmentation method is firstly used to assign four states such as S1
(the first heart sound), systole, S2 (the second heart sound) and diastole for the preprocessed heart
sound recordings. The time point of the first jump from the initial state of the current heart sound
recording to the next state is used as the initial split point. The following four situations may be
obtained: (1) a series of cardiac cycles segmented from the beginning of S1 to the beginning of the next
S1 of the current heart sound recording; (2) a series of cardiac cycles segmented from the beginning
of the systole to the beginning of the next systole of the current heart sound recording; (3) a series of
cardiac cycles segmented from the beginning of S2 to the beginning of the next S2 of the current heart
sound recording; (4) a series of cardiac cycles segmented from the beginning of the diastole to the
beginning of the next diastole of the current heart sound recording. The schematic diagram of the
heart sound cycle segmentation corresponding to these four cases is shown in Figure 3.

Figure 3. Four methods of heart sound cycle segmentation. (a) A series of cardiac cycles segmented
from the beginning of S1 to the beginning of the next S1 of the current heart sound recording; (b) a
series of cardiac cycles segmented from the beginning of the systole to the beginning of the next systole
of the current heart sound recording; (c) a series of cardiac cycles segmented from the beginning of
S2 to the beginning of the next S2 of the current heart sound recording; (d) a series of cardiac cycles
segmented from the beginning of the diastole to the beginning of the next diastole of the current heart
sound recording.

By the above segmentation method, 72 heart sound recordings in the open heart sound databases
are divided into 2005 single-cycle heart sounds, where each heart sound recording is divided into
2–101 single-cycle heart sounds according to their length. In each of the following experiments,
a single-period heart sound was randomly selected from the single-cycle heart sounds from the same
heart sound recording as a test data, so that the test data contained 72 single-period heart sounds from
different individuals, and the remaining 1933 single-cycle heart sounds were used as training data.

3.2.3. Framing and Windowing

Similar to the speech signal, heart sound is also a non-stationary and time-varying signal. Therefore,
the heart sound signal is divided into a set of frames to analyze its characteristic parameters. For each
frame, the length of the frame is called the frame length. The standard speech frame length is 20 ms
to 25 ms, which is not suitable for heart sounds due to its pseudo-periodicity. Reference [32] thinks
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that the frame length of heart sounds should be longer than 20–25 ms, and it is best when the frame
length equals to 256 ms. In this paper, the frame length of the heart sound should be related to the
cardiac cycle, and frame lengths should be set different values according to the cardiac cycle. Further,
the distance from the start of the frame to the start of the subsequent frame is called the frameshift.
To smoothly change the feature parameters, a part of the overlap between adjacent frames is often
provided in the case of framing. To prevent spectrum leakage, windowing is usually performed for
each frame of heart sounds, usually a Hanning window or a Hamming window.

The single-cycle heart sound obtained after preprocessing and period segmentation is framed by
overlap windowing, and then the RCMDE features of each frame are calculated. Then, the RCMDE
features of each frame of the single-cycle heart sound are combined into a one-dimensional feature
vector. When calculating RCMDE, four important parameters in RCMDE that may have a greater
impact on the results, namely scale factor τ, categories c, embedding dimension r and delay time τ.
In this experiment, a large number of experiments show when the scaling factor τ = 20, the categories
c = 3, the embedding dimension m = 2 and the delay time d = 1, the algorithm performance is the best.
In Figure 4a, the RCMDE characteristics of two different single-cycle heart sounds of the same person
after windowing and framing are compared. As can be seen from the figure, all feature points of the
two single-cycle heart sounds are distributed near the 45◦ line. It shows that the two single-cycle heart
sounds are close in their corresponding eigenvalues, and they are relatively matched. In Figure 4b,
the RCMDE characteristics of two single-cycle heart sounds of different people after windowing and
framing are compared. It can be seen that the two single-cycle heart sounds have more feature points
distributed farther from the 45◦ line, which indicates that the two single-cycle heart sounds have
relatively large differences in corresponding feature values, and are not well matched. In Figure 4,
the frame length is taken as T/4, the frameshift is taken as T/8 and the Hanning window is used.

 
(a) (b) 

Figure 4. Comparison of refine composite multiscale dispersion entropy (RCMDE) characteristics of
single-cycle heart sounds after windowing and framing: (a) Comparison of RCMDE characteristics of
two single-cycle heart sounds of the same person; (b) comparison of RCMDE characteristics of two
single-cycle heart sounds of different persons.

From the above analysis, it can be known that the RCMDE feature of single-cycle heart sounds
after windowing and framing is feasible for the identification of different individuals. The effect of
setting different frame lengths and frameshifts on the performance of the algorithm based on the
cardiac cycle is discussed below. Here, adopting the control variable method, the above-mentioned
parameters remain unchanged. It is discussed that the frame length takes win = T/i (i = 1, 2, . . . , 20)
respectively in the condition of no frame overlap, and the corresponding CRR is as shown in the left
half of Table 1. The result shows that the optimum frame length is T/4. Then, it is discussed that when
the frame length takes T/4 unchanged, the frameshift takes inc =win/i (i = 1, 2, . . . , 10) respectively,
and the corresponding CRR is as shown in the right half of Table 1. The result shows that when the
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frameshift is win/5, the best performance is achieved, and adding the frame overlap latter has not
improved CRR.

Table 1. Comparison of the recognition performance of setting different frame length and frameshift
based on the cardiac cycle on the three open heart sound databases.

Heart Sound
Database

Including 2005 Single-Cycle Heart Sounds from the Open Database Michigan,
Washington, and Littman

Algorithm RCMDE-ED

win (inc = win) CRR inc (win = T/4) CRR

T 45.16% win 84.55%
T/2 78.71% win/2 84.82%
T/3 82.52% win/3 88.88%
T/4 84.55% win/4 87.11%
T/5 81.09% win/5 90.08%
T/6 82.83% win/6 88.68%
T/7 81.56% win/7 88.20%
T/8 76.77% win/8 88.64%
T/9 75.13% win/9 89.66%
T/10 65.40% win/10 89.47%

3.2.4. ICEEMDAN-RCMDE-FR-ED Algorithm

To achieve a higher CRR, the ICEMDAN algorithm is used to decompose the training/test cycles
into a group of IMFs, and then the hamming window with the window size of T/4 and the window
shifting of T/20 is used to frame these IMFs. The training/test IMFs are segmented separately, and each
of the obtained heart frames is subjected to RCMDE calculations. The result is sent to the ED algorithm,
and the obtained CRR is shown in Table 2. Here, the parameters of the ICEEMDAN algorithm are
selected as follows, the noise standard deviation is Nstd = 0.2, the number of EMD implementations is
NR = 100, the maximum number of screening iterations allowed is MaxIter = 5000, and the SNRFlag
= 1 indicates that the signal-to-noise ratio (SNR) is incremental with EMD implementation. Since
ICEEMDAN is an adaptive decomposition algorithm, the number of modals obtained from different
heart sound cycles may be different. For comparison, only the least number of IMFs obtained by the
ICEEMDAN from the heart sound database is shown here.

Table 2. Comparison of the recognition performance of taking different intrinsic mode functions (IMFs)
as the input of the algorithm on the three open heart sound databases.

Heart Sound
Database

Including 2005 Single-Cycle Heart Sounds from the Open Database Michigan,
Washington, and Littman

Algorithm ICEEMDAN-RCMDE-ED

Input CRR Input CRR

IMF 1 90.04% IMF 5 41.08%
IMF 2 88.96% IMF 6 24.28%
IMF 3 82.68% IMF 7 14.94%

IMF 4 59.58% IMF 8 12.15%

It is found through experiments that the first three IMFs of the heart sound cycle, respectively
used as the algorithm input, can obtain a higher CRR compared with the others. It shows that the first
three IMFs not only contain the majority of the information in the heart sound cycle but also dig deep
the information in the entire heart sound cycle, which is expressed in a more detailed way. Therefore,
adding the features from the above three IMFs to one feature vector as a new heart sound feature is
considered. The original heart sound feature representation is shown in Figure 5a. The new heart
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sound feature representation is shown in Figure 5b. The red dot in the figure represents the single-cycle
feature as the training, and the green dot represents the single-cycle feature as the testing. Since the
single-cycle heart sounds as the training is much more than the single-cycle heart sounds as the testing,
it is shown in the figure below that the green dot is wrapped by the red dot.

(a) 

(b) 

Figure 5. The feature characterization based on the different algorithms (a) the feature characterization
based RCMDE; (b) the new feature characterization based on the combination of improved complete
ensemble empirical mode decomposition with adaptive noise (ICEEMDAN) and RCMDE.

It can be found from Figure 5 that the merged features have twice as many feature dimensions
as the original features and have great redundancy. Therefore, the Fisher ratio (FR) is used for
feature selection. After the features are ranked according to the Fisher ratio, the features are selected.
The first Nr feature dimensions are used as new heart sound features. After experimental verification,
when Nr = 300, the recognition performance is optimal. The CRR200 and Kappa coefficients of
respectively using the original heart sound feature and the new heart sound feature with ED and the
close principle are shown in Table 3.

Table 3. Comparison of the recognition performance of RCMDE and ICEEMDAN-RCMDE-Fisher ratio
(FR) algorithms on the three open heart sound databases.

Heart Sound Database
Including 2005 Single-Cycle Heart Sounds from the Open Database Michigan,

Washington, and Littman

Feature Extraction Numbers of Feature CRR Kappa Coefficients

RCMDE 320 90.08% 0.8994
ICEEMDAN-RCMDE-FR 300 96.08% 0.9602
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It can be seen from Table 3 that the CRR200 and Kappa coefficients on the three public heart sound
databases obtained from the feature extraction method based on ICEEMDAN-RCMDE-FR are higher
than the feature extraction method based on RCMDE, and can achieve an average recognition rate of
96.08%. The Kappa coefficient is between 0.8 and 1, which indicates that the classification accuracy is
extremely high. The following t-test is used to verify whether CRR200 = 96.08% obtained in the above
table can be regarded as the generalization accuracy. Here, n random experiments are performed,
where n = 10, 20, 30, 50, 100, 200, 300, 400, 500, 600, respectively, the average test accuracy μ and
standard deviation σ corresponding to n experiments are shown in the left half of Table 4. Here it is
assumed that the generalization accuracy μ0 = CRR600, the test level α is 0.05 and then the t value of n
experiments is obtained according to the t-test steps in Section 2.6, and the corresponding critical value
range is also given.

Table 4. Comparison of average test accuracy μ, standard deviation σ and t value corresponding to n
random trials.

n Random
Trials

The Average Test
Accuracy μ

Standard
Deviation σ

t Value
The Critical Value

Range [−t(α,n),t(α,n)]

The Degree of
Confidence

1−α
n = 10 0.9681 0.0147 1.570 [−2.262, 2.262] 0.95
n = 20 0.9653 0.0146 1.378 [−2.093, 2.093] 0.95
n = 30 0.9634 0.0144 0.989 [−2.045, 2.045] 0.95
n = 50 0.9639 0.0161 1.362 [−2.010, 2.010] 0.95
n = 100 0.9603 0.0162 −0.309 [−1.984, 1.984] 0.95
n = 200 0.9608 0.0162 0 [−1.972, 1.972] 0.95
n = 300 0.9606 0.0162 −0.214 [−1.968, 1.968] 0.95
n = 400 0.9608 0.0162 0 [−1.966, 1.966] 0.95
n = 500 0.9607 0.0162 −0.138 [−1.965, 1.965] 0.95
n = 600 0.9608 0.0162 0 [−1.964, 1.964] 0.95

It can be seen from Table 4 that the t values corresponding to n experiments are all within the
critical value range [−t(α,n), t(α,n)], and the average test accuracy μ corresponding to n experiments can
be considered Both can be regarded as generalization accuracy of μ0 and the degree of confidence is
0.95. It can also be found from Table 4 that when the number of experiments n is greater than 200,
the average test accuracy μ has basically stabilized at 96.08% and the t value has basically stabilized
near 0. Therefore, considering the stability and calculation cost, the number of experiments is taken as
J = 200, the best generalization accuracy is μ0 = 96.08%.

In summary, the feature extraction method based on ICEEMDAN-RCMDE-FR proposed in this
paper can achieve a generalization accuracy of 96.08% on three public heart sound databases with a
confidence level of 0.95, which shows that the multimodal multiscale dispersion entropy generated by
the ICEEMDAN-RCMDE-FR algorithm has good characterization of heart sounds, and it is suitable
for the field of biometrics. Considering that the classifier currently used is rough, this may be one of
the reasons why the CRR cannot be further improved. Therefore, different classifiers such as SVM
and KNN are compared with ED, and the results are shown in Table 5. The SVM classifier used here
is parameter-tuned. The two main penalty parameters c and the kernel function parameter g are 64
and 0.001, and the nearest neighbors of the KNN classifier are taken as k = 5, 3, 2, respectively. From
the results in Table 5, the difference between the best performance of the three classifiers is within 1%.
It can be found that the smaller the parameter k of KNN is, the higher the CRR is. When k = 1 or
2, KNN is the ED classifier. The heart sound recordings in the open database are different in length,
therefore the data distribution in the single-cycle heart sound database generated by the segmentation
is not balanced, which may be the reason that the classifier performance cannot be further improved.
Since the ED classifier is relatively simpler, the matching recognition time is also faster. Considering
the combination, the ED classifier is most suitable for the heart sound database.

65



Entropy 2020, 22, 238

Table 5. Comparison of recognition performance of SVM, KNN and ED classifier on the three open
heart sound databases.

Heart Sound Database
Including 2005 Single-Cycle Heart Sounds from the Open Database Michigan,

Washington, and Littman

Feature Extraction ICEEMDAN-RCMDE-FR

Classifier
Classifier
Parameter

Speed CRR Kappa Coefficients

SVM c = 64, g = 0.001 Slowest 95.91% 0.9585

KNN
k = 5

Medium
73.14% 0.7276

k = 3 84.83% 0.8462
k = 2 95.97% 0.9591

ED and the close principle None Fastest 96.08% 0.9602

3.3. Practical Application of ICEEMDAN-RCMDE-FR-ED Algorithm

Although it has been considered in the previous section that the single-cycle heart sound as
the test data should be aligned with the corresponding single-period heart sound in the database,
the position of the initial split point is not the same when the heart sound cycle is divided. In the
practical application of the heart sound biometric identification system, when the single-cycle heart
sound is to be segmented from the randomly collected heart sound signal, the position of the initial
segmentation point must be fixed and kept consistent. Therefore, the heart sound segmentation method
based LR-HSMM proposed by Springer et al. [31] is firstly used to assign the states of the heart sound
recording of 40 volunteers collected in the natural environment, and then the following four initial
dividing points are used to obtain four kinds of single-cycle heart sounds as training: (1) The starting
position of the first S1 appearing in the heart sound recording is taken as the initial dividing point;
(2) the starting position of the first systole appearing in the heart sound recording is taken as the
initial dividing point; (3) the starting position of the first S2 appearing in the heart sound recording
is taken as the initial dividing point; (4) the starting position of the first diastole appearing in the
heart sound recording is taken as the initial dividing point. At least one hour later, the heart sound
recordings of the 40 volunteers were collected again, and four single-cycle heart sounds as testing
are respectively obtained in the same manner as the single-cycle heart sounds obtained as training.
A schematic diagram of four heart sound cycle segmentation methods is shown in Figure 6.

(a) 

Figure 6. Cont.
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(b) 

(c) 

(d) 

Figure 6. Four cardiac cycle segmentation methods based on different initial segmentation points.
(a) The starting position of the first S1 appearing in the heart sound recording is taken as the initial
dividing point; (b) the starting position of the first systole appearing in the heart sound recording is
taken as the initial dividing point; (c) the starting position of the first S2 appearing in the heart sound
recording is taken as the initial dividing point; (d) the starting position of the first diastole appearing in
the heart sound recording is taken as the initial dividing point.
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It is known from experiments that the four segments of (a), (b), (c) and (d) obtain the same number
of single-cycle heart sounds: 209 single-cycle heart sounds as training and 190 single-cycle heart
sounds as testing. Since the current data set is relatively balanced, the feature processing here adopts
another method different from the previous one: that is, one-to-one method, the feature vectors of all
single-period heart sounds as training\testing corresponding to each of the individual are averaged to
obtain an average feature vector, so that each individual corresponds to only one average feature vector
as the training\testing. Then, the average feature vector as training/testing obtained from (a), (b), (c)
and (d) is used as the input of the ICEMDAN-RCMDE-FR-ED algorithm for verification experiments.
The selected parameters of the experiment are still the selected parameters in the previous section.
The experimental results in Table 6 show that the first segmentation method (a) achieves the highest
CRR = 97.5%, which may be since the Springer algorithm is more accurate for S1 segmentation, so the
segmentation (a) makes the training and testing features closer. The difference in CRR obtained by the
four segmentation methods is between 0% and 5%, and the difference in Kappa coefficients obtained by
the four segmentation methods is between 0 and 0.0513. The overall is very close, which may be due to
the use of the average feature vector, which enhances the robustness of the algorithm and does not
affect the result due to some bad single-cycle heart sounds. Therefore, the ICEEMDAN-RCMDE-FR-ED
algorithm proposed in this paper combined with the heart sound segmentation method based on the
logistic regression and hidden semi-Markov model (HSMM) has high practical application value in the
field of biometric identification.

Table 6. The recognition effect of ICEEMDAN-RCMDE-FR-ED on the self-built heart sound database.

Heart Sound Database
Including the 80 Heart Sound Recordings from the

Self-Built Heart Sound Database

Algorithm ICEEMDAN-RCMDE-FR-ED

The Starting and Ending Position of the
Input Single-Cycle Heart Sound

CRR Kappa Coefficients

the starting position of S1—the starting
position of next S1 97.5% 0.9744

the starting position of systole—the starting
position of next systole 92.5% 0.9231

the starting position of S2—the starting
position of next S2 95.0% 0.9487

the starting position of diastole—the
starting position of next diastole 95.0% 0.9487

3.4. Comparison with Related Literature

Table 7 lists performance comparisons between the proposed study and other existing heart
sound biometric work. Phua et al. [3] introduced linear frequency band cepstrum (LFBC) for heart
sound feature extraction and used two classifiers of vector quantization (VQ) and Gaussian mixture
model (GMM) for classification and recognition. The database used Composed of 10 users, the correct
recognition rate is 96%. Fatemian et al. [6] proposed a PCG signal identification and verification system.
The system is based on wavelet preprocessing, feature extraction using short-time Fourier transform
(STFT), feature dimension reduction using linear discriminant analysis (LDA) and majority voting
using Euclidean distance (ED) for classification. As a result, the recognition result for 21 subjects was
100%, and the equal error rate (EER) verification result was 33%. Tran et al. [7] used eight feature sets
such as temporal shape, spectral shape, Mel-frequency cepstral coefficients (MFCC), linear frequency
cepstral coefficients (LFCC), harmonic feature, rhythmic feature, cardiac feature, GMM-super vector as
heart sound biometric recognition features, using two feature selection techniques, and using SVM
for 52 users classification recognition, the first experiment achieved more than 80% accuracy and
the second experiment achieved more than 90% accuracy. Jasper and Othman [32] applied wavelet
transform (WT) to analyze the signals in the Time-Frequency representation, then selected Shannon
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energy envelogram (SSE) as the feature set, and tested the performance of the feature set in a database
of 10 people with an accuracy of 98.67%. Cheng et al. [1] introduced a human feature extraction
method based on an improved circular convolution (ICC) slicing algorithm combined with independent
subband function (ISF). The technology uses two recognition steps to obtain different human heart
sound characteristics to ensure validity, and then uses similar distances for human heart sound pattern
matching. The method was verified using 10 recorded heart sounds. The results show that the two-step
recognition accuracy is 85.7%. Cheng et al. [8] used heart sound linear band frequency cepstrum
(HS-LBFC) for feature extraction and used similar distances for classification. The results were done
on 12 heart sound signals, with a verification rate as high as 95%, false acceptance rate = 1% to 8%,
and a false rejection rate of less than 3%. Zhao et al. [11] used the heart sound database of 280 samples
constructed by 40 users to test their proposed marginal spectrum (MS) features and validated them
using 80 samples randomly selected from the open database HSCT-11. Gautam and Deepesh [33]
proposed a new method for heart sound recognition, which is based on preprocessing using a low-pass
filter, using autocorrelation to detect the cardiac cycle, and segmenting S1 and S2 by windowing and
thresholding. The method used WT for feature extraction and back propagation multilayer perceptron
artificial neural network (BP-MLP-ANN) for classification and the accuracy rate on 10 volunteers
reached 90.52%, the EER reached 9.48%. Tan et al. [34] demonstrated a new method for heart sound
authentication. The pre-processing is based on low-pass filtering, and then the heart sounds are
segmented using zero-crossing rate (ZCR) and short-term amplitude (STA) techniques to extract S1 and
S2 sounds. Features are extracted using MFCC, and features are classified using a sparse representation
classifier (SRC). Fifteen users were randomly selected, and the best effect of 85.45% can be achieved.
Verma and Tanuja [35] proposed a heart sound-based biometric recognition system that uses MFCC for
feature extraction and SVM for classification. They studied 30 topics with an accuracy rate of 96%. Abo
Zahhad et al. [36] proposed a heart sound recognition system based on 17 subjects with an accuracy
rate of 99%. Features were selected using MFCC, LFCC, bark frequency cepstral coefficients (BFCC)
and discrete wavelet transform (DWT), and fused using Cone Correlation Analysis (CCA). GMM and
Bayesian rules were used for classification. Abo Zahhad et al. [37] used HSCT-11 and BioSec. databases
to compare the biometric performance of MFCC, LFCC, wavelet packet cepstral coefficient (WPCC)
and non-linear frequency cepstral coefficients (NLFCC), and the conclusion is that WPCC and NLFCC
have better biometric performance in high noise scenarios.

Compared with the above work using different feature extraction, classification methods and
heart sound database, we can conclude that our method has the best effect in the same size heart
sound database. The previous methods were performed on normal healthy subjects, without taking
into account heart disease, and this paper conducted research on the open pathological heart sound
library Michigan, Washington, and Littman. Different from the previous method, we first use
the LR-HSMM-based heart sound segmentation method proposed by Springer [31] to segment the
pre-processed heart sound record into a series of single-cycle heart sounds, and frame and window
based on each cycle length to ensure that Each single cycle heart sound can get the same number of
frames. Different from the previous method, we first introduced RCMDE features for heart sound
biometrics, and selectively combined RCMDE with ICEEMDAN, FR and ED methods, and strived
to improve the mixed Recognition rate of normal and pathological heart sounds with more fine
characterization. The proposed method not only achieved a correct recognition rate of 96.08% on the
open heart sound database, but also achieved a recognition rate of 97.5% on the 80 heart sound database
composed of 40 healthy subjects constructed by the research group, and draw the conclusion that the
single-cycle heart sound recognition rate from the first heart sound (S1) to the next S1 is the highest.
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Table 7. Compared with the related literature.

Comparative
Literature

Heart Sound
Database

Feature Extraction Classifier Accuracy

Phua et al. [3] 10 people LFBC
VQ CRR = 94%

GMM CRR = 96%

Fatemian et al. [6] 21 subjects STFT LDA and ED CRR = 100%
EER = 33%

Tran et al. [7] 52 users

temporal shape, spectral
shape, MFCC, LFCC,

harmonic feature, rhythmic
feature, cardiac feature and

GMM-super vector

RFE-SVM CRR = 80%
CRR = 90%

Jasper and Othman
[32] 10 people WT-SSE Template matching CRR = 98.67%

Cheng et al. [1] 12 people 300 HS HS-LBFC similar distances CRR = 99%

Cheng et al. [8] 10 people ICC-ISF similar distances CRR = 85.7%

Zhao et al. [11]
40 participants 280

samples MS VQ and ED CRR = 94.16%

HSCT-11 80
subjects CRR = 92%

Gautam and
Deepesh [33] 10 subjects

segment S1 and S2 by
windowing and

thresholding +WT
BP-MLP-ANN CRR = 90.52%

EER = 9.48%

Tan et al. [34] 52 users extract S1 and S2 by ZCR
and STA techniques +MFCC SRC CRR = 85.45%

Verma and Tanuja
[35] 30 people MFCC SVM CRR = 96%

Abo Zahhad et al.
[36] 17 subjects MFCC, LFCC, BFCC and

DWT+ CCA
GMM and

Bayesian rules CRR = 99%

Abo Zahhad et al.
[37]

HSCT-11 206
subjects

WPCC
LDA and Bayesian

Decision Rules

CRR = 90.26%
NLFCC CRR = 92.94%

BioSec. 21 subjects WPCC CRR = 97.02%
NLFCC CRR = 98.1%

The proposed
method

Michigan,
Washington, and

Littman 72 subjects

segment cardiac cycle by
LR-HSMM + framing and

windowing +
ICEEMDAN-RCMDE-FR

SVM CRR = 95.91%
KNN CRR = 95.97%

ED and the close
principle CRR = 96.08%

40 users 80 HS ED and the close
principle CRR = 97.5%

4. Conclusions

In the current research, based on the characteristics of the heart sound signal, the improved
ensemble empirical mode decomposition (ICEEMDAN), fine composite multiscale dispersion entropy
(RCMDE), Fisher ratio (FR) and Euclidean distance (ED) is used to study the mixed recognition of
normal and pathological heart sounds, the following conclusions were reached:

(1) Given the quasi-periodic and non-steady-state characteristics of heart sound signals, this paper
first uses LR-HSMM-based heart sound segmentation to divide heart sounds into a series of single-cycle
heart sounds, and framing and windowing based on each cycle length to ensure each single cycle heart
sound can get the same number of frames.

(2) To solve the problem of unified representation of heart sound frames with different lengths,
this paper first introduces RCMDE for heart sound biometric identification and selectively combines
RCMDE with ICEEMDAN, FR and ED methods for heart sound Biometric characterization.

(3) The recognition rate of this method on the open pathological heart sound database Michigan,
Washington and Littman reached 96.08%, that is, the method can effectively recognize normal and
pathological heart sounds.
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(4) To enhance its practical application value, this paper applies the proposed method to a self-built
heart sound database. Research shows that the single-cycle heart sound recognition rate from the first
heart sound (S1) to the next S1 is the highest, which is 97.5%.

Although the features of this article have been proven to have a good effect on heart sound
biometrics, we believe that each biometric has its limitations, and the future research direction is bound
to integrate the outstanding performance features, and then use the latest powerful classifiers, such as
deep learning methods, achieve optimal recognition. It is even possible to consider using a combination
of feature extraction techniques for different signals, such as Abo-Zahhad et al. [38] proposed to use both
ECG and PCG signals in a multimodal biometric authentication system, and Bugdol, M.D. et al. [39]
proposed the multimodal biometric system combining ECG and sound signals. Of course, we also need
to consider the impact of subject age, database size, race, gender and disease status on the performance
of the biometric system. In the future, we can use features that are less affected by these factors to fuse
or use only specific features to biometrically identify specific populations, such as using the method in
this article to biometrically identify people with heart disease, so the research in this article can be used
as a foundation for future biological identification research.

Author Contributions: X.C. designed the topic and the experiments and made suggestions for the paper
organization; P.W. conducted the experiments and wrote the paper; C.S. help collect data and gave advice.
All authors have read and agreed to the published version of the manuscript.

Funding: This work is supported by the Natural Science Foundation of China (Grant No. 61271334, No. 61373065)
“Research and application on the heart sound features extraction for identification”.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Cheng, X.F.; Ma, Y.; Liu, C.; Zhang, X.J.; Guo, Y.F. An introduction to heart sounds identification technology.
Sci. China-Inf. Sci. 2012, 42, 237–251.

2. Beritelli, F.; Serrano, S. Biometric identification based on frequency analysis of cardiac sounds. IEEE Trans.
Inf. Forensics Secur. 2007, 2, 596–604. [CrossRef]

3. Phua, K.; Chen, J.F.; Dat, T.H.; Shue, L. Heart sound as a biometric. Pattern Recognit. 2008, 41, 906–919.
[CrossRef]

4. Beritelli, F.; Spadaccini, A. Human identity verification based on mel frequency analysis of digital heart
sounds. In Proceedings of the 16th International Conference on Digital Signal Processing, Santorini, Greece,
5–7 July 2009.

5. Beritelli, F.; Spadaccini, A. An improved biometric identification system based on heart sound and gaussian
mixture models. In Proceedings of the 2010 IEEE Workshop on Biometric Measurements and Systems for
Security and Medical Applications, Taranto, Italy, 9 September 2010.

6. Fatemian, S.Z.; Agrafioti, F.; Hatzinakos, D. Heartid: Cardiac biometric recognition. In Proceedings of the
Fourth IEEE International Conference on Biometrics: Theory, Applications and Systems (BTAS), Washington,
DC, USA, 27–29 September 2010.

7. Tran, D.H.; Leng, Y.R.; Li, H. Feature integration for heart sound biometrics. International Conference on
Acoustics Speech Signal Processing. In Proceedings of the 2010 IEEE International Conference on Acoustics,
Speech and Signal Processing, Dallas, TX, USA, 14–19 March 2010; pp. 1714–1717.

8. Cheng, X.F.; Tao, Y.W.; Huang, Z.J. Cardiac sound recognition—A prospective candidate for biometric
identification. Adv. Mater. Res. 2011, 225, 433–436. [CrossRef]

9. Chen, W.; Zhao, Y.; Lei, S.; Zhao, Z.; Pan, M. Study of biometric identification of Cardiac sound base on
Mel-Frequency cepstrum coefficient. J. Biomed. Eng. 2012, 29, 1015–1020.

10. Zhong, L.; Wan, J.; Huang, Z.; Guo, X.; Duan, Y. Research on biometric method of Cardiac sound signal based
on GMM. Chin. J. Med. Instrum. 2013, 37, 92–99.

11. Zhao, Z.D.; Shen, Q.Q.; Ren, F.Q. Heart sound biometric system based on marginal spectrum analysis. Sensors
2013, 13, 2530–2551. [CrossRef]

12. Babiker, A.; Hassan, A.; Mustafwa, H. Cardiac sounds biometric system. J. Biomed. Eng. Med. Device 2017, 2,
2–15. [CrossRef]

71



Entropy 2020, 22, 238

13. Akhter, N.; Tharewal, S.; Kale, V.; Bhalerao, A.; Kale, K.V. Heart-Based Biometrics and Possible Use of
Heart Rate Variability in Biometric Recognition Systems. In Proceedings of the 2nd International Doctoral
Symposium on Applied Computation and Security Systems (ACSS), Kolkata, India, 23–25 May 2015.

14. Bao, S.; Poon, C.C.Y.; Zhang, Y.; Shen, L. Using the Timing Information of Heartbeats as an Entity Identifier
to Secure Body Sensor Network. IEEE Trans. Inf. Technol. Biomed. 2008, 12, 772–779.

15. Palaniappan, R. Two-stage biometric authentication method using thought activity brain waves.
In Proceedings of the 7th International Conference on Intelligent Data Engineering and Automated Learning
(IDEAL 2006), Burgos, Spain, 20–23 September 2006.

16. Mu, Z.; Hu, J.; Min, J. EEG-Based Person Authentication Using a Fuzzy Entropy-Related Approach with Two
Electrodes. Entropy 2016, 18, 432. [CrossRef]

17. Huang, N.E.; Shen, Z.; Long, S.R.; Wu, M.C.; Shih, H.H.; Zheng, Q.; Yen, N.C.; Tung, C.C.; Liu, H.H.
The empirical mode decomposition and the Hilbert spectrum for nonlinear and non-stationary time series
analysis. Proc. R. Soc. Lond. A 1998, 454, 903–995. [CrossRef]

18. Colominas, M.A.; Schlotthauer, G.; Torres, M.E. Improve complete ensemble EMD: A suitable tool for
biomedical signal processing. Biomed. Signal Process. Control 2014, 14, 19–29. [CrossRef]

19. Torres, M.E.; Colominas, M.A.; Schlotthauer, G.; Flandrin, P. A Complete Ensemble Empirical Mode
Decomposition with Adaptive Noise. In Proceedings of the 36th IEEE International Conference on Acoustics,
Speech and Signal Processing, Prague, Czech Republic, 22–27 May 2011.

20. Rostaghi, M.; Azami, H. Dispersion Entropy: A Measure for Time-Series Analysis. IEEE Signal Process. Lett.
2016, 23, 610–614. [CrossRef]

21. Azami, H.; Rostaghi, M.; Abasolo, D.; Escudero, J. Refined Composite Multiscale Dispersion Entropy and its
Application to Biomedical Signals. IEEE Trans. Biomed. Eng. 2017, 64, 2872–2879.

22. Matlab Codes for Refined Composite Multiscale Dispersion Entropy and Its Application to Biomedical
Signals. Available online: https://datashare.is.ed.ac.uk/handle/10283/2637 (accessed on 7 November 2019).

23. Pruzansky, S.; Mathews, M.V. Talker-Recognition Procedure Based on Analysis of Variance. J. Acoust. Soc. Am.
1964, 36, 2021–2026. [CrossRef]

24. Zhou, Z.H. Machine Learning, 3rd ed.; Tsinghua University Press: Beijing, China, 2016; pp. 24–47.
25. University of Michigan Department of Medicine. Michigan Heart Sound and Murmur Library. Available

online: http://www.med.umich.edu/lrc/psb/heartsounds/ (accessed on 7 November 2019).
26. Washington Heart Sounds & Murmurs Library. Available online: https://depts.washington.edu/physdx/

heart/tech5.html (accessed on 7 November 2019).
27. Littmann Heart and Lung Sounds Library. Available online: http://www.3m.com/healthcare/littmann/mmm-

library.html (accessed on 7 November 2019).
28. Cheng, X.F.; Zhang, Z. A construction method of biorthogonal heart sound wavelet. Acta Phys. Sin. 2013, 62,

168701.
29. Gupta, C.N.; Palaniappan, R.; Swaminathan, S.; Krishnan, S.M. Neural network classification of homomorphic

segmented heart sounds. Appl. Soft Comput. 2007, 7, 286–297. [CrossRef]
30. Liu, C.; Springer, D.; Li, Q.; Moody, B.; Juan, R.A.; Chorro, F.J.; Castells, F.; Roig, J.M.; Silva, I.; Johnson, A.E.;

et al. An open access database for the evaluation of heart sound algorithms. Physiol. Meas. 2016, 37,
2181–2213. [CrossRef]

31. Springer, D.B.; Tarassenko, L.; Clifford, G.D. Logistic Regression-HSMM-Based Heart Sound Segmentation.
IEEE Trans. Biomed. Eng. 2016, 63, 822–832. [CrossRef]

32. Jasper, J.; Othman, K.R. Feature extraction for human identification based on envelogram signal analysis of
cardiac sounds in time-frequency domain. Electron. Inf. Eng. 2010, 2, 228–233.

33. Gautam, G.; Deepesh, K. Biometric system from Cardiac sound using wavelet based feature set. In
Proceedings of the 2013 International Conference on Communication and Signal Processing, Melmaruvathur,
India, 3–5 April 2013.

34. Tan, W.; Yeap, H.; Chee, K.; Ramli, D. Towards real time implementation of sparse representation classifier
(SRC) based heartbeat biometric system. Comput. Probl. Eng. 2014, 307, 189–202.

35. Verma, S.; Tanuja, K. Analysis of Cardiac sound as biometric using mfcc and linear svm classifier. IJAREEIE
2014, 3, 6626–6633.

72



Entropy 2020, 22, 238

36. Abo-Zahhad, M.; Ahmed, S.M.; Abbas, S.N. PCG biometric identification system based on feature level
fusion using canonical correlation analysis. In Proceedings of the 27th Canadian Conference on Electrical
and Computer Engineering, Toronto, ON, Canada, 4–7 May 2014.

37. Abo-Zahhad, M.; Farrag, M.; Abbas, S.N.; Ahmed, S.M. A comparative approach between cepstral features
for human authentication using heart sounds. Signal Image Video Process. 2016, 10, 843–851. [CrossRef]

38. Abo-Zahhad, M.; Ahmed, S.M.; Abbas, S.N. Biometric authentication based on PCG and ECG signals: Present
status and future directions. Signal Image Video Process. 2014, 8, 739–751. [CrossRef]

39. Bugdol, M.D.; Mitas, A.W. Multimodal biometric system combining ECG and sound signals.
Pattern Recognit. Lett. 2014, 38, 107–112. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

73





entropy

Article

An Improved Method of Handling Missing Values in
the Analysis of Sample Entropy for Continuous
Monitoring of Physiological Signals

Xinzheng Dong 1,2,†, Chang Chen 3,†, Qingshan Geng 4, Zhixin Cao 5, Xiaoyan Chen 6,

Jinxiang Lin 6, Yu Jin 3, Zhaozhi Zhang 7, Yan Shi 5,8 and Xiaohua Douglas Zhang 3,*
1 School of Software Engineering, South China University of Technology, Guangzhou 510006, China;

xinzhengdong@163.com
2 Zhuhai Laboratory of Key Laboratory of Symbolic Computation and Knowledge Engineering of Ministry of

Education, Zhuhai College of Jilin University, Zhuhai 519041, China
3 Faculty of Health Sciences, University of Macau, Taipa, Macau 999078, China;

yb67646@connect.umac.mo (C.C.); yb67647@connect.umac.mo (Y.J.)
4 Guangdong General Hospital, Guangdong Academy of Medical Science, Guangzhou 510080, China;

gengqs2010@163.com
5 Beijing Engineering Research Center of Diagnosis and Treatment of Respiratory and Critical Care Medicine,

Beijing Chaoyang Hospital, Beijing 100043, China; 18301564184@163.com (Z.C.); shiyan@buaa.edu.cn (Y.S.)
6 Department of Endocrinology, First Affiliated Hospital of Guangzhou Medical University,

Guangzhou 510120, China; gzscxy@126.com (X.C.); 13794353925@163.com (J.L.)
7 School of Law, Washington University, St. Louis, MO 63130, USA; zhazhang59@gmail.com
8 Department of Mechanical and Electronic Engineering, Beihang University, Beijing 100191, China
9 BARDS, Merck Research Laboratories, Upper Gwynedd, PA 19454, USA
* Correspondence: douglaszhang@umac.mo; Tel: +853-8822-4813
† These authors contributed equally.

Received: 11 January 2019; Accepted: 9 March 2019; Published: 12 March 2019

Abstract: Medical devices generate huge amounts of continuous time series data. However, missing
values commonly found in these data can prevent us from directly using analytic methods such
as sample entropy to reveal the information contained in these data. To minimize the influence of
missing points on the calculation of sample entropy, we propose a new method to handle missing
values in continuous time series data. We use both experimental and simulated datasets to compare
the performance (in percentage error) of our proposed method with three currently used methods:
skipping the missing values, linear interpolation, and bootstrapping. Unlike the methods that
involve modifying the input data, our method modifies the calculation process. This keeps the data
unchanged which is less intrusive to the structure of the data. The results demonstrate that our
method has a consistent lower average percentage error than other three commonly used methods
in multiple common physiological signals. For missing values in common physiological signal
type, different data size and generating mechanism, our method can more accurately extract the
information contained in continuously monitored data than traditional methods. So it may serve
as an effective tool for handling missing values and may have broad utility in analyzing sample
entropy for common physiological signals. This could help develop new tools for disease diagnosis
and evaluation of treatment effects.

Keywords: sample entropy; missing values; physiological data; complexity; medical information

1. Introduction

The demand for more advanced, more personalized treatments, increased availability of
healthcare and an aging population are pushing the market and expanding medical device technology,
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especially in the area of wearables for continuous monitoring of physiological signals. These
advancements require better analytic methods to extract the useful information contained in these data
more accurately due to the huge amount of data generated by these devices. Entropy, an indicator for
the degree of irregularity in a dynamic system, has been applied to more and more disciplines since
its definition was extended to information theory in 1950s [1]. As a nonlinear dynamic index, sample
entropy (one type of entropy) is often used to measure the complexity of the physiological system in
medical research for disease diagnosis and prognosis. Besides the routine detected indicators, this
index can help doctors better confirm the diagnosis and prognosis, so as to provide better treatment
and suggestions for patients’ rehabilitation. One of the most well-known examples is the use of
entropy as an indicator of heart rate variability to evaluate cardiac sympathetic and parasympathetic
functions [2]. In addition to the widely used application in the diagnosis and prognosis of the
cardiac autonomic nerve disease [3,4], entropy is also used in the diagnosis of diabetes [5–9], chronic
obstructive pulmonary disease [10–12] and other diseases [13]. The change of entropy values (decrease
or increase) have been shown to be a predictor of multiple diseases [3,10,11].

The data from signals measured by continuous monitoring devices, such as wearables [7,14],
commonly have various degrees of missing values [15] because of the patient’s unconscious movement,
loose equipment and interference by other equipment. This issue of missing data is compounded
by a study [16] which showed that sample entropy can be highly sensitive to missing values. Once
the data has missing fragments, entropy fluctuations will be large. More worrisome, the abnormal
fluctuations will increase as the percentage of missing values increases [17]. Handling missing values
in the calculation of entropy is therefore imperative. Although there are a few studies to investigate
the effect of missing values on the analytic results of nonlinearity including entropy [16,17], methods
to deal with missing values have yet to be developed for the calculation of entropy.

Currently, there are two basic strategies to overcome this problem: ignoring/imputing missing
values and modifying the method of calculating sample entropy [18]. The issue is that common
methods for imputing missing values may not work effectively for entropy calculation [19]. An
artificial effect will be introduced to the calculated value of entropy [15] if missing values cannot be
imputed in the same way as the distribution of the original data. In this paper, we propose a new
method to improve the algorithm of calculating sample entropy on data with missing values that does
not involve imputing missing values before entropy calculation. This provides a less intrusive way of
handling missing values in the analysis of sample entropy for continuously monitoring physiological
data since the new method does not add new data points. Thus removing the danger that the original
structure of the data is compromised.

To demonstrate the utility of our proposed method, the following key questions need to be
answered: Can the new method be applied to common types of continuously monitoring physiological
data? Is the new method robust to the data size represented by the length of a time series? Is it robust
to the scheme of generating missing values? How does the new method perform compared with
existing methods? In this paper, we designed simulations based on experimental data to address
these questions.

Our article is organized as follows: in the Methods section, we first introduce the definition of
sample entropy and four methods of handling missing values. Then we present the datasets and the
method we used to construct a sequence with missing values from the original sequence without
missing values. In the Results section, we investigate the utility and applicability of our method to
most common physiological signal types as well as the robustness of our method to both data size and
scheme for generating missing values, as compared to the currently, commonly used methods. We
conclude with discussion on the applicability and robustness of our method.
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2. Methods

2.1. Sample Entropy

Sample entropy is a measure of irregularity, which was first proposed by Richman and
Moorman [20,21]. It is defined as the negative natural logarithm of the conditional probability that
two sequences similar for m points remain similar at the next point with a tolerance r.

Let Xi = {x1, . . . , xi, . . . , xN} represent a time series of length N. We define the template vector
of length m from X: Xm(i) = {xi, xi+1, xi+2, . . . , xi+m−1} and the distance function between two
such vectors:

d(m, i, j) = d[Xm(i), Xm(j)] = max
k

{∣∣∣xi+k−1 − xj+k−1

∣∣∣}, where k = 1, . . . , m (1)

Then given a distance threshold r, the number of (similar or matched) vectors that are within r of
the distance between the vectors Xm(i) and Xm+1(i) can be defined respectively as:

Cm
i (r) = ∑N−m

j=1,j �=i Φ(m, i, j, r) (2)

Cm+1
i (r) = ∑N−m

j=1,j �=i Φ(m + 1, i, j, r) (3)

where Φ(m, i, j, r) is defined as:

Φ(m, i, j, r) =

{
1, d(m, i, j) ≤ r
0, otherwise

(4)

Then the probability that two vectors of length m will match is defined as:

Bm(r) =
1

N − m ∑N−m
i=1

1
N − m − 1

Cm
i (r) (5)

and the probability that two vectors of length m+1 will match as:

Am(r) =
1

N − m ∑N−m
i=1

1
N − m − 1

Cm+1
i (r) (6)

Finally, we define the sample entropy as:

SampEn(m, r, N) = −ln
Am(r)
Bm(r)

(7)

Pincus [22] has proved that when the parameter m = 2 and r is between 0.1 × σ and 0.25 × σ,
the sample entropy can retain enough information from time series and obtain effective statistical
properties. Different r can give different conditional probability estimates. We have showed that there
is no percentage error difference of four methods in four types data when r equal to 0.1 × σ, 0.15 × σ

and 0.2 × σ (Appendix A, Figure A1). For different r, the trend of percentage error fluctuating with
the percentage of missing values is consistent, so the parameters we used are: m = 2 and r = 0.15 × σ,
where σ is the standard deviation of a time series.

2.2. KeepSampEn, SkipSampEn, LinearSampEn and BootSampEn

The definition of sample entropy cannot be directly used on time series data containing missing
values. In order to solve this problem, a common method [16,23] is to remove the missing values and
connect the remaining points into a single time series, which we denote as SkipSampEn. Additionally,
interpolation is commonly used in handling missing values [24]. Two interpolation methods, linear
interpolation and bootstrapping [25,26] which are denoted as LinearSampEn and BootSampEn
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respectively, are also addressed in our article. For the bootstrapping method, as described in Keun’s
articles [25,26], ten reconstruction time series are generated from each time series containing missing
values using bootstrapping method and the average value of entropy is obtained.

The major feature of our method, KeepSampEn, is that a new screening condition is added
when Am(r) and Bm(r) are calculated, which is that both Xm+1(i) and Xm+1(j) must contain
only non-missing values. This condition not only ensures the existence of the distance function
d[Xm+1(i), Xm+1(j)], but also excludes the unmatched situation that d[Xm(i), Xm(j)] exists but
d[Xm+1(i), Xm+1(j)] does not exist. So KeepSampEn is still the negative natural logarithm of the
conditional probability Am(r)

Bm(r) , but excludes the number of vector pairs of length m and m + 1 which
contain missing values. This reduces the impact of missing values on the calculated value of sample
entropy. In addition, in KeepSampEn, the standard deviation σ used to determine the tolerance value
r (r = 0.15 × σ) is computed using only non-missing values, thus eliminating the impact of imputed
values on the tolerance value. KeepSampEn is implemented in C and extended to multiscale sample
entropy on the basis of mse.c from Costa et al. [20,27], other methods and the overall analysis are
implemented in R language.

2.3. Experimental Datasets

To evaluate the utility of our methods compared with existing methods, some common
types of physiological signals are investigated. Physiological signal is divided into electrical
signals and non-electrical signals. Electrical signals mainly include electrocardiogram (ECG),
electroencephalogram (EEG) and electromyogram (EMG) signals. Sample entropy of electrical signals
can be used to measure the complexity of the nervous system (ECG corresponds to cardiac nervous
system, EEG corresponds to central nervous system, EMG corresponds to motor nerves). Since
the purpose of measurement (complexity of nervous system) and signal type (electrical signals) are
consistent, we selected the ECG and EEG signal as a representative for analysis and speculated that
our method can obtain the similar results in EMG data too. In the non-electrical signal, we chose
airflow data and blood glucose data for analysis. They can measure the complexity of the respiratory
and glycemic metabolic systems respectively which correspond to respiratory diseases, diabetes and
complications. Due to the high cost and low representativeness, other non-electrical signals weren’t
analyzed. In summary, these four types of data contain most of the physiological signals that can be
used for continuous measurements, which can analyze the complexity of cardiovascular, diabetes,
respiratory diseases and their complications.

For respiratory data, we used the retrospective data in a published study [28] for one regularly
treated, chronic obstructive pulmonary disease patient in Beijing Chaoyang Hospital. Specifically we
used the air flow data collected from ventilators over the course of 20 nights. In one night, the 5 Hz
ventilator collects around 100,000 total points. However due to common issues in data collection, some
measuring points are inevitably missing. Therefore, certain sections of respiratory sequences without
missing points were selected for the analysis in this paper. All glucose data were obtained from the
First Affiliated Hospital of Guangzhou Medical University. Twenty patients with type 2 diabetes
(10 males and 10 females) used the Glutalor (Glutalor Medical Inc, Exton, PA, USA) for blood glucose
measurement. That study was conducted according to the principles of the Helsinki Declaration and
all participants gave their informed consent. The device measured blood glucose automatically every
three minutes over the 7-day metrical period. The ECG data were obtained from the Fantasia Database
in the PhysioNet (https://physionet.org/physiobank/database/fantasia/). Twenty young healthy
subjects (21–34 years old) were selected and the original ECG sampling frequency was 250 Hz. They
were measured while the study subjects were in a resting state while they were lying down. The RR
interval is a time interval where two consecutive R waves crest in the ECG, and the sample entropy of
it can reflect the complexity of ECG. After conversion, we obtained 20 original data series made up of
RR intervals. The number of male and female subjects were equal. The EEG data were obtained from
the CHB-MIT Scalp Database in the PhysioNet (https://www.physionet.org/pn6/chbmit/). Twenty
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pediatric epilepsy patients (1.5–22 years old) were selected and the original EEG sampling frequency
was 256 Hz. We used the first column of each EEG data for analysis. Yentes et al. [29] found that
sample entropy values stabilize around a length of 2000 points. Thus, except to verify the robustness
to the impact of data size, we analyze the first 4000 points of each signals to rule out the effect of data
length on the results (the length of glucose is only 2500, which is the maximum size in the dataset.).
The choice of 4000 continuous points can make the shortest time series to reach 2000 points when the
missing percentage reaches the maximum we set (i.e., 50%).

2.4. Scheme for Generating Missing Values

In actual practice, many situations lead to missing values. We consider two common situations: a
single missing point and a group of missing points at a time. An example of the first situation is that
outliers [20,30] must be identified and excluded in heartbeat signals before calculating sample entropy.
A common example of the second situation is a disruption in the wireless or network transmission of
data which may cause a group of missing values [31,32].

Given a continuous time series having N points without missing values, we calculate its sample
entropy. For convenience, we denote it as original entropy value. The total number of points marked as
missing values is determined by the percentage of marked missing points P. The P values adopted in
our research are 0% (baseline), 10%, 20%, 30%, 40%, 50%, respectively. We have designed two schemes
to simulate the distribution of missing values: random sample marking and group-based random
marking (Figure 1), which correspond to the two common situations that create missing values in time
series data respectively.

Figure 1. Two schemes for generating missing values.

Random sample marking: In this scheme, the missing points are randomly marked in the time
series. First, the count of missing values to be marked C is calculated in accordance with the specified
missing percentage P multiplied by the total number N (C = P × N). Then, C positions are selected
randomly from the original time series without replacement. Finally, each value on these positions is
replaced by a special identifier (NA, for example, is commonly used in R) to indicate the missing values.

Group-based random marking: In this scheme, continuous missing points are seen as a group
and the starting position of the group is randomly chosen. The process is displayed in Figure 1. First,
the original time series is divided into M segments on average, where M (M = P × 10 × I, I = 1, 2, 3...)
is determined by a tunable parameter factor I. Second, we mark a missing group of length N×P÷M
for each segment, and the starting position of each group is selected randomly in the segment.

By marking some points as missing values, a time series containing missing values is generated.
Then we calculate the entropy values of the generated data using the various methods and compare
them with the original entropy value. The performance of a method is evaluated using percentage
error defined as follows:

percentage error =
∣∣∣∣ x − x0

x0

∣∣∣∣× 100%
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where x is the entropy value of the modified time series with missing values; x0 is the entropy value of
the original time series without missing values.

The percentage error represents the percentage of absolute deviation of the experimental entropy
value with missing values from the original entropy value based on the original dataset. Thus, it can be
used to evaluate the performance of a method in handling missing values. The smaller the percentage
error, the better the method.

3. Results

3.1. Robustness to the Impact of Physiological Types

To investigate whether our new KeepSampEn method is applicable to various types of
physiological signals, we applied our method to four common types of physiological signals: air
flow data, RR interval data (from ECG), EEG data and blood glucose levels. We first randomly selected
one signal from each type of datasets, then used the random sample marking scheme to generate test
data, finally repeated each method 10 times for a given proportion of missing values. The performance
as measured by percentage error is shown in the top panels of Figure 2. The results clearly show that
the KeepSampEn method had an average percentage error lower than 15% even in the situation with
50% of the values missing (top panels in Figure 2) in each of the four types of physiological signals.
This demonstrates how our method has good performance and applicability over most common types
of physiological signals.

Figure 2. Performance of methods for handling missing values in four types of continuously monitoring
physiological signals: air flow (left), blood glucose level (middle left-skewed), EEG (middle right-skewed),
RR interval (right). Values are given as means ± standard deviation. The results for BootSampEn are not
shown in the Figure 2 when the percentage error is too large and out of range of the figure.

Next, the performance of KeepSampEn is compared to the three other methods: SkipSampEn,
LinearSampEn and BootSampEn. The results are shown in the bottom panels of Figure 2. KeepSampEn
achieved the lowest percentage error in each percentage of missing values for each type of data except
for blood glucose levels missing a high percentage (more than 40%) of values.

To verify the stability of the result, we selected randomly 20 records from each dataset, then
used the random sample marking scheme to generate test data, finally calculated percentage errors
and make pairwise comparison by paired T-test. The results are shown in Figure 3, which is same as
Figure 2. In this scenario where a high percentage of values for blood glucose levels are missing, the
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percentage error of KeepSampEn is only slightly higher than LinearSampEn without any significant
difference (p-value > 0.05).

Figure 3. Average percentage errors for each method in four types of continuously monitoring
physiological signals: air flow (left), blood glucose level (middle left-skewed), RR interval (right). The
percentage errors by BootSampEn in the left and middle panels are higher than 120% and are not
shown in the figure. Values are given as means ± standard error. NS means p > 0.05, * means p < 0.05,
** means p < 0.01, *** means p < 0.001.

BootSampEn performed poorly for all the four types of data. SkipSampEn has a good performance
for RR interval data but a poor performance for rest three types of data. LinearSampEn has a good
performance for air flow and blood glucose level but a poor performance for RR interval data and
EEG data. By contrast, the performance of the new KeepSampEn method was robustly low for all
four types of data (Figures 2 and 3). This demonstrates how our method is robust to data type. In
addition, the percentage error increased rapidly when the percentage of missing values increased for
BootSampEn for all four types of data, for SkipSampEn in air flow and blood glucose levels, and for
LinearSampEn in RR interval data and EEG data (Bottom panels of Figure 2). By contrast, our method
did not demonstrate such sensitivity for any of the four types of data considered, which indicates
another aspect of how robust the method is.

3.2. Robustness to the Impact of Data Size

To investigate whether the KeepSampEn method is robust to data size (i.e., the length of the time
series in a study), we first applied our method to nine datasets with a large size (4k–10k, 10k–20k,
20k–30k, 30k–40k, 40k–50k, 50k–60k, 60k–70k, 70k–80k, 80k+, where 1k represents 1000 data points)
from the air flow dataset. For each data size, we selected three time series randomly for analysis. The
performance is shown Figure 4. The result shows that, among the four methods of handling missing
values, our method KeepSampEn obtains the smallest percentage error rate almost in any data size.
The result further shows that KeepSampEn can effectively control the percentage error below 4.53%
regardless of the amount of data when the percentage of missing value is less than 30%. When the
percentage of missing value is above 30% but less than 50%, the percentage error can be greater than
5% but within 15%.

Considering the need of calculating sample entropy on a dataset with a small size in real clinical
settings, we further explore the case of a dataset with a small size (i.e., 0.5k, 1k, 2k) from four types of
physiological signals (i.e., airflow, glucose level, EEG and RR interval). Again, our proposed method
achieves the smallest percentage error among the four methods in nearly all the settings except for airflow.

Based on the performance shown in Figure 5, our method can control the percentage error to be
less than 5% for a small dataset with a small percentage (i.e., lower than 15%) of missing values for the
glucose, RR interval and EEG data. For air flow data, linearSampEn performs better than our method
for a small dataset. However, our method controls the percentage error to be less than 4.63% when
percentage of missing value is 5% or less.
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Figure 4. Performance of methods for handling missing values in air flow time series of nine large data
sizes. Values are given as mean ± standard deviation. The percentage error for BootSampEn is out of
the range and not shown in the figure.

Figure 5. Performance of methods for handling missing values in a dataset with a small size (i.e., less
than 2000 data points) for four types of physiological signals (i.e., air flow, blood glucose level, EEG
and RR interval. Values are given as mean ± standard deviation. The percentage error for BootSampEn
is out of the range and not shown in the figure.
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3.3. Robustness to the Impact of Schemes for Generating Missing Values

To investigate whether our method is robust to the impact of schemes for generating missing
values, we explore random sample marking and group-based random marking schemes with Factor
I = (1, 3, 5, 10, 15, 20, 30, 40, 50) as described in the Method Section. Note, the factor I indicates the
degree of scatterings of missing values. The larger the value of I, the more scattered the missing values.
We selected randomly 20 signals from the air flow dataset, used two kinds of scheme to generate
test data, then calculated the average percentage error for each proportion of missing values. The
performance is shown Figure 6. The percentage error of the proposed KeepSampEn method remains
low for both schemes, and it is low regardless of the scatter of the missing values (Figure 6). Thus, the
new method is robust when it comes to how the missing values are generated.

 
Figure 6. Percentage errors for each method using random sample marking and group-based random
marking schemes to generate missing values, respectively. Values are given as mean±standard
deviation. The percentage error for BootSampEn is out of the range and not shown in the figure.

It worth noting that LinearSampEn achieved a low percentage error, similar to KeepSampEn,
when the missing values were generated randomly. However, it has a much higher percentage errors
when the missing values are grouped together (red lines in Figure 6).
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3.4. Exploration of the Computational Complexity of KeepSampEn

We evaluate the computational complexity by calculating running time of four methods on the
data with the same length (time complexity). The time for calculating sample entropy based on the
time series without any missing value has O(n2). For convenience, we denote this running time as the
base so that the running time of all the four methods for handling missing values can be compared
with it. SkipSampEn takes slightly less time than the base due to the reduction of the number of points.
KeepSampEn takes almost the same time as the base. LinearSampEn takes slightly more time than
the base due to additional interpolation operations. BootSampEn takes 10 times as much time as the
base because it includes resampling and averaging 10 times. We further use a list of air flow data for
verification. The result shown in Figure 7 confirms the theoretical derivation.

Figure 7. Evaluation of the running time of four methods for handling missing values. Each method
is run on five values of percentage of missing values (i.e., 10%, 20%, 30%, 40% and 50%) on the air
flow dataset. The running time for them are summed up to be the total running time. This process is
repeated 10 times. The average total running time for the 10 repeats is shown in the y-axis. Values are
given as mean ± standard deviation. Note, the standard deviation is tiny so that it can hardly been
seen in the figure.

4. Discussion

Sample entropy is a widely used metric for assessing the irregularity of physiological signals.
In practice, missing values or outliers commonly exist in the data of physiological signals. If we
use conventional methods (neglect/interpolation) to calculate the signal with missing values, the
resulting value will have some error from the original series. In this paper, we propose a new method,
KeepSampEn, to minimize the error due to missing values in sample entropy calculation. This
approach is less intrusive to the structure of the original data and provides a theoretical advantage in
handling missing values in the analysis of sample entropy.

We further studied the utility, applicability and robustness of our method in practice by designing
common different datasets with missing values from experimental data without missing values. This
was done for most of types of physiological signals and corresponding diseases. In this paper, we
use percentage error to judge the quality of various missing value processing methods. The results
of our analysis demonstrate that for several common physiological data, our method can minimize
the influence of missing values in the sample entropy calculation. In addition, the performance of our
method is stable and robust, whereas other methods have either a poor or an unstable performance
(Figure 3).

One limitation for the use of our method is data type. We only verified that our method is suitable
for ECG data, EEG data, blood glucose data, airflow data rather than all physiological data. For
other electrical physiological signals such as EMG signals, we speculate that conclusion is consistent
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with ECG and EEG signals due to the same signal types and measurement purposes. However, if
researchers want to apply KeepSampEn to other types of data, simple verification is required.

We also investigated the performance of our method in various large sizes of data. The results
show that the entropy value obtained using our method is always close to the true value (i.e., the
entropy value from the original data without missing values), with a percentage error less than 4.53%
when the percentage of missing values is less than 30% for data sizes varying from 4000 to 80,000.
We further see that the percentage error can be greater than 5% but within 15% when the percentage
of missing value is above 30% but less than 50%. For a dataset with a small size (i.e., from 500 to
2000 data points), our method can control the percentage error to be less than 5% for blood glucose
level, EEG and RR interval when the percentage of missing values is less than 15%. This contrasts
with the entropy values obtained using other methods which greatly deviated from the true value
(Figures 4 and 5). These results may provide valuable information for data quality control in practice.
That is, for the physiological signals, when a dataset has a percentage of missing values less than 30%
for a large data size or 15% for a small data size of total series due to equipment or operational errors,
our method can rescue the data through minimizing the impact of missing value (i.e., controlling the
percentage error of the sample entropy to be less than 5%). On the other hand, if the percentage of
missing values reaches 30% or more for a large data size or 15% or more for a small data size, the result
of our research indicates that the calculated value of sample entropy is not reliable anymore even if
we adopt the best method for handling missing values. In such a case, the data may be screened out
from further analysis on sample entropy. It should be mentioned that, for air flow data, linearSampEn
performs better than our method for a small dataset. However, it is easy and convenient to obtain
a large dataset for air flow in real clinical settings and the size of airflow datasets is usually large in
the clinical setting. Thus, we should usually not worry about the case of a small dataset of air flow.
Moreover, even for air flow data, our method controls the percentage error to be less than 4.63% when
percentage of missing value is 5% or less.

We further investigated whether our method will be affected by how the missing values are
generated. The results indicate that our method is robust to how the missing values are generated in
the continuous monitoring of physiological signals (Figure 6).

In conclusion, our proposed KeepSampEn method has the following merits for handling missing
values in the analysis of entropy for continuously monitored physiological data. First, unlike the usual
ways by modifying the input data, our method keeps the input data unchanged and modifies the
calculation process, which is less intrusive to the structure of original data. Second, it is effective and
applicable to most common types of physiological signal data for a variety of diseases. Third, it is
robust in not only how long the data is but also how the missing values are generated. This is a marked
improvement over the currently used methods for handling missing values in analysis of sample
entropy. With these merits, our proposed method should have broad utility in handling missing values
in the analysis of sample entropy for continuously monitored physiological signals.
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Appendix A

Figure A1. Percentage errors for each method in three types of continuously monitoring physiological
signals: blood glucose level (top panel), RR interval (middle panel), air flow (bottom panel). Each panel
includes three conditions: r = 0.1 × σ (left), r = 0.15 × σ (middle) and r = 0.2 × σ (right). Values are
given as means ± standard deviation. The results for BootSampEn are not shown in the Figure 2 when
the percentage error is too large and out of range of the figure.
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Abstract: Mental workload assessment is crucial in many real life applications which require constant
attention and where imbalance of mental workload resources may cause safety hazards. As such,
mental workload and its relationship with heart rate variability (HRV) have been well studied
in the literature. However, the majority of the developed models have assumed individuals are
not ambulant, thus bypassing the issue of movement-related electrocardiography (ECG) artifacts
and changing heart beat dynamics due to physical activity. In this work, multi-scale features
for mental workload assessment of ambulatory users is explored. ECG data was sampled from
users while they performed different types and levels of physical activity while performing the
multi-attribute test battery (MATB-II) task at varying difficulty levels. Proposed features are shown to
outperform benchmark ones and further exhibit complementarity when used in combination. Indeed,
results show gains over the benchmark HRV measures of 24.41% in accuracy and of 27.97% in F1
score can be achieved even at high activity levels.
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1. Introduction

Mental workload is defined as the part of a person’s mental capacity that is needed to perform
different demands brought on by a task [1]. Mental workload resources, if not used in a balanced
way, can lead to a decrease in worker performance [2], as the resources are directly related to other
mental concepts such as situational awareness, mental fatigue, and drowsiness, to name a few. In fact,
in various jobs which require continuous attention for long durations of time, such as air traffic
management, aircraft piloting, and emergency responders, overload of mental resources may lead to
life-threatening outcomes. As such, mental workload assessment can be used to optimize operator
performance by preventing the operators from becoming overwhelmed by the task at any point in
time while also ensuring that they can perform the task efficiently. System design improvements can
also be made to ensure balanced used of mental resources by proper assessment of mental workload.
For example, car dashboards are designed in such a way that they provide the driver with all the
necessary/critical information whilst minimizing mental workload. Similarly, aircraft cockpit design
has been greatly simplified using mental workload considerations [3].

Mental workload is typically assessed using subjective, performance-related, and/or physiological
methods. Subjective ratings are a direct way of mental workload assessment. Typically, such methods
involve sampling the participant response to the amount of mental workload by using a questionnaire.
The sampling can be done for every set amount of stimuli, or every set amount of time. Two of the most
commonly used questionnaires are the (1) Subjective Workload Assessment Technique (SWAT) [4] and
(2) NASA Task Load Index (NASA-TLX) [5]. The latter requires subjects to rate multiple dimensions
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that can then be aggregated into a single general workload index [6–8]. However, subjective ratings
have some key limitations. First, they do not allow for continuous mental workload assessment and
have poor temporal resolution. While increasing the sampling rate for operator feedback via the
questionnaire could lead to improved temporal resolution, this may actually have negative impact of
increasing the perceived workload due to the number of interruptions to the task being performed.
Second, the ratings collected can be corrupted by subject bias, particularly if responses impact benefits
received by the operators e.g., unpaid time off from work [6]. In turn, performance metrics related
to the task can also be used to devise strategies for monitoring mental workload. Examples of such
metrics include reaction time, number of errors, and task accuracy. However, one major barrier to
applying these strategies to safety critical scenarios is the fact that the metrics can only be computed
once the task is concluded.

In order to circumvent the limitations presented by these methods, operator physiological
monitoring has emerged as a promising solution for mental workload assessment.
Monitoring psycho-physiological signals allows for unbiased, continuous assessment of real-time
mental workload while also being unobtrusive to the task at hand. In fact, with recent improvements
in wearable technologies, remote monitoring of mental workload has been made possible even
with operators in ambulatory conditions [9]. To this end, the electrocardiogram (ECG) has become
an important modality to be measured. Heart rate variability (HRV), which is the variability in
the inter-beat interval (RR) series derived from ECG, has shown to be an important correlate of
psycho-social workload [10] (i.e., job stressors), mental workload and anxiety [11], as well as mental
fatigue [12]. HRV is an indicator of the changes in the autonomic nervous system (ANS) and is
controlled by both the sympathetic and para-sympathetic nervous system demands (increased
activation of the sympathetic nervous system causes increases in heart rate, whereas an increased
activation of the parasympathetic branch makes the heart rate slower). HRV has traditionally been
quantified using time- and/or frequency-domain features computed from the RR time series [13].
The inter-beat interval series also exhibit complex fractal behavior with long-term correlations [14].
Over the last decade, these non-linear properties of the cardiac autonomic system have also been
exploited using several complexity measures [15].

One such measure, called the multi-scale entropy (MSE) [16] has been proposed to characterize the
complexity of physiologic time series at multiple scales. The algorithm is based on obtaining sample
entropy at different time scales using a scaling algorithm. However, the originally proposed scaling
algorithm (known as coarse graining) is sub-optimal and may lead to imprecise or undefined entropy
values [17]. As a result, several variants of the multi-scale algorithm have been proposed in recent
years [17], including permutation entropy (PE) [18,19] which has been shown to be robust to signal
artifacts, as it deals with the shape of the time series, and not on magnitude values themselves [20,21].
Several variants of the coarse-graining method have also been proposed, including replacing it
with moving average for short time series [22], a composite procedure that reduces the variance of
entropy at higher scales [23], and the recently-proposed generalized multi-scale entropy measure [24],
which quantifies the dynamics of the volatility (variance) of the time series over different scales [24,25].

Entropy-based measures have been used in the past to characterize aging and to diagnose
different cardiac diseases [26–28]. Moreover, multi-scale analysis of the volatility series of the RR
intervals [24] has also shown non-linear behavior and is able to successfully distinguish between
healthy subjects and those with congestive heart failure. In [24], the authors argue that the coarse
grained volatility series encapsulates additional information about the time series missed by the normal
coarse graining procedure. Additionally the magnitude of the difference intervals of the RR series (i.e.,
dRRi = abs(RRi+1 − RRi) has exhibited similar long-range correlations [29]. This property was used
in [30] and showed better performance in distinguishing patients with congestive heart failure at lower
scales compared to the RR series. Further, several improvements to the permutation entropy measure
have been proposed. The modified permutation entropy (mPE), for example, takes into account cases
in which instantaneous heart rate measures remain the same for two consecutive beats [31], while the
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weighted permutation entropy [32] tries to incorporate the amplitude information of the time series
being analyzed.

While such multi-scale measures have been used in cardiac disease monitoring, they have
received little attention for mental state monitoring. However, PE was recently used for emotion
assessment [33] of stationary users. Here, we are particularly interested in assessing user mental states
in an ambulatory setting, in which movement may not only introduce artifacts that play a detrimental
role in signal quality, but also cause changes in cardiac dynamics that may alter HRV measurement.
As such, we explore a number of existing multi-scale features and propose new ones for mental
workload assessment as subjects performed two different physical activities at three different levels.
We hypothesize that the noise robustness provided by the permutation entropy measure coupled with
studying complexity at different scales would help better quantify heart rate changes due to mental
workload at different levels of physical activity.

The remainder of this paper is organized as follows. Section 2 describes the materials and
methods used, including the database considered, proposed and benchmark features, prediction
method, and performance metrics used. Section 3 then presents and discusses the results obtained and
conclusions are presented in Section 4.

2. Materials and Methods

Here, we describe the database used, benchmark features, the different multi-scale methods tested,
as well as the feature selection scheme employed, classifiers, and analysis pipeline.

2.1. Data Collection

2.1.1. Participants

After screening, 47 participants were selected (23 female, 27.4 ± 6.6 years old). Screening was
performed in order to prevent any potential risk to the participants during the experiments. Candidates
with cardiovascular diseases, neurological disorders, history of feeling dizzy or fainting were excluded
from the experiment. The participants were asked to wear comfortable sportswear. Twenty-two
participants utilized a treadmill during the experiment and 26 a stationary bike. Participants consented
to participating in the experiment and were remunerated for their time. The experimental protocol
was approved by the Ethics Review Boards of INRS, Université Laval and the PERFORM Centre
(Concordia University), the latter being the location in which data was collected.

2.1.2. Experimental Protocol

Before starting the data collection, a tutorial explaining the experimental procedure and task
to be executed was shown to the participants. Next, various sensors were placed on the subject.
These included a portable eight-channel wireless EEG headset (Enobio, Neuroelectrics), a portable
chest strap (Bioharness 3, Zephyr) for ECG, respiration, and accelerometer signal recording, an E4
(Empatica) wrist watch which measures blood volume pulse, skin temperature, galvanic skin response
and acceleration. Following this step, in the case of participants using the treadmill, a safety harness
was placed on the participant’s chest to avoid falls. For participants using the stationary bike, they
were asked to adjust the seat according to their preference. The height of the screen was then adjusted
to provide a more comfortable set-up. Three levels of physical activity were considered: no movement,
medium (treadmill: 3 km/h, bike: 50 rpm), and high (treadmill: 5 km/h, bike: 70 rpm). Figure 1 shows
the experimental setup for both bike and treadmill conditions.

In order to elicit high and low mental workload levels, the NASA multi-attribute task battery
(MATB-II) was used. It is a computer-based task designed to evaluate operator performance and mental
workload. Figure 2 depicts the MATB-II interface seen by the participant [34]. MATB-II encompass
four tasks, all grouped under a single-window interface. These four tasks are the system monitoring
(top-left), the tracking (top-center), the communications (bottom-left) and the resource management
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(bottom-center). In this study, the communication task was not used. The interface also includes
a scheduler (top-right), which only showed the time remaining in each trials, as well as the pump
status (bottom-right), which complemented information on the resource management task (see below).
Since participants were simultaneously doing a physical task, a mouse could not be used to interact
with MATB-II. Instead, participants were instructed to use an xBox One controller.

Figure 1. Experimental setup for both bike and treadmill conditions.

The system monitoring task requires the participant to monitor four sliders and report deviations
from their normal state. The two warning lights (see F5 and F6 on Figure 2) were not used in this
study. In their normal states, sliders were oscillating around the middle position. In their deviation
state, sliders started oscillating around the top or the bottom of the sliders. Participant had to use
the directional pad of the controller to report deviations. The tracking task requires the participant to
keep a target (the circle) within a box (the square). As the trials went on, the target started to move
randomly. Participants had to use the joystick of their controller to brink it back near the center of the
square. The resource management task requires the participant to balance a network of fuel tanks.
Participants were instructed to keep the level of tanks A and B as close as possible from 2500 units
(this level is indicated by ticks on tanks A and B, see Figure 2). Fuel gradually depleted from tanks A
and B. To keep the tanks at level, participants could use eight pumps (labeled 1–8, between tank) to
move fuel between tanks. To activate pumps, participants had to use the other joystick of the controller
to move the cursor and “click” on the pumps. Pumps were configured to fail from times to times.
When a pump failed, it turned red and became unusable. Pumps were “repaired” automatically after a
while and the participant could resume using it if needed.

Two levels of workload were used for the mental task. Compared to the low workload
condition, the high workload condition had: more frequent sliders deviations (for system monitoring),
faster random oscillations (for the tracking task) and more frequent pump failures (for resource
management monitoring).

In total, six combinations of combined mental workload and physical activity were tested
(two level of mental workload X three levels of physical activity). The experiment was then split into
six sessions, each one corresponding to one of the six combinations previously described. The order
in which the combinations were done was counterbalanced to avoid ordering effects. Before each
session, two baseline sessions were performed. During the first session, there were neither physical
or mental activity and the participants were asked to close their eyes and relax for 60 s. Then the
subject was asked to open their eyes and start moving according to the corresponding sessions physical
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activity until reaching the desired level. After reaching a stable activity level, the second baseline
was collected while the participant kept the pace for 2 min without any mental effort involved. This
baseline has been added to ensure the stationarity of the heart rate dynamics for a given activity level
prior to introducing the mental workload condition. This Lastly, the experimenter gave the joystick to
the participant who then started the first experimental session for a duration of 10 min. After each
session, a 5-min break was given. After each of the experimental sessions, participants were asked
to fill the NASA-TLX questionnaire and report their perceived fatigue level based on the Borg scale.
The NASA-TLX ratings were validated with respect to the ground truth in [9] Overall, the experimental
protocol lasted roughly two hours.

Figure 2. Multi-attribute task battery (MATB-II) game for eliciting different levels of mental workload.

2.2. Pre-Processing

In this study, we focused only on the ECG signal measured by the Bioharness Bh3 device,
sampled at 250 Hz. This sampling rate allowed for continuous streaming throughout the experiment
without the need to recharge the device. Such sampling rate has been successfully used in a number of
different applications, including [35–37]. First, the ECG signal for all subjects was visually inspected
and two subjects were removed as the data was corrupted due to sensor malfunction. For the remaining
subjects the inter-beat interval series was extracted as follows. First, the ECG was filtered using a
band-pass filter with a bandwidth 4–40 Hz to enhance the QRS complex. This was followed by an
energy based QRS detection algorithm [38], which is an adaption of the popular Pan and Tompkins
algorithm [39]. The RR series was further filtered to remove outliers using range based detection
(≥280 ms and ≤1500 ms), moving average outlier detection, and a filter based on percent change in
consecutive RR values (≤20%) as implemented in [40].

2.3. Benchmark HRV Features

Standard time- and frequency-domain HRV metrics were extracted and used as benchmark
measures. A complete list of these conventional measures can be found in Table 1. The majority of
these benchmark features have been shown in the literature to correlate with mental workload [41]
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and anxiety [11]. Complete details about these measures can be found in [13]. A total of 15 benchmark
features were extracted over 5-min segments of RR series with a 4-min overlap, resulting in six RR
series for each of the 10-min experimental sessions. The 5-min windows for HRV analysis follows
recommendations from [13]. Notwithstanding, shorter time series may cause problems with multi-scale
entropy estimation. In order to overcome this limitation, focus has been placed on multi-scale entropy
methods designed specifically for short term analysis of HRV recordings [22,23].

Table 1. Benchmark heart rate variability (HRV) features extracted.

Time Domain Features

mean, standard deviation, coefficient of variation,
rmsdd, pNN50, mean of 1st diff.,
standard deviation of absolute of 1st diff.,
normalized mean of absolute 1st diff

Frequency Domain Features

High frequency power (HF), normalized HF,
Low frequency power (LF), normalized LF,
very low frequency power, HF/LF

2.4. Multi-Scale Entropy Features

The multi-scale entropy methods rely on two steps: (i) scaling and (ii) entropy calculation over
the different scales. Here, we explored different algorithms for both steps, as summarized in Table 2.

Table 2. Different scaling and entropy algorithms used.

Scaling Algorithms Entropy Algorithms

Coarse graining (cg) Sample Entropy
moving average (mavg) Modified Permutation Entropy

second moment cg (mom) Weighted Modified Permutation Entropy
moving average mom (mavg_mom)

composite coarse graining (comp_cg)

2.4.1. Scaling Algorithms

Several scaling algorithms have been proposed in the literature and attempt to convey fractal
information at different scales. All of these methods take the original time series (x(i)) with an index
i and produce the time series for a different scale. Details about the methods explored herein are
given next.

• Coarse graining (cg): This is the original algorithm proposed to obtain different scales. A point j
on the scaled series ys(j) for a scale s is given by:

ys(j) =
∑

js
i=(j−1)s+1 x(i)

s
, (1)

where, 1 ≤ j ≤ N/s. This method has been shown to be sub-optimal [17] and to lead to scaled
series that decrease in size, which could increase the variance in the estimated entropy [23]. As a
result, several variants have since been proposed, including the remainder listed below.

• Moving average (mavg): With moving average, a point j on the scaled series ys(j) for a scale s is
given by:

ys(j) =
∑

i=j+s−1
i=j x(i)

s
, (2)

where 1 ≤ j ≤ N − s + 1.
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• Composite coarse graining (comp_cg): the composite method generates s different (from k =

1, . . . , s) scaled series for a given scale s. The entropy estimates from the different series for the
scale s are then averaged to get the entropy estimate. This helps reduce the error in the entropy
estimation that occurs due to coarse graining produce. For a given scale s the point j of the kth

coarse grained series (yk,s(j)) is given by:

yk,s(j) =
∑

js+k−1
i=(j−1)s+k x(i)

s
, (3)

where 1 ≤ j ≤ N/s, and 1 ≤ k ≤ s gives the next index of the scaled series. The composite
multi-scale entropy (CMSE) for a given scale is then given by:

CMSE(s) =
∑s

k=1 Ent(yk,s)

s
, (4)

where Ent is the entropy calculation algorithm. In the original CMSE algorithm the sample
entropy algorithm is used.

• The second moment coarse graining (mom): this method quantifies the standard deviation of the
scaled series (also called the volatility series) rather than its mean as done by the coarse graining
procedure. A point i on the scaled series ys(i) for a scale s is given by:

ys(j) = σ|jsi=(j−1)s+1(x(i)), (5)

where 1 ≤ j ≤ N/s and σ represents the standard deviation.
• The second moment moving average (mavg_mom): we propose the moving average procedure

for calculation of the second moment to adapt to short time series. This replaces the
non-overlapping windows used in coarse graining to a sliding window, as in the case of the
moving average algorithm.

Figures 3 and 4 show the RR series and RR volatility series (using mavg_mom) for scales s = 1
to s = 3 and scales s = 2 to s = 4, respectively, for a five minute ECG segment. As can be
seen, scaling removes some high frequency information from the series, commonly associated
with artifacts.

Figure 3. Scaled inter-beat interval (RR) time series with the moving average algorithm for scales s = 1
(original series) to s = 3.
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Figure 4. Scaled RR time series with the second moment moving average algorithm for scales s = 2 to
s = 4.

2.4.2. Entropy Algorithms

• Sample entropy (SampEn): it is the negative natural logarithm of an estimate of the conditional
probability that if two sets of vectors (Xm(i) and Xm(j)) of length m have a distance < r, then two
sets of vectors (Xm+1(i) and Xm+1(j)) of length m + 1 also have a distance < r, based on some
distance metric dm(X, Y). It is formally defined as:

SampEn = − log
Nm+1

Nm
, (6)

where Nm is number of vector pairs with dm(Xm(i), Xm(j)) < r and Nm+1 is number of vector
pairs with dm(Xm+1(i), Xm+1(j)) < r.

• Modified permutation entropy (mPE): the permutation entropy algorithm quantifies the
occurrence of motifs in the series. Motifs are defined as recurring patterns in the time series
with a degree m and lag λ. Based on the rank ordering of the motif pattern we assign it a specific
symbol j. Representative motifs of degree (m = 3) and lag (λ = 1) are shown in Figure 5.
For modified permutation entropy, to account for stationary consecutive beats, four additional
symbolic representations have been added (from 7 to 10 as shown in the equation below). The time
series (X(t)) is first converted to the ordinal series (Xm,λ(j)), where 1 ≥ j ≤ N − m where N is the
size of the time series using the following relations:
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Xm,λ(j) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 if X(i) < X(i + λ) & X(i + λ) < X(i + 2λ) & X(i) < X(i + 2λ)

2 if X(i) < X(i + λ) & X(i + λ) > X(i + 2λ) & X(i) < X(i + 2λ),

3 if X(i) > X(i + λ) & X(i + λ) < X(i + 2λ) & X(i) < X(i + 2λ),

4 if X(i) < X(i + λ) & X(i + λ) > X(i + 2λ) & X(i) > X(i + 2λ),

5 if X(i) > X(i + λ) & X(i + λ) > X(i + 2λ) & X(i) > X(i + 2λ),

6 if X(i) > X(i + λ) & X(i + λ) < X(i + 2λ) & X(i) > X(i + 2λ).

7 if X(i) == X(i + λ) & X(i + λ) < X(i + 2λ).

8 if X(i) == X(i + λ) & X(i + λ) > X(i + 2λ).

9 if X(i) > X(i + λ) & X(i + λ) == X(i + 2λ).

10 if X(i) < X(i + λ) & X(i + λ) == X(i + 2λ).

Figure 5. Original motifs of degree m = 3 appearing in a time series.

The modified permutation entropy (mPE) is then given by:

mPE = −
m!+n

∑
j

p(πm,λ
j ) · log(p(πm,λ

j )), (7)

where n is the number of additional motif patterns added for the modified permutation entropy
and p(πm,λ

j ) is the relative frequency of the motif pattern represented by πm,λ
j and calculated as:

p(πm,λ
j ) =

∑j≤m!+n �u:type(u)=πj
(Xm,λ

j )

∑j≤m!+n �u:type(u)∈Π(Xm,λ
j )

, (8)

where �A(u) denotes the indicator function of set A defined as �A(u) = 1 if u ∈ A and �A(u) = 0
otherwise and type(.) denotes the map from pattern space to symbol space.

• Weighted modified permutation entropy (mPE_wt): weighted permutation entropy was proposed
to incorporate the amplitude information into the permutation entropy algorithm. This is done by
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calculating the variances (referred as weights wi) corresponding to each motif pattern in the time
series. The relative frequency p(πm,λ

i ) of a given pattern is then calculated as:

p(πm,λ
j ) =

∑j≤m!+n �u:type(u)=πi
(Xm,λ

j )wj

∑j≤m!+n �u:type(u)∈Π(Xm,λ
j )wj

. (9)

The permutation entropy for this adjusted relative frequency is then calculated using the standard
permutation entropy equation in (8).

The entropy values were calculated for both the RR series and the dRR series for a scale of
s = 1, . . . , 10. Moreover, the mean and standard deviation of the entropy measures across all scales
were calculated, thus resulting in 24 total features for each type of entropy measure.

2.4.3. Ordinal Distance Dissimilarity

Ordinal distance based dissimilarity [42] can be used to calculate the difference between the two
ordinal series. The distance between two ordinal series X and Y is given by

Dm(X, Y) =
√

m!
m! − 1

√√√√m!

∑
j
(px(π

m,λ
j )− py(π

m,λ
j ))2, (10)

where px(πm,λ) and py(πm,λ) are the relative frequencies of the motif pattern represented by πm,λ in
series X and Y, respectively, and m is the degree of the motif. As the RR series has statistical fractal
properties (the statistical properties over different scales do not change), the ordinal distance has been
calculated over the different scaled series (referred to as the inter-scale ordinal distance (isodsx ,sy )).
To limit the feature space size, we have calculated the distances between scales sx = 1 to sx = 3
and sy = 1 to sy = 10 with sx �= sy. This was done for both the RR and dRR series. Additionally,
we calculate the statistics of isod for given sx = 1 to sx = 3 relative to all sy, we calculate the
mean, standard deviation and first difference of isodsx , thus resulting in a total number of ordinal
distance features of 66. For simplicity, only the original permutation entropy based motif structures
are considered and the scaling is done by the moving average scaling algorithm.

2.5. Feature Selection and Classification

For evaluation, a five-fold cross validation setup was used. Workload assessment was performed
as a binary classification task, where the high and low mental workload ground truth labels are taken
from the from the MATB-II task. A support vector machine (SVM) classifier with an RBF kernel was
used. To explore the generalization performance, the above mentioned procedure is repeated 50 times
with different random seeds. This leads to 250 (5-folds times 50 repetitions with different random
seeds) training and test sets and classifications. To assess feature importance, we used feature selection
and look at the frequency of features occurring in the top 20 sets for the 250 possible combinations.

To assess feature importance, recursive feature elimination was performed using the extra trees
classifier [43]. Given an external estimator that assigns weights to features (an extra trees classifier in
this case), the least important features are pruned from the current set of features. The procedure is
recursively repeated on the pruned set until the desired number of features to be selected is reached.
This technique considers the interaction of features with the learning algorithm to give the optimal
subset of features. The feature selection is used to select the top 20 features for each fold of the
cross-validation set. The implementation of the classifier and feature selection algorithms was done
using sci-kit learn [44].
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3. Results and Discussion

The performance of the different entropy and scaling methods, the inter-scale ordinal distance
and benchmark features were compared for mental workload assessment. Comparison was done for
different levels of physical workload, thus allowing for the robustness of the features to be assessed
relative to increases in movement artifacts and changing dynamics of the heart rate brought on by
physical activity. We first compared the performance of the different combinations of entropy and
scaling approaches for different activity levels. The best performing algorithms were then compared
to the performance of ordinal distance scale similarity measure and benchmark features. Additionally,
we performed feature fusion where all the different feature sets were combined to test for feature
set complementarity.

3.1. Comparing Different Multi-Scale Entropy Algorithms

We calculated the accuracy (Acc) for different activity levels with the combinations of the three
entropy measures and five scaling algorithms. Figures 6–8 show the performance of the algorithms for
no, medium and high physical activity levels, respectively. As can be seen, generally across all physical
activity cases and for all entropy algorithms, the short time moving average based scaling (mov_avg
and mavg_mom) and composite based scaling (comp_cg) methods outperform coarse graining based
approaches (cg, mom). It can also be seen that the modified permutation entropy based on second
moment based scaling methods (mom and mavg_mom) (referred to as generalized permutation entropy
in [24]) typically achieve higher predictive power across all physical workload cases, hence indicating
the importance of volatility series of the RR series, as well as dRR series. Lastly, the modified
permutation entropy based algorithms (mPE and mPE_wt) performs better than sample entropy
based methods.

Specifically, looking at the performance of the features across different physical activity level
conditions, it can be seen for the no physical activity condition that mPE with (comp_cg and mavgmom)
achieved significantly higher performance (p < 0.01) than most of the other methods. Moreover,
by including the amplitude information into the mPE via the mPEwt measure, a drop in performance
is seen for the moving average scaled RR series, but the best performance for the volatility scaled
series is achieved with our proposed moving average scaling of the second moment (mavg_mom).
These results suggest that amplitude information of the volatility series is important for mental
workload assessment.

For the medium physical activity level condition, we observe similar performance trends to the
no physical activity condition with mPE (comp_cg scaling) achieving significantly higher performance
(p < 0.01) than the other methods. Interestingly, incorporating the amplitude information in this
condition leads to a decrease in performance for both comp_cg and mavg_mom. This could be due to
the changing cardiac dynamics during physical activity.

Finally, for the high physical activity level condition, we see an overall drop in performance
compared to the other two physical activity levels. We observe that the SampEn performance is
comparable to mPE and mPEwt for certain scaling methods (cg, mavg and comp_cg). We also see a
drop in performance for mPE when using mavg compared to cg scaling, though this is not observed
for SampEn and mPE_wt, both of which show improvement on using the mavg scaling. Overall,
we achieve the best performance using the modified permutation entropy for proposed short time
second moment calculation and comp_cg, using the mPE, i.e., excluding the amplitude information.
Higher performance without incorporating amplitude information (not using mPEwt) in both medium
and high physical activity level conditions could be due to higher noise in the RR series arising from
misdetections in the QRS complex caused by movement artifacts. As mPEwt is sensitive to such
artifacts, ignoring the amplitude information is better in such cases. Overall, mPE with comp_cg and
mavg_mom achieved the best results, with mavg_mom based scaling giving significantly higher results
than all the other methods tested (p < 0.01).
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Figure 6. Performance comparison for the no physical activity condition.

Figure 7. Performance comparison for the medium physical activity condition.

Figure 8. Performance comparison for the high physical activity condition.

Moreover, as [24] emphasizes the complementary nature of the volatility series, we further
investigate the fusion of comp_cg and mavg_mom base scaling methods using the mPE algorithm,
as these resulted in consistently better performance across all three physical activity conditions. Table 3
shows the results of fusion for the different physical activity levels. As can be seen, for the no and
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medium physical activity levels, fusion gave a significant (p < 0.01) improvement of 3.53% in accuracy
and 3.30% in f1-score and 1.90% accuracy and 1.63% f1-score, respectively, over the best performing
comp_cg + mPE algorithm. However, no improvement was seen for high physical activity level.
Such findings corroborate those of [24].

Table 3. Performance of fused comp_cg and mavg_mom scaling with mPE algorithm for different
physical workload levels (* represents cases which perform significantly better (p < 0.01) than chance).

Physical Activity Level Acc F1

No 0.7893 ± 0.0122 * 0.7886 ± 0.0131 *
Medium 0.7726 ± 0.0114 * 0.7701 ± 0.0111 *

High 0.6741 ± 0.0150 * 0.6698 ± 0.0164 *

3.2. Gauging Performance Against the Benchmark

Here, we compare the performance of the best performing algorithms from Section 3.1 with
the benchmark features. We further perform feature fusion of the two sets to further explore their
complementary. Tables 4–6 shows the benchmark, inter-scale ordinal distance, and best performing
multi-scale entropy methods and their fusion for no, medium and high physical activity levels,
respectively. In the tables, ‘nof’ indicates number of features used in each case.

Table 4. Benchmark performance comparison for the no physical activity condition (* represents cases
which perform significantly better (p < 0.01) than chance).

Feature (Nof) Acc F1

benchmark (15) 0.5772 ± 0.0192 * 0.4991 ± 0.0206
isod (66) 0.7838 ± 0.0137 * 0.7882 ± 0.0137 *
multi-scale entropy (48) 0.7893 ± 0.0122 * 0.7886 ± 0.0131 *
fused (129) 0.8438 ± 0.0126 * 0.8428 ± 0.0132 *

Table 5. Benchmark performance comparison for the medium physical activity condition (* represents
cases which perform significantly better (p < 0.01) than chance).

Feature (Nof) Acc F1

benchmark (15) 0.5318 ± 0.0169 * 0.6019 ± 0.0231 *
isod (66) 0.8189 ± 0.0133 * 0.8203 ± 0.0134 *
multi-scale entropy (48) 0.7726 ± 0.0114 * 0.7701 ± 0.0111 *
fused (129) 0.8401 ± 0.0128 * 0.8410 ± 0.0129 *

Table 6. Benchmark performance comparison for the high physical activity condition (* represents
cases which perform significantly better (p < 0.01) than chance).

Feature (Nof) Acc F1

benchmark (15) 0.5751 ± 0.0160 * 0.5393 ± 0.0245 *
isod (66) 0.7825 ± 0.0128 * 0.7818 ± 0.0137 *
multi-scale entropy (48) 0.6741 ± 0.0150 * 0.6698 ± 0.0164 *
fused (129) 0.8015 ± 0.0152 * 0.7987 ± 0.0156 *

As can be seen, for the no physical activity condition, both multi-scale entropy and the inter-scale
ordinal distance features perform significantly better than the benchmark with improvements of
21.21% in accuracy and 28.25% in f1-score and 20.66% in accuracy and 28.91% in f1-score, respectively.
Additionally, fusion provides significant (p < 0.01) improvements of 5.45% accuracy and 5.42% f1-score
over the multi-scale features alone.

Similarly for medium physical activity levels, both multi-scale entropy and the inter-scale ordinal
distance features performed significantly better than the benchmark with improvements of 24.08% in
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accuracy and 16.82% in f1-score and 27.20% in accuracy and 21.84% in f1-score, respectively. In this case,
the inter-scale ordinal distance features performed significantly better (p < 0.01) than the multi-scale
entropy features. Fusion also improved performance significantly (p < 0.01) and results in gains of
2.12% accuracy and 2.07% f1-score over the inter-scale ordinal distance features. Lastly, for the high
physical activity level condition, both multi-scale entropy and the inter-scale ordinal distance features
performed significantly better than the benchmark with improvements of 9.90% in accuracy and
13.05% in f1-score and 20.74% in accuracy and 24.25% in f1-score, respectively. Again, the inter-scale
ordinal distance features performed significantly better (p < 0.01) than the multi-scale entropy features.
Additionally, fusion gave a significant (p < 0.05) improvement of 1.90% accuracy and 1.69% f1-score
over the inter-scale ordinal distance features. The improvement in performance achieved with fusion
for all three activity levels further corroborates the results of [24].

3.3. Feature Ranking

Feature importance was computed based on the outcomes of feature selection across the five
cross validation steps, repeated 50 times. The top 20 features were selected for every fold. As such,
the frequency of occurrence of a given feature in the top feature set was calculated over the
250 iterations. Features appearing more than 70% were further ranked according to their frequency
of occurrence ( f req) for no, medium and high physical activity levels. These values are reported in
Tables 7–9, respectively, along with the feature names.

Table 7. Most frequently occurring features in the top-20 feature pool for the no physical
activity condition.

Feature Name f req

mean of RR 99.2
isods1,s4 dRR 98.8
isods3,s9 RR 98.4
Coefficient of variation 93.2
lf/hf 82.8
std. absolute first difference RR 81.2
mean isods3,: RR 80
(mPE + comp_cg)s3 RR 70.4

Table 8. Most frequently occurring features in the top-20 feature pool for the medium physical
activity condition.

Feature Name f req

isods1,s2 RR 99.2
isods1,s7 RR 99.2
isods2,s10 RR 98
mean RR 95.2
(mPE + mavg_mom)s1 RR 91.2
(mPE + comp_cg)s9 RR 89.6
(mPE + comp_cg)s1 RR 88.8
isods1,s4 dRR 83.2
(mPE + comp_cg)s10 RR 81.6
(mPE + mavg_mom)s8 dRR 74.4
isods2,s5 RR 74.4
(mPE + mavg_mom)s8 RR 70.4
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Table 9. Most frequently occurring features in the top-20 feature pool for the high physical
activity condition.

Feature Name f req

mean abs. first difference RR 100
(mPE + comp_cg)s8 RR 96
lfnu 95.2
(mPEwt + mavg_mom)s3 dRR 93.6
hfnu 90.8
(mPE + comp_cg)s4 RR 90.8
isods3,s4 RR 84.8
isods2,s9 RR 79.6
(mPE + comp_cg)s6 dRR 79.6
(mPE + comp_cg)s2 dRR 70.8

As can be seen, for the no physical activity condition, we observe that three of the eight top-ranked
features are from the inter-scale ordinal distance feature set with interaction of different scales with
s = 3 being the case for two of the three isod features. Additionally, one multi-scale mPE features
show up in the most frequent set with composite scaling based entropy of s = 3, Additionally, we
see four benchmark features in the top feature set, with three statistical features as well as the ratio
of low to high frequency (lf/hf). A consistent decrease in the mean of RR has been reported in the
literature with increased mental stress, a similar trend in the standard deviation of RR intervals could
explain the overall importance of the coefficient of variation which is a ratio of the two [41]. Similarly,
an increase in the l f /h f ratio was reported for increased mental workload across various studies [41].
We also observed that one of the proposed feature was calculated over the dRR series (isod feature),
reflecting the presence of long-term correlations and complexity in the magnitude difference of RR
series as noted in [29]. The presence of the different feature sets along with the benchmark features
further corroborates the complementary nature of the features.

Similarly, looking at medium physical activity level conditions, we observe that of the 12 most
frequent features, five were from inter-scale ordinal distance features with interactions between s = 1
and s = 2 with other scales. Further, additionally six multi-scale mPE features showed up in the
most frequent set with composite scaling based entropy of the original time series (s = 1) (same as
for mov_mom with s = 1 as well), along with s = 9 and s = 10 as well as of second moment from
s = 5 and s = 9. Additionally, scales s = 8 for the mPE of second moment also shows up in the top
features for both the RR and dRR series. We only have one benchmark feature (mean RR) in this case
among the top features, thus suggesting their sensitivity to movement artifacts. One of features were
calculated on the dRR series.

Lastly, for the high physical activity level conditions, of the top 10 most occurring features,
we observed that two features are from the inter-scale ordinal distance features, five features are from
the multi-scale mPE entropy with composite scaling based entropy of the scales s = 2, s = 4, s = 6 and
s = 8 as well as of second moment from s = 3. Interestingly, no entropy feature from the original time
series (s = 1) was seen in the top features. We also observed three benchmark features in the top set,
with both normalized low and high frequency along with mean of absolute first difference.

Mental workload has reported a drop in HRV features [45,46] attributed to sympathetic activation
and/or para-sympathetic withdrawal [45–48]. Time and frequency domain HRV features were focused
on characterizing the balance between these two systems. However, a lack of clear unbalance of
the ANS due to mental workload has been reported in the literature [49]. This has shifted focus
on the use of non-linear descriptors based on complex systems approach to better characterize the
fractal RR time series [15]. These methods often characterize the complexity of the RR time series [50].
Recent studies indicate that this complexity is a result of both sympathetic and parasympathetic
components of the ANS [51]. A recent study [49] has shown correlation dimension, which measures
the fractal self-similarity of signal, decrease to comparable pathological values during mental workload
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inducing tasks, which indicates an suppression of the parasympathetic activity in the heart [52] and
breakdown of long term correlations in the RR series [14] which can be quantified by complexity at
higher scales [26].

A few studies have looked at the effects of exercise on HRV features. [53] reported an increase
in overall complexity due to walking (4 km/hr) along with a significant increase in normalized low
frequency power and a decrease in normalized high frequency power. A similar trend for low intensity
exercise was reported in [54] with a contradictory increase in the high frequency component with
increased exercise intensity on a bicycle. This increase has further been explained by the influence
of breathing on heart rate (respiratory sinus arrhythmia (RSA)) which has a strong high frequency
component during high intensity exercise [55]. Interestingly, when looking at the non-linear properties
of the heart rate for high intensity exercise, entropy (scale = 1) decreases while complexity is still
retained at different scales [56], something that can be exploited by multi-scale entropy measure.

The scaling process for the multi-scale entropy algorithm is equivalent to low pass filtered
frequency bands with decreasing bandwidth with increasing scales [57]. This scaling can be achieved
by different types of scaling operations. For our study we have focused on two methods, namely
composite coarse graining and moving average scaling methods. Given the presence of two
distinct frequency regions in the heart rate due to parasympathetic activity (corresponding to high
frequency fluctuations in the RR series) and sympathetic activity (corresponding to lower frequency
fluctuations) [13], the multiscale entropy algorithm represents the complexity of the overall series due
to interaction of both sympathetic and parasympathetic systems at lower scales, while representing
the complexity of lower frequency component (mostly due to sympathetic activity) at higher scales.
Furthermore, the inter-scale ordinal distance feature tries to quantify the complex interaction between
the different frequency regions.

In keeping with the above variations in ANS balance with mental workload and exercise we
observe a scale s = 3 show importance for no physical workload case which captures more lower
frequency information compared to original scale. With medium physical activity further contributing
to the increase lower frequency components in mental workload we observe entropy of higher scale of
s = 8 to s = 10 (capturing low frequency information) show up in the top feature sets. Finally for high
physical activity where high frequency components show important contribution due to the influence
of RSA to the heart rate we see both low (s = 2 and s = 3) and high (s = 4, s = 6 and s = 8) scales
for entropy show significance in the top feature set. Additionally we see the normalized high and
low frequency components among the top features which show significance during exercise [53].
We hypothesize that the RSA component which usually causes cardio-respiratory coherence is
disrupted due to added mental workload [58] making these features important for distinguishing
between the two states. The inter-scale ordinal distance feature also shows significance for all three
physical activity levels hinting at non-linear interaction between the different frequency regions.
The presence of features from the dRR series show the importance of complementary non-linear
information present in the series which should be further investigated. Finally, the importance of
generalized entropy features calculated on the volatility series hints at the multifractal characteristics
holding vital information regarding mental workload. The link between generalized entropy and
multifractal heart rate characteristics has been hypothesized in [24].

4. Conclusions

Traditional time and frequency HRV methods don’t account for processes occurring at multiple
time scales leading to complex behavior of heart rate at multiple scales. In this study, we explored the
use of several multi-scale features for mental workload assessment for ambulatory users. We show
that the multi-scale entropy features are robust to changing heart rate dynamics due to movement
and activity and do better than the benchmark statistical and frequency domain features while also
providing complementary information. This hints at the physiological processes at various time scales
being effected by mental workload.

104



Entropy 2019, 21, 783

A number of different multi-scale entropy methods and scaling algorithms were tested and we
found that, generally, composite coarse graining via a new second moment moving average scaling
method, combined with the modified permutation entropy method outperformed other combinations,
thus suggesting that multi-scale entropy methods specifically designed for short term time series are
important for short term HRV analysis. Overall, the results reported herein suggest that increased
workload can result in changes in ECG signal complexity of higher scales of the fractal RR series.
These findings suggest that the long-term processes involved in heart rate regulation may be affected
by mental workload changes. These findings allow for sufficiently accurate assessment of mental
workload in safety-critical applications where users are ambulant, especially at moderate levels of
physical activity. For future work, context aware models which can distinguish between different
physical activity levels followed by mental workload classification could be developed.
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Abbreviations

The following abbreviations are used in this manuscript:

RSA Respiratory sinus arrhythmia
RR inter-beat interval series
dRR Absolute difference inter-beat interval series
ANS Autonomic nervous system
NASA-TLX NASA task load index
SWAT Subjective workload assessment technique
ECG Electrocardiogram
MSE Multi-scale entropy
PE Permutation entropy
mPE Modified permutation entropy
HRV Heart rate variability
MATB Multi-attribute task battery
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Abstract: Permutation Entropy (PE) and Multiscale Permutation Entropy (MPE) have been
extensively used in the analysis of time series searching for regularities. Although PE has
been explored and characterized, there is still a lack of theoretical background regarding MPE.
Therefore, we expand the available MPE theory by developing an explicit expression for the
estimator’s variance as a function of time scale and ordinal pattern distribution. We derived the
MPE Cramér–Rao Lower Bound (CRLB) to test the efficiency of our theoretical result. We also tested
our formulation against MPE variance measurements from simulated surrogate signals. We found
the MPE variance symmetric around the point of equally probable patterns, showing clear maxima
and minima. This implies that the MPE variance is directly linked to the MPE measurement itself,
and there is a region where the variance is maximum. This effect arises directly from the pattern
distribution, and it is unrelated to the time scale or the signal length. The MPE variance also increases
linearly with time scale, except when the MPE measurement is close to its maximum, where the
variance presents quadratic growth. The expression approaches the CRLB asymptotically, with fast
convergence. The theoretical variance is close to the results from simulations, and appears consistently
below the actual measurements. By knowing the MPE variance, it is possible to have a clear precision
criterion for statistical comparison in real-life applications.

Keywords: Multiscale Permutation Entropy; ordinal patterns; estimator variance; Cramér–Rao Lower
Bound; finite-length signals

1. Introduction

Information entropy, originally defined by Shannon [1], has been used as a measure of information
content in the field of communications. Several other applications of entropy measurements have been
proposed, such as the analysis of physiological electrical signals [2], where a reduction in entropy has
been linked to aging [3] and various motor diseases [4]. Another application is the characterization
of electrical load behavior, which can be used to perform non-intrusive load disaggregation and to
design smart grid applications [5].

Multiple types of entropy measures [6–8] have been proposed in recent years to assess the
information content of time series. One notable approach is the Permutation Entropy (PE) [9], used to
measure the recurrence of ordinal patterns within a discrete signal. PE is fast to compute and robust
even in the presence of outliers [9]. To better measure the information content at different time scales,
Multiscale Permutation Entropy (MPE) [10] was formulated as an extension of PE, by using the
multiscale approach proposed in [11]. Multiscaling is particularly useful in measuring the information
content in long range trends. The main disadvantage of PE is the necessity of a large data set for it to
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be reliable [12]. This is especially important in MPE, where the signal length is reduced geometrically
at each time scale. Signal-length limitations have been addressed and improved with Composite MPE
and Refined Composite MPE [13].

PE theory and properties have been extensively explored [14–16]. However, there is still a lack
of understanding regarding the statistical properties of MPE. In our previous work [17], we already
derived the expected value of the MPE measurement, taking into consideration the time scale and
the finite-length constraints. We found the MPE expected value to be biased. Nonetheless, this bias
depends only on the MPE parameters, and it is constant with respect to the pattern probability
distribution. In practice, the MPE bias does not depend on the signal [17], and thus, can be
easily corrected.

In the present article, our goal is to continue this statistical analysis by obtaining the variance of
the MPE estimator by means of Taylor series expansion. We develop an explicit equation for the MPE
variance. We also obtain the Cramér–Rao Lower Bound (CRLB) of MPE, and compare it to our obtained
expression to assess its theoretical efficiency. Lastly, we compare these results with simulated data
with known parameters. This gives a better understanding of the MPE statistic, which is helpful in the
interpretation of this measurement in real-life applications. By knowing the precision of the MPE, it is
possible to take informed decisions regarding experimental design, sampling, and hypothesis testing.

The reminder of the article is organized as follows: In Section 2, we lay the necessary background
of PE and MPE, the main derivation of the MPE variance, and the CRLB. We also develop the statistical
model to generate the surrogate data simulations for later testing. In Section 3, we show and discuss the
results obtained, including the properties of the MPE variance, its theoretical efficiency, and similarities
with our simulations. Finally, in Section 4, we add some general remarks regarding the results obtained.

2. Materials and Methods

In this section, we establish the concepts and tools necessary for the derivation of the MPE
model. In Section 2.1 we review the formulation of PE and MPE in detail. In Section 2.2, we show the
derivation of the MPE variance. In Section 2.3, we derive the expression for the CRLB of the MPE, and
we compare it to the variance. Finally, in Section 2.4, we explain the statistical model used to generate
surrogate signals, which are used to test the MPE model.

2.1. Theoretical Background

2.1.1. Permutation Entropy

PE [9] measures the information content by counting the ordinal patters present within a signal.
An ordinal pattern is defined as the comparison between the values of adjacent data points in a
segment of size d, known as the embedded dimension. For example, for a discrete signal of length N,
x1, . . . , xn, . . . , xN , and d = 2, only two possible patterns can be found within the series, xn < xn+1 and
xn > xn+1. For d = 3, there are six possible patterns present, as shown in Figure 1. In general, for any
integer value of d, there exists d factorial (d!) possible patterns within any given signal segment. To
calculate PE, we must first obtain the sample probabilities within the signal, by counting the number
of times a certain pattern i = 1, . . . , d! occurs. This is formally expressed as follows:

P(πi) =
�{n|n ≤ N − (d − 1), (xn, . . . , xn+d−1) type πi}

N − (d − 1)
= p̂i. (1)

where πi is the label of a particular ordinal pattern i, and p̂i is the estimated pattern probability. Some
authors [15] also introduce a downsampling parameter in Equation (1), to address the analysis of an
oversampled signal. For the purposes of this article, we assume a properly sampled signal, and thus,
we do not include this parameter.
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Using these estimations, we can apply the entropy definition [1] to obtain the PE of the signal

Ĥ =
−1

ln(d!)

d!

∑
i=1

p̂i ln p̂i. (2)

where Ĥ is the estimated normalized PE from the data.
PE is a very simple and fast estimator to calculate, and it is invariant to non-linear monotonous

transformations [15]. It is also convenient to note that we need no prior assumptions on the probability
distribution of the patterns, which makes PE a very robust estimator. The major disadvantage in PE
involves the length of the signal, where we need N � d! for PE to be meaningful. This imposes a
practical constraint in the use of PE for short signals, or in conditions where the data length is reduced.

Figure 1. All possible patterns for embedded dimension d = 3, from a
three-point sequence {xn, xn+1, xn+2}. The patterns represented, from left to
right, are π1 : xn < xn+1 < xn+2, π2 : xn < xn+2 < xn+1, π3 : xn+2 < xn < xn+1,
π4 : xn+1 < xn < xn+2, π5 : xn+1 < xn+2 < xn, and π6 : xn+2 < xn+1 < xn. The difference
in amplitude between data points does not affect the pattern, as long as the order is preserved.

2.1.2. Multiscale Permutation Entropy

The MPE consists of applying the classical PE analysis on coarse-grained signals [10]. First,
we define m, as the time scale parameter for the MPE analysis. The coarse-graining procedure consists
in dividing the original signal into adjacent, non-overlapping segments of size m, where m is a positive
integer less than N. The data points within each segment are averaged to produce a single data point,
which represents the segment at the given time scale [11].

x(m)
k =

1
m

km

∑
j=m(k−1)+1

xj. (3)

MPE consists in applying the PE procedure in Equation (2) on the coarse-grained signals in
Equation (3) for different time scales m. This technique allows us to measure the information
inside longer trends and time scales, which is not possible using PE. Nonetheless, the resulting
coarse-grained signals have a length of N/m, which limits the analysis. Moreover, for a sufficiently
large m, the condition N/m � d! is eventually not satisfied.

At this point, it is important to discuss some constraints regarding the interaction between time
scale m and the signal length N. First, strictly speaking, N/m must be an integer. In practice,
the coarse-grained signal length will be the integer number immediately below N/m. Second,
the proper domain of m is (0, N), as the segments size, at most, can be the same length as the
signal itself. It is handy to use a normalized scale m

N with domain (0, 1) which does not change between
signals. This normalized scale is the inverse of the coarse-grained signal length. Taking the length
constraints from the previous section, this means that m

N � 1
d! . For d = 2, a normalized scale of m

N = 1
2

will result in a coarse-grained signal of 2 data points, which is not meaningful for this analysis. For
d = 3, the normalized scale must be significantly less than 1

6 , which corresponds to a coarse-grained
signal of six elements. Therefore, for practical applications, we restrict our analysis for values of m

N
close to zero, by selecting a small time scale m, a large signal length N, or both.
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2.2. Variance of MPE Statistic

The calculated MPE can be interpreted as a sample statistic that estimates the true entropy
value, with an associated expected value, variance, and bias, for each time scale. We have previously
developed the calculation of the expected value of the MPE in [17], where the bias has been found to
be independent from the pattern probabilities. We expand on this result by first proposing an explicit
equation to the MPE statistic, and then we formulate the variance of MPE, as a function of the true
pattern probabilities and time scale.

For the following development, we use H, the non-normalized version of Equation (2),
for convenience.

Ĥ = Ĥ ln(d!) = −
d!

∑
i=1

p̂i ln p̂i. (4)

By taking the Taylor expansion of Equation (4) on a coarse-grained signal in Equation (3), we get

Ĥ = H − m
N

d!

∑
i=1

(1 + ln(pi))ΔYi −
∞

∑
k=1

(−1)k+1

k(k + 1)

(m
N

)k+1 d!

∑
i=1

ΔYi
k+1

pk
i

(5)

where Ĥ is the MPE estimator, H is the true unknown MPE value, m is the time scale, N is the signal
length, and d the embedded dimension. The probabilities pi correspond to the true probabilities
(unknown parameters) of each pattern, and ΔYi correspond to the random part in the multinomially
(Mu) distributed frequency of each pattern,

Yi =
N
m

p̂i =
N
m

pi + ΔYi,

{Y1, . . . , Yd!} ∼ Mu
(

N
m

, p1, . . . , pd!

)
(6)

Yi being the number of pattern counts of type i in the signal.
If we take into consideration the length constraints discussed in Section 2.1.2, we know that the

normalized time scale m
N is very close to zero. This implies that the high-order terms of Equation (5) will

quickly vanish for increasing values of k. Therefore, we propose to make the simplest approximation
of Equation (5) by taking only the term k = 1. By doing this, we get the following expression:

Ĥ ≈ H − m
N

d!

∑
i=1

(1 + ln(pi))ΔYi − 1
2

(m
N

)2 d!

∑
i=1

ΔYi
2

pi
. (7)

Using our previous results involving MPE [17], we know the expected value of Equation (7) is

E[Ĥ] ≈ H − d! − 1
2

(m
N

)
. (8)

The statistic presents a bias that does not depend on the pattern probabilities pi, and thus, can be
easily corrected for any signal.

Now, we move further and calculate the variance of the MPE estimator. First, it is convenient to
express Equation (4) in vectorial form.

Ĥ = −l̂
T

p̂ (9)

where

p̂= [ p̂1, . . . , p̂d!]
T

l̂= [ln( p̂1), . . . , ln( p̂d!)]
T .

(10)
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p̂ being the column vector of pattern probability estimators, l̂ the column vector of the logarithm
of each pattern probability estimator, and T is the transpose symbol. We can now rewrite Equation (7) as

Ĥ ≈ H − m
N

(1 + l)T ΔY − 1
2

(m
N

)2 (
p◦−1

)T
ΔY◦2 (11)

where

p = [p1, . . . , pd!]
T

1= [1, . . . , 1]T

p◦2 =
[

p2
1, . . . , p2

d!

]T

p◦−1 =
[

p−1
1 , . . . , p−1

d!

]T

l = [ln(p1), . . . , ln(pd!)]
T

ΔY◦2 =
[
ΔY2

1 , . . . , ΔYp2
d!

]T
.

(12)

The circle notation ◦ represents the Hadamard power (element-wise).
Now, we can obtain the variance of the MPE estimator (11),

var(Ĥ) = E[Ĥ2]−
(
E[Ĥ]

)2

≈H2 + (m
N )2(1 + l)TE

[
ΔYΔYT

]
(1 + l) − (m

N )2(p◦−1)TE
[
ΔY◦2

]
H

+ (m
N )3(1 + l)TE

[
ΔY(ΔY◦2)T

]
(p◦−1) + 1

4 (
m
N )4(p◦−1)TE

[
ΔY◦2(ΔY◦2)T

]
(p◦−1)

+ (m
N )(d! − 1)H − 1

4 (
m
N )2(d! − 1)2 − H2.

(13)

Now, we know that E
[
ΔYΔYT

]
is the Covariance matrix of ΔY , which is the multinomial

random variable defined in Equation (6). The matrix E
[
ΔY(ΔY◦2)T

]
is the Coskewness matrix,

and E
[
ΔY◦2(ΔY◦2)T

]
is the Cokurtosis. We know that (see Appendix A),

E
[
ΔYΔYT

]
= N

m (diag(p)− ppT) (14)

E
[
ΔY(ΔY◦2)T

]
= 2 N

m

(
p◦2 pT − diag(p◦2)

)
+ N

m (diag(p)− ppT) (15)

E
[
ΔY◦2(ΔY◦2)T

]
= 3 N

m (N
m − 2)p◦2(p◦2)T − N

m (N
m − 2)(p◦2 pT + p(p◦2)T)

+ (N
m )2 ppT − 4 N

m (N
m − 2)diag(p◦3) + 2 N

m (N
m − 3)diag(p◦2)

+ N
m (diag(p)− ppT) (16)

where diag(p) is a diagonal matrix, where the diagonal elements are the elements of p.
We can further summarize the covariance matrix (14) as follows:

N
m (diag(p)− ppT) = N

m Σp. (17)

We also rewrite the following term in Equation (13),

(p◦−1)TE
[
ΔY◦2

]
= (N

m )(p◦−1)T(p − p◦2) = (N
m )(d! − 1). (18)

By combining Equations (14) to (18) explicitly in Equation (13), we get the expression,

var(Ĥ) ≈ (m
N )lTΣpl + (m

N )2
(

1Tl + d!H + 1
2 (d! − 1)

)
+ 1

4 (
m
N )3

(
1T p◦−1 − (d!2 + 2d! − 2)

)
. (19)

We note that Equation (19) is a cubic polynomial respect to the normalized scale m/N. Since we
are still working in the region where m/N is close to (but not including) zero, we propose to further
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simplify this expression using only the linear term. This means that we can approximate Equation (19)
as follows:

var(Ĥ) ≈
(m

N
)

lTΣpl = m
N

⎛⎝ d!

∑
i=1

pi ln2(pi)−
d!

∑
i=1

d!

∑
j=1

pi pj ln(pi) ln(pj)

⎞⎠ = m
N

(
d!

∑
i=1

pi ln2(pi)− H2

)
. (20)

We note that Equation (20) will be equal to zero for a perfectly uniform pattern distribution (which
yields a maximum PE). In this particular case, Equation (20) will not be a good approximation for the
MPE variance, and we will need, at least, the quadratic term in Equation (19). Except for extremely
high or low values of MPE, we expect the variance linear approximation to be accurate. We discuss
more properties of this statistic in the Section 3.2.

2.3. MPE Cramér–Rao Lower Bound

In this section, we compare the MPE variance (20) to the CRLB, to test the efficiency of our
estimator. The CRLB is defined as

CRLB(H) =
[1 − B′(H)]2

I(H)
≤ var(Ĥ) (21)

where B is the bias of the MPE expected value from Equation (8) and

B′(H) =
dB
dH

= − d
dH

(
d! − 1

2
m
N

)
= 0

I(H) = −E
[

∂2 ln( fH(y; p))
∂H2

] (22)

where I(H) is the Fisher Information, and fH(y; p) is the probability distribution function of H.
Although we do not have an explicit expression for fH , we can express CRLB(H) as a function of

CRLB(p) as follows [18]:

CRLB(H) =

(
∂H
∂p

)T
CRLB(p)

∂H
∂p

(23)

where

∂H
∂p

=

[
∂H
∂p1

, . . .
∂H
∂pd!

]T
(24)

CRLB(p) = I(p)−1 ≤ covp(p̂). (25)

I(p) is the Fisher information matrix for p, which we know has a multinomial distribution related to
Equation (6). Each element of I(p) is defined as

Ij,k(p) = −E

[
∂2

∂pj∂pk
ln( f p̂(p̂; p))

]
. (26)

where f p̂(p̂; p) is the probability distribution of p̂, which is identically distributed to Equation (6)
(for the full calculation of CRLB(H), see Appendix B). Thus, by obtaining the inverse of I(p) and all
partial derivatives of H with respect to each element of p, we obtain the CRLB(H).

CRLB(H) = m
N

(
d!

∑
i=1

pi ln2 pi − H2

)
= m

N lTΣpl. (27)

As we recall from our results in Equations (19) and (20), the CRLB corresponds to the first term
of the Taylor series expansion of the MPE variance. The high-order terms in Equation (19) increase
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the MPE variance above the CRLB. For small values of m
N , the higher-order terms in Equations (20)

become neglectable, which make the MPE variance approximation converge to CRLB(H).

2.4. Simulations

To test the MPE variance, we need an appropriate benchmark. We need to design a proper signal
model with the following goals in mind: First, the model must preserve the pattern probabilities across
all the signal generated; second, the function must have the pattern probability as an explicit parameter,
easily modifiable for testing. The following equation satisfies these criteria for dimension d = 2:

xn = xn−1 + εn − δ(p) (28)

where

p = 1
2

(
1 − er f

(
δ(p)√

2

))
(29)

δ(p) =
√

2 er f−1(1 − 2p). (30)

This is a non-stationary process, with a trend function δ(p). ε is a Gaussian noise term with
variance σ2 = 1, without loss of generality. Although different values of σ2 will indeed modify
the trend function, it will not affect the pattern probabilities in the simulation, as PE is invariant to
non-linear monotonous transformations [15].

For dimension d = 2, p = p1 = P(xn < xn+1) and 1 − p = p2 = P(xn > xn+1), which are the
probabilities of each of the two possible patterns. The formulation of δ(p) comes from the Gaussian
Complementary Cumulative Distribution function, taking p as a parameter. This guarantees that we
can directly modify the pattern probabilities p and 1 − p for simulation.

Although p is not invariant at different time scales, it is consistent within each coarse-grained
signal, which suffices for our purposes. We chose to restrict our simulation analysis to the embedded
dimension d = 2. Although our theoretical work holds for any value of d (see Section 2.2), it is difficult
to visualize the results at higher dimensions.

This surrogate model (28) was implemented in the Matlab environment. For the test, we generated
1000 signals each, for 99 different values for p = 0.01, 0.02, . . . 0.99. The signal length was set to
N = 1000. Some sample paths are shown in Figure 2. These signals were then subject to the
coarse-graining procedure (3) for time scale m = 1, . . . , 10. The MPE measurement was taken for each
coarse-grained simulated signal using Equation (2). Finally, we obtained the mean and variance of the
resulting MPE’s for each scale. This simulation results are discussed in Section 3.2.

0 50 100 150 200 250 300
n

-150

-100

-50
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Figure 2. Simulated paths for MPE testing, where p is the probability of xn < xn+1 for
dimension d = 2. The graph shows sample paths for p = 0.3, p = 0.5, p = 0.7
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3. Results and Discussion

In this section, we explore the results from the theoretical MPE variance. In Section 3.1, we contrast
the results from the model against the MPE variance measured from the simulations. In Section 3.2,
we discuss these findings in detail.

3.1. Results

Here, we compare the theoretical results with the surrogate data obtained by means of the
procedure described in Section 2.4. We use the cubic model from Equation (19) instead of the linear
approximation in Equation (20), to take in consideration non-linear effects that could arise from
simulations. Figure 3 shows the theoretical predictions in dotted lines, and simulation measurements
in solid lines.
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Figure 3. var(Ĥ) for embedded dimension d = 2 from theory (dotted lines) and simulations (solid
lines). (a) var(Ĥ) vs. pattern probability p for different normalized scales m/N. (b) var(Ĥ) vs. m/N
for different values of p. (c) var(Ĥ) vs. m/N at p = 0.5, which corresponds to maximum entropy.
(d) var(Ĥ) vs. m/N at with small p, which approaches minimum entropy.

Figure 3a shows the variance of the MPE (19) as a function of p for d = 2. The lines correspond
to a normalized time scale of m/N = 0.001, 0.005, and 0.010. The variance presents symmetry with
respect to the middle value of p = 0.5. This is to be expected, as for d = 2, the variance has only one
degree of freedom. The structure is preserved, albeit scaled, for different values of m.

Figure 3b–d show the MPE variance versus the normalized time scale, for different values of
pattern probability p. As we can see in Figure 3b, the variance increases linearly with respect to the
normalized scale m/N at the positive vicinity of zero, as predicted in Equation (20). This is not the case
for when p = 0.5 (maximum entropy), as shown in Figure 3c, where both the theory and simulations

116



Entropy 2019, 21, 450

show a clear non-linear tendency. Finally, Figure 3d shows the case where we have extreme pattern
probability distributions, with entropy close to zero. Although we use the complete cubic model (19),
the predicted curves are almost linear.

In general, we can observe that the simulation results have greater variance than the prediction of
the model. The real values from the simulations correspond to the sample variance from the signals,
calculated from p̂ instead of p. Nonetheless, the simulations and theoretical graphs have the same
shape. It is interesting to note that the discrepancies increase with the scale. This effect is addressed in
Section 3.2.

3.2. Discussion

It is interesting to explore the particular structure of the variance. As we can observe from
Figure 3b, the MPE variance increases linearly with respect to the time scale for a wide range of pattern
distributions, as described in Equation (20). This is even true with highly uneven distributions, where
the entropy is very close to zero, as shown in Figure 3d. Nonetheless, when we observe the expression
(20), the equation collapses to zero when all pattern probabilities pi are the same. For any embedded
dimension d, all probabilities pi =

1
d! . This particular pattern probability distribution is the discrete

uniform distribution, which yield to the maximum possible entropy in Equation (2). As we can observe
from Figure 3c, the linear approximation in Equation (19) is not enough to estimate the variance in this
case. Nonetheless, the results suggest a quadratic increase. This agrees with previous results by Little
and Kane [16], where they characterized the classical normalized PE variance for white noise under
finite-length constraints.

var(Ĥ) ≈ d! − 1
2(ln d!)2

1
N2 (31)

This result matches our model in Equation (19) (taking the quadratic term) for the specific case of
uniform pattern distribution and time scale m = 1. This suggest that, when we approach the maximum
entropy, the quadratic approximation is necessary.

Contrary to the bias in the expected value of MPE [17], the variance is strongly dependent on
the pattern probabilities present in the signal, as shown in Figure 3a. For the MPE with embedded
dimension d = 2, the variance of MPE has a symmetric shape around equally probable patterns.
We observe, for a fixed time scale, that the variance increases the further we deviate from the center,
and sharply decreases for extreme probabilities. The variance presents its lowest points at the center
and the extremes of the pattern probability distributions, which corresponds to the points where
the entropy is maximum and minimum, respectively. For d = 2, we can calculate the variance (20)
more explicitly,

var(Ĥ) ≈
(m

N
)

lTΣpl|d=2 =
(m

N
)

p(1 − p) ln2
(

p
1 − p

)
. (32)

It is evident that the zeros of this equation correspond to p = 0, p = 1 (points of minimum
entropy), and p = 0.5 (maximum entropy). We can get the critical points by calculating the first
derivative of Equation (32) with respect to p

(m
N
) d

dp

(
lTΣpl|d=2

)
=
(m

N
)

ln
(

p
1 − p

)(
(1 − 2p) ln

(
p

1 − p

)
+ 2

)
= 0 (33)

which is equal to zero to get the extreme points. From the first term of Equation (33), we obtain the
critical point p = 0.5, which is a minimum. If the second term of the equation is equal to zero, we need
to solve the transcendental function

ln
(

p
1 − p

)
=

2
2p − 1.

(34)
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Numerically, we found the maximum points to be p = 0.083 and p = 0.917, as shown in Figure 3a.
Both these values yield to a normalized PE value of Ĥ = 0.413. This implies that, when we obtain
values of MPE close to this value, we will have a region with maximum variance. This effect arises
directly from the pattern probability distribution. Hence, in the region around Ĥ = 0.413 for d = 2,
we will have maximum estimation uncertainty, even before factoring the finite length of the signal,
or the time scale. Therefore, Equation (20) implies an uneven variance across all possible values of
the entropy measurement, regardless of time scale and embedded dimension. It also implies a region
where this variance is maximum.

Lastly, as noted in Section 2.3, the MPE variance (20) approaches the CRLB for small values of m.
This is further supported by the simulation variance MPE measurements shown in Figure 3, which are
consistently above the theoretical prediction. We can attribute this effect to the number of iterations
of the testing model in Equation (28), where an increasing number of repetitions will yield to a more
precise MPE estimation, with a reduced variance. Since we already include the effect of the time scale
in Equations (19) and (20), the difference between the theoretical results and the simulations does not
come directly from the signal length or the pattern distribution.

4. Conclusions

By following on from our previous work [17], we further explored and characterized the MPE
statistic. By using a Taylor series expansion, we were able to obtain an explicit expression of the MPE
variance. We also derived the Cramér–Rao Lower bound of the MPE, and compared it to our obtained
expression. Finally, we proposed a suitable signal model for testing our results against simulations.

By analyzing the properties of the MPE variance graph, we found the estimator to be symmetric
around the point of equally probable patterns. Moreover, the estimator is minimum in both the points
of maximum and minimum entropy. This implies, first, that the variance of the MPE is dependent
on the MPE estimation itself. In regions where the entropy measurement is near the maximum
or minimum, the estimation will have a minimum variance. On the other hand, there is an MPE
measurement where the variance will have a maximum. This effect comes solely from the pattern
distribution, and not from the signal length or the MPE time scale. We should take in account this
effect when comparing real entropy measurements, as it could affect the interpretation of statistically
significant difference.

Regarding the time scale, the MPE variance linear approximation is sufficiently accurate for
almost all pattern distributions, provided that the time scale is small compared to the signal length.
An important exception to this is the case where the pattern probability distribution is almost uniform.
For equally probable patterns, the linear term of the MPE variance vanishes, regardless of time scale.
In this case, we need to increase the order of the approximation to the quadratic term. Hence, for MPE
values close to the maximum, the variance presents a quadratic growth respect to scale.

We found the MPE variance estimator obtained in this article to be almost efficient. When the time
scale is small compared to the signal length, the MPE variance resembles the MPE CRLB closely. Since
the CRLB is equal to the first term on the Taylor series approximation for the variance, this implies
that the efficiency limit also changes with the MPE measurement itself. Since this effect also comes
purely from the pattern distribution, we cannot correct it with the established improvements of the
MPE algorithm, like Composite MPE or Refined Composite MPE [13].

By knowing the variance of the MPE, we can improve the interpretation of this estimator in
real-life applications. This is important because researchers can impose a precision criterion over the
MPE measurements, given the characteristics of the data to analyze. For example, the electrical load
behavior analysis can be achieved using short-term measurements where the time scale is a limiting
factor for MPE. By knowing the variance, we can compute the maximum time scale until which the
MPE is still significant.

By better understanding the advantages and disadvantages of the MPE technique, it is possible to
have a clear benchmark for statistically significant comparisons between signals at any time scale.
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Appendix A. Multinomial Moment Matrices

In this section we will briefly derive the expressions for the Covariance, Coskewness, and
Cokurtosis matrices for a multinomial distribution. These will be necessary in the calculation of
the MPE variance in Section 2.2.

First, we start with a multinomial random variable with the following characteristics,

Y =

⎡⎢⎣Y1
...

Yd!

⎤⎥⎦ =

⎡⎢⎣ np1 + ΔY1
...

npd! + ΔYd!

⎤⎥⎦ = np + ΔY ∼ Mu (n, p1, . . . , pd!)

p̂ = 1
n Y = p + 1

n ΔY

(A1)

where we use the same definitions as in Equations (10) and (12), where p is the vector composed of all
pattern probabilities pi, and p̂ is the estimation of p. We will also use the definitions in Section 2.2,
where d! is the number of possible patterns (number of events in the sample space), m is the MPE time
scale, and N is the length of the signal. For the remainder of this section, we will assume m and N are
such that n = N

m is integer.
We note that Y is composed of a deterministic part npi, and a random part ΔYi. It should be

evident that E[ΔYi] = 0 and ΔYi is identically distributed to Y.
We proceed to calculate the Covariance matrix of the binomial random variable ΔY . We know that

E
[
ΔYi

2
]
= npi(1 − pi) (A2)

E
[
ΔYiΔyj

]
= −npi pj (A3)

for i = 1, . . . , d! and j = 1, . . . , d!. Thus, if we gather all possible combinations of i and j in the
Covariance matrix, we get

E
[
ΔYΔYT

]
= n(diag(p)− ppT) (A4)

Similarly, the skewness and coskewness can be expressed as,

E
[
ΔY3

i

]
= 2np3

i − 3np2
i + npi (A5)

E
[
ΔY2

i ΔYj

]
= 2np2

i pj − npi pj (A6)
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which yields to the Coskewness matrix

E
[
ΔY(ΔY◦2)T

]
= 2n

(
p◦2 pT − diag(p◦2)

)
+ n(diag(p)− ppT) (A7)

where we use again the vector definitions in Equation (12).
Lastly, we follow the same procedure to obtain the Cokurtosis matrix, by obtaining the values

E
[
ΔY4

i

]
= 3n(n − 2)p4

i − 6n(n − 2)p3
i + n(3n − 7)p3

i + npi (A8)

E
[
ΔY2

i ΔY2
j

]
= 3n(n − 2)p2

i p2
j − n(n − 2)(p2

i pj + pi p2
j ) + n(n − 1)pi pj (A9)

which combines in the matrix as follows

E[ΔY◦2(ΔY◦2)T ] = 3n(n − 2)p◦2(p◦2)T − n(n − 2)(p◦2 pT + p(p◦2)T) + n2 ppT

− 4n(n − 2)diag(p◦3) + 2n(n − 3)diag(p◦2) + n(diag(p)− ppT). (A10)

By taking advantage of this expressions, we are able to calculate the MPE variance in Section 2.2.

Appendix B. Cramér–Rao Lower Bound of MPE

In this section we will explicitly develop the calculations of CRLB(H). Before calculating the
elements of the Information matrix, we should note that the parameter vector p in Equation (12) has
d! − 1 degrees of freedom. since the elements of p represent the probabilities of each possible pattern
in the sample space, the sum of the elements of p must be one. We are subject to the restriction

d!

∑
i=1

pi = 1

pd! = 1 −
d!−1

∑
i=1

pi (A11)

We should note that, as a consequence of this restriction, pd! is not an independent variable. We
will define a new parameter vector p∗, such that

p∗ = [p1, . . . , pd!−1]
T (A12)

which has the same degrees of freedom as p. This will be necessary to use the lemma (A19) as we shall
see later in this section.

Now, we calculate all the partial derivatives of H (4) respect to the pattern probabilities p, such
that, for j = 1, . . . , (d! − 1)

H = −
d!

∑
i=1

pi ln pi = −
d!−1

∑
i=1

pi ln pi − pd! ln pd!

∂H
∂pj

= ln pd! − ln pj

∂H
∂p∗

= ln pd! 1 − l∗ (A13)

where
1 = [1, . . . , 1]T (A14)

l∗ = [ln(p1), . . . , ln(pd!−1)]
T (A15)

following the same logic as Equation (A12).
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The next step is to compute the Fisher Information matrix. We know from Equation (6) that p̂, the
pattern probabilities estimated from a signal, are multinomially distributed. The number of trials in
the multinomial variable is N/m.

f p̂(p̂; p) = fY (y; p) = N
m !

d!

∏
i=1

pyi
i

yi!
= N

m !
pyd!

d!
yd!!

d!−1

∏
i=1

pyi
i

yi!
(A16)

where
y = [y1, . . . , yd!]

T (A17)

is the count of patterns in the signal, as described in Equations (1) and (6). Since p̂ = m
N Y, they have

the same probability distribution. Using (A16), I(p∗) is calculated as follows,

ln( fY (y; p)) = ln(N
m !) + yd! ln(pd!) +

d!−1

∑
i=1

yi ln(pi)− ln(yd!!)−
d!−1

∑
i=1

ln(yi!)

∂ ln( fY )

∂pj
= yj p−1

j − yd! p−1
d!

∂2 ln( fY )

∂p2
j

= −yj p−2
j − yd! p−2

d!

∂2 ln( fY )

∂pj∂pk
= −yd! p−2

d!

−E

[
∂2 ln( fY )

∂p2
j

]
= N

m p−1
j + N

m p−1
d!

−E

[
∂2 ln( fY )

∂pj∂pk

]
= N

m p−1
d!

I(p∗) = N
m

(
diag(p◦−1

∗ ) + p−1
d! 1 · 1T

)
(A18)

where 1 · 1T is a square matrix of ones, with rank 1. We should note that j = 1, . . . , (d! − 1) and
k = 1, . . . , (d! − 1), so I(p∗) is of size (d! − 1)x(d! − 1). Because of the constraint in (A11), pd! offers
no additional information. Moreover, we guarantee that I(p∗) is non-singular, and thus, invertible.

To get CRLB(p∗), we will need the inverse of I(p∗): We will use the following lemma from [19].
If A and A + B are non-singular matrices, and B has rank 1, then,

(A + B)−1 = A−1 − 1
1 + tr(BA−1)

A−1BA−1 (A19)

therefore

I(p∗)−1 = m
N (diag(p◦−1

∗ ) + p−1
d! 1 · 1T)−1

= m
N

(
diag(p∗)−

p−1
d!

1 + p−1
d! (1 − pd!)

p∗pT
∗

)
I(p∗)−1 = m

N

(
diag(p∗)− p∗pT

∗
)
= CRLB(p∗).

(A20)

Lastly, if we introduce Equations (A13) and (A20) into (23), we get

CRLB(H) = m
N (ln(pd!) 1 − l∗)

T
(

diag(p∗)− p∗pT
∗
)
(ln(pd!) 1 − l∗)

= m
N (ln2(pd!) 1Tdiag(p∗)1 − ln2(pd!) 1T p∗pT

∗ 1 + lT
∗ diag(p∗)l∗ − lT

∗ p∗pT
∗ l∗

− 2 ln(pd!) 1Tdiag(p∗)l∗ + 2 ln(pd!) 1T p∗pT
∗ l∗).

(A21)
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By noting the following relations,

1Tdiag(p∗)1 =
d!−1

∑
i=1

pi = 1 − pd!

1T p∗ =
d!−1

∑
i=1

pi = 1 − pd!

1T p∗pT
∗ 1 =

(
1T p∗

)2
= (1 − pd!)

2

lT
∗ diag(p∗)l∗ =

d!−1

∑
i=1

pi ln2 pi

lT
∗ p∗ =

D−1

∑
i=1

pi ln pi = −H − pd! ln pd!

lT
∗ p∗pT

∗ l∗ =
(

lT
∗ p∗

)2
= H2 + 2Hpd! ln pd! + p2

d! ln2 pd!

1Tdiag(p∗)l∗ = pT
∗ l∗ = −H − pd! ln pd!

1T p∗pT
∗ l∗ = −(1 − pd!)(H + pd! ln pd!)

= −H − pd! ln pd! + pd!H + p2
d! ln pd!

we can simplify and rewrite Equation (A21) as

CRLB(H) = m
N

(
d!

∑
i=1

pi ln2(pi)− H2

)
= m

N lTΣpl.

which is what we obtained in Equation (27).
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Abstract: This paper proposes a method that maps the coupling strength of an arbitrary number of
signals D, D ≥ 2, into a single time series. It is motivated by the inability of multiscale entropy to
jointly analyze more than two signals. The coupling strength is determined using the copula density
defined over a [0 1]D copula domain. The copula domain is decomposed into the Voronoi regions,
with volumes inversely proportional to the dependency level (coupling strength) of the observed
joint signals. A stream of dependency levels, ordered in time, creates a new time series that shows the
fluctuation of the signals’ coupling strength along the time axis. The composite multiscale entropy
(CMSE) is then applied to three signals, systolic blood pressure (SBP), pulse interval (PI), and body
temperature (tB), simultaneously recorded from rats exposed to different ambient temperatures (tA).
The obtained results are consistent with the results from the classical studies, and the method itself
offers more levels of freedom than the classical analysis.

Keywords: copula density; dependency structures; Voronoi decomposition; multiscale entropy;
ambient temperature; telemetry; systolic blood pressure; pulse interval; thermoregulation; vasopressin

1. Introduction

Approximate [1,2] and sample entropies [3], ApEn and SampEn, have been intensively implemented
in a range of scientific fields to quantify the unpredictability of time series fluctuations. Contributions
that apply ApEn and SampEn are measured by thousands [4], confirming their significance. The cross
entropies—XApEn and XSampEn—are designed to measure a level of asynchrony of two parallel time
series [3,5,6]. Descriptions of (cross) entropy concepts can be found in numerous articles, but a recent
comprehensive review [7] provides an excellent tutorial with the guidelines aimed to help the research
society to understand ApEn and SampEn and to apply them correctly [7].

Multiscale entropy (MSE) [8,9], based on SampEn, investigates the changes in complexity caused
by a change of the time scale. Composite MSE (CMSE) performs an additional averaging, thus
solving the problem of decreased reliability induced by temporal scaling [10,11]. A comprehensive
study of fixed and variable thresholds at different scales also presents an excellent review of the MSE
improvements [12].

The benefits offered by entropy are explored in cardiovascular data analysis. Entropy was
implemented to determine the cardiac variability [13], the complexity changes in cardiovascular
disease [14], a level of deterministic chaos of heart rate variability (HRV) [9], HRV complexity

Entropy 2019, 21, 1103; doi:10.3390/e21111103 www.mdpi.com/journal/entropy125
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in diabetes patients [15], in heart failure [16], in stress, [17,18] or in different aging and gender
groups [19,20], while multiscale cross-entropy was applied for health monitoring systems [11].

SampEn- or ApEn-based entropy estimates are designed for one signal, or at most for two signals
(cross-entropy), but biomedical studies often require an analysis of three or more simultaneously
recorded signals.

We propose a method that maps levels of interaction of two or more time series into a single
signal. Levels of interaction are assessed using the copula density [21]. The transformation from the
probabilistic copula domain to the beat-to-beat time domain is performed by Voronoi decomposition.

The method is applied to multivariate time series that comprises three simultaneously recorded
signals: systolic blood pressure (SBP), pulse interval (PI), and body temperature (tB) recorded at
different ambient temperatures (tA). It is well known that thermoregulation can affect cardiovascular
homeostasis [22]. Analysis of heart rate (HR) and SBP in the spectral domain has shown that
changes of ambient temperature modulate vasomotion in the skin blood vessels, reflected in the
very-low-frequency range of SBP and reflex changes in HR spectra [23,24]. Thermoregulation is
complex and involves autonomic, cardiovascular, respiratory as well as a metabolic adaptation [25–28].
The key corrector of blood pressure is the baroreceptor reflex (BRR). The disfunction of BRR is the
hallmark of cardiovascular diseases with a bad clinical prognosis. Thus, evaluating its functioning
is important not only for the diagnosis and prognosis of cardiovascular diseases but also for the
evaluation of treatment.

The aims of this study are:

1. To propose a method that enables an application of multiscale entropy to an arbitrary number of
signals and to analyze the outcome;

2. To compare the results of the classical multiscale method and the proposed method when
applicable, i.e., in a case of two-dimensional signals;

3. To test whether the proposed method recognizes the changes of dependency level (coupling
strength, level of interaction) of joint multivariate signals in different biomedical experiments.

The paper is organized as follows: the experimental setting for signal acquisition is explained
in Section 2.1, together with surrogate signals and artificially generated control signals. The signal
pre-processing that ensures the reliability of the results is explained in Section 2.2. Section 2.3. shows
the mathematical tools assembled to create the proposed method: it gives an introduction to the copula
theory, it outlines copula advantages and applications, and it discusses the various procedures for
density estimation to justify the preference of Voronoi decomposition.

Section 3.1. shows the basic statistical analysis of the experimental SBP, PI, and tB signals. For
the sake of comparison, this section includes the outcomes of classical (X)SampEn and CMSE entropy
analysis. Section 3.2. introduces the new signal, created by the proposed method, for a two-dimensional
case (SBP and PI mapped into the new D = 2 signal) and a three-dimensional case (SBP, PI, and tB

mapped into the new D = 3 signal). In both cases, the SBP-PI offset (delay) is taken into account
ranging from 0 to 5 beats [29]. The wide sense stationarity of the created signals is checked and
the correction proposed. The signals’ statistical properties, in terms of skewness and kurtosis, are
estimated and discussed. In Section 3.3., the entropy parameters are analyzed and the proper ones that
ensure the reliable estimates are selected. Then, the results of experiments performed to justify the
consistency with the classical methods (in cases when the comparison is possible) are presented. The
results showing that the method recognizes the changes in the level of signal interaction in various
experimental environments are presented as well. The results are discussed in Section 4 with respect
to the aims of this paper. The same section gives the conclusion and the possibilities for further
method applications.

A brief description of well-known entropy concepts—ApEn, SampEn, MSE, and CMSE—is included
in the Appendix A.
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2. Materials and Methods

2.1. Experimental Setting and Signal Acquisition

All experimental procedures conformed to Directive 2010/63/EU National Animal Welfare Act
2009/6/RS and Rule Book 2010/RS. The protocol was approved by the University of Belgrade Ethics
review board (license n◦323-07-10519/2013-05/2).

Adult male Wistar outbred rats, weighing 300–350 g, housed under control laboratory conditions
(temperature—22 ± 2 ◦C; relative humidity: 60–70%; lighting: 12:12 h light-dark cycle) with food (0.2%
NaCl) and tap water ad libitum were used in experimentation. Vasopressin selective antagonists of
V1a or V2 receptors were injected via cannula chronically positioned in the lateral cerebral ventricle
of the rat. The concomitant measurement of blood pressure waveforms (BP) and body temperature
was performed using TL11M2-C50-PXT (DSI, St. Paul, MN, USA) equipment implanted into the
abdominal aorta. The measurements were performed at the neutral ambient temperature (NT), 27 rats
at tA = 22 ± 2 ◦C, and the increased ambient temperature (HT), 28 rats at tA = 34 ± 2 ◦C. The four rats
recorded at the low temperature (LT), tA = 12 ± 2 ◦C, were included as an illustrative example. There
are five subgroups in NT and HT groups: control group, V1a-100 ng, V1a-500 ng, V2-100 ng, and
V2-500 ng. The experimental timeline is shown in Figure 1.

Signal
acquisition

7 days 2 days 1 hourr
4

STOP

1 h
3

START

2 da
2

i.c.v.
cannulation

SENSORS
IMPLANT

1

Si lSignal

LT: 120C ± 2
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NT: 220C ± 2

2

NT: 22 C ± 2
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10
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500 mg

4 rats 5 rats
V2
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V2

500 mg

HT: 340C ± 2
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500 mg

3 rats 5 rats
V2

100 mg
V2
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PI [ms]
tB [0C]

SBP [mmHg]
PI [ms]
tB [0C]

Figure 1. The experimental timeline and the signal subgroups. The high temperature (HT) experiment
includes 28 animals exposed to 34± 2 ◦C ambient temperature; the neutral temperature (NT) experiment
includes 27 animals exposed to 22 ± 2 ◦C ambient temperature; ten animals from each group were
controls (CONT), the others got V1a and V2 antagonists, either 100 ng or 500 ng; the low temperature
(LT) experiment contains four control animals exposed to 12 ± 2 ◦C ambient temperature; it is included
as an illustration.

The experimental environment includes two types of control signals. The first controls are
isodistributional surrogate data [30,31]. Surrogate data are derived from the experimental time series
by randomizing the property that needs to be tested, keeping the other signal attributes intact. Thus,
isodistributional surrogates randomly permute the signal to destroy the orderliness that is checked
by entropy analysis. The signal distribution function remains unchanged. The second controls are
artificially generated signals—a series of independent and identically distributed (i.i.d.) samples with
Gaussian distribution and with exponential distribution. Gaussian signals possess a unique property
in which linear independency implies statistical independency [32], and that it is an asymptotic
distribution of the sum of i.i.d. samples (with some constraints) [32], an issue important for the
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multiscale entropy coarse-graining. Signals with exponential distribution are often implemented when
there is a need to test the signals with large variance.

2.2. Signal Pre-Processing

Arterial blood pressure (BP) and body temperature signals were acquired using a sampling
frequency of 1000 Hz. Systolic blood pressure (SBP) and pulse interval (PI) time series were derived
from the BP waveforms as the local maxima and as the intervals between the successive maximal
BP positive changes, respectively. The samples from the body temperature signals were taken
simultaneously with SBP to create body temperature beat-to-beat time series tB. Artifacts were detected
semi-automatically using the filter [33] adjusted to the signals recorded from the laboratory rats.
A visual examination was then performed to find the residual errors. A very low signal component
(trend) was removed by a high-pass filter designed for biomedical time series [34], thus ensuring SBP,
PI, and tB signal stationarity. All the signals were cut to the length of the shortest time series, n = 14,405
samples. The time series X1 = SBP, X2 = PI and X3 = tB jointly create a single three-dimensional signal
(D = 3). Its samples X1k, X2k, and X3k, k = 1, . . . , N create points in the three-dimensional signal space.

2.3. Copula Density, Voronoi Regions and Dependency Time Series

A copula is a mathematical concept that provides a multidimensional probability density function,
where density reflects the level of signal interaction (dependency, coupling). It is introduced in 1959 [21]
as a multivariate distribution function with marginals uniformly distributed on [0 1]D. If X1, . . . , XD
are the source signals with joint distribution function H and univariate marginal distribution functions
F1, . . . , FD, then copula C is defined as [21]:

H(X1, . . . , XD) = C(F1(X1), . . . , FD(XD)) (1)

and vice versa:
C(U1, . . .UD) = H

(
F−1

1 (U1), . . . , F−1
D (UD)

)
. (2)

Sklar’s theorem [21] states that any D-dimensional joint distribution H with arbitrary univariate
marginals could be decomposed into D independent uniform marginal distributions, bound together
by a new joint distribution function C, called copula.

The concept of the copula is based on the classical transformation of a random variable. Any

continuous variable Xi with a distribution function Fi (Xi) and density fi (Xi) =
d Fi (Xi)

dXi
, i = 1, . . . , D

can be transformed using a monotone function Ui = ϕi (Xi ). The result is a variable Ui with a

probability density function [32] ui(Ui ) =
fi(Xi )|d(ϕi (Xi ))/dXi | , Xi = ϕi

−1(Ui ). The transformation

function ϕi (Xi) that creates a copula is the distribution function Fi(Xi ) of the signal Xi, i.e.,
ϕi (Xi ) = Fi(Xi). The new variable Ui is then defined in [0, 1], as the following holds: 0 ≤ Fi(Xi ) ≤ 1.
It can be easily shown that the probability density function (PDF) of the new variable Ui is uniform:

ui(Ui ) =
fi(Xi )∣∣∣d(Fi(Xi ))/dXi

∣∣∣ =
fi(Xi )

fi(Xi )
= 1. (3)

The transformation of a random variable using its distribution function is known as probability
integral transform, PI-transform, or PIT [35], and it is a core of the copula theory. It should be noted
that the distribution function of a continuous variable, by definition, monotonically increases so the
denominator in Equation (3) is positive, comprising just a single term.

The copula has been intensively used for the analysis and prediction of financial time series
and the prediction of insurance risk [36–39], in hydrology and climate analysis [40–42] and
communications [43]. Medical applications include aortic regurgitation study [44] and diagnostic
classifiers for neuropsychiatric disorders [45]. A possibility to use a bivariate copula to analyze the
cardiovascular dependency structures was introduced in [46] and pharmacologically validated by
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blocking the feedback paths using Scopolamine, Atenolol, Prazosin, and Hexamethonium. It was shown
that Frank’s copula is the most appropriate to quantify the level of dependency of cardiovascular signals.

Copula density c(U) =
∂NC(U1,··· , UD)
∂U1··· ∂UD

is used to visualize the intensity of signal coupling. The
regions of increased copula density indicate the regions where the dependency of the signal samples
increases. The difference between a classical bivariate probability density function (PDF) and the
corresponding copula density of SBP and PI signals is that PDF shows the distribution of amplitude
levels, while copula density shows the distribution of coupling strength between these amplitudes,
regardless of the absolute amplitude values. An illustration of this difference is shown in Figure 2.
SBP and PI signals and their probability integral transformed (PIT) counterparts are separated in time,
first by two heartbeats (SBPk is coupled with PIk + 2, k = 1, 2, . . . , N−2), and then by ten heartbeats
(SBPk is coupled with PIk + 10, k = 1, 2, . . . , N−10). The copula density in panel b exhibits a distinct
linear positive coupling structure that follows the known physiological relationships [47]. The copula
density in panel d shows almost uniform distribution as the time offset between SBP and PI signals is
sufficiently large to attenuate their mutual dependency. Contrary to copula density, the joint probability
density functions are almost the same in both cases (panels a and c). The temporal separation of SBP
and PI signals does not alter the mutual relationship of signal amplitudes, but it significantly alters the
intensity of signal coupling.

Figure 2. Bivariate probability density function (PDF) of SBP and PI signals and copula density of
probability integral transformed (PIT) signals; (a,b) the offset between PI and SBP is equal to two beats;
(c,d) the offset between PI and SBP is equal to ten beats; note that the PDFs in (a,c) are almost the same
in spite of different SBP-PI offsets, while the copula density exhibits a strong positive dependency when
offset is small (b), and a lack of dependency when offset is large (d).

The advantages of copula are numerous. Copula density visualizes the dependency structures of
the observed signals, and it quantifies the signal coupling strength (“copula parameter”). It captures
both linear and nonlinear relationships between the signals. It can quantify the intensity of signal
coupling within the different regions of the copula domain, and, in particular, it can model the tail
dependencies of the signals.
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Such a visualization, in a case of SBP-PI signals, cannot be achieved by other methods: the
Oxford method, the oldest and the referent procedure for the evaluation of the baroreceptor
reflex, uses increasing doses of short-acting vasoconstrictors (e.g., phenylephrine) and vasodilators
(e.g., nitroprusside) to trigger heart deceleration of acceleration. The SBP and PI relationship is plotted
as a fitted sigmoid curve. It is an invasive method, and it does not show spontaneous BRR. The most
acknowledged among the non-invasive approaches is the sequence method, with the visualization
that shows the scatterplot of the signal points that are elements of BRR sequences (i.e., the scatterplot
contains a subset of all signal points). The method quantifies the spontaneous BRR operating range
and set point [48], but the visualization is similar to the classical probability density function.

The time offset (delay) between SBP and PI signals is important for the signal coupling, and it
depends on species. It was shown [49] that the delay of 0, 1, and 2 beats is the most appropriate for
humans, while the delays of 3, 4 and 5 beats are appropriate for rats [29] and mice [47]. In [50], it was
shown that, in laboratory rats, the highest level of comonotonic behavior of pulse interval and systolic
blood pressure is observed at time lags 0, 3, and 4 beats, while a strong counter-monotonic behavior
occurs at time lags of 1 and 2 beats.

Copula density is a probabilistic quantity. To convert it into a time series, to each point in the
time domain, an appropriate density (dependency level) DLk should be assigned, thus creating a
dependency signal DLk, k = 1, . . . , N.

A trivial way to estimate a copula density is to create a D-dimensional histogram. The obtained
DLk signal would be discrete, as the points within the same histogram bins would get the same value.
An increased number of histogram bins would increase the number of discrete signal levels, but the
estimation reliability would decrease.

Density estimation based on Markov chains [51] creates a stochastic matrix of “transition
probabilities”—scaled distances—between the points, with the steady-state probabilities proportional
to the required distribution. The method is computationally inefficient in multidimensional space,
except for the short time series.

A D-dimensional sphere (or cube) around a particular signal point defines a local density according
to the number of encircled neighbors. The procedure is efficient, but the neighboring spheres overlap
inducing the bias, and the result depends on the sphere diameter (i.e., threshold) choice.

The chosen approach expresses the sample density proportionally to the non-overlapping free
space surrounding the sample. Such a concept has long been known as the Voronoi region. It can be
traced back to the scholars from the 17th and 18th centuries, but it was re-discovered, analyzed, and its
applications outlined at the beginning of the 20th century [52].

The concept is simple: Let A be the set of all points in a [0 1]D copula space. Let
Uk = [U1k, . . . , UDk], k = 1, . . . , N be a D-dimensional point from a PI-transformed multivariate
time series. Then, the Voronoi region RD

k around the point Uk comprises all the points from A that are
closer to the particular point Uk then to any other point Uj, j = 1, . . . , N, j � k. More formally,

RD
k =

{
a ∈ A

∣∣∣∣ d(a, Uk) ≤ d
(
a, Uj

)
, ∀ j � k

}
. (4)

A classical Euclidean distance is typically chosen for the distance d(a, Uk), but any other distance
measure can be used as well, resulting in different Voronoi decompositions.

Figure 3 shows examples of the Voronoi regions in two and three dimensions. The line segments
that separate particular Voronoi cells R2

k and R2
j in the left panel of Figure 3 are the sets of the

points a ∈ A that are equidistant to the points Uk and Uj, i.e., d(a, Uk) = d
(
a, Uj

)
. The Voronoi

vertex a ∈ A in the same panel is the point equidistant to three (or more) time series points, e.g.,
d(a, Uk) = d

(
a, Uj

)
= d(a, Ul). The right panel (D = 3) also shows Voronoi lines and vertices, but, in

the [0 1]3 domain, this is more difficult to visualize. Uncolored Voronoi regions are either unbounded,
or the boundaries are outside the [0 1]D space. These regions are cut to fit the [0 1]D space.

130



Entropy 2019, 21, 1103

  
(a) (b) 

Figure 3. Voronoi region (polytope) and the corresponding signal points. (a) An example of Voronoi
cells in a two-dimensional plane (D = 2); (b) An example of Voronoi polyhedrons in three dimensions
(D = 3). The uncolored cells/polyhedrons both in (a) and (b) are cut to fit the [0 1]D space.

A series of surface areas in two-dimensional Voronoi regions and a series of volumes in
three-dimensional Voronoi regions are a good foundation to quantify the dependency level and
to form the time series DLk, k = 1, . . . , N, as:

(a) The surface/volume of RD
k is inversely proportional to the dependency level of the point Uk.

An increased density of dependency structures in [0 1]D space implies a decrease of available
space between the points.

(b) The region RD
k is shaped like the best distance separation of the point Uk, so its surface/volume is

unambiguously calculated and unique, without a necessity to include any thresholds.

The drawback of the method is that a change of distance measure changes the shape of regions.
We have opted for Euclidian distance as a classical approach for distance measurement, widely used in
a wide range of applications.

3. Results

3.1. Source Signal Analysis

The total number of SBP-PI-tB signal triplets is equal to 59. The basic statistical parameters, shown
as a control, are presented in Table 1. Results in Table 1 show no significant changes in statistical
parameters of SBP, PI, and tB signals. An earlier study [26] revealed that V1a antagonists increase
body temperature. The differences might be the outcome of different measurement procedures: in this
study, the temperature is measured using a telemetric probe in the abdominal aorta, while, in [26],
the temperature was measured rectally.

Figure 4 shows the results of the classical entropy analysis, performed for the sake of comparison.
The left panels show the CMSE of the signals recorded from control animals at different ambient
temperatures. The middle panels show the effect of drugs at the neutral temperature. The left panels
show the effects of drugs at a high temperature. Each signal is accompanied by ten isodistributional
surrogate signals, generated by a random temporal permutation of the signal samples [30,31].

The first three rows in Figure 4 show the classical composite multiscale entropy analysis of a
single-dimensional time series, SBP, PI, and tB, respectively. The last row shows multiscale SBP-PI
cross-entropy that can be compared to the multiscale entropy of the new signals.
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Table 1. Statistical parameters of the source data (mean ± standard deviation).

Ambient
Temperature (◦C)

Drug SBP (mmHg) PI (ms) tB (◦C)

NT
22 ± 2

Control 112.81 ±19.54 179.22 ±33.22 38.07 ±0.29
V1a, 100 mg 115.62 ±12.17 173.74 ±20.69 38.42 ±0.10
V1a, 500 mg 110.28 ±15.35 184.77 ±28.39 38.05 ±0.10
V2, 100 mg 119.98 ±16.53 184.79 ±38.30 38.54 ±0.38
V2, 500 mg 108.61 ±14.79 176.16 ±4.04 38.33 ±0.41

HT
34 ± 2

Control 107.26 ±4.19 188.63 ±8.95 38.27 ±0.34
V1a, 100 mg 107.90 ±10.52 197.08 ±21.63 38.52 ±0.26
V1a, 500 mg 110.40 ±10.07 177.21 ±16.34 38.57 ±0.57
V2, 100 mg 113.26 ±15.41 193.14 ±30.65 38.01 ±0.37
V2, 500 mg 114.28 ±6.14 184.23 ±12.97 38.33 ±0.47

LT
12 ± 2 Control 115.22 ±5.23 164.54 ±24.31 37.51 ±0.43

Note: Results are presented as mean ± standard deviation; SBP: systolic blood pressure; PI: pulse interval; tB: body
temperature; NT: neutral temperature; HT: high temperature; LT: low temperature.

 

a) b) c)

d) e)
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Figure 4. Composite multiscale entropy estimated from the source signals. From top to bottom, entropy
was applied to SBP, PI, tB signals, and SBP-PI signal pairs. Left panels: entropy of the control signals
at different ambient temperatures; middle panels: effects of antagonists at neutral temperature; right
panels: effects of antagonists at high temperature. Results are presented as a mean± SE (standard error).

3.2. Properties of the Dependency Time Series

The created time series are new signals, so their statistical properties need to be checked before
entropy analysis.

Mapping the signals into the dependency time series takes into account the delay (offset) between
the PI and SBP signals. The time delay (offset) DEL = 0, · · · , 5 [beats] applied to each pair of SBP-PI
signals resulted in six two-dimensional (2D) time series (SBPk, PIk+DEL), and six three-dimensional
(3D) time series (SBPk, PIk+DEL, tBk), k = 1, . . . , N −DEL. The total of 354 SBP-PI pairs and 354
SBP-PI-tB triplets were converted into two-dimensional and three-dimensional Voronoi cell time
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series. An average percentage of Voronoi cells that had to be cut to fit the [0 1]D space was 2.68%
for two-dimensional, and 16.26% for three-dimensional signals (cf. Figure 3). Additionally, 11 signal
points (0.0002%) were too close to the vertices of the [0 1l3 cube to generate the three-dimensional
polyhedrons, so they were managed manually.

Examples of Voronoi cell time series are shown in Figure 5.

 

a) b)

Figure 5. Samples of Voronoi cells time series. (a) two-dimensional signals (SBP and PI interaction,
D = 2); (b) three-dimensional signals (SBP, PI and tB interaction, D = 3).

A wide sense stationarity (WSS) test [53] is then applied, as the stationarity is an obligatory
prerequisite for entropy estimation [7,38]. The test checks the stationarity of the first and the second
statistical moments. The three-dimensional Voronoi cells time series failed the second-moment test.

Figure 6 shows the negative effects of non-stationarity: a three-dimensional non-stationary
Voronoi cell time series is cut into 14 successive segments, each one comprising n = 1000 signal
points. Then, mean, variance, and entropy were estimated from each segment and plotted in Figure 6a.
Figure 6b shows the same parameters but estimated from the two-dimensional stationary Voronoi cells
time series.

a) b)

c) d)

 

Figure 6. SampEn, mean and variance of a time series. Note the high variability of entropy estimated in
the different segments of three-dimensional Voronoi cells time series (a) (SBP, PI and tB interaction,
D = 3), smoothed by logarithm; (c) two-dimensional Voronoi cells time series (SBP and PI interaction,
D = 2) are stationary (b) as well as the signal created from the interaction of three exponentially
distributed random signals, D = 3 (d).
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The difference between two- and three- dimensional signals is a consequence of coverage.
The number of signal points in two-dimensional space is sufficient to ensure good coverage. The same
points are sparsely and unevenly scattered in three-dimensional space, so the estimation is unreliable,
resulting in different values obtained from the different sections of the same signal.

Panel d in Figure 6 shows the results from artificially generated time series with exponentially
distributed samples. It is a usual control example of a signal with large, but time-invariant, variance.
It passed the stationarity test and the parameters estimated from it are constant in each segment.

Taking a logarithm is a procedure that ensures the stationarity of the second moment. A negative
logarithm corresponds to the inverse of the Voronoi cell volume, and it is proportional to the local
sample density. It is always positive as the inverse of any Voronoi cell volume in [0 1]D domain is
greater than 1. Panel c of Figure 6 is a visual confirmation of a successful test outcome.

The dependency level time series, DL, is finally defined as the negative logarithm of the Voronoi
cell time series. The number of signal points (N = 14,400) ensures the signal stationarity at least in the
wide sense for two-dimensional (D = 2) and three-dimensional (D = 3) signals.

The statistical properties of the new signals—probability density function, skewness, and
kurtosis—are shown in Figures 7 and 8.

a) b)

 

Figure 7. Empirical probability density function of the created signals, averaged over 10 control
rats at neutral temperature (NT). (a) two-dimensional signals (SBP and PI interaction, D = 2); (b)
three-dimensional signals (SBP, PI and tB interaction, D = 3). The SBP-PI offset (DELAY) is equal to 0
beats. Results are presented as a mean ± SE (standard error).

Empirical probability density functions for different scaling levels are plotted in Figure 7. Signals
are normalized and centered so the changes of mean and variance due to the convolution are not
visible. There is no significant difference in the estimated probability density functions for the scaling
levels greater than five.

Skewness is a third statistical moment that shows a level of signal asymmetry around the mean.
The skewness of the two-dimensional dependency signal (SBP and PI interaction) is presented in
Figure 8a). It is positive, with a right tail exhibited, indicating the existence of signals with a strong
dependency level between systolic blood pressure and a pulse interval. The positive skewness increases
with the increasing offset (delay) DEL between SBP in PI. It is in accordance with [29] that located the
dominant SBP-PI relationships at offset of 3, 4, and 5 beats.

The skewness of the three-dimensional dependency signal (SBP, PI, and tB interaction) is presented
in Figure 8b). It is close to zero—slightly negative—so the level of the dependency between the three
signals is almost symmetric. It may indicate that the inclusion of body temperature into the new signal
attenuates the SBP-PI signal coupling. The increase of the SBP-PI offset (delay) DEL results in the
increased skewness shifted closer to zero, towards the positive values, again in accordance with [29].

Kurtosis measures the intensity of probability density function “tails”. It is shown in Figure 8b
for two-dimensional signals (SBP and PI interaction) and in Figure 8d for three-dimensional signals
(SBP, PI, and tB interaction). The tails of dependency signals are heavy if compared to Gaussian
distribution, indicating an increased number of signals with very high and very low dependency levels.
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It is expected, due to the high variance of three-dimensional dependency signals. The intensity of
tails increases with the increased SBP-PI offset DEL, and it also increases with an increase of scale.
This is also expected, as scaling convolves the probability density functions of the components that
are coarse-grained. The convolution emphasizes the tail parts of the distribution in spite of the
normalization, as the convolved samples are not Gaussian.

(a) (b) 

(c) (d) 

Figure 8. Skewness (panels (a,c)) and kurtosis (panels (b,d)) for different SBP-PI offset (DELAY),
averaged over all 59 created signals; panels (a,b) two-dimensional signals (SBP and PI interaction,
D = 2); panels (c,d) three-dimensional signals (SBP, PI, and tB interaction, D = 3); results are presented
as a mean ± SE.

3.3. Entropy Analysis of the Dependency Time Series

Entropy is a parametric method, with parameters determined to ensure its reliable estimation.
The statistical analysis from Section 3.2, however, is insufficient to provide the guidelines for entropy
parameter selection for the new dependency time series.

It has already been pointed out [18,54–59] that the threshold (filter) r (cf. Equation (A3)) is one
of the major causes of inconsistency in entropy estimation and that its choice is related to the series
length N. Thus, the threshold and length profiles of the dependency time series are plotted in Figure 9.
Although the multiscale entropy is defined on the SampEn basis, the figure also includes ApEn as the
worst-case example.

In a multiscale entropy approach, the time series length step-wise decreases with the increased
scaling level. Maximal series length of our signals is equal to n = 14,400. If the scaling level is equal
to 15, then the minimal series length would be equal to n = 960. Panels a and c of Figure 9 show the
threshold profile of ApEn and SampEn for the maximal and for the minimal lengths. Stable results are
achieved for threshold r = 0.3 [18].

The length profile is plotted in panels b and d for the typical threshold value r = 0.15 and the
chosen threshold value r = 0.3. It can be seen that the results are not consistent for lengths below
n = 900, so the choice of 15 scaling levels is justified.

Figures 10–14 show the main result of the composite multiscale entropy study of dependency
level signals, with the scaling level set to 15, and the threshold level set to r = 0.3. These results are
discussed in Section 4.
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Figure 9. Threshold profile (panels (a,c)) and length profile (panels (b,d)) of a single subject; vertical
dashed lines mark the chosen threshold r = 0.3 in panels (a,c) and minimal series length n = 960 (the
highest scale) in panels (b,d); upper panels: two-dimensional signals (SBP and PI interaction, D = 2);
lower panels: three-dimensional signals (SBP, PI and tB interaction, D = 3.

Figure 10a presents CSME estimated from the dependency level signals of control rats at different
ambient temperatures, for two-dimensional signals (SBP and PI interaction, D = 2). Each signal is
accompanied by 10 isodistributional surrogates (the estimated entropy is averaged). These results can
be compared to the results of the classical entropy analysis shown in Figure 6j. The figure also presents
CSME estimated from the artificially generated two-dimensional signals with Gaussian distribution.
Figure 10b shows the same entropies but estimated from the three-dimensional signals.

The aim of Figure 11 is to show whether the CMSE estimated from the signals of control rats at
different ambient temperatures can distinguish different temporal offsets (DEL) between the SBP and
PI. Such an analysis cannot be performed by classical entropy study.

Differences between experimental groups were analyzed by a Mann–Whitney U-test. Statistical
significance was considered at p < 0.05.

Figure 10. Comparison of CSME estimates for signals recorded from control animals at high ambient
temperature (HT), low temperature (LT) and neutral temperature (NT). (a) two-dimensional signals
(SBP and PI interaction, D = 2); (b) three-dimensional signals (SBP, PI and tB interaction, D = 3). Delay
(offset) of SBP-PI signals was set to DEL = 0 beats. Signals are accompanied by the control surrogate
study and by the artificial two- and three- dimensional Gaussian signals. Results are presented as a
mean ± SE.
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a) b) c)

f)d) e)

Figure 11. Composite multiscale entropy CMSE with SBP-PI offset (DELAY) as a parameter, estimated
from control animals exposed to neutral temperature (NT, panels (a,d)), high temperature (HT, panels
(b,e)), and low temperature (LT, panels (c,f)). Upper panels (a–c) two-dimensional signals (SBP and PI
interaction, D = 2); lower panels (d–f) three-dimensional signals (SBP, PI and tB interaction, D = 3).
Results are presented as a mean ± SE. Statistically significant difference (p < 0.05) between the lowest
and highest offsets, DEL = 0 and 5, are observed for the scale greater than 5 in panels (a–c,e).

 

Figure 12. Composite multiscale entropy CMSE estimated from rats exposed to vasopressin antagonists
at neutral temperature (NT). Panels (a,c) SBP-PI offset (delay) is set to DEL=0; panels (b,d) SBP-PI
offset (delay) is set to DEL=3; Upper panels (a,b) two-dimensional signals (SBP and PI interaction,
D = 2); lower panels (c,d) three-dimensional signals (SBP, PI and tB interaction, D = 3). Results are
presented as a mean ± SE.

Figure 12 presents the entropy estimates after the administration of vasopressin antagonists
at neutral ambient temperature, for two different SBP-PI temporal offsets (delays), DEL = 0,
and DEL = 3. Figure 13 presents the same entropy estimates but at the high ambient temperature.
Both Figures 12 and 13 are accompanied by isodistributional surrogate data controls. The purpose
of these two figures is to investigate whether CMSE can distinguish the V1a and V2 antagonist
administration if compared to the control case (without the drugs). The two-dimensional cases can be
compared to the classical entropy study shown in Figure 4.

137



Entropy 2019, 21, 1103

  
(a) (b) 

  
(c) (d) 

Figure 13. Composite multiscale entropy CMSE estimated from rats exposed to vasopressin antagonists
at high temperature (HT). Panels (a,c) SBP-PI offset (delay) is set to DEL=0; panels (b,d) SBP-PI offset
(delay) is set to DEL=3; Upper panels (a,b) two-dimensional signals (SBP and PI interaction, D = 2);
lower panels (c,d) three-dimensional signals (SBP, PI and tB interaction, D = 3). Results are presented
as a mean ± SE.

  
(a) (b) 

  
(c) (d) 

Figure 14. Effects of V1a and V2 antagonist dosage. Panels (a,b) two-dimensional signals (SBP and PI
interaction, D = 2); panels (c,d) three-dimensional signals (SBP, PI and tB interaction, D = 3). Panels
(a,c) V1a antagonist; panels (b,d) V2 antagonist. Results are presented as a
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The purpose of Figure 14 is to check whether the proposed entropy can distinguish the signals
after administering the different doses of V1a and V2 antagonists. The same experiments are repeated
separating the signals according to the SBP-PI offset (delay), and these results are presented as
Supplementary data.

4. Discussion

The first aim of our study is to create a single time series that reflects the level of interaction
between the arbitrary number of simultaneously recorded signals. It is accomplished by mathematical
tools: copula density captures the level of signal interaction, and the Voronoi decomposition maps the
interaction levels into the temporal signal.

Figure 10a shows that the CMS entropy of two-dimensional SBP-PI dependency signal decreases
at high ambient temperature. The classical CMSE analysis provided the same result (Figure 4, panel j).
The high ambient temperature in this experiment exceeds the boundary set to 29.5 ◦C [60], inducing
heat dissipation in rats such as vasodilatation, evaporation, sweating, panting and affecting the blood
vessel circulatory strain [60]. The existence of the dominant component reduces the influence of the
other mechanism, the signals and their mutual interactions become less complex, and the entropy
decreases. On the other hand, neutral and low ambient temperatures in our experiments are within
the normal boundaries, and entropy estimates overlap, both in the proposed and classical entropy
estimates—Figures 10a and 4j —respectively.

An administration of V2-500ng significantly decreases the multiscale entropy of a two-dimensional
SBP-PI dependency signal, both at neutral (Figure 12a,b) and at high ambient temperature (Figure 13a,b).
Additionally, V1a-500 significantly increases the entropy of a two-dimensional SBP-PI dependency
signal, signals at high temperatures (Figure 13a,b). These analyses were performed at the particular
offsets (delays) between SBP and PI signals. The results correspond to the spectral analysis of the signals
after V1a and V2 antagonist administration: it was shown [27] that V2-500 ng administration increases
the low-frequency signal component of the SBP signal; the signal becomes smoother, the number of
repetitive patterns increases, and the signal becomes more predictive so the entropy decreases. On
the other hand, V1a-500 ng increases the high-frequency signal component [27], the signal, and its
interactions become more turbulent and the entropy increases.

While spectral analysis separates high and low signal components, a classical cross-entropy
observes the signal as a whole. The template matching procedure (cf. Equation (A3)) averages all the
temporal SBP and PI positions, so different offsets (delays) of SBP-PI signals cannot be distinguished.
Panels k and l of Figure 4 show that classical SBP-PI cross-entropy does slightly decrease after V2-500 ng
administration, but without the statistical significance, especially at the neutral temperature (Figure 4k).

It is consistent with the second aim of our contribution: the proposed analysis corresponds to the
classical two-dimensional entropy results and with the results of spectral analysis. In cases when the
consistency is not statistically significant, the possible explanation is that the classical entropy observes
the complete signal, while the proposed method includes signals separated according to the SBP-PI
signal offset.

When the body temperature time series is included to create three-dimensional SBP-PI-tB

dependency signals, the entropy decreases and differences caused by ambient temperature are
attenuated (Figure 10b). It should be noted (Figure 4g,h,j) that signal tB is a low-entropy signal.
However, the significant entropy decrease induced by V2-500 ng is preserved in three-dimensional
signals, but only at the high temperatures and DEL = 0 (Figure 13c).

The proposed method can make a distinction between the different SBP-PI offsets (delays), as
shown in Figure 11. Regardless of the ambient temperature, the entropy of the two-dimensional
dependency signals at DEL = 5 is significantly lower than at DEL = 0. It corresponds to [29], as the
SBP-PI dependency in rats is the greatest for delays of 3, 4, and 5 beats. When three-dimensional signals
are observed, the significant decrease of entropy for DEL = 5 occurs at high ambient temperatures only.
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The proposed entropy can distinguish the signals after administering the different doses of
V1a and V2 antagonists. It is shown in Figure 14. The distinction is statistically significant for the
two-dimensional SBP-PI dependency signal, regardless of antagonist and ambient temperature, and for
three-dimensional signals after V2 administration. V1a administration induces a statistically significant
difference in three-dimensional SBP-PI-tB dependency signal at the neutral temperature, and only for a
couple of scaling levels.

Figure 14 presents the entropy estimates averaged over all the signals. The Supplementary data
comprise Figures S1 and S2, where the dosages are separated according to the SBP-PI offset (delay).

The entropy of the artificial two- and three-dimensional Gaussian control signals is shown in
Figure 10, but not repeated in the subsequent figures as it is always the same. The entropy of the
surrogate data converges towards the Gaussian, but never reaches it: although the surrogate signals can
be regarded as streams of i.i.d. random variables, their distribution remains equal to the distribution of
the original dependency signals.

5. Conclusions

The signal framework created in this contribution provides a possibility for an easy analysis
of signal dependency structures mapped into a single time series. The estimated entropies of
two-dimensional dependency signals correspond to the classical cross-entropy and spectral analysis.
The method can recognize entropy changes at different temperature levels, at different SBP-PI offsets,
at different administered V1a and V2 dosages. The recognition of these differences is not random: the
surrogate data analysis destroys the temporal coupling of the observed dependency signals, yielding
in all cases entropy estimates that are almost identical and that approach (but do not reach) the entropy
of Gaussian time series.

This method can be applied to any multivariate signals. It is necessary to conduct a deep analysis
to find the minimal signal length that provides reliable results for the arbitrary number of signals
and to check the possibility of applying other analytical tools besides the entropy. A comparative
study of the various mapping procedure (Voronoi cells, eigenvalues of the transition matrix, classical
multidimensional histograms) should be performed. Further analysis on coupling the cardiovascular
data with a body and ambient temperature could reveal more adverse effects, an issue that could be
extremely important regarding the climatic changes.

Supplementary Materials: The following are available online at http://www.mdpi.com/1099-4300/21/11/1103/s1,
Figure S1: Effects of V1a antagonists at different time offsets between SBP and PI. Upper panels: two-dimensional
signals (SBP and PI interaction, D = 2); lower panels: three-dimensional signals (SBP, PI and tB interaction, D = 3).
Left panels: Neutral temperature. Right panels: High temperature. Figure S2 Effects of V2 antagonists at different
time offsets between SBP and PI. Upper panels: two-dimensional signals (SBP and PI interaction, D = 2); lower
panels: three-dimensional signals (SBP, PI and tB interaction, D = 3). Left panels: Neutral temperature. Right
panels: High temperature.
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Appendix A Entropy Concepts in Brief

Approximate entropy, ApEn [1], and sample entropy, SampEn [3], are tools that determine the
regularity of a time series x1k ∈ X1k, k = 1, . . . , N, based on the existence of similar patterns of
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increasing length [7]. Their cross (X) variants measure a level of asynchrony of two time series,
x1k ∈ X1k, k = 1, . . . , N and x2 j ∈ X2 j, j = 1, . . . , N [7], with a notable difference that XSampEn is a
symmetric measure, while XApEn is not [7]. Before analysis, the time series should be normalized
and centered, a procedure known as z-normalization or standard scaling. Signal stationarity is an
important prerequisite; otherwise, a threshold concept would be useless and the results would be
unreliable [7,18,54].

The general X-entropy estimation starts with partitioning the time series into the overlapping
vectors of length m:

Template X(m)

1k =
[
x1k, x1,k+1, . . . , x1,k+m−1

]
, k = 1, 2, . . . , N −m + z;

Follower X(m)
2 j =

[
x2 j, x2, j+1, . . . , x2, j+m−1

]
, j = 1, 2, . . . , N −m + z;

z =

{
1 for (X)ApEn

0 for (X)SampEn
.

(A1)

Vector distance is defined as the maximal absolute difference of the signal samples:

d1
(
X(m)

1k , X(m)
2 j

)
= max

i = 0,...,m−1

∣∣∣x1,k+i − x2, j+i
∣∣∣, k, j = 1, 2, . . . , N −m + z. (A2)

The vectors are similar if the distance is less than or equal to the predefined threshold r. A
probability that the time series X2 is similar to the given template X(m)

1k is estimated as:

p̂(m)

k (r) = Pr
{
d1

(
X(m)

1 , X(m)
2

)
≤ r

∣∣∣∣X(m)
1 = X(m)

1k , X(m)
2 ∈ X2, r >0

}
== 1

N−m+z ·
N−m+z∑

k = 1
I
{
d1

(
X(m)

1 , X(m)
2

)
≤ r

}
. (A3)

In Equation (A3) “ˆ” denotes an estimate, while I{·} is an indicator function that enables a compact

symbolic presentation of the counting process. It is equal to 1 if d1
(
X(m)

1 , X(m)
2

)
≤ r; otherwise, it is

equal to zero. The value (1-z) eliminates the self-matching for SampEn.
To calculate ApEn and SampEn, it is sufficient to replace x2 j , X2 j, X(m)

2 , and X(m)
2 j in Equations

(A1), (A2), and (A3) with x1 j , X1 j, X(m)
1 and X(m)

1 j . For SampEn, it is also necessary to subtract the

self-matching in (A3). A negative logarithm of the estimated probability p̂(m)

k (r) corresponds [61] to

the information content stored in the similarity of the template X(m)

1k to the complete time series X2.
Arithmetic averaging over all the templates yields, for (X)ApEn:

Φ̂(m)(r, N) =
1

N −m + 1
·

N−m+1∑
k = 1

log
(
p̂(m)

k (r)
)
. (A4)

Ithe (X)SampEn approach, the summation and logarithm change the order:

Ψ̂(m)(r, N) = log

⎛⎜⎜⎜⎜⎜⎝N−m∑
k = 1

p̂(m)

k (r)

⎞⎟⎟⎟⎟⎟⎠. (A5)

The complete procedure is repeated for the vector length equal to m + 1, and with the quantity z
in (A1), (A2), and (A3) fixed to zero. Then, (X)ApEn and (X)SampEn are calculated as:

XApEn(m, r, N) = Φ̂(m)(r, N) − Φ̂(m+1)(r, N);
XSampEn(n, r, N) = Ψ̂(m)(r, N) − Ψ̂(m+1)(r, N).

(A6)
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Multiscale entropy (MSE) [8,9] and its composite improvement CMSE [10–12] are based on SampEn
estimation repeated over the time series with increasingly coarser time resolution. The coarse graining
(or downsampling) of the time series X = {xk} is performed as follows:

x( )CMS,l, j =

⎛⎜⎜⎜⎜⎝ j·τ+l−1∑
k = ( j−1)·τ+l

xk

⎞⎟⎟⎟⎟⎠/τ,

j = 1, . . . , f ix(N/τ), l = 1, . . . , τ, x(τ)MS, j =
j·τ∑

k = ( j−1)·τ+1
xk = x(τ)CMS,1, j

(A7)

CMSE and MSE are evaluated as follows:

CMSE(τ, m, r, N) =

(
τ∑

l = 1
SampEn(x(τ)CMS,l, m, r, N

)
/τ,

MSE(τ, m, r, N) = SampEn
(
x(τ)MS, m, r, N

)
.

(A8)
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Abstract: Due to the non-linearity of numerous physiological recordings, non-linear analysis
of multi-channel signals has been extensively used in biomedical engineering and neuroscience.
Multivariate multiscale sample entropy (MSE–mvMSE) is a popular non-linear metric to quantify the
irregularity of multi-channel time series. However, mvMSE has two main drawbacks: (1) the entropy
values obtained by the original algorithm of mvMSE are either undefined or unreliable for short
signals (300 sample points); and (2) the computation of mvMSE for signals with a large number of
channels requires the storage of a huge number of elements. To deal with these problems and improve
the stability of mvMSE, we introduce multivariate multiscale dispersion entropy (MDE–mvMDE),
as an extension of our recently developed MDE, to quantify the complexity of multivariate time
series. We assess mvMDE, in comparison with the state-of-the-art and most widespread multivariate
approaches, namely, mvMSE and multivariate multiscale fuzzy entropy (mvMFE), on multi-channel
noise signals, bivariate autoregressive processes, and three biomedical datasets. The results show
that mvMDE takes into account dependencies in patterns across both the time and spatial domains.
The mvMDE, mvMSE, and mvMFE methods are consistent in that they lead to similar conclusions
about the underlying physiological conditions. However, the proposed mvMDE discriminates
various physiological states of the biomedical recordings better than mvMSE and mvMFE. In addition,
for both the short and long time series, the mvMDE-based results are noticeably more stable than the
mvMSE- and mvMFE-based ones. For short multivariate time series, mvMDE, unlike mvMSE, does
not result in undefined values. Furthermore, mvMDE is faster than mvMFE and mvMSE and also
needs to store a considerably smaller number of elements. Due to its ability to detect different kinds
of dynamics of multivariate signals, mvMDE has great potential to analyse various signals.

Keywords: complexity; multivariate multiscale dispersion entropy; multivariate time series;
electroencephalogram; magnetoencephalogram

1. Introduction

Multivariate techniques are needed to analyse data consisting of more than one time series [1–3].
The majority of physiological and pathophysiological activities, and even many non-physiological
signals, include interactions between different kinds of single processes. Thus, we expect that
parameters or measures with different origins are considered in a multivariate way [1,4]. Furthermore,
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recent developments in sensor technology enabling routine recordings of multi-channel signals have
led to an increasing popularity of this kind of analysis on physiological data [1–3,5,6].

Advances on information theory and non-linear dynamical approaches have recently allowed the
study of different kinds of multivariate time series [3,7–9]. Due to the intrinsic non-linearity of diverse
physiological and non-physiological processes, non-linear analysis of multivariate time series has
been broadly used in biomedical signal processing with the aim of studying the relationship between
simultaneously recorded signals [3,7,8].

Multivariate multiscale entropy (mvMSE) as a powerful non-linear measure is based on a
combination of multivariate sample entropy (SampEn–mvSE) and the coarse-graining process [8].
mvSE characterizes the likelihood that similar multi-channel embedded patterns, which consider both
the time and spatial domains, within a time series will remain similar when the pattern length is
increased [3]. mvMSE, by taking into account both the spatial and time domains, shows the complexity
of multi-channel signals [8]. Complexity reflects the degree of structural richness of time series [8,10]
and is different with that of irregularity or uncertainty defined from classical entropy methods such as
SampEn [11], permutation entropy (PerEn) [12], and dispersion entropy (DisEn) [13]. That is to say,
neither completely regular or certain nor completely irregular (uncorrelated random) time series are
truly complex, since none of them is structurally rich at a global level [8,10,14–16].

The multivariate multiscale entropy-based analysis is interpreted based on: (1) the multivariate
time series X is more complex than the multivariate time series Y, if for the most temporal scales,
the mvSE measures for X are larger than those for Y; (2) a monotonic fall in the multivariate entropy
values along the temporal scale factors shows that the signal only includes useful information at the
smallest scale factors; and (3) a multivariate signal illustrating long-range correlations and complex
creating dynamics is characterized by either a constant mvSE or this demonstrates a monotonic rise in
mvSE with the temporal scale factor [8].

Although the mvMSE is a powerful and widely-used method, when applied to short signals,
the results may be undefined or unreliable [17]. To alleviate this shortcoming, multivariate multiscale
fuzzy entropy (mvMFE) based on multivariate fuzzy entropy (mvFE) and the coarse-graining process
was suggested [18]. To decrease the running time of the mvMFE proposed in [18], we have recently
proposed an mvMFE with a new fuzzy membership function [17]. Nevertheless, the mvMFE is still
slow for real-time applications and may lead to unreliable results for short signals, as shown later.

To overcome the problem of unreliable values for mvMFE and mvMSE, multivariate multiscale
PerEn (mvMPE) was proposed [19]. To have more information regarding the amplitude of
multi-channel signals, multivariate weighted multiscale PerEn (mvWMPE) has recently been
developed [20]. However, both the mvMPE and mvWMPE do not take into account the cross-statistical
properties between multiple input channels and do not follow the concept of complexity for some
signals such as white Gaussian noise (WGN) and 1/ f noise [8,14,17].

mvMSE and mvMFE have growing appeal and broad use. They have been successfully
used in a number of biomedical and mechanical engineering applications, such as, to characterise
electroencephalogram (EEG) signals in Alzheimer’s disease (AD) [21,22], to quantitatively distinguish
different horizontal oil–water flow patterns [23], to analyze mechanical vibration noise to stimulate the
patient’s feet while wearing the shoes [24], to analyze the multivariate cardiovascular time series [25],
to characterize focal and non-focal EEG time series [17], to analyze the complexity of interbeat interval
and interbreath signals [8], and to analyze the postural fluctuations in fallers and non-fallers older
adults [26].

However, mvMSE and mvMFE have the following shortcomings: (1) mvMSE and mvMFE values
may be unreliable and unstable for short signals (300 sample points); (2) they are not quick enough for
real-time applications; and (3) computation of mvMSE and mvMFE of a signal with a large number
of channels needs to have large memory space, as shown later. To address these drawbacks and
due to the advantages of multiscale dispersion entropy (DispEn-MDE) over the state-over-the-art
multiscale entropy techniques in terms of distinguishing different kinds of dynamics of univariate
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synthetic and real time series and computation time [27–29], we propose four algorithms to extend our
recently developed MDE to its multivariate forms, termed multivariate MDE (mvMDE). To evaluate
the mvMDE methods, we use both synthetic and real multivariate datasets. Our results indicate that
mvMDE is noticeably faster than the existing methods, leads to more stable results, better discriminates
different kinds of biomedical time series, does not lead to undefined values for short multivariate time
series, and needs to store a considerably smaller number of elements in comparison with mvMSE
and mvMFE.

2. Multivariate Multiscale Dispersion Entropy (mvMDE)

In this study, we propose and explore three different alternative implementations of mvMDE until
we arrive at a fourth and preferred one. All the mvMDE implementations include two main steps:
(1) coarse-graining process for multivariate time series; and (2) multivariate DispEn (mvDE), as an
extension of our recently developed DisEn [13]. It is worth noting that for all the mvMDE algorithms,
the mapping based on the normal cumulative distribution function (NCDF) used in the calculation of
mvDE for the first temporal scale factor is maintained fixed across all scales. In fact, in the mvMDE, μ

and σ of the NCDF are respectively set at the average and standard deviation (SD) of the original time
series and they remain constant for all temporal scale factors. This fact is similar to r in the mvMSE and
mvMFE, setting at a certain percentage (usually 15%) of the SD of the original signal and remaining
constant for all scales [8,17].

2.1. Coarse-Graining Process for Multivariate Signals

Assume we have a p-channel time series U = {uk,b}b=1,2,... ,L
k=1,2,... ,p of length L. In the mvMDE

algorithms, for each channel, the original signal is first divided into non-overlapping segments
of length τ, named scale factor. Next, for each channel, the average of each segment is calculated to
derive the coarse-grained signals as follows [8,17]:

xk,i
(τ) =

1
τ

iτ

∑
b=(i−1)τ+1

uk,b, 1 ≤ i ≤
⌊

L
τ

⌋
= N , 1 ≤ k ≤ p (1)

where N denotes the length of the coarse-grained signal. The second step of mvMDE is calculating the
mvDE of each coarse-grained signal.

2.2. Background Information for the mvDE

We build four diverse alternative implementations of mvDE (mvDEI to III and mvDE) until we
arrive at a preferred (or optimal) one, i.e., mvDE. However, here, we present all the simpler alternatives
(mvDEI to mvDEIII), since they can still be useful in some settings and allow for clearer comparisons
with other current approaches.

2.2.1. mvDEI

The mvDEI of the multi-channel coarse-grained time series X = {xk,i}i=1,2,... ,N
k=1,2,... ,p , which is based on

the mvMPE algorithm [19], is calculated as follows:
(a) First, X = {xk,i}i=1,2,... ,N

k=1,2,... ,p are mapped to c classes with integer indices from 1 to c. To this aim,
there are a number of linear and nonlinear mapping approaches [30]. The simple linear mapping
technique may lead to the problem of assigning the majority of xk,i to limited classes when maximum
or minimum values are noticeably larger or smaller than the mean/median value of the image [30].
The weak permanence of DispEn with linear mapping for the characterization of syntactic and real
data was illustrated in [13].

A large number of natural processes illustrate a progression from small beginnings that accelerates
and approaches a climax over time (e.g., a sigmoid function) [31,32]. When there is not detailed
information, a sigmoid function is often used [30,32–34]. The choice of sigmoid function in the context
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of DispEn was discussed in [30]. We here use NCDF as a well-known sigmoid function like in [13].
Note that using NCDF for each channel also deals with the shortcoming of the amplitude values
of each of series xk (k = 1, 2, . . . , p) may be dominated by the components of vectors coming from
the time series with the largest amplitudes. The NCDF maps X into Y = {yk,i}i=1,2,... ,N

k=1,2,... ,p from 0 to 1
as follows:

yk,i =
1

σk
√

2π

xk,i∫
−∞

e
−(t−μk)

2

2σ2
k dt (2)

where σk and μk are the SD and mean of time series xk, respectively. Then, we use a linear algorithm
to assign each yk,i to an integer from 1 to c. To do so, for each member of the mapped signal, we
use zc

k,i = round(c · yk,i + 0.5), where zc
k,i denotes the ith member of the classified signal in the kth

channel and rounding involves either increasing or decreasing a number to the next digit. Note that,
although this part is linear, the whole mapping approach is non-linear because of the use of NCDF.

(b) Time series zm,c
k,j are made with embedding dimension m and time delay d according to zm,c

k,j =

{zc
k,j, zc

k,j+d,+ · · ·+ zc
k,j+(m−1)d}, j = 1, 2, . . . , N − (m − 1)d [11–13]. Each time series zm,c

k,j is mapped to
a dispersion pattern πv0v1...vm−1 , where zc

k,j = v0 ,zc
k,j+d = v1 ,. . . , zc

k,j+(m−1)d = vm−1. The number of

possible dispersion patterns that can be assigned to each time series zm,c
k,j is equal to cm, since the signal

has m members and each member can be one of the integers from 1 to c [13].
(c) For each channel 1 ≤ k ≤ p and for each of cm potential dispersion patterns πv0...vm−1 , relative

frequency is obtained as follows:

p(πv0...vm−1) =
#{j

∣∣∣j ≤ N − (m − 1)d, zm,c
k,j has type πv0...vm−1 }

(N − (m − 1)d)p
(3)

where # means cardinality. In fact, p(πv0...vm−1) shows the number of dispersion patterns of πv0...vm−1

that is assigned to zm,c
k,j , divided by the total number of embedded signals with embedding dimension

m multiplied by the number of channels.
(d) Finally, based on the Shannon’s definition of entropy, the mvDEI is calculated as follows:

mvDEI(X, m, c, d) = −
cm

∑
π=1

p(πv0...vm−1) · ln
(

p(πv0...vm−1)
)

(4)

In case all possible dispersion patterns have equal probability value, the highest value of mvDEI

is obtained, which has a value of ln(cm). In contrast, if there is only one p(πv0...vm−1) different from
zero, which demonstrates a completely regular/certain signal, the smallest value of mvDEI is obtained.
In the algorithm of mvDEI, we compare Np dispersion patterns of a p-channel signal with cm potential
patterns. Thus, at least cm + Np elements are stored.

To work with reliable statistics to calculate MDE, it was recommended cm <
⌊

L
τmax

⌋
[27]. Since

mvDEI counts the dispersion patterns for every channel of a multivariate time series, it is suggested
cm <

⌊
pL

τmax

⌋
. mvDEI extracts the dispersion patterns from each of channels regardless of their

cross-channel information. Thus, mvDEI works appropriately when the components of a multivariate
signal are statistically independent. However, the mvDEI algorithm, like mvPE [19], does not consider
the spatial domain of time series. To overcome this problem, we propose mvDEII based on the Taken’s
theorem [17,35].

2.2.2. mvDEII

The algorithm of mvDEII is as follows:

(a) First, like mvDEI, X = {xk,i}i=1,2,... ,N
k=1,2,... ,p are mapped to Z = {zk,i}i=1,2,... ,N

k=1,2,... ,p based on the NCDF.
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(b) To take into account both the spatial and time domains, multi-channel embedded vectors
are generated according to the multivariate embedding theory [35]. The multivariate embedded
reconstruction of Z is defined as:

Zm(j) = [z1,j, z1,j+d1 , . . . , z1,j+(m1−1)d1
,

z2,j, z2,j+d2 , . . . , z2,j+(m2−1)d2
, . . . ,

zp,j, zp,j+dp , . . . , zp,j+(mp−1)dp ]

(5)

where m = [m1, m2, . . . , mp] and d = [d1, d2, . . . , dp] denote the embedding dimension and the time
lag vectors, respectively. Note that the length of Zm(j) is ∑

p
k=1 mk. For simplicity, we assume dk = d

and mk = m, that is, all the embedding dimension values and all the delay values are equal.
(c) Each series Zm(j) is mapped to a dispersion pattern πv0v1...vmp−1 , where zc

1,j = v0, zc
1,j+d = v1,. . . ,

zp,j+(m−1)d = vmp−1. The number of possible dispersion patterns that can be assigned to each time
series Zm(j) is equal to cmp, since the signal has mp members and each member can be one of the
integers from 1 to c.

(d) For each of cmp potential dispersion patterns πv0...vmp−1 , relative frequency is obtained based on
the DisEn algorithm [13] as follows:

p(πv0...vmp−1) =
#{j

∣∣∣j ≤ N − (m − 1)d, Zm(j) has type πv0...vmp−1 }
N − (m − 1)d

(6)

(e) Finally, based on the Shannon’s definition of entropy, the mvDEII is calculated as follows:

mvDEII(X, m, c, d) = −
cmp

∑
π=1

p(πv0...vmp−1) · ln
(

p(πv0...vmp−1)
)

(7)

In the algorithm of mvDEII, at least cmp + Np elements are stored. Thus, when p is large, the algorithm
needs huge space of memory to store elements. To work with reliable statistics to calculate mvMDEII, it
is recommended cmp <

⌊
L

τmax

⌋
. Thus, although mvDEII deals with both the spatial and time domains,

the length of a signal and its number of channels should be very large and small, respectively, to reliably
calculate mvDEII values. To alleviate the problem, we propose mvDEIII.

2.2.3. mvDEIII

The algorithm of mvDEIII is as follows:

(a) First, like the mvDEI and mvDEII approaches, X = {xk,i}i=1,2,... ,N
k=1,2,... ,p are mapped to

Z = {zk,i}i=1,2,... ,N
k=1,2,... ,p .

(b) Multivariate embedded vectors Zk,m(j) with length m + p − 1 are generated according to the
Taken’s embedding theorem [35] with p embedding dimension vectors mk = [1, 1, . . . , mk, . . . , 1, 1]
(k = 1, . . . , p), where mk denotes the kth element of m. For simplicity, we assume mk = m and dk = d.

(c) Each series Zk,m(j) is mapped to a dispersion pattern πv0v1...vm+p−2 . The number of possible
dispersion patterns that can be assigned to each time series Zk,m(j) is equal to cm+p−1, since the signal
has m + p − 1 members and each member can be one of the integers from 1 to c [13]. Since we count
the number of patterns for each of p different mk leading to a considerable increase in the number of
dispersion patterns, compared with mvDEII, we have more reliable results for a signal with a small
number of samplthan those fore points, as shown later.
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(d) For each channel 1 ≤ k ≤ p and for each of cm+p−1 potential dispersion patterns πv0...vm+p−2 ,
relative frequency is obtained as follows:

p(πv0...vm+p−2) =
#{j

∣∣∣j ≤ N − (m − 1)d, Zk,m(j) has type πv0...vm+p−2 }
(N − (m − 1)d)p

(8)

(e) Finally, based on the Shannon’s definition of entropy, the mvDEIII is calculated as follows:

mvDEIII(X, m, c, d) = −
cm+p−1

∑
π=1

p(πv0...vm+p−2) · ln
(

p(πv0...vm+p−2)
)

(9)

mvDEIII assumes embedding dimension 1 for all signals except one, which might limit the potential
to explore the dynamics. Moreover, in the algorithm of mvDEIII, at least cm+p−1 + Np elements are
stored. Although this number is noticeably smaller than that for mvDEII, the algorithm still needs
to have large memory space for a signal with a large number of channels. To work with reliable
statistics to calculate mvMDEIII, it is recommended cm+p−1 <

⌊
pL

τmax

⌋
. Therefore, albeit mvDEIII takes

into account both the spatial and time domains and needs to smaller number of sample points in
comparison with mvDEII, there is a need to have a large enough number of samples and small number
of channels. To alleviate these deficiencies, we propose mvDE.

2.3. Multivariate Dispersion Entropy (mvDE)

The mvDE algorithm is as follows:

(a) First, like mvDEI to III, the multivariate signal X = {xk,i}i=1,2,... ,N
k=1,2,... ,p is mapped to c classes with

integer indices from 1 to c.
(b) Like mvDEII, to consider both the spatial and time domains, multivariate embedded vectors

Zm(j), 1 ≤ j ≤ N − (m − 1)d are created based on the Taken’s embedding theorem [35]. For simplicity,
we assume dk = d and mk = m.

(c) For every Zm(j), all combinations of the ∑
p
k=1 mk elements in Zm(j) taken m at a time, termed

φq(j) (q = 1, ...(mp
m )), are created. The number of the combinations is equal to (mp

m ). Therefore, for all
channels, we have (N − (m − 1)d)(mp

m ) dispersion patterns.
(d) For each 1 ≤ q ≤ (mp

m ) and for each of cm potential dispersion patterns πv0...vm−1 , relative frequency
is obtained as follows:

p(πv0...vm−1) =
#{j

∣∣j ≤ N − (m − 1)d, φq(j) has type πv0...vm−1 }
(N − (m − 1)d)(mp

m )
(10)

(e) Finally, based on the Shannon’s definition of entropy, the mvDE is calculated as follows:

mvDE(X, m, c, d) = −
cm

∑
π=1

p(πv0...vm−1) · ln
(

p(πv0...vm−1)
)

(11)

In fact, mvDE explores all combinations of patterns of length m within an mp-dimensional embedding
vector. In the mvDE algorithm, at least cm + Np elements are stored. This number is noticeably smaller
than those for mvDEII to III, leading to more stable results for signals with a short length and a large
number of samples. As the number of patterns obtained by the mvMDE method is (N − (m− 1)d)(mp

m ),

it is suggested cm <
⌊

L(mp
m )

τmax

⌋
to work with reliable statistics. It is worth mentioning that if the order of

channels in a multi-channel time series changes, although the assignment to each dispersion pattern
obtained by the mvMDE-based methods may change, the entropy value will stay the same.
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2.4. Parameters of the mvMDE, mvMSE, and mvMFE Methods

In addition to the maximum scale factor τmax described before, there are three other parameters for
the mvMDE methods, including the embedding dimension vector m, number of classes c, and time
delay vector d. Although some information with regard to the frequency of signals may be ignored
for dk > 1, it is better to set dk > 1 for oversampled time series. However, like previous studies about
multivariate entropy methods [2,8], we set dk = 1 for simplicity. Nevertheless, when the sampling
frequency is considerably larger than the highest frequency component of a time series, the first
minimum or zero crossing of the autocorrelation function or mutual information can be utilized for
the selection of an appropriate time delay [36]. We need 1 < c to keep away the trivial case of having
only one dispersion pattern. For simplicity, we use c = 5 and mk = 2 for all signals used in this study,
although the range 2 < c < 9 leads to similar findings. For more information about c, mk, and dk,
please refer to [13,30].

In this study, dk, mk, and r for the mvMSE and mvMFE were respectively set as 1, 2, and 0.15
of the SD of the original time series following recommendations in [8,17]. The maximum scale
factor for mvMSE and mvMFE also follows [8,17]. In the algorithm of mvSE and mvFE, at least
(Np

2 ) + Np(pm + 1) elements are stored (the mvSE code available at http://www.commsp.ee.ic.ac.
uk/~mandic/research/Complexity_Stuff.htm). Matlab codes of mvMFE and mvMSE are available at
http://dx.doi.org/10.7488/ds/1432. Overall, the characteristics and limitations of the mvSE, mvFE,
and mvDE algorithms for a p-channel signal with length N are summarized in Table 1.

Table 1. Ability to deal with spatial domain and characterization of short signals (300 sample points),
typical number of elements to be stored, and typical number of samples needed for each of the mvSE,
mvFE, and mvDE algorithms for a p-channel signal with length N sample points.

Methods Spatial Domain Short Signals
Typical Number of

Elements Stored
Typical Number

of Samples

mvSE [3] yes undefined (Np
2 ) + Np(pm + 1) 10m < N

mvFE [17] yes unreliable (Np
2 ) + Np(pm + 1) 10m < N

mvPE [19] and mvWPE [20] no reliable m! + Np m! < N
mvDEI no reliable cm + Np cm

p < N
mvDEII yes unreliable cmp + Np cmp < N
mvDEIII yes unreliable cm+p−1 + Np cm+p−1

p < N
mvDE yes reliable cm + Np cm

(mp
m )

< N

3. Evaluation Signals

In this section, the descriptions of correlated and uncorrelated noise signals, bivariate autoregressive
(BAR) process, and real time series used in this study are given.

3.1. Synthetic Signals

The irregularity of multivariate 1/ f noise is lower than multivariate WGN, whereas the complexity
of the former is higher than the latter [8,14,17]. Thus, 1/ f noise and WGN signals have been commonly
used to assess the multivariate multiscale entropy techniques [8,17,37]. For more information about
the algorithms used for multivariate 1/ f noise and WGN, please refer to [8,17].

To understand the behaviour of the mvMDE methods on uncorrelated WGN and 1/ f noise, we first
generated a trivariate time series, where originally all three data channels were realization of mutually
independent 1/ f noise. Then, we gradually decreased the number of data channels representing 1/ f
noise (from 3 to 0) and at the same time, increased the number of variates representing independent
WGN (from 0 to 3) [37]. The number of channels was always three.

To create correlated bivariate noise time series, we first generated a bivariate uncorrelated random
time series H. Afterwards, H was multiplied with the standard deviation (hereafter, sigma) and then,
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the value of the mean (hereafter, mu) was added. Next, H was multiplied by the upper triangular
matrix L obtained from the Cholesky decomposition of a defined correlation matrix R (which is

positive and symmetric) to set the correlation. Here, we set R =

[
1 0.95

0.95 1

]
according to [8,17].

An in-depth study on the effect of correlated and uncorrelated 1/ f noise and WGN on multiscale
entropy approaches can be found in [8,10].

Based on the fact that the larger the order of an autoregressive process, the more complex the AR
process [8], we evaluate the mvMDE, mvMSE, and mvMFE methods on a BAR(α) process with the
maximum lag α describing the evolution of a set of two variables as a linear function of their past
values according to:

yn = en +
α

∑
γ=1

yn−γAγ (12)

where yn = {yn(1), yn(2)} is the nth sample of a bidimensional time series, Aγ denotes the 2× 2 matrix
of parameters corresponding to lag order γ, and en is the 2 × 1 vector of error terms assumed to be
WGN [38].

3.2. Real Biomedical Datasets

(1) Dataset of Stride Interval Fluctuations: To investigate the ability of the proposed mvMDE methods to
reveal the long-range correlations and dynamics of multivariate signals, the stride interval recordings
are used [2,39]. The time series were recorded from ten young, healthy men. Mean age was
21.7 years, changing from 18 to 29 years. Height and weight were 1.77 ± 0.08 meters (mean ± SD)
and 71.8 ± 10.7 kg (mean ± SD), respectively. All ten participants provided informed written consent
walking for 1 hour at slow, 1 hour at normal, and 1 hour at fast paces and also walking a metronome set
to each subject’s mean stride interval. Three walking paces were considered as different variables from
the same system. In this way, we expect to be able to discriminate between the metronomically-paced
and self-spaced walking. For further information, please refer to [39].

(2) Dataset of Focal and Non-focal Brain Activity: The ability of the mvMDE methods, in comparison
with mvMFE and mvMSE, to differentiate focal from non-focal recordings is evaluated using a
publicly-available EEG dataset [40]. The dataset includes 5 patients and, for each patient, there
are 750 focal and 750 non-focal bivariate signals. The length of each recording was 20 s with sampling
frequency of 512 Hz (10,240 sample points). Further information can be found in [40]. Before computing
the aforementioned methods, all recordings were digitally filtered employing an FIR band-pass filter
with cut-off frequencies at 0.5 Hz and 40 Hz.

(3) Surface MEG Recordings in Alzheimer’s Disease: We analysed resting state MEG time series recorded
with a 148-channel whole-head magnetometer. All 62 participants agreed for the research, which
was approved by the local ethics committee. To screen the cognitive status, a mini-mental state
examination (MMSE) was done. There were 36 AD patients (age = 74.06 ± 6.95 years, all data
given as mean ± SD, and MMSE score = 18.06 ± 3.36) and 26 controls (age = 71.77 ± 6.38 years,
and MMSE score = 28.88 ± 1.18). The difference in age between two groups was not significant
(p-value = 0.1911, Student’s t-test) [41]. The distribution of MEG sensors is shown in Figure 2 in [41].
For each participant, five minutes of MEG resting state activity were recorded at a sampling frequency
of 169.5 Hz. The signals were divided into 10 s segments (1695 samples) and visually inspected
using an automated thresholding procedure to discard epochs noticeably contaminated with artifacts.
All recordings were digitally band-pass filtered with a Hamming window FIR filter of order 200 and
cut-off frequencies at 1.5 and 40 Hz. For more information, please see [41].
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4. Results and Discussions

4.1. Synthetic Signals

4.1.1. Uncorrelated White Gaussian and 1/ f Noises

We first apply the proposed and existing methods to 40 independent realizations of uncorrelated
trivariate WGN and 1/ f noise, described in Section 3. The number of sample points for each of the 1/ f
noise and WGN signals were 15,000. mvMSE and mvMFE are based on conditional entropy [2,8,17].
On the other hand, mvMDE is based on the Shannon’s entropy definition applied to dispersion
patterns. This means that the methods work on slightly different principles. However, the comparison
of mvMDE with mvMSE and mvMFE is meaningful because the latter two are the most common
multivariate entropy algorithms and MDE has been shown to have similar behaviour to MSE when
analysing real and synthetic signals [27]. Thus, we compare the mvMDE methods with mvMSE and
mvMFE. The average and SD of the results for mvMDEI, mvMDEII, mvMDEIII, mvMDE, mvMSE,
and mvMFE are depicted in Figure 1a–f, respectively. Using all the existing and proposed methods,
the entropy values of trivariate WGN signals are higher than those of the other trivariate time series
at low scale factors. However, the entropy values for the coarse-grained trivariate 1/ f noise signals
stay almost constant or decrease slowly along the temporal scale factor, while the entropy values for
the coarse-grained WGN signal monotonically decreases with the increase of scale factors. When
the length of WGN signals, obtained by the coarse-graining process, decreases (i.e., the scale factor
increases), the mean value of inside each signal converges to a constant value and the SD becomes
smaller. Therefore, no new structures are revealed at higher temporal scales. This demonstrates
a multivariate WGN time series has information only in small temporal scale factors. In contrast,
for trivariate 1/ f noise signals, the mean value of the fluctuations inside each signal does not converge
to a constant value.

For all the methods, the higher the number of variates representing 1/ f noise, the higher complexity
the trivariate signal, in agreement with the fact that multivariate 1/ f noise is structurally more complex
than multivariate WGN [8,14,17]. Here, for multivariate 1/ f noise and WGN, τmax was 20 for mvMDE,
according to Section 2.
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Figure 1. Mean value and SD of the results using (a) mvMDEI, (b) mvMDEII, (c) mvMDEIII, (d) mvMDE,
(e) mvMSE, and (f) mvMFE computed from 40 different uncorrelated trivariate WGN and 1/ f noise time series
with length 15,000 sample points.
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To compare the results obtained by the mvMDE, mvMSE, and mvMFE methods, we used the
coefficient of variation (CV). CV, as a measure of relative variability, is defined as the SD divided by
the mean of a time series. We use such a metric as the SDs of time series may increase or decrease
proportionally to the mean. We investigate the results obtained by uncorrelated noise signals at scale
factor 10, as a trade-off between short and long scale factors. As can be seen in Table 2, the smallest
CV values for uncorrelated trivariate 1/ f noise, an uncorrelated combination of bivariate 1/ f noise
and univariate WGN, an uncorrelated combination of bivariate WGN and univariate 1/ f noise,
and trivariate WGN are achieved by mvMDE, mvMDEII, mvMDEII, and mvMDEI, respectively.
Overall, the smallest CV values for trivariate 1/ f noise and WGN profiles are reached by the mvMDE
methods, showing the superiority of the mvMDE methods over mvMSE and mvMFE in terms of
stability of results.

Table 2. CV values of the proposed and existing multivariate multiscale entropy-based analyses at
scale factor 10 for the uncorrelated trivariate 1/ f noise and WGN.

Time Series mvMDEI mvMDEII mvMDEIII mvMDE mvMSE mvMFE

All three channels contain 1/ f noise 0.0028 0.0025 0.0037 0.0022 0.0405 0.0355
Two channels contain 1/ f
noise and one contains WGN 0.0042 0.0032 0.0036 0.0044 0.0283 0.0274

One channel contains 1/ f
noise and two contain WGN 0.0066 0.0052 0.0058 0.0061 0.0305 0.0292

All three channels contain WGN 0.0072 0.0080 0.0092 0.0101 0.0232 0.0211

To assess the ability of the mvMDE methods to characterize short signals in comparison with mvMFE
and mvMSE, we use trivariate 1/ f noise and WGN with length of 300 sample points. The results for
the mvMDE, mvMSE, and mvMFE approaches at temporal scales 1 to 20 are depicted in Figure 2a–f,
respectively. The results show that only mvMDEI is able to distinguish these four different kinds of
noise signals at scale factor 1. For the higher temporal scale factors, mvMDEI and mvMDE distinguish
these time series, showing a limitation of mvMDE for the discrimination of white from 1/ f noise at
lower scale factors and also the importance of considering higher temporal scales for the mvMDE
technique. As can be seen in Figure 2a,d, the mvMDEI and mvMDE methods better discriminate
different dynamics of the noise signals. However, the mvMSE values are undefined at higher scale
factors. It is worth mentioning that we compared mvMDE with the original algorithms of mvMSE and
mvMFE. However, more recent studies on entropy estimation of short physiological signals provided
methods to deal with this issue [17,42].

Although the mvMFE- and mvMDEII-based values are defined at all scale factors, they cannot
distinguish the dynamics of different noise signals. The profiles obtained by mvMDEIII are more
distinguishable than mvMDEII, as mentioned that mvMDEIII needs a smaller number of sample
points. Nevertheless, the profiles obtained by mvMDEIII have overlaps at several scale factors.
Overall, the results show the superiority of mvMDEI and mvMDE over mvMDEII, mvMDEIII, mvMSE,
and mvMFE for short uncorrelated signals.
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Figure 2. Mean value and SD of the results obtained by (a) mvMDEI, (b) mvMDEII, (c) mvMDEIII, (d) mvMDE,
(e) mvMSE, and (f) mvMFE computed from 40 different uncorrelated trivariate WGN and 1/ f noise time series
with length 300 sample points.

4.1.2. Computational Time

To evaluate the computational time of mvMSE, mvMFE, mvMDEI to III, and mvMDE, we use
uncorrelated multivariate WGN time series with different lengths, changing from 100 to 10,000 sample
points, and different number of channels, changing from 2 to 8. The results are depicted in Table 3.
The simulations have been carried out using a PC with Intel (R) Core (TM) i7-7820X CPU, 3.6 GHz
and 16-GB RAM by MATLAB R2018b. The results show that the computation times for mvMSE and
mvMFE are close. The slowest algorithm is mvMDEII, while the fastest ones are mvMDEI and mvMDE,
in that order. For an 8-channel signal with 10,000 samples, using mvMDEII, the array exceeded the
memory available. Overall, in terms of computation time and memory space, mvMDE outperforms
the other methods that take into account both the time and spatial domains. We used the mvMSE code
provoided in [8] and the mvMDE, mvMSE, and mvMFE Matlab codes have not been optimized.

Table 3. Computational time of the mvMSE, mvMFE, and mvMDE algorithms with τmax = 10.

Number of Channels and Samples mvMSE mvMFE mvMDEI mvMDEII mvMDEIII mvMDE

2 channels and 1000 samples 0.051 s 0.066 s 0.014 s 0.023 s 0.026 s 0.020 s
2 channels and 3000 samples 0.237 s 0.296 s 0.035 s 0.057 s 0.068 s 0.052 s

2 channels and 10,000 samples 1.821 s 2.016 s 0.111 s 0.190 s 0.223 s 0.181 s
5 channels and 1000 samples 0.209 s 0.223 s 0.028 s 43.096 s 0.490 s 0.050 s
5 channels and 3000 samples 1.129 s 1.204 s 0.080 s 82.246 s 1.137 s 0.137 s

5 channels and 10,000 samples 9.432 s 9.801 s 0.260 s 218.553 s 3.343 s 0.491 s
8 channels and 1000 samples 0.489 s 0.501 s 0.042 s out of memory error 65.560 s 0.086 s
8 channels and 3000 samples 2.973 s 2.906 s 0.124 s out of memory error 150.122 s 0.243 s

8 channels and 10,000 samples 27.993 s 25.951 s 0.398 s out of memory error 363.752 s 0.824 s

4.1.3. Correlated white Gaussian and 1/ f Noises

Univariate multiscale entropy approaches only consider every data channel separately and fail
to take into account the cross-channel information of multivariate time series [8]. Uncorrelated
multi-channel WGN has less structural complexity and more irregularity compared with multi-channel
1/ f noise. To assess the ability of the existing and proposed multivariate entropy methods to reveal
the dynamics across the channels, we created 40 independent realizations of different combinations
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of bivariate 1/ f noise and WGN time series with length 20,000 (according to [8,17]), making the
channels correlated. Figure 3a–d respectively show the results obtained using the mvMDEI, mvMDEII,
mvMDEIII, and mvMDE to model both the within- and cross-channel properties in multivariate signals.

mvMDEI cannot discriminate the correlated from uncorrelated WGN or 1/ f noise. This fact
is revealed in Figure 3a. Therefore, mvMDEI should only be used when the components of a
multi-channel time series are statistically independent. Multivariate multiscale entropy-based methods
at scale factor 1 show the irregularity of multi-channel signals [8]. The mvMDEII, mvMDEIII,
and mvMDE values at scale 1 show that the uncorrelated WGN is the most irregular and unpredictable
time series in agreement with [10], while the most irregular signals using mvMFE and mvMSE are
the correlated WGN [8,17], in contrast with the fact that correlated multi-channel WGN signals are
more predictable and regular than uncorrelated WGN ones [10,27]. Although mvMDE was able to
distinguish all four different kinds of noises at the small scale factors, there are some overlaps between
the results for the correlated and uncorrelated bivariate WGN time series at the high scale factors
showing the importance both low and high temporal scale factors in mvMDE.

The correlated bivariate 1/ f noise is the most complex signal using the mvMDEII, mvMDEIII,
and mvMDE. The second most complex signal is the uncorrelated bivariate 1/ f noise, as can be seen
in Figure 3. The decreases of the uncorrelated bivariate WGN profiles using mvMDEII, mvMDEIII,
and mvMDE are the largest, evidencing the fact that the uncorrelated WGN is the least complex time
series. These facts are also in agreement with the previous studies [8,14,17]. Therefore, as desired,
the mvMDEII, mvMDEIII, and mvMDE deal with both the cross- and within-channel correlations.
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Figure 3. Mean value and SD of the results obtained by (a) mvMDEI, (b) mvMDEII, (c) mvMDEIII, and (d) mvMDE
computed from 40 different correlated and uncorrelated bivariate WGN and 1/ f noise time series with length
20,000 sample points.

4.1.4. Bivariate AR Processes

The ability of the mvMDE methods to characterize multivariate AR processes is further evaluated

using combinations of BAR(1), BAR(3), and BAR(5) with Aγ1 =

[
0.05 0.05

0.05 0.05

]
, Aγ2 =

[
0.10 0.10

0.10 0.10

]
,

and Aγ3 =

[
0.15 0.15

0.15 0.15

]
. The results obtained by the mvMDEI, mvMDEII, mvMDEIII, and mvMDE

methods are shown in Figure 4. As expected, when the lag order increases, the complexity of the
corresponding time series using the mvMDE approaches increases, in agreement with the fact that a
larger lag order denotes a more complex time series [8]. As the elements of Aγ1 are smaller than those
of Aγ2 and Aγ3 , the behaviour of the profiles obtained by the mvMDE methods are more similar to
the results for WGN (see Figure 1). In fact, the smaller the elements of Aγ, the less complex the BAR,
leading to lower entropy values at higher scale factors.

In order to investigate the dependence of the mvMDE methods on the sensitivity to changes in the
signals, we generated BAR(3) with length of 10,000 sample points and sampling frequency of 150 Hz

that Aγ linearly changes from

[
0.17 0

0 0.17

]
to

[
0.17 0.17

0.17 0.17

]
. In fact, the elements of the diagonal of
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A are constant and those of anti-diagonal linearly increase from 0 to 0.17, leading to more complex
series. We moved a bivariate window—termed temporal window—with length 2000 samples and
20% overlap along this BAR(3) signal. The entropy of each bivariate temproal window is caculated.
The results, depicted in Figure 5 show that when the time window is occupied at the beginning of

the BAR(3) (A =

[
0.17 0

0 0.17

]
), the mvMDEI, mvMDEII, mvMDEIII, and mvMDE values at higher

scale factors are the smallest, showing the least complexity of BAR(3) in lower temporal windows,

while their corresponding entropy values in the end of BAR(3) process (A =

[
0.17 0.17

0.17 0.17

]
) are the

largest. It is worth noting that as described before, mvMDEII needs a larger number of sample points
to appropriately characterize the dynamics of signals. This fact can be observed in Figure 5, showing
mvMDEII is the least able to distinguish such changes.

0 10 20
Scale Factor

1.5

2

2.5

3

3.5

E
nt

ro
py

 M
ea

su
re

BAR(1)
BAR(3)
BAR(5)

0 10 20
Scale Factor

3

4

5

6

7

E
nt

ro
py

 M
ea

su
re

0 10 20
Scale Factor

2

3

4

5

E
nt

ro
py

 M
ea

su
re

0 10 20
Scale Factor

1.5

2

2.5

3

3.5

E
nt

ro
py

 M
ea

su
re

BAR(1)
BAR(3)
BAR(5)

0 10 20
Scale Factor

1.5

2

2.5

3

3.5

E
nt

ro
py

 M
ea

su
re

0 10 20
Scale Factor

3

4

5

6

7

E
nt

ro
py

 M
ea

su
re

0 10 20
Scale Factor

2

3

4

5

E
nt

ro
py

 M
ea

su
re

0 10 20
Scale Factor

1.5

2

2.5

3

3.5
E

nt
ro

py
 M

ea
su

re
BAR(1)
BAR(3)
BAR(5)

0 10 20
Scale Factor

1.5

2

2.5

3

3.5

E
nt

ro
py

 M
ea

su
re

0 10 20
Scale Factor

3

4

5

6

7

E
nt

ro
py

 M
ea

su
re

0 10 20
Scale Factor

2

3

4

5

E
nt

ro
py

 M
ea

su
re

0 10 20
Scale Factor

1.5

2

2.5

3

3.5

E
nt

ro
py

 M
ea

su
re

Figure 4. Mean and SD values of the results using mvMDEI, mvMDEII, mvMDEIII, and mvMDE computed from
40 different BAR(1), BAR(3), and BAR(5) time series with Aγ1 (first row), Aγ2 (second row), and Aγ3 (third row).
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Figure 5. Results obtained by the mvMDE methods using a bivariate temporal window with length 2000 sample
points moving along the BAR(3) signal, which the elements of anti-diagonal of the matrix A linearly increase from 0
to 0.17, leading to more complex series.
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4.2. Real Biomedical Datasets

Discrimination of aged and diseased individuals’ from control or healthy subjects’ time series is
a long-lasting challenge in the physiological complexity literature [8,10,17]. To this end, we use the
mvMDE methods, in comparison with mvMFE as an improved version of mvMSE [17], to detect
different types of dynamical variability of multivariate recordings of three physiological datasets.
Of note is that we do not use the mvMDEI for biomedical signals, because it does not take into account
both the spatial and time domains at the same time.

(1) Dataset of Stride Interval Fluctuations: For the self-paced versus metronomically-paced stride
interval fluctuations, the results obtained by the mvMDEIII, mvMDE, and mvMFE, respectively
depicted in Figure 6a–c, show that the self-paced unconstrained walk’s fluctuations have more
complexity and greater long-range correlations than the metronomically-paced walk’s series,
in agreement with those reportred in [2]. We did not use mvMDEII, as the signals do not follow
the typical number of samples required for mvMDEII. To compare the results, the CV values for both
the metronomically- and self-paced walk (MPW and SPW) at scale factor 4, as a trade-off between the
long and short scales, are shown in Table 4. The CV values for the mvMDEIII- and mvMDE-based
profiles are smaller than those for mvMFE, showing the superiority of the proposed methods over
mvMFE in terms of the stability of results. The smallest CV values are achieved by the mvMDE.
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Figure 6. Mean value and SD of the results using (a) mvMDEIII, (b) mvMDE, and (c) mvMFE for
self-paced vs. metronomically-paced stride interval fluctuations.

Table 4. CV values of the entropy results at scale factor 4 using mvMDEIII, mvMDE, and mvMFE for self-paced
walk (SPW) vs. metronomically-paced walk (MPW).

Stride Interval Fluctuations mvMFE mvMDEIII mvMDE

Self-paced walk 0.040 0.005 0.002
Metronomically-paced walk 0.116 0.025 0.019

(2) Dataset of Focal and Non-focal Brain Activity: For the focal and non-focal EEG recordings, the results
obtained by mvMDEII, mvMDEIII, mvMDE, and mvMFE, respectively depicted in Figure 7a–d, show
that the focal time series are less complex than the non-focal ones, in agreement with previous
studies [40,43]. The CV values for the focal- and non-focal-based results at scale 6 are shown in Table 5.
All the mvMDE-based CV values are smaller than those using mvMFE, showing more stability of the
results obtained by the proposed methods. Moreover, the CV values for mvMDE are smaller than those
for mvMDEIII, and the latter ones are smaller than those for mvMDEII, suggesting that the mvMDE
leads to more stable profiles.
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Figure 7. Mean value and SD of the results using (a) mvMDEII, (b) mvMDEIII, (c) mvMDE, and
(d) mvMFE for focal vs. non-focal time series.

Table 5. CV values of the entropy results at scale factor 6 using mvMDEII, mvMDEIII, mvMDE, mvMSE,
and mvMFE for focal vs. non-focal EEG recordings.

Signals mvMSE mvMFE mvMDEII mvMDEIII mvMDE

focal EEGs 0.019 0.019 0.006 0.003 0.002
Non-focal EEGs 0.021 0.015 0.008 0.003 0.002

(3) Surface MEG Recordings in Alzheimer’s Disease: To assess the ability of mvMDE, in comparison
with mvMFE, we applied the methods to the 148-channel MEG signals to discriminate AD patients
from controls. Because mvMFE needs to store a huge number of elements for a signal with a large
number of channels, mvMFE was not able to simultaneously analyse all 148 time series. However,
the results using mvMDE are depicted in Figure 8. It represents an advantage of mvMDE over mvMFE
for signals with a large number of channels. To compare the mvMFE and mvMDE, we applied the
methods to five main scalp regions, namely, anterior (17 channels), right (34 channels) and left lateral
(34 channels), central (29 channels), and posterior (34 channels) areas, leading to the smaller number of
channels to noticeably decrease the number of elements stored by the use of the mvMFE algorithm.

The average and SD of mvMDE and mvMFE values for five regions are respectively shown in
Figure 9a,b. As can be seen in Figures 8 and 9, the average mvMDE and mvMFE values for AD
patients are smaller than those for controls at lower scale factors (short-time scale factors), while at
higher scales, the AD subjects’ recordings have larger entropy values (long-time scale factors) for both
the mvMFE and mvMDE, in agreement with [21,44,45]. Because the larger the number of channels,
the smaller the mvMSE and similarly mvMFE values [21], the entropy values for anterior region are
larger than those for the other four regions. It is worth noting that we only use mvMDE, as the signals
do not follow the typical number of samples required for mvMDEII and mvMDEIII.

The Mann–Whitney U-test was used to assess the differences between the mvMDE and mvMFE
profiles at each temporal scale for AD patients versus controls, because the mvMDE and mvMFE
values at each scale factor did not follow a normal distribution. The temporal scales with p-values
smaller than 0.001 are shown with * in Figures 8 and 9. The p-values show that the mvMDE, compared
with the mvMFE, significantly discriminated the controls from subjects with AD at a larger number of
scale factors. Moreover, the smallest p-value was achieved by the mvMDE, evidencing the superiority
of mvMDE over mvMFE.
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Figure 8. Mean value and SD of the results obtained by mvMDE computed from 36 AD patients versus
26 elderly controls for all the 148 channels. Red and blue respectively indicate AD patients and controls.
The scales with p-values smaller than 0.001 are shown with *.
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Figure 9. Mean value and SD of the results obtained by (a) mvMDE and (b) mvMFE computed
from 36 AD patients versus 26 elderly age-matched controls over five scalp regions. Red and blue
indicate AD patients and controls, respectively. The scale factors with p-values smaller than 0.001 are
shown with *.

The Hedges’ g effect size [46] was also used to quantify the differences between the entropy values
for the AD patients’ vs. healthy controls’ MEGs for the five main brain regions [47]. The Hedges’ g test
shows the difference between the means of two groups, divided by the weighted average of standard
deviations for these two groups. The differences, illustrated in Table 6, show that the highest effect size
is obtained by mvMDE, showing the advantage of this method over mvMFE.

Table 6. Differences between results for AD patients’ vs. healthy controls’ MEGs obtained by mvMFE and mvMDE
for five main brain regions based on the Hedges’ g effect size.

Region-Method Scale 1 Scale 2 Scale 3 Scale 4 Scale 5 Scale 6 Scale 7 Scale 8 Scale 9 Scale 10

Anterior-mvMFE 0.36 0.73 0.57 0.04 0.33 0.53 0.63 0.70 0.72 0.73
Central-mvMFE 0.68 0.67 0.49 0.10 0.23 0.48 0.65 0.76 0.79 0.83

Left lateral-mvMFE 0.53 0.64 0.34 0.18 0.60 0.83 0.92 0.98 0.97 0.98
Posterior-mvMFE 0.46 0.72 0.58 0.16 0.30 0.57 0.73 0.78 0.82 0.85

Right lateral-mvMFE 0.30 0.50 0.22 0.18 0.53 0.71 0.84 0.92 0.97 0.95

Anterior-mvMDE 0.18 0.37 0.36 0.03 0.49 0.80 0.95 1.02 1.06 1.04
Central-mvMDE 0.29 0.45 0.29 0.48 0.78 0.88 0.97 1.01 1.03 1.04

Left lateral-mvMDE 0.37 0.40 0.24 0.24 0.77 1.07 1.17 1.20 1.19 1.19
Posterior-mvMDE 0.05 0.19 0.18 0.24 0.67 0.90 1.015 1.05 1.06 1.06

Right lateral-mvMDE 0.15 0.19 0.00 0.51 0.90 1.05 1.14 1.18 1.20 1.16

On the whole, the profiles for the real datasets show the advantage of mvMDEII, mvMDEIII,
and mvMDE over mvMFE to discriminate different types of dynamics of multi-channel signals
as well as the superiority of mvMDE over mvMFE in terms of ability to discriminate various dynamics
of time series, computational time, and memory cost. As mentioned before, mvMPE does not consider
the spatial domain. We have also refined the mvMPE [19] on the basis of mvMDEII, mvMDEIII,
and mvMDE. These approaches have the following advantages over the first version of mvMPE [19]:
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(1) they take into account both the spatial and time domains; (2) their results were more stable than the
mvMPE-based ones; and (3) better distinguished different dynamics of multivariate signals. However,
since the mvMDE methods are considerably faster, result in more stable profiles, and lead to larger
differences between physiological conditions of recordings, for simplicity, we did not report the
mvMPE-based results.

In this article, we proposed four implementations of the mvDE methods combined with the most
commonly used coarse-graining process [3,8,17]. The key contribution of this study was introducing
the mvDE methods. The alternative coarse-graining processes based on multivariate empirical mode
decomposition [2,28,48–50], and FIR filters [28,51], though out of the scope of this paper, can be
employed instead of the classical implementation of coarse-graining process used herein.

Our future study will aim at proposing the refined composite mvMDE (RCmvMDE) approaches
according to [17]. Moreover, we will explore the mvMDE and RCmvMDE on other physiological
and non-physiological time series. The similarity of two multi-channel signals based on mvMDE and
cross-entropy [11] can also be developed as future work. An important step in making mvMDE a
useful and stable metric is the mapping of the data to discrete set of integers via the normal cumulative
distribution. Other mapping functions are available in [30]. The mvMDE method and its univariate
form can also be generalized based on Renyi entropy [52].

5. Conclusions

To quantify the complexity of multivariate time series, we built four diverse alternative
implementations of mvMDE as further developments of our recently introduced MDE [27].
These insights help towards a comprehensive understanding of four strategies to extend a
univariate-based entropy method to its multivariate versions and therefore, provide invaluable
information for future studies on multivariate time series. Although mvMDE was the best algorithm
in terms of ability to discriminate dynamics of multivariate signals, computational time, and memory
cost, the simpler alternatives (mvDEI to mvDEIII) may still be useful in some settings.

We assessed their performance on the correlated and uncorrelated multivariate noise signals,
the bivariate AR time series, and three physiological datasets. The results showed the similar behavior
of mvMSE-, mvMFE-, and mvMDE-based profiles. However, mvMDE had the following advantages
over the existing methods: (1) it was faster than the existing methods; (2) mvMDE, in comparison
with mvMSE and mvMFE, resulted in more stable profiles; (3) mvMDE better discriminated different
kinds of biomedical signals; (4) for short multivariate time series (300 sample points), mvMDE did not
result in undefined values; and (5) mvMDE, compared with mvMSE and mvMFE, needed to store a
considerably smaller number of elements.

Overall, we expect the mvMDE approach to play a key role in the assessment of complexity in
multivariate time series.
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Abstract: Assessing the dynamical complexity of biological time series represents an important topic
with potential applications ranging from the characterization of physiological states and pathological
conditions to the calculation of diagnostic parameters. In particular, cardiovascular time series
exhibit a variability produced by different physiological control mechanisms coupled with each
other, which take into account several variables and operate across multiple time scales that result
in the coexistence of short term dynamics and long-range correlations. The most widely employed
technique to evaluate the dynamical complexity of a time series at different time scales, the so-called
multiscale entropy (MSE), has been proven to be unsuitable in the presence of short multivariate
time series to be analyzed at long time scales. This work aims at overcoming these issues via the
introduction of a new method for the assessment of the multiscale complexity of multivariate time
series. The method first exploits vector autoregressive fractionally integrated (VARFI) models to
yield a linear parametric representation of vector stochastic processes characterized by short- and
long-range correlations. Then, it provides an analytical formulation, within the theory of state-space
models, of how the VARFI parameters change when the processes are observed across multiple
time scales, which is finally exploited to derive MSE measures relevant to the overall multivariate
process or to one constituent scalar process. The proposed approach is applied on cardiovascular
and respiratory time series to assess the complexity of the heart period, systolic arterial pressure
and respiration variability measured in a group of healthy subjects during conditions of postural
and mental stress. Our results document that the proposed methodology can detect physiologically
meaningful multiscale patterns of complexity documented previously, but can also capture significant
variations in complexity which cannot be observed using standard methods that do not take into
account long-range correlations.

Keywords: multi-scale entropy (MSE); vector autoregressive fractionally integrated (VARFI) models;
heart rate variability (HRV); systolic arterial pressure (SAP)
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1. Introduction

Cardiovascular oscillations are influenced by the combined activity of different physiological
regulation processes and, as a consequence, exhibit a rich dynamical structure [1]. Such different
processes do not usually work at a single time-scale, but instead operate across different temporal
scales, that for example reflect thermoregulatory or neural parasympathetic and sympathetic control.
For this reason, different methods have been recently developed to evaluate the ’multiscale complexity’
of cardiovascular oscillations. These methods allow both to characterize the physiological regulatory
systems and to extract diagnostic parameters, and thus can have noteworthy clinical implications: in
fact, a decrease of dynamical complexity can be related to an impaired capability of the subsystems
composing the organism to interact among each other and it has been already proposed as a marker
of pathological conditions [2,3]. Among the proposed methods, the one which is likely most popular
is the so-called multiscale entropy (MSE), developed by Costa et al. [4]. This method calculates the
conditional entropy (CE) of a single time series (usually the heart period, HP) as a function of the time
scale of observation; the change of time scale is achieved through averaging consecutive segments of
the time series via a procedure that has been lately recognized to correspond to a two-step process
consisting of a low-pass filter followed by downsampling [5]. It is worth noting, however, that the
initial formulation of multiscale entropy suffered from drawbacks related both to issues due to the
filtering and downsampling steps, and to the unsuitability of CE analysis in conditions of data paucity
caused by the availability of short time series and by the needs to explore multivariate time series
at coarse time scales. Therefore, in the last years, the definition of MSE has been refined to take into
account typical requirements of cardiovascular and cardiorespiratory signal analysis, and specifically:
(i) to allow the joint calculation of complexity of multiple variables besides HP, for example systolic
arterial pressure (SAP) and respiration (RESP) [6]; (ii) to allow the assessment of the complexity of
shorter time series, usually few hundred beats long [7,8]. For short-term physiological time series,
complexity has been related to the regularity of the temporal patterns observed in the signals, and thus
is usually a measure of the unpredictability of the present sample given a limited number of past
samples [9]. However, recent studies have recognized the importance of long-range correlations
resulting in slowly varying dynamics also for the analysis of short-term complexity [10], and have
started to account for these correlations in multiscale entopy-based analysis [8].

In this work, we introduce a novel method to compute multivariate and multiscale complexity of
cardiovascular oscillations. This method fits a multivariate time series using a vector autoregressive
fractionally integrated (VARFI) model and then provides the multiscale representation of the VARFI
parameters using the theory of state space models, allowing to extract from such parameters multiscale
and multivariate measures of complexity. This approach presents several advantages if compared
to other previous works in the same field [4–8,10], and in particular: (i) the parametric formulation
employed permits to work reliably on short time series; (ii) fractional integration allows to take
into account not only short-term dynamics, but also the long-range correlations; (iii) the vector
formulation permits to compute the overall complexity of multivariate time series, or the complexity of
an individual time series when one or more other series are considered. In this work, such approach is
applied to HP, SAP and RESP time series measured in healthy subjects monitored in a resting condition
and during two types of physiological stress: postural stress provoked by head-up tilt and mental
stress induced by mental arithmetics.

The algorithms for multivariate multiscale analysis of physiological time series presented in
this work are collected in the MSE-VARFI MATLAB toolbox, which can be freely downloaded from
http://www.lucafaes.net/LMSE-MSE_VARFI.html.
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2. Methods

2.1. Measures of Complexity in Linear Multivariate Stochastic processes

Considering a dynamical system X whose activity is defined by the zero-mean stationary
multivariate stochastic process X = [X1 · · · XM], where each Xj, j = 1, . . . , M, denotes a scalar
stochastic process Xj = [· · · Xj,1 · · · Xj,n · · · ], let us define as Xn = [X1,n · · · XM,n] the M−dimensional
random variable describing the present state of the system, and as X−

n = [Xn−1Xn−2...] the
infinite-dimensional vector variable describing its past states. Then, a measure of complexity of
the system, typically defined for univariate systems [10] and here extended to the multivariate case,
is the entropy rate defined as

CX = H(Xn|X−
n ) = H(X−

n+1)− H(X−
n ), (1)

where H(Xn|X−
n ) is the conditional entropy of the present given the past, with H(·) denoting the

Shannon Entropy. If the observed process X is a jointly distributed Gaussian process, it can be described
without loss of generality through a vector linear regression model fed by white and uncorrelated
innovations En = [E1,n · · · EM,n] such that, for each j ∈ 1, . . . , M, Ej,n = Xj,n −E[Xj,n|X−

n ] [11]. In such
a case, the entropy of the present state of the process and the conditional entropy of the present given
the past can be expressed analytically in terms of the covariance of the process, ΣX = E[XT

n Xn], and the
covariance of the innovations, ΣE = E[ET

n En], as [11–13]:

H(Xn) =
1
2

ln((2πe)M|ΣX|), (2a)

H(Xn|X−
n ) =

1
2

ln((2πe)M|ΣE|), (2b)

where | · | stands for matrix determinant. Then, it follows immediately that the complexity of
a multivariate linear process with joint Gaussian distribution is given by Equation (2b). In this work
we provide an alternative definition of complexity, which includes a normalization of the innovation
covariance to the process covariance:

CX =
1
2

ln
(
(2πe)M |ΣE|

|ΣX|

)
. (3)

Such normalization, which is implicitly implemented in studies assessing the complexity of univariate
time series where the series is normalized to unit variance before computing the complexity measure,
is formalized here in Equation (3) for multivariate series, and will be fundamental in the definition of
multiscale complexity where the process covariance intrinsically changes with the time scale.

The measure of global complexity defined above for a multivariate process can be particularized
to the characterization of one of its constituent processes. Specifically, the complexity of a scalar
process Xj ∈ X, j ∈ 1, . . . M, can be defined in an univariate context with respect to its own dynamics
only, in a bivariate context with respect to its dynamics and to the dynamics of another scalar process
Xi ∈ X, i �= j, or in a fully multivariate context with respect to the dynamics of the whole observed
vector process X [14]. The derivations are based on the knowledge that, in Gaussian processes,
a linear parametric representation captures all of the entropy differences that define the conditional
entropies [11] and that these entropy differences are related to the partial variances of the present of the
target given its past and the past of one or more other processes, intended as variances of the prediction
errors resulting from linear regression [13,15]. Specifically, let us denote as Ej|j,n = Xj,n −E[Xj,n|X−

j,n]

and Ej|ij,n = Xj,n − E[Xj,n|X−
i,n, X−

j,n] the prediction error of a linear regression of Xj,n performed

respectively on X−
j,n and (X−

j,n, X−
i,n), and consider that the prediction error of a linear regression of

Xj,n on X−
n is the jth innovation process Ej,n defined above. Then, denoting the variances of the three
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prediction errors as ΣEj|j = E[E2
j|j,n], ΣEj|ij = E[E2

j|ij,n] and ΣEj = E[E2
j,n] = ΣE(j, j), the univariate,

bivariate and multivariate normalized complexity measures relevant to the process Xj are defined as:

CXj |Xj
=

1
2

ln 2πe
ΣEj|j

ΣXj

, (4a)

CXj |Xi ,Xj
=

1
2

ln 2πe
ΣEj|ij

ΣXj

, (4b)

CXj |X =
1
2

ln 2πe
ΣEj

ΣXj

, (4c)

where ΣXj = ΣX(j, j) is the jth diagonal element of ΣX.

2.2. Linear Multivariate Stochastic Processes with Long Range Correlations

In this section we present the parametric approach to the description of linear multivariate
Gaussian stochastic processes exhibiting both short-term dynamics and long-range correlations.
The approach is based on representing the M-dimensional discrete-time, zero-mean and unit variance
stochastic process Xn defined in Section 2.1 as a vector autoregressive fractionally integrated (VARFI)
process fed by the uncorrelated Gaussian innovations En. The VARFI process takes the form [16]:

A(L)diag(∇d)Xn = En, (5)

where L is the back-shift operator (LiXn = Xn−i), A(L) = IM −
p
∑

i=1
AiLi (IM is the identity matrix

of size M) is a vector autoregressive (VAR) polynomial of order p defined by the M × M coefficient
matrices A1, . . . , Ap, and

diag(∇d) =

⎡⎢⎢⎢⎢⎣
(1 − L)d1 0 . . . 0

0 (1 − L)d2 . . . 0
...

...
...

0 0 . . . (1 − L)dM

⎤⎥⎥⎥⎥⎦ ,

where (1 − L)di , i = 1, . . . , M, is the fractional differencing operator defined by [17]:

(1 − L)di =
∞

∑
k=0

G(i)
k Lk , G(i)

k =
Γ(k − di)

Γ(−di)Γ(k + 1)
, (6)

with Γ(·) denoting the gamma (generalized factorial) function. The parameter d = (d1, . . . , dM) in
Equation (5) determines the long-term behavior of each individual process, while the coefficients of
the polynomial A(L) allow description of the short-term dynamics. Note that the process defined in
Equation (5) is a particular case of the broader class of VARFIMA(p, d, l) processes [16], which also
contains the class of autoregressive processes VAR(p); here we restrict our analysis to the description
of the VARFIMA(p, d, 0) process, which we denote as a VARFI(p, d) process.

The parameters of the VARFI model (5), namely the coefficients of A(L) and the variance of the
innovations ΣE, are typically obtained from process realizations of finite length first estimating the
differencing parameters di by means of the Whittle semi-parametric local estimator [17] separately for
each individual process Xi, then defining the filtered data X( f )

i,n = (1 − L)di Xi,n, and finally estimating

the VAR parameters from the filtered data X
( f )
n using the ordinary least squares method to solve

the VAR model A(L)X( f )
n = En, with model order p assessed through the Bayesian information

criterion [18].
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2.3. Multiscale Complexity of VARFI Processes

In this section we report how to compute across multiple temporal scales the complexity measures
defined in Section 2.1, under the hypothesis that the analyzed multivariate process is properly described
by the VARFI representation provided in Section 2.2. The procedure for multiscale complexity analysis,
which extends the approach proposed in Reference [19] to multivariate processes incorporating
long-range correlations, is presented here reporting the essential steps and described with more
mathematical details in the Appendices. There are three appendices to the main text. Appendix A
reports the procedure for computing the coefficients of a finite-order VAR process that approximates
an assigned VARFI process. Appendix B recalls the derivations relevant to the identification of
multiscale state space (SS) processes defined as filtered and downsampled versions of an assigned
VAR process; the parameters of the SS process defined at an assigned time scale are exploited to
compute the multivariate complexity measure at that time scale. Appendix C describes how to define
restricted SS processes and to rearrange them in order to extract the partial variances needed for
the computation of the univariate and bivariate multiscale complexity measures. The derivations
described in Appendices B and C are taken from Refs. [7,8,19,20].

Before implementing the rescaling procedure, we approximate the VARFI process (5) with a finite
order VAR process by truncating the fractional integration part at a finite lag q, that is, we perform the
following approximation:

diag(∇d) ≈ G(L) =
q

∑
k=0

GkLk, (7a)

Gk = diag
[

G(1)
k , . . . , G(M)

k

]
. (7b)

This allows us to rewrite the VARFI(p, d) process as a VAR(m) process, where m = p + q:

B(L)Xn = En, (8)

where the new coefficients are B(L) = A(L)G(L), with A(L) as in Equation (5) and G(L) as in
Equation (7a). The exact procedure to derive the coefficients of the VAR(m) process is explained in
Appendix A.

In order to represent a scalar stochastic process at the temporal scale defined by the scale factor
τ, a two step procedure is typically employed which consists first in filtering the process with
a lowpass filter with cutoff frequency fτ = 1/(2τ), and then downsampling the filtered process
using a decimation factor τ [5,19]. Extending this approach to the multivariate process X, we first
implement the following linear finite impulse response (FIR):

X
(r)
n = D(L)Xn , (9)

where r denotes the filter order and D(L) =
r
∑

k=0
IMDkLk, where the coefficients of the polynomial

Dk, k = 1, . . . , r, are the same for all scalar processes Xj ∈ X and are chosen to set up a lowpass FIR
configuration with cutoff frequency 1/(2τ). The filtering step transforms the VAR(p+q) process (8) into
a VARMA(p+q,r) process with moving average (MA) part determined by the filter coefficients:

B(L)X(r)
n = D(L)B(L)Xn = D(L)En . (10)
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Then, we exploit the connection between VARMA processes and state space (SS) processes [21] to
evidence that the VARMA process (10) can be expressed in SS form as:

Z
(r)
n+1 = B(r)Z

(r)
n + K(r)E

(r)
n (11a)

X
(r)
n = C(r)Z

(r)
n + E

(r)
n , (11b)

where Z
(r)
n = [X

(r)
n−1 · · ·X

(r)
n−mEn−1 · · ·En−r]T is a (m + r)-dimensional state process, E

(r)
n = D0En is the

SS innovation process, and the vectors K(r) and C(r) and the matrix B(r) can be obtained from B(L)
and D(L) (see Appendix B).

The second step of the rescaling procedure is to downsample the filtered process in order to
complete the multiscale representation. This is done exploiting theoretical findings [7,22,23] which
allow to describe the filtered SS process after downsampling in the form:

Z
(τ)
n+1 = B(τ)Z

(τ)
n + K(τ)E

(τ)
n (12a)

X
(τ)
n = C(τ)Z

(τ)
n + E

(τ)
n . (12b)

Equation (12) provides the SS form of the filtered and downsampled version of the original VARFI(p, d)
process, and its parameters (B(τ), C(τ), K(τ), Σ

E(τ) ) can be obtained from the SS parameters before
downsampling and from the downsampling factor τ; moreover, the variance of the downsampled
process, Σ

X(τ) , can be computed analytically from the parameters of the SS model (12) by solving
a discrete-time Lyapunov equation (these steps are shown in the Appendix B). The parameters relevant
to the computation of complexity at scale τ are the variance of the downsampled process, Σ

X(τ) , and the
variance of the corresponding innovations, Σ

E(τ) . These variances can indeed be combined in a similar
way to that of Equation (3) to yield the expression of the complexity of the original process Xn when it
is observed at scale τ:

CX =
1
2

ln

(
(2πe)M |Σ

E(τ) |
|Σ

X(τ) |

)
. (13)

Note that this measure tends to the theoretical value 1
2 ln(2πe)M when τ → ∞.

Finally, we show how to compute any partial variance appearing in Equation (4) from the
parameters of an SS model in the form of (12), so that the three complexity measures relevant to the
scalar process Xj can be computed at any assigned time scale τ. To do this, we exploit the formulations
reported in Refs. [22,23], showing that the partial variance Σ

E(τ)
j|a

, where the subscript a denotes any

combination of indexes ∈ 1, . . . , M, can be derived from the SS representation of the innovations
of a submodel obtained removing the variables not indexed by a from the observation equation.
Specifically, we need to consider the submodel with state Equation (12a) and observation equation:

X
(τ)
a,n = C

(τ)
a Z

(τ)
n + E

(τ)
a,n , (14)

where the additional subscript a denotes the selection of the rows with indices a in a vector or a matrix.
This restricted SS model can be rearranged to extract the partial variance Σ

E(τ)
j|a

from the covariance

matrix of its innovations (see Appendix C), so that with this procedure the univariate, bivariate and
multivariate normalized complexity measures can be computed inserting the partial variances Σ

E(τ)
j|j

,

Σ
E(τ)

j|ij
in Equation (4a) and Equation (4b), and using Σ(τ)

Ej
= Σ

E(τ) (j, j) in Equation (4c), together with

Σ(τ)
Xj

= Σ
X(τ) (j, j) from Equation (A9b). These individual measures tend to the theoretical value

1
2 ln(2πe) when τ → ∞.
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3. Application to Cardiovascular Variability Processes

In this section the proposed method is illustrated using cardiovascular and respiratory series:
the heart period (HP), systolic arterial pressure (SAP), and respiration (RESP). Several studies report
the interaction between the dynamics of these three time series [24–28], which motivates their use
in a multivariate context. The variation of heart period, usually referred as heart rate variability
(HRV), reflecting cardiovascular complexity and representing the capability of the organism to react
to environmental and psychological stimuli, is the most studied variable and main target variable in
cardiovascular and cardiorespiratory spontaneous variability [29–31]. For this reason, the conditional
measures of a single scalar process will focus on the HP time series, as it has been shown that SAP and
RESP have an effect (direct or indirectly) on this process [24–28].

3.1. Experimental Protocol

The HP, SAP and RESP time series were measured in a group of 62 healthy subjects
(19.5 ± 3.3 years old, 37 females) monitored in the resting supine position (SU1), in the upright
position (UP) reached through passive head-up tilt, in the recovery supine position (SU2) and during
mental stress induced by mental arithmetics (MA) [32]. During the measurements, the subjects
were free-breathing. For each subject and condition, the multivariate process X is defined as
X = [XHP, XSAP, XRESP]. The acquired signals were the surface electrocardiogram (ECG), the finger
arterial blood pressure recorded noninvasively by the photoplethysmographic method, and the
respiration signal recorded through respiratory inductive plethysmography. For each subject and
experimental condition, the values of HP, SAP and RESP were measured on a beat-to-beat basis
respectively as the sequences of the temporal distances between consecutive R peaks of the ECG,
the maximum values of the arterial pressure waveform taken within the consecutively detected heart
periods, and the values of the respiratory signal sampled at the onset of the consecutively detected
heart periods. The study was approved by Ethical Committee of the Jessenius Faculty of Medicine,
Comenius University and all participants signed a written informed consent. A detailed description of
the experimental protocol and signal measurement is reported in Ref. [32].

The analysis was performed on segments of at least 400 consecutive points, free of artifacts and
deemed as weak-sense stationary through visual inspection, extracted from the time series for each
subject and condition. Missing values and outliers were corrected through linear interpolation and,
for HP and when possible, erroneous/missing intervals were substituted by pulse intervals measured
as the difference in time between two consecutive SAP measurements (ΔtSAP(n) = tSAP(n + 1) −
tSAP(n)). The three time series were normalized to zero mean and unit variance before multiscale
analysis.

3.2. Data Analysis

Two different approaches were followed to compute multiscale complexity: (i) the “eVAR”
approach, based on pure VAR model identification, that is, performing the whole procedure described
in Section 2 after forcing d = [0, 0, 0] in Equation (5); (ii) the “eVARFI” approach, based on complete
VARFI model identification, that is, following the whole procedure described in Section 2 with di,
i = 1, . . . , 3, estimated individually from the original time series and considered in the computations.
Pursuing these approaches we compare, respectively, (i) the traditional complexity analysis where
long-range correlations are neither removed nor modeled, and (ii) the complexity analysis performed
by modeling the long-range correlations and considering them together with the short-term dynamics.
Such a comparison is meant to infer the role of long-range correlations in contributing to the multiscale
complexity and to its variation between conditions. The VARFI model fitting the time series X was
identified first estimating the fractional differencing parameter di, i = 1, . . . , 3, individually for each
time series using the Whittle estimator, then filtering the time series with the fractional integration
polynomial truncated at a lag q = 50, and finally estimating the parameters of the polynomial relevant
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to the short-term dynamics through least squares VAR identification. The value of q has to be selected
to approximate the VARFI process, which is theoretically of infinite order, with a finite order VAR
process. According to previous studies [8,33] q = 50 is an appropriate value for truncating the VARFI
process. By increasing q, we can obtain a more precise approximation of the fractional integration
part but with a higher computational cost, while a reduced value (and thus an excessive truncation)
causes an underestimation of the complexity and the smoothing of the nonmonotonic trends with the
timescale [8]. The VAR model order p was selected as the minimum of the Bayesian information
criterion (BIC) figure of merit [34]. Then, multiscale complexity measures were computed implementing
a FIR lowpass filter of order r = 48, for time scales τ in the range (1,. . . ,30), which corresponds to
lowpass cutoff normalized frequencies fτ = (0.5, . . . , 0.01667). The order of the FIR filter determines its
selectivity around the cutoff frequency. In this study, an order r = 48 was selected according to previous
settings [8]. The changes in complexity related to the oscillatory rhythms are typically evaluated in
cardiovascular variability in low-frequency (LF, from 0.04 Hz to 0.15 Hz) and high-frequency (HF,
from 0.15 Hz to 0.4 Hz) spectral bands [29]. To account for the different mean heart rate for each subject
and condition, multiscale analysis was performed determining the cutoff frequency of the rescaling
filter based on the Nyquist frequency in Hz of the HP time series, which for the time scale τ is given
by fτ Hz = 1/(2τHP), where HP stands for the mean of the HP process. In this work, considering the
physiological LF and HF frequency ranges, four cutoff frequencies f Hz were chosen to perform the
analysis: 0.4 Hz, 0.15 Hz, 0.1 Hz and 0.04 Hz. To obtain the complexity values at such frequencies,
linear interpolation was performed on the profiles fτ Hz .

The differencing parameters di were estimated individually for each time series in the interval
[−0.5, 1] since the VARFI model is stationary for −0.5 < di < 0.5, while it is nonstationary but mean
reverting for 0.5 ≤ di < 1. As such, the subjects with an estimation of di ≈ 1 in at least one condition
were removed given that the series is possibly non mean reverting; three subjects were removed,
so that a total of 59 subjects was considered for the statistical analysis.

3.3. Statistical Analysis

Significant changes in complexity across the pairs of experimental conditions SU1 vs. UP and
SU2 vs. MA were assessed via a linear mixed-effects model, that is, a linear regression model that
incorporates both fixed and random effects [35]. In our case, the fixed-effects (or factors) were
condition and scale, while the random-effect was the subject-dependent intercept that allows for the
random variation between subjects. Additionally, the interaction between the factors is also considered.
The significance of both the effects (fixed and random) and the interaction between fixed effects was
assessed by the significance of the corresponding estimated coefficients at the level of p < 0.05.
Residuals were checked for whiteness.

To evaluate the changes of interest, estimated marginal means (EMM) [36] were computed for
each difference, or contrast, UP-SU1 and MA-SU2, at each frequency of interest (0.4 Hz, 0.15 Hz, 0.1 Hz
and 0.04 Hz). A Z-test was applied to check the significance of these differences with a significance
level of p < 0.05 and Tukey correction for multiple comparisons. The packages lme4 [37] and
emmeans [38] of the R software [39] were used to build the model and to compute EMM, respectively.

4. Results

This section presents the results of multiscale analysis performed for the multivariate complexity
CX as defined in Equation (3), as well as for the complexity computed for the scalar process XHP

in four different ways: the univariate complexity of HP with respect to its own dynamics, CXHP|XHP

(Equation (4a)), the bivariate complexity of HP with respect to its own dynamics and to the dynamics
of SAP, CXHP|XSAP,XHP

, or RESP, CXHP|XRESP,XHP
(Equation (4b)), and the multivariate complexity of HP

with respect to the dynamics of the whole trivariate process, CXHP|X (Equation (4c)).
Figure 1 presents the median and quartiles across subjects of the multivariate complexity CX

computed for eVAR (first row) and eVARFI (second row) as a function of the time scale τ = 1, . . . , 30,
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for SU1 vs. UP (left column) and SU2 vs. MA (right column). The measure always tends to its
theoretical value 1

2 ln(2πe)3 when computed for eVAR at high values of τ. In fact, the complexity
value is in general lower for eVARFI than for eVAR, and presents more variability across subjects.
From a visual inspection of the multiscale patterns one can infer that for eVAR there is a decrease in
complexity moving from SU1 to UP, evident at short time scales (τ < 10), and that the complexity
seems not to change while moving from SU2 to MA. For eVARFI, the decrease from SU1 to UP is visible
across the whole range of time scales and there seems to be a decrease from SU2 to MA for scales larger
than 4.

Figure 1. Distribution across subjects of the multivariate complexity measure CX as a function of the
time scale τ for eVAR (first row) and eVARFI (second row), for SU1 vs. UP (left column) and SU2 vs.
MA (right column).

Figure 2 presents the same as the previous figure but for the univariate (Figure 2a),
bivariate (Figure 2b with SAP and Figure 2c with RESP) and multivariate (Figure 2d) complexity
measures relevant to the HP time series. Again, eVARFI estimation presents more variability than
eVAR, visible across all measures, and does not reach the theoretical value 1

2 ln(2πe) at long time scales.
Although the four measures are similar with each other, slight changes occur when the complexity of
HP is computed accounting for the dynamics of the other time series. When compared to the univariate
measure CXHP|XHP

, the median complexity value decreases for the bivariate measures at lower time
scales, being lower with RESP (CXHP|XRESP,XHP

) than with SAP (CXHP|XSAP,XHP
); the multivariate measure

CXHP|X presents even lower median complexity values for lower time scales. For both eVAR and
eVARFI, the complexity of HP decreases at short time scales for all four measures. The differences are
more subtle during MA, where only a slight decrease in the median is noticeable at very short time
scale for eVARFI.

Figure 3 reports the distribution of the multivariate complexity measure CX (blue dots) (values and
boxplot) computed at the four predetermined cutoff frequencies of the multiscale filter (0.4 Hz, 0.15 Hz,
0.1 Hz and 0.04 Hz) for each experimental condition. Statistically significant changes (p < 0.05) in
complexity across the pairs SU1 vs UP or SU2 vs MA, as assessed by the estimated marginal means
based on the linear mixed-effects model, are marked with ∗. Comparing SU and UP, the multivariate
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complexity decreases significantly both for eVAR and eVARFI at 0.4 Hz, while no significant differences
are observed at lower cutoff frequencies. Moving from SU2 to MA, the measure increases significantly
for eVAR at all frequencies except 0.04 Hz, but decreases for eVARFI at frequencies 0.1 Hz and 0.04 Hz.

(a) CXHP|XHP
(b) CXHP|XSAP,XHP

(c) CXHP|XRESP,XHP
(d) CXHP|X

Figure 2. Distribution across subjects of the univariate (a), bivariate (b) with SAP and (c) with RESP,
and multivariate (d) complexity measures as a function of the time scale τ for eVAR (first row) and
eVARFI (second row), for SU1 vs. UP (left column) and SU2 vs. MA (right column).
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Figure 3. Distribution of the multivariate complexity measure CX, depicted as boxplot (mean and
confidence intervals, yellow filled box; standard deviation, black vertical line) and original values
(dots) for selected frequencies ( fτHz = 0.4 Hz; 0.15 Hz; 0.1 Hz; 0.04 Hz), computed for the four
experimental conditions using eVAR (first row) and eVARFI (second row) identification methods.
Statistically significant differences between pairs of conditions are marked with an asterisk.

Figure 4 presents the same information as the previous figure but considering the HP only as
target process and computing the corresponding univariate (Figure 4a), bivariate (Figure 4b with
SAP and Figure 4c with RESP) and multivariate (Figure 4d) complexity measures. We find that,
moving from SU to UP, the univariate measure CXHP|XHP

evaluated at a time scale corresponding to the
cutoff frequency of 0.4 Hz decreases significantly for both eVAR and eVARFI; this decreased complexity
of HP in the UP condition is observed identically when the dynamics of SAP, of RESP, and of both
SAP and RESP are included in the conditional entropy measure. Moreover, the inclusion of one or
both the other time series makes such a decrease statistically significant also with a cutoff of 0.15 Hz
when eVAR analysis is performed. Moving from SU2 to MA, we observe that only the eVARFI analysis
detects statistically significant differences. Specifically, using eVARFI the univariate complexity of
HP decreases during MA at time scales compatible with the cutoff frequency of 0.4 Hz, and also with
cutoff 0.15 Hz when SAP dynamics (but not RESP dynamics) are considered. For both protocols and
using both estimation methods, the analysis at longer time scales (cutoff 0.1 Hz and 0.04 Hz) does not
lead to any significant variation in any of the HP complexity measures.
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(a) CXHP|XHP
(b) CXHP|XSAP,XHP

(c) CXHP|XRESP,XHP
(d) CXHP|X

Figure 4. Distribution of the univariate (a), bivariate (b) with systolic arterial pressure (SAP) and (c)
with respiration (RESP), and multivariate (d) complexity measures depicted as boxplot (mean and
confidence intervals, yellow filled box; standard deviation, black vertical line) and original values
(dots) for selected frequencies ( fτHz = 0.4 Hz; 0.15 Hz; 0.1 Hz; 0.04 Hz), computed for the four
experimental conditions using eVAR (first row) and eVARFI (second row) identification methods.
Statistically significant differences between pairs of conditions are marked with an asterisk.

Figure 5 depicts the distribution across subjects of the differencing parameter d =

[dHP, dSAP, dRESP] computed using the Whittle semiparametric estimator for the three time series
and for each condition. The differencing parameter is positive for HP and SAP, while it is lower and
centered around zero for RESP. The statistical significance of the variations of this parameter moving
from SU1 to UP, or from SU2 to MA, was tested with the same linear mixed-effects model used for the
complexity measures. Results indicate that there are statistically significant differences in the values of
d only for SAP, documenting that conditions of stress evoked by UP or MA determine an increase of
the differencing parameter estimated for this time series.
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Figure 5. Distribution of the long-rang parameter di for each of the time series considered (heart period
(HP), SAP and RESP) and for the four conditions.

5. Discussion

Building on recent developments regarding linear multiscale time series analysis [7,8,19,20],
the present study introduces a novel approach to assess the dynamical complexity of multivariate
processes accounting for the presence of short term dynamics and long-range correlations. The adopted
linear parametric framework retains the advantage of previous formulations [7,19,20] related to the
computational reliability of complexity estimated even at coarse time scales and over relatively short
time series (few hundred points), and is here integrated with the incorporation of long-range dynamics
(fundamental to a proper evaluation of complexity at coarse time scales [8]) and extended for the first
time towards a fully multivariate implementation.

The usefulness of the proposed multivariate and multiscale measure of complexity was
demonstrated in practice by the analysis of cardiovascular and cardiorespiratory interactions.
In particular, the multivariate measure of complexity allowed us to evaluate the overall impact that
the physiological mechanisms related to postural and mental stress have on the joint dynamics
of HP, SAP and RESP. Simultaneously, the multiscale assessment of complexity led to elicit the
contribution of mechanisms operating across multiple time scales (evaluation at fine time scales,
with cutoff frequency of 0.4 Hz encompassing VLF, LF and HF oscillations) and that of mechanisms
confined to slower oscillations (evaluation at coarser time scales, with cutoff at 0.15 Hz excluding
HF oscillations and cutoffs at 0.1 Hz and 0.04 Hz excluding progressively also LF oscillations).
In addition the evaluation of the complexity of HP, either considering its own dynamics only or
the dynamics of SAP and/or RESP, was exploited to relate the overall complexity trends reflected in
the multivariate measure to variations specifically related to physiologically well-known mechanisms
of cardiovascular and cardiorespiratory interactions. To aid interpretation of the results and the
discussion of the related physiological mechanisms, we report in Table 1 the statistically significant
increase or decrease in complexity observed without (eVAR method) or with (eVARFI method)
modeling long-range correlations during head-up tilt (comparison SU1 vs. UP) or during mental
arithmetics (comparison SU2 vs. MA) at the time scales encompassing the whole spectral content (0.4
Hz), filtering the HF oscillations (0.15 Hz), and filtering in part (0.1 Hz) or completely (0.04 Hz)
the LF oscillations. Complexity is linearly dependent on tilt inclination: a steeper inclination
of tilt table produces higher degrees of sympathetic activation, with corresponding lower values
of entropy-based complexity measures [40]. Studying the trends of the multivariate complexity
measure, its decrease with tilt (Figure 3) documents a simplification of the overall dynamics of
HP, SAP and RESP. This result can be mainly driven by the less complex dynamics of heart rate
variability in the upright position, that we document calculating the complexity of HP (Figure 4a).
Indeed it is well known that the dynamics of HP tend to become less complex as a consequence

181



Entropy 2020, 22, 315

of the rise of LF oscillations and the weakening of HF oscillations related to the shift of the
sympathovagal balance towards sympathetic activation and vagal deactivation during head-up
tilt [15,40]. The fact that the decrease of multivariate complexity is not statistically significant for
cutoff 0.15 Hz and lower suggests that it is related mainly to the weakening of HF oscillations;
indeed, HF oscillations of both HP and SAP are known to be blunted with tilt [15,41,42]. In addition,
the finding that the decrease in complexity is observed in the same way for VAR and VARFI analysis
suggests that the impact of long-range correlations does not change substantially from rest to tilt.
Overall, these results suggest that cardiovascular and respiratory oscillations in the LF and VLF band
considered together do not alter significantly their complexity in the transition from the supine to the
upright body position.

Table 1. Significant differences (p-value < 0.05) between pair of conditions for each measure and
frequency. The arrows indicate if the measure increases or decreases from rest to stress.

Measure Approach
SU1 → UP SU2 → MA

0.4 0.15 0.1 0.04 0.4 0.15 0.1 0.04

CX
eVAR ↘ ↗ ↗ ↗
eVARFI ↘ ↘ ↘

CXHP|XHP

eVAR ↘
eVARFI ↘ ↘

CXHP|XSAP,XHP

eVAR ↘ ↘
eVARFI ↘ ↘ ↘

CXHP|XRESP,XHP

eVAR ↘ ↘
eVARFI ↘

CXHP|X
eVAR ↘ ↘
eVARFI ↘ ↘

On the other hand, the increase of the global complexity with MA observed for eVAR modeling
across multiple time scales (cutoffs 0.4, 0.15, 0.1) is in agreement with previous findings relevant to
the HP time series [7]. The fact that such increase is not observed for eVARFI indicates that long
range correlations have a different impact on the cardiovascular and respiratory dynamics during
MA compared with the relaxed condition SU2. In particular, eVARFI estimation reports values of
the multivariate complexity which are unchanged at low time scales (cutoff 0.4 Hz), tend to decrease
at cutoff 0.15 Hz, and decrease significantly at cutoffs 0.1 Hz and 0.04 Hz. We ascribe this lower
complexity to a larger contribution of long-range correlations acting in LF and especially VLF bands,
which is supported by the fact that the differencing parameter increases significantly, for HP and
especially for SAP, during MA. This confirms the regularizing role of long range correlations on
physiological dynamics [8,10].

The complexity of HP assessed at lower time scales (cutoff 0.4 Hz) always decreases in
the UP position, for all measures (univariate, both bivariate, and multivariate), as shown in
Figure 4. This documents the well-known simplification of heart rate variability induced by head-up
tilt, which is known to evoke sympathetic activation and vagal withdrawal making the cardiac
dynamics more regular [31,40,43,44]. The fact that this result is observed identically for the eVAR and
eVARFI approaches indicates that long-range correlations do not impact significantly the evaluation
of complexity performed at short time scales. On the other hand, focusing on intermediate time
scales for which HF oscillations are cut off ( fτ = 0.15 Hz), we find that the decrease in complexity
is lost when considering the HP dynamics individually, but is maintained when SAP and RESP,
taken individually or together, are used to reduce the complexity of HP; moreover, this holds for eVAR
but not for eVARFI. Taken together, these results suggest that slow oscillations of SAP and/or RESP
reduce the complexity of HP in the transition from rest to tilt, and such regularizing action is related
to long-range correlations. This finding is compatible with the known increase of cardiovascular
interactions during tilt, documented in previous studies using a number of causality measures
including information-theoretic ones [13,24,26,27], and also with the existence of slowly varying
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respiratory patterns that enhance their effect on the variability of HP during postural stress [24].
Here, the presence of cardiorespiratory and cardiovascular interactions is documented indirectly
observing the lower values during tilt of the bivariate and multivariate complexity measures compared
with the univariate one, through an approach similar to that proposed in Ref. [14].

The complexity of HP tends to decrease also with the mental stress induced by MA. Contrary to
the postural stress induced by HUT, the decrease is observed only using the VARFI approach, and not
using the VAR. The absence of significant changes in complexity using methods that do not model
long-range correlations is in agreement with previous findings [7,14]. Our results document that
the decrease in complexity is due to the different impact of long-range correlations, detected only
modeling them through the VARFI approach, and again are confirmed by the higher values of the
differencing parameter estimated for HP and for SAP (but indeed not for RESP) during MA compared
with the relaxed condition (Figure 5). A differencing parameter d = 0 indicates that there are no
long-range correlations. The rather small values of d observed for the RESP time series likely reflect the
fact that, even if not controlled, the respiratory activity is confined in a narrow band of the frequency
spectrum and thus it does not exhibit the slow trends typical of long-range correlated dynamics.
Moreover, the changes of the differencing parameter d observed in the upright position for the systolic
pressure (and only to a smaller extend for the heart period) document that the sympathetic activation
produced by the tilt table inclination may modulate the impact that long range correlations have on the
cardiovascular variability. We note also that, when SAP is considered, the significant changes extend
to the second cutoff frequency (0.15 Hz), indicating the increasing contribution of SAP long-memory
dynamics in reducing the complexity of HP. Therefore, we state the importance of accounting for
long-range correlations in the assessment of the changes in the complexity of heart rate variability
induced by mental stress. This may have relevance for the practical applications focused on the
detection of mental workload or stress [45–48]).

Future extensions of the present work can be targeted first at investigating methodological
aspects, such as the possibility of describing interactions between processes at the level of long-range
correlations (possibly with the modeling of cointegration [49]) or the extension of the framework to
the direct evaluation of Granger-causal interactions [20] in a multivariate context where long-range
correlations are modeled [8]. Regarding applicative contexts, the analysis of multivariate multiscale
dynamics is of particular interest in econometrics [50] and in the neurosciences [51,52], where dynamics
spanning several temporal scales are commonly observed and multichannel data acquisition is
ubiquitous.
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Appendix A

Since the computation of complexity works for finite-order VAR processes, while the VARFI
process is equivalent to a VAR of infinite order, it is necessary to devise an approximation procedure.
To do this, we truncate the fractional integration part of the VARFI process (5) at a finite lag q:
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diag(∇d) ≈ G(L) = diag
[ q

∑
k=0

G(1)
k Lk . . .

q
∑

k=0
G(M)

k Lk
]
=

q

∑
k=0

diag
[

G(1)
k , . . . , G(M)

k

]
Lk =

q

∑
k=0

GkLk,
(A1)

so that the VARFI process of order p and with differencing parameter d can be rewritten as a VAR
process of order m = p + q with parameters given by:

B(L) = A(L)G(L) =

(
IM −

p

∑
i=1

AiLi

)(
q

∑
k=0

GkLk

)
. (A2)

The coefficients of the VAR polynomial B(L) = IM −
p+q
∑

k=0
BkLk result from the multiplication of the two

polynomials in (A2), which in the case q ≥ p yields:

B0 = IM ,

Bk =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

−Gk +
k
∑

i=1
AiGk−i, k = 1, . . . , p

−Gk +
p
∑

i=1
AiGk−i, k = p + 1, . . . , q

p+q−k
∑

i=0
Ai+k−qGq−i, k = q + 1, . . . , q + p

. (A3)

Then, the Equation (A3) are exploited to identify the finite-order VAR process, finding its coefficients
Bk from the differencing parameters di, which inserted in (6) yield the parameters Gk, and from the
VAR parameters Ak.

Appendix B

The procedure that represents how the structure of a VAR process is altered when the process
is represented at an assigned scale τ is based on the two steps of filtering the VAR process and of
downsampling the filtered process [19,20]. The first step transforms the VAR process into a VARMA
process (Equation (10)), which is equivalent of a SS process (eq. 11), for which the parameters K(r),
C(r) and B(r) are given by [19]:

C(r) =
[
B1 · · · Bm D1 · · · Dr

]
K(r) =

[
IM 0M×M(m−1) D−T

0 0M×M(r−1)

]

B(r) =

⎡⎢⎢⎢⎣
C(r)

IM(m−1) 0M(m−1)×M(r+1)
0M×M(m+r)
0M(r−1)×Mm IM(r−1) 0M(r−1)×M

⎤⎥⎥⎥⎦
. (A4)

The second step exploits theoretical findings showing that the downsampled version of an SS
process has itself an SS representation [22,23]. Here, downsampling the SS process (11) with a factor τ

yields the process X
(τ)
n = X

(r)
nτ , which has the SS representation:

Yn+1 = B(τ)Yn + Wn (A5a)

X
(τ)
n = C(τ)Yn + Vn, (A5b)
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where Vn and Wn are different white noise processes with variances ΣW and ΣV and covariance ΣVW,
respectively serving as innovations for the downsampled process X

(τ)
n and for the state process Yn.

Thus, the process (A5) is an SS(B(τ), C(τ), ΣW, ΣV, ΣVW) process whose parameters can be obtained
as [22,23]:

B(τ) =
(

B(r)
)τ

C(τ) = C(r)

ΣV = Σ
E(r)

ΣVW =
(

B(r)
)τ−1

K(r)Σ
E(r)

ΣW(1) = Σ
E(r)

(
K(r)

)T
K(r), τ = 1

ΣW(τ) = B(r)ΣW(τ − 1)
(

B(r)
)T

+ Σ
E(r)

(
K(r)

)T
K(r), τ ≥= 2

.

(A6)

Then, the SS(B(τ), C(τ), ΣW, ΣV, ΣVW) process can be converted in the form of Equation (12),
which evidences the innovations and has parameters (B(τ), C(τ), K(τ), Σ

E(τ) ). To move to this
representation from (A5) it is necessary to solve the discrete algebraic Ricatti equation [22,23]:

P = B(τ)P(B(τ))T + ΣW − (B(τ)PC(τ) + ΣVW)·
· (C(τ)P(C(τ))T + ΣV)

−1(C(τ)P(B(τ))T+

+ (ΣVW)T),

(A7)

which leads to the derivation of the two unknown parameters of the downsampled process:

Σ
E(τ) = C(τ)P(C(τ))T + ΣV (A8a)

K(τ) =
B(τ)P(C(τ))T + ΣVW

ΣV
. (A8b)

Finally, the covariance of the downsampled process can be computed from the process parameters by
solving the following discrete-time Lyapunov equation:

Ω = B(τ)Ω(B(τ))T + Σ
E(τ) (K

(τ))TK(τ) (A9a)

Σ
X(τ) = C(τ)Ω(C(τ))T + Σ

E(τ) . (A9b)

The two covariance matrices Σ
X(τ) and Σ

X(τ) are used in Equation (14) to derive the multivariate
complexity of the process X observed at scale τ.

Appendix C

In order to derive the partial variances used in Equation (4a) and Equation (4b) for the computation
of the complexity of scalar processes, SS submodels need to be formed in a way such that the
observation equation (Equation (14)) contains only some of the scalar processes. It is important
to note that these submodels are not in innovations form, but are rather SS models as in (A5) with
parameters (B, C(a), KΣXKT , ΣX(a, a), KΣX(:, a)) [19]. Such SS models can be converted to the SS form
as in (12), with innovation covariance Σ

E
(τ)
a

, solving the discrete algebraic Ricatti Equations (A7) and
(A8), so that the partial variance Σ

E(τ)
j|a

is derived as the diagonal element of Σ
E
(τ)
a

corresponding to the

position of the target Xj,n.
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Abstract: The methods for nonlinear time series analysis were used in the presented research to reveal eye
movement signal characteristics. Three measures were used: approximate entropy, fuzzy entropy, and the
Largest Lyapunov Exponent, for which the multilevel maps (MMs), being their time-scale decomposition,
were defined. To check whether the estimated characteristics might be useful in eye movement events
detection, these structures were applied in the classification process conducted with the usage of the kNN
method. The elements of three MMs were used to define feature vectors for this process. They consisted of
differently combined MM segments, belonging either to one or several selected levels, as well as included
values either of one or all the analysed measures. Such a classification produced an improvement in the
accuracy for saccadic latency and saccade, when compared with the previously conducted studies using
eye movement dynamics.

Keywords: eye movement events detection; nonlinear analysis time series analysis; approximate entropy;
fuzzy entropy; multilevel entropy map; time-scale decomposition

1. Introduction

Biological signals representing the electrical, chemical, and mechanical activities that occur during
biological events attracted the attention of many researchers. These interests are aimed at discovering
patterns which may prove useful in understanding the underlying physiological mechanisms or systems.
The range of biological signals explored in various studies include, inter alia: electroencephalogram (EEG),
electrocardiogram (ECG), surface electromyogram (sEMG), galvanic skin response (GSR), and arterial
blood pressure (ABP). Obtaining these characteristics is of great importance in medicine, as this it
may enable the differentiation of typical and atypical behaviors, supporting in this way diagnosing
and treatment. However, analysis of some of them may also be applied, for example, in cognitive or
psychological studies.

Acquiring bio-signal recordings requires various biomedical instruments to be applied. For example,
eye movement signals, which are of interest in this article, can be measured by means of the electrical
potential between electrodes placed at points close to the eye (electro-oculography (EOG)) or with the
usage of less intrusive video-oculography (VOD), using video cameras and image processing algorithms
for eye movement tracking.

Biological signals are naturally analogous; however, during measurement process conducted with a
specific sampling rate, they are converted to a discrete-time form and constitute a biological time series.
The distinct difficulty in the analysis of bio-signals is their nonlinear nature, therefore in order to extract
useful features and components of the recorded signal, it is important to use appropriate processing
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methods. Frequently, methods of nonlinear time series analysis, which can be deployed for many types of
bio-signals, are chosen for this purpose. Some of these are described in the following section.

1.1. Methods Used in Biological Signal Analysis

The approaches used for quantifying biological signal characteristics use fractal and dynamic feature
analysis. In the former group of traits, fractal power spectra and the fractal dimension are investigated,
usually, through detrended fluctuation analysis (DFA) [1]. This approach enables the assessment of the
existence of self-similarity and long-range correlations. The main goal of these kinds of studies is revealing
the long-term memory of an explored system and predicting the system’s future states. This method was
successfully applied to such biological processes as ECG, EEG, EMG [2–5].

Nonlinear system dynamics may also be represented by various entropy measures [6], and the
Largest Lyapunov Exponent (LLE) [7]. The entropy-based algorithms ascertain the degree of disorder and
uncertainty in the underlying system described by an observed variable. Two primary purposes of these
studies can be mentioned. The first of them is the discovery of the dynamic characteristics of biological
signals of healthy people to use them as reference data in revealing anomalous cases. The second one is to
determine events occurring within these signals.

For example, Chen et al. in [8] provided a review of entropy measures used in cardiovascular diseases.
Furthermore, approximate entropy (ApEn) was used in [9] to obtain a better understanding of abnormal
dynamics in the brain in the case of Alzheimer’s disease (AD). Yents et al. [10] used spatio-temporal
gait data from young and elderly subjects to investigate the performance of ApEn and sample entropy
(SampEn). Cao et al. [11] presented the fuzzy entropy (FuzEn) metrics comparison and pointed the FuzEn
out as a better tool than ApEn and SampEn, for distinguishing EEG signals of people with AD from those
obtained for non-AD. Additionally, the comparison of various fuzzy entropy measures was conducted in
the work [12]. Some synthetic datasets, together with EEG and ECG clinical datasets, as well as the gait
maturation database, were used for comparison purposes.

EEG, ECG, and gait characteristics were also explored with the usage of the LLE. The works
conducted in [13,14] indicated that this measure can be used to identify sleep stages, whereas in [15]
the LLE was applied for the analysis of nonlinear changes of neural dynamics in the processing of
stressful anxiety-related memories. Furthermore, automated diagnosis of electrocardiographic changes
was successfully explored in [16] by using the Lyapunov Exponents for the detection of four types of
ECG beats. Additionally, some works were devoted to investigating the application of the LLE in human
locomotion for gait stability assessment. For example, Josinski et al., in their research [17] focused on
finding LLE-based, easy-to-measure, objective biomarkers that could classify PD (Parkinson’s disease)
patients in early (preclinical) stages of the disease.

Nonlinear analysis was also conducted in regard to eye movement signal. However, its dynamics in
this scope was not so widely explored as in other biological signals. Nonetheless, in several studies, it was
discovered, based on the LLE [18–20] and entropy measures: ApEn and SampEn ([21,22]), that various
phases of eye movement signal reveal different dynamic characteristics.

1.2. Dynamic Eye Movement Signal Characteristics

Eye movements are triggered by brain activity, which is a response to visual stimuli or an intention to
gain knowledge of the surrounding world. The biological signal evoked this way consists of two main
components: fixations, occurring when eyes are focused on part of a scene, and saccades taking place
when eyes move to another scene area. During both events, eyes are in constant motion, even during
fixations, generating micro-movements such as tremors, microsaccades, and drifts [23,24]. Additionally,
in the reaction to the observed stimulus movement, the brain needs some time to commit a saccade. This
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occurrence called saccadic latency [25] is shown, together with the preceding fixation and the following
saccade, in Figure 1.

Figure 1. An example of eye movement events. At the beginning the eye is focused on the stimulus. When
the stimulus moves to another location, the eye moves as well, yet after a period of saccadic latency [22].

Fixation and saccade differ in their characteristics. The first element is described by slow motions,
small spatial dispersion, and relatively long duration (200–300 ms up to several sec.), while during the
second one eyes move very quickly, reaching up to even 500◦/s, with a short duration (30–80 ms) and a
higher amplitude of movement [26]. These differences are of prominent importance when event detection
algorithms are considered. The most common approaches for extracting fixations and saccades from
registered signal use dispersion and velocity thresholds [27]. One of the major drawbacks of these solutions
is the dependency of the obtained results on user-defined thresholds and the lack of their commonly
accepted values. The alternative approach presented in [28] assumes the use of machine learning and
14-features vector constructed based on the 100–200-ms surroundings of each sample. This vector consists
of features describing the data in terms of dispersion, velocity, sampling frequency, and precision. The
results of these studies showed that the machine learning technique is a promising solution. It was
taken into consideration when a new approach was being developed using the findings of the previously
described nonlinear dynamic systems analysis. For eye movement events detection, in [22], a multilevel
map of ApEn was defined, and entropy values calculated at each map level were used for the feature
vectors construction. Determining particular eye movement segments was conducted using the kNN
classifier for various values of the k parameter. The classification outcomes were promising as well,
especially in the scope of saccadic period detection, confirming the usefulness of ApEn measure in such an
application. However, because one measure is only a single index describing the behavior of a dynamic
time series, further investigations are still required. The currently presented research is the answer to
this need.

1.3. Contribution

These studies introduce an extended application of the multilevel map by adding two additional
measures: FuzEn and the LLE. According to the authors’ knowledge, the fuzzy entropy has not been
applied in exploring eye movement dynamics so far. The idea of the application of the multilevel map,
built based on FuzEn and the LLE, for eye movement time series analysis is also a novel approach, as well
as combining three multilevel maps in order to define feature vectors for machine learning eye movement
event detection.
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2. Materials and Methods

2.1. The Dataset Description

The presented research was conducted with the usage of the same dataset, which was applied in the
studies described in [22]. It was collected during the”jumping point” experiment, using 29 dark points
(Npp), distributed over a white 1280 × 1024 (370 mm × 295 mm) screen. The points’ layout was designed
in such a way to ensure both covering a screen area evenly and to obtain varying lengths of saccadic
movements. Although the point was displayed in each location for 3 sec, only the first NEMr = 1024 ms
were taken into account during further analysis. Eye movement signals were acquired employing the
head-mounted JAZZ-novo eye tracker [29], with a sampling rate equal to 1000 Hz. It uses Direct Infra Red
Oculography (IROG), which is embedded in the Cyclop ODS sensor measuring the resultant rotations
of the left and the right eye. During registration, eyes are illuminated with a low intensity infrared (IR)
light. The difference between the amounts of IR reflected back from the eye surfaces, carries information
pertaining to the eye position changes.

24 participants (Np) aged between 22 and 24, with normal vision, took part in the experiment, which
consisted of two sessions, separated by three weeks (Nspp). As a result,NEMs participants’ sessions were
gathered, Nps = Np ∗ Nspp, each of which comprised subsequent eye positions for all points’ locations.
Such a dataset was divided into NEMs eye movement series (NEMs = Np ∗ Nspp ∗ Npp), which are later
referred to as EM series. Each of them included one participant’s eye positions registered between the
moment of the appearance of the stimulus and the time of its position change. Due to some registration
and processing problems four participant session were removed from further analysis. Thus, the Nps value
decreased by 4, and NEMs by 4 × Npp. Finally, NEMs—the number of eye movement time series—was 1276
(44 participants_sessions × 29 points)

Subsequently, by applying the standard procedure of the two-point signal differentiation, the first
derivative of horizontal coordinates for each EM series was obtained. Thus, each series corresponds to the
velocity of eye movement in a period between two appearances of the stimulus. This quantity was used to
make research independent to the point positions.

2.2. The Method

The first step of the nonlinear time series analysis was the evaluation of the three chosen measures:
ApEn, FuzEn and the LLE, for each EM series. These calculations were conducted taking into account
the structure of the multilevel map (MM) introduced in [22]. It represents the concept of a time-scale
decomposition of the particular measure, whose values are calculated for various segments of EM series
following the schema presented in Figure 2.

Figure 2. Segments in the multilevel time-scale structure.
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A signal at the (l + 1)-th level of the map is divided into two shorter segments at the l-th level. The
smallest size of segments was used at the 1st level of the map, and for this research, it was set to Nss=64 ms.
As mentioned, the time series length NEMr was set to 1024 ms, which resulted in l = 5 map levels. This
means that at the 2nd level the length of a segment equaled 128 ms, at the 3rd: 256 ms, at the 4th: 512 ms
and finally at the 5th: 1024 ms. For each map cell, all three measures were estimated independently; thus,
three MMs were obtained for each EM series (Figure 4).

2.3. Approximate Entropy

The approximate entropy method was proposed in [30] as a measure of regularity for quantifying
complexity within a time series. For a given integer parameter m and a positive real one r, for a time
series u(1), . . . , u(N) in R, the sequence of vectors x(1), . . . , x(N − m + 1) in Rm can be defined, where
x(i) = [u(i), . . . , u(i + m − 1)].
For 1 ≤ i ≤ N − m + 1, using probability that any two vectors of length m are similar within a tolerance
given by r:

Cm
i (r) =

number of j ≤ N − m + 1 : d[x(i), x(j)] ≤ r
N − m + 1

(1)

where the distance d is defined as follows:

d[x(i), x(j)] = max
k∈(1,m)

(|u(i + k − 1)− u(j + k − 1)|) (2)

and the average logarithmic probability over all m-patterns:

Φm(r) = (N − m + 1)−1
N−m+1

∑
i=1

log Cm
i (r) (3)

approximate entropy can be obtained:

ApEn(m, r) = lim
N→∞

[Φm(r)− Φm+1(r)]. (4)

The asymptotic formula in Equation (4) cannot be used directly, and the estimator of approximate
entropy (for sufficiently large values of N) is defined as:

ApEn(m, r, N) = Φm(r)− Φm+1(r). (5)

There is usually significant variation in ApEn(m, r, N) over the range of m and r, when a particular
system is taken into consideration [31]. Thus, based on the analysis conducted in [22], in this research
m was set to 2 and r as 0.2 × SD (the standard deviation of the entire time series) in order to define the
first MM.

2.4. Fuzzy Entropy

The second MM was prepared based on the fuzzy entropy values calculated according to the method
introduced in [32], which consists of several steps.

For a given time series u(1), . . . , u(N) and integer parameter m, the sequence of vectors
Xm

1 , . . . , xm
(N−m+1) is defined as:

Xm
i = u(i), . . . , u(i + m − 1)− u0(i) (6)
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where Xm
i represents m consecutive u values, commencing with the i − th point and generalized by

removing a baseline:

u0(i) =
1
m

m−1

∑
j=0

u(i + j) (7)

Subsequently, the distance between two vectors is defined as:

dm
ij = d[Xm

i , Xm
j ] = max

k∈(0,m−1)
|(u(i + k)− u0(i))− (u(j + k)− u0(j))| (8)

and given n and r the similarity degree Dm
ij of Xm

j to Xm
i through a fuzzy function μ(dm

ij , n, r) is calculated:

Dm
ij = μ(dm

ij , n, r) (9)

where:

μ(dm
ij , n, r) = exp

(
−
(dm

ij )
n

r

)
(10)

Finally, the fuzzy entropy for finite sets is estimated as:

FuzEn(m, n, r, N) = ln φm(n, r)− ln φm+1(n, r) (11)

where

φm =
1

N − m

N−m

∑
i=1

(
1

N − m − 1

N−m

∑
j=1,j �=i

Dm
ij ) (12)

N corresponds to the size of the time series, which depends on the MM level under consideration. m is
the length of sequences to be compared and was set to the same value as for evaluating approximate entropy.
The parameters n and r, determining the width and the gradient of the boundary of the exponential
function, respectively, were chosen based on experimental data, following suggestions provided by
the method’s authors. Fuzzy entropy was evaluated for 20 time series with different r and n values.
Subsequently, standard deviation (SD) of the results was calculated. The parameter values for which a
slow decrease in SD was observed were chosen for the purpose of these studies. They were 2 for n and
0.075 × SD (of the particular EM series) for r.

2.5. The Largest Lyapunov Exponent

The Largest Lyapunov Exponent is a measure which estimates the amount of chaos in dynamic
systems. Chaos is observed when neighbouring paths followed by the system, starting from very close
initial conditions, rapidly—exponentially fast—move to different states. The reconstruction of the system
states is feasible based on measurements of a single observed property when Takens’ embedding theorem
is applied [33]. A time delay embedded series—with time lag denoted by τ and embedding dimension by
m—can be defined as a transformation of the original time series u, such that:

x (i) = [u (i) , u (i + τ) , · · · , u (i + (m − 1) τ)] , i = {1, 2 · · · , M} (13)

where M = N − (m − 1)× τ.
A pair [x(i), x(j)] of nearest neighbours, starting close to one another in a chaotic system, diverges

approximately at a rate given by the Largest Lyapunov Exponent λ [34]:

dj(i) ≈ dj0eλ(iΔt) (14)
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where dj(i) is the Euclidean distance after i time steps, Δt is the sampling rate of the time series and dj0 is
the initial pair separation. Solving the Equation (14) by taking the logarithm of both sides, the Largest
Lyapunov Exponent can be calculated as follows:

λ ≈ 1
iΔt

ln(
dj(i)
dj0

) (15)

Equation (15) provides the way for evaluating λ for two specific neighbouring points over a specific
interval of time. Thus, to approximate the Lyapunov Exponent for a whole dynamic system, it has to
be averaged for all j = 1, 2, . . . , M, where M = N − (m − 1)× τ. Negative Lyapunov Exponent values
indicate convergence, while positive demonstrate divergence and chaos. The parameters m and τ are
calculated with the usage of the False Nearest Neighbours (FNN) [35] and Mutual Information Factor [36],
respectively. The above-described methods were used in the current research to define the third MM.

2.6. Detection of Eye Movement Events

Following the studies presented in [22], the elements of three MMs were used to define feature vectors
for the classification process. Various vector types were defined. They consisted of differently combined
MM segments, belonging either to one or several selected levels, as well as included values either of one
or all the analysed measures (Figure 3). However, before the creation of the vector, data from all MMs
levels were rescaled using min-max normalization:

xnew =
x − xmin

xmax − xmin
(16)

Finally, the following sets were prepared (see Figure 3 for examples):

1. features based on one level (X={64, 128, 256, 512})

– setX_ApEn, setX_FuzEn, setX_LLE, including one feature
– setX_ApEn_FuzEn_LLE, including three features

2. features based on two levels (X_Y={64_128, 128_256, 256_512})

– setX_Y_ApEn, setX_Y_FuzEn, setX_Y_LLE, including two features
– setX_Y_ApEn_FuzEn_LLE, including six features

3. features based on three levels (X_Y_Z={64_128_256, 128_256_512})

– setX_Y_Z_ApEn, setX_Y_Z_FuzEn, setX_Y_Z_LLE, including three features
– setX_Y_Z_ApEn_FuzEn_LLE, including nine features

Figure 3. Sample one-, two-, and three-dimensional feature vectors embedded in the MM structure [22].

The number of classes (Ncl)—the number of segments at the lowest level in the given feature vector
—differed in particular feature vectors, depending on the segment used ([22]):
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Ncl
(
setX_Y_Z

)
=

NEMr

Nss × 2lX−1 (17)

where lX is the map level and X = min(X, Y, Z). For example, if the set64_128_256 is considered: X = 64
and lX = 1. This means that for lX equal to:

– 1 – 16 classes were defined,
– 2 – 8,
– 3 – 4,
– 4 – 2.

These sets were separately used for feeding the kNN classifier, run with several values for the k
parameter: k = {3, 7, 15, 31, 63, 127, 255}. Each feature vector set was divided into training and test sets,
with the usage of the leave-one-out cross-validation approach: in each classifier run, Npp maps—calculated
for one participant and for one session—were always left for defining a test set.

3. Results

The multilevel maps were estimated for each EM series and each analysed measure separately.
Subsequently, they were averaged over all NEMs series, and finally, three resulting maps were created,
as shown in Figure 4.

Figure 4. The multilevel maps obtained for the three measures: ApEN, FuzEn, the LLE, with values
averaged for all EM series. The table at the bottom presents the maps’ structure.

The maps cells were coloured according to their contents. Green indicates the lowest values, while
red the highest ones. A repeating pattern can be noticed in each MM, in the 3rd and the 4th segments at
the first level and the 2nd segment at the second one. These cells contain the lowest values calculated for
each measure and relate to 128 ms of eye movement signal commencing with 128 ms. This dependency
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is easily noticeable in Figure 5, where the results obtained for the first two MMs levels are juxtaposed in
the charts. However, to make this comparison feasible, the results had to be rescaled with the min-max
normalization (Equation (16)).

Figure 5. The charts presenting values from the two levels of the ApEn, FuzEn and LLE maps.The first
level at the top and the second at the bottom.

Statistical significance of the outcomes was checked by means of ANOVA and Tukey’s Honest
Significance Difference tests. The two result sets—for ApEn and the LLE measures—verified by the
Shapiro–Wilk test, turned out to be normally distributed, yet for the third one—FuzEn—the null hypothesis
was rejected. In this case, the Kruskal-Wallis test was additionally run. All differences in the results
obtained for the 3rd and the 4th times scopes at the first MM level, compared to the remaining set of
segments turned out to be significant. However, there was one exception for the LLE—the difference
between the 3rd and 5th segments—and a few for FuzEn—the differences between the 3rd, 4th, and 5th
time scopes—which occurred not to be significant. While analysing the results for the second level of the
maps, it was revealed that all measures provided significant differences for the 2nd segment when collated
with all other time scopes. On the contrary, the outcomes from the second part of the EM series—starting
from the 6th (ApEn) and the 8th (FuzEn and the LLE) segments at the first MM level, as well as from the
5th segment at the second level—disclosed the lack of significant differences.

In the second stage of the tests, the usefulness of the three MMs in recognizing eye movement
segments was verified with the usage of the kNN method. During the first classification runs, feature
vectors consisting of one, two, or three elements calculated only for one measure, were used. Because
the attention was focused on the highest possible signal resolution, only features based on segments 64
and 128, and their combinations with values from other levels were taken into account. As can be seen
in Figure 6, the performance of the segment recognition is rather low, independently of k − value used,
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especially when time scopes later than 256 ms are considered. Thus, in further analysis, only the first four
segments were addressed.

Figure 6. The classification accuracy based on the first level of the ApEn, FuzEn and LLE multilevel maps,
and for different the k–parameter values: k = 15 (top), k = 63 (middle), k = 255 (bottom).

The exploration of the presented charts revealed that a higher k parameter did not always provide
better results. For this reason, the attention was focused on k− value equal to 63, for which the classification
accuracy was similar to that, disclosed for k=255, and which ensures better performance of the execution.

The effect of the classification with the usage of feature vectors defined based on one measure, yet
using several levels of the MMs is presented in Table 1. There are nine sets taken into account: three
consisting of one feature: set64_[ApEN, FuzEN, LLE], three with two elements: set64_128_[ApEN, FuzEN,
LLE], and three including three components: set64_128_256_[ApEN, FuzEN, LLE].
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Table 1. The percentage of the correctly classified samples for various feature vectors defined with the
usage of one measure. The smallest segment size = 64 ms.

Vectors set64_ set64_128_ set64_128_256_

Segment ApEn FuzEn LLE ApEn FuzEn LLE ApEn FuzEn LLE

1–64 0.05 0.12 0.76 0.07 0.13 0.63 0.25 0.34 0.71
64–128 0.08 0.04 0.09 0.07 0.05 0.53 0.34 0.29 0.60

128–192 0.14 0.29 0.13 0.39 0.29 0.26 0.38 0.30 0.40
192–256 0.07 0.21 0.25 0.42 0.25 0.27 0.42 0.28 0.40

The table content shows that the best results were obtained for the LLE measure in the first segment
of eye movement signal, yet less than that got for k=255 (86% see Figure 6). However, its classification
accuracy decreases significantly when other time scopes are considered. The opposite situation takes place
for the two remaining groups of sets. As can be observed, both entropy measures at the beginning of the
EM series revealed a low accuracy for vectors defined with only one element. The performance increases
for later eye movement scopes when features are merged into two- or three-elements vectors (set64_128_,
set64_128_256_).

The individual measure outcomes can be further collated with those presented in Table 2, obtained
for the mixed feature vectors.

Table 2. The percentage of the correctly classified samples for the feature vectors defined with the usage of
three measures: ApEN_FuzEn_LLE. The smallest segment size = 64 ms.

Segment set64_ set64_128_ set64_128_256_

1–64 0.74 0.61 0.66
64–128 0.27 0.38 0.57

128–192 0.10 0.52 0.60
192–256 0.23 0.38 0.51

Similarly, the best performance, slightly worse than previously, was achieved for the first 64 ms of
the signals, classified with samples coming from the first level of the MMs. Subsequently, the accuracy
decreases, especially for the set64_ApEN_FuzEn_LLE. Thus, set64_128_256_ApEN_FuzEn_LLE seems to be
the proper choice for the classification purpose, despite lower than the best accuracy produced for the first
segment. It provides the best or close to the best efficiency for all analysed segments.

In the next two Tables 3 and 4, outcomes for the subsequent segment size (128 ms) were shown. They,
in terms of the result pattern, are similar to those discussed above. The best detection was delivered by the
LLE measure in the first 128 ms. In the further time scope, the efficiency of this measure dropped, and ApEn
and FuzEn disclosed better performance; the best for vectors with three features (set64_128_256_ApEn,
set64_128_256_FuzEn). While comparing the classification accuracy to the previous results (for 64ms
segment), it turned out to be generally higher. However, it should not be surprising, because of the less by
half the number of classes in a feature set, which facilitates the sample recognition. Additionally, once
again, the set128_256_512_ApEn_FuzEn_LLE despite worse efficiency in the first time scope, provides,
on average, the best results.
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Table 3. The results–the percentage of the correctly classified samples for various feature vectors defined
with the usage of one measure. The smallest segment size = 128 ms.

Vectors set128_ set128_256_ set128_256_512_

Segment ApEn FuzEn LLE ApEn FuzEn LLE ApEn FuzEn LLE

1–128 0.08 0.05 0.84 0.52 0.48 0.80 0.60 0.49 0.82
128–256 0.72 0.64 0.48 0.67 0.61 0.57 0.80 0.71 0.59
256–384 0.07 0.16 0.23 0.30 0.32 0.45 0.60 0.42 0.49
384–512 0.17 0.08 0.14 0.32 0.41 0.47 0.42 0.45 0.54

Table 4. The results–the percentage of the correctly classified samples for the feature vectors defined with
the usage of three measures: ApEn_FuzEn_LLE. The smallest segment size = 128 ms.

Segment Set128_ Set128_256_ Set128_256_512_

1–128 0.78 0.81 0.81
128–256 0.69 0.75 0.79
256–384 0.20 0.52 0.61
384–512 0.20 0.53 0.66

The last step in the data exploration was the juxtaposition (Table 5) of the best results obtained in [22],
using only ApEn (the third column), with the corresponding to them, achieved in these studies with the
usage of three measures (the fourth column). The first column in the table represents the feature vector
type, while in the second one, the eye movement segments were included. The last column in this table
shows the best classification accuracy received in these studies for a feature set displayed in the first
column and for the segment from the second one. All values presented in this column were estimated for
the LLE measure in the first EM series scope.

In almost all cases, Current accuracy exposes better or similar performance; however, in one case
(set64_128), the worse accuracy was achieved.

Table 5. The best accuracy obtained in [22] and in the current research for the same feature vector types
and the same EM series segment.

Set Segment Accuracy Current Current
[22] accuracy the best

(ApEn) (ApEn_FuzEn_LLE) (LLE)

set64 128–192 0.19 0.27 0.76
set64_128 192–256 0.46 0.38 0.63

set64_128_256 128–192 0.43 0.57 0.71
set128 128–256 0.72 0.69 0.84

set128_256 128–256 0.71 0.75 0.80
set128_256_512 128–256 0.83 0.80 0.82

4. Discussion

Eye movement analysis has been conducted over many years, but research in this domain intensified
over the last ten years. It resulted from the fact that acquiring knowledge concerning visual patterns has
proved useful in many areas, because they provide essential data regarding people’s behaviour, intentions,
and interests. Proper reasoning in these fields requires an appropriate interpretation of collected recordings,
which corresponds to correctly recognised eye movement events. Elements that constitute visual patterns
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are fixations and saccades, and extracting them adequately from the eye movement signal is crucial.
For many years, approaches based on spatial recordings dispersion and velocity have been used. However,
as mentioned, they rely on user-defined thresholds, which is their disadvantage as most of the biological
patterns vary between individuals (Figure 7). Therefore, some steps were taken to search for other
algorithms, ensuring more adjusted event detection.

Figure 7. Example signal courses for eye movement velocity. For two more, refer to [22].

The studies presented here base their research on the dynamical aspects of eye movement signal. The
main purpose of these investigations was to find characteristics of the particular signal parts, short enough
to enable searching for the smallest eye movement events, saccades.

4.1. Multilevel Maps Analysis

The results presented in Figure 4 showed that measures calculated for one EM series, including
three eye movement events—saccadic latency, saccade and fixation—have different values in various time
scopes of the EM series. The previous studies [18,19,21,22] already provided some evidence in this regard
for ApEn, SampEn, and the LLE; however, only during independent analyses. One of the advantages of
the current studies is a comparison of these measures and introducing the additional signal description
through the FuzEn usage.

When analysing the three multilevel maps from Figure 4, it may be noticed that two segments at
the first level (128–192 ms and 192–256 ms) and one segment at the second level (128–256 ms) include
the lowest values among all those calculated for the particular map. This means that all three measures
detected, within the same period, an activity different than in the remaining EM series parts. This period
is characterized by lower entropy values and a lack of chaotic behaviour. Collating MMs segments with
signal recordings, for example, in Figure 7 shows that this period corresponds to the saccade. Further
exploration of this figure unveils another distinction visible in the LLE map, in its first two segments at the
first two levels. The positive values in this period show that neighboring points of EM series, which start
close to one another, diverge with time approximately at a rate given by the LLE, as shown in Figure 8.
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Figure 8. Example of divergent paths.

Such behaviour characterises chaotic dynamics, which, as it was revealed in [18,19], is related to
saccadic latency. Fixations provide more homogeneous results than the saccadic latency and saccade,
which is visible in the second part of the time series (512–1024 ms). The segments representing this
component contain comparable values in the case of each of the studied metrics.

The above analysis demonstrate that given the presented MMs, it is feasible to indicate time series
scopes within which three eye movement events take place.

4.2. Classification Performance

Promising visual inspection of the MMs found also a partial confirmation in the classification results,
although overall accuracy was rather low. This outcome is a consequence of the fact that at least half of
the samples—corresponding to a fixation—have very similar characteristics. It is especially visible in the
charts presented in Figure 6. However, this is not the only reason, as for saccadic latency and fixation the
similar entropy values were estimated (see Figure 4). Therefore, entropy metrics, at the lowest level of the
MMs, do not introduce the distinction among these two events. The situation changes at the second level,
where the fixation parts differ more noticeably from the first signal scopes.

Analysis of the results presented in Tables 1 and 3 shows that if saccadic latency is being searched for,
the best approach is the usage of the LLE measure, for which accuracy at levels 76% and 84%, respectively,
were achieved. Taking this event duration into account (approximately 120-200 ms), the segment of size
equal to 128 ms appears to be sufficient. The advantage of the LLE over ApEn and FuzEn results from
the fact that, while all three metrics quantifies irregularity in a time series, the first one is also able to
describe how a system evolves in a particular period of its evolution. For saccadic latency segments,
it indicates divergence, whereas during saccade, convergence. In the case of fixation, behaviour changes
from convergent to chaotic and conversely. Therefore, this quantity is less efficient in fixation scopes,
in which both entropy types yielded interchangeably better results. Yet, changing the measure during the
classification process, depending on the segment under consideration seems not to be a proper solution.
Thus, it is more reasonable to apply a feature vector consisting of all measures. Confirmation for such
an approach provides the analysis of the third columns in Tables 2 and 4. The accuracy achieved for
the combination of ApEn, FuzEn and the LLE was better than for any quantity except for the LLE. The
decrease in its efficiency was approximately 3% for the longer segment (128 ms) and 10% for the shorter
one (64 ms).

Generally, more satisfying classification outcomes were obtained for feature vectors with samples
based on 128 ms-segments (Tables 3 and 4). As was previously noted, one of the reasons is the lower
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number of classes in the training and testing sets. However, it may also stem from the fact that for longer
segments, entropy values for different eye movement events are more distinguishable.

Finally, the comparison between findings presented in [22] and provided here indicates that the usage
of more than one measure may advance the events detection efficiency (Table 5). It especially refers to the
shorter segments at the beginning of the eye movement signal. Thus, by applying the presented approach,
better classification has become possible for the higher resolution of signal segments, even when using
fewer than ten features. The high efficacy of the saccadic latency detection facilitates recognizing the
following saccade, while finding saccade period opens the possibilities for more detailed exploration in
this scope.

However, the results of this method still need further improvement, which can be achieved by,
for example, extending the feature vector and usage of other classifiers. Additionally, decreasing the
number of fixation segments is worth considering. In this research, the studied fixation period was
approximately 700 ms and could be shortened by 200–300 ms. Furthermore, within the explored eye
movement data, there was a lack of movement called smooth pursuit, when the eyes follow a moving object.
The dynamics of such a motion should also be explored.

The suggestions mentioned above are plans for future work. Moreover, because the proposed method
was verified only for one dataset gathered with the usage of a particular eye tracker type, other signal
recordings are intended to be analysed.

5. Conclusions

The methods for nonlinear time series analysis were used in the presented research in order to reveal
eye movement signal characteristics. The primary motivation for these investigations was to find patterns,
which can characterise the main components of eye movements: fixation, saccade and saccadic latency.
Their proper recognition in registered eye movement signals supports studies in many areas using eye
tracking technology. Fixations uncover the gazed areas of observed scenes, while saccades reveal changes
in gaze positions. Sometimes, an eye movement is caused by the motion of an object belonging to the scene.
Such a situation introduces an additional period in the signal called saccadic latency: the time needed
for the brain to react to the motion of the observed stimulus. Discovering this period is the indication
that the subsequent signal segment will represent a saccade in the direction of a new stimulus position.
Recognizing this element is, in turn, equivalent to revealing the subsequent fixation. Although there are
some commonly used methods for eye movement events detection, new solutions, which will provide
more accurate event detection, are still being sought.

In the presented approach, three measures were used: approximate entropy, fuzzy entropy and
the Largest Lyapunov Exponent, for which multilevel maps, being their time-scale decomposition,
were defined. To check if the estimated characteristics may be useful in distinguishing eye movement
components, these structures were applied in the classification process. It produced an improvement in
the accuracy, for saccadic latency and saccade, when compared to previously conducted studies using
eye movement dynamics. Nonetheless, further investigations towards more precise results are planned in
the future.
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Abbreviations

The following abbreviations are used in this manuscript:

Abbreviation Description Value

Npp Number of point positions 29
Np Number of participants 24
Nspp Number of sessions per participant 2
Nps Number of participant sessions 44
NEMs Number of eye movement series 1276
NEMr Number of eye movement recordings 1024
Nss Number of samples in the smallest segment of eye movement recordings 64
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Abstract: Participation in various physical activities requires successful postural control in response
to the changes in position of our body. It is important to assess postural control for early detection
of falls and foot injuries. Walking at various speeds and for various durations is essential in daily
physical activities. The purpose of this study was to evaluate the changes in complexity of the center
of pressure (COP) during walking at different speeds and for different durations. In this study, a
total of 12 participants were recruited for walking at two speeds (slow at 3 km/h and moderate at
6 km/h) for two durations (10 and 20 min). An insole-type plantar pressure measurement system
was used to measure and calculate COP as participants walked on a treadmill. Multiscale entropy
(MSE) was used to quantify the complexity of COP. Our results showed that the complexity of COP
significantly decreased (p < 0.05) after 20 min of walking (complexity index, CI = −3.51) compared to
10 min of walking (CI = −3.20) while walking at 3 km/h, but not at 6 km/h. Our results also showed
that the complexity index of COP indicated a significant difference (p < 0.05) between walking at
speeds of 3 km/h (CI = −3.2) and 6 km/h (CI = −3.6) at the walking duration of 10 min, but not at
20 min. This study demonstrated an interaction between walking speeds and walking durations on
the complexity of COP.

Keywords: center of pressure; complexity; falls; multiscale entropy; postural control

1. Introduction

Postural control is a complex process based on continuous and interactive information between
our sensorimotor system and the environment [1–4]. Participation in various physical activities requires
successful postural control in response to changes in the position of our body [5,6]. People with
sensorimotor impairments due to disease or aging lose their postural control, which results in falls
and foot injury. It is important for clinicians to assess the postural control function changes in at-risk
populations to prevent fall-related injuries.

Various measures have been used to assess postural control functions, including center of mass,
center of gravity, and center of pressure (COP) [1–4]. Among these measures, the analysis of COP has
been widely used for quantitative assessments of postural control due to its easy measurement. COP is
the point of the ground reaction force (GRF) vector acting on the plantar foot, which starts from heel
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strike, moves forward, and ends near the toes at toe-off. COP is a signal that reflects ankle torque and
COP trajectory progression is time-varying and represents the muscle force for body stabilization [7].
Common COP-based indexes include the COP trajectory, the front/back maximum offset, and the
left/right maximum offset. Research studies show that the shorter the trajectory and the smaller the
offset, the better the balance [8–10].

Recently, researchers have shown that these traditional measurements may not fully characterize
the changes of posture control associated with aging or pathological conditions [11,12]. This new
evidence shows that traditional linear characteristics of COP trajectories may not be sensitive to
detecting balance changes and the use of nonlinear analysis (e.g., complexity) may be more sensitive
for detecting pathological changes of postural control and balance [11,12]. The complexity in a
physiological system reflects the adaptability of the system to various stimuli [13–16]. Such complexity
assessments have been widely introduced in various pathophysiological assessments for better
diagnoses and assessments. In postural control, complexity of COP refers to a person’s ability to adapt
to various postural needs and a higher complexity of COP may imply a better capability for postural
adaptability. Researchers have used entropy to study the complexity changes of COP in pathological
conditions [17–21]. Purkayastha et al. suggested that the nonlinear complexity of COP might be more
sensitive to detect insufficient postural control abilities, compared to linear variables [22]. Moreover,
complexity-related variables of COP showed a better reliability than the COP velocity [23]. However,
the COP data of most studies were derived from static double leg standing or single leg standing.
The tasks adopted by these studies might not reflect the characteristics of postural control in daily life.
Only two studies, conducted by Mei et al., compared the complexity of COP displacement, velocity,
and acceleration, extracted from walking with sample entropy, concluding that sample entropy can be
a possible evaluation method to identify different foot types [24,25]. Yet, they collected the plantar
pressure data from a pressure plate system rather than an in-shoe plantar pressure system, which
required participants to perform many walking trials to record enough data points.

Multiscale entropy (MSE) is a method to quantify complexity (i.e., regularity) of a time series
(e.g., COP time series) at multiple scales [26–28]. MSE has been proposed to fully quantify complexity
in the COP trajectories [12]. Although the complexity index of COP has shown some promising effects
in evaluating static postural control or in identifying potential pathologies, the entropy used in these
studies may not reveal different scales of complexity [29]. This might be the reason that the use of
entropy in assessing COP is still not consistent and inconclusive. Understanding comprehensive
postural control mechanism during walking by analyzing the MSE of COP may provide researchers
and clinicians with valuable information to develop an appropriate postural control assessment or to
design an optimal walking training program.

Participation in physical activities and activities of daily living involve various walking speeds
and durations. However, it is unclear how engaging in activities with various walking speeds and
durations affect postural sway and stability. This is particularly important in populations at risk
for falls and foot injuries [30]. Although traditional COP analysis provides the information of COP
displacement and velocity, the traditional analysis may lose the information of dynamical complexity
due to the non-stationary nature of COP [31]. Therefore, we performed a nonlinear analysis of COP
by multiscale entropy to observe changes in complexity during walking at different speeds and for
different durations. The purpose of this study was to assess the complexity of COP during walking
at different speeds and for different durations using MSE. To the best of our knowledge, this is the
first study to explore the changes of complexity of COP during walking at different speeds and for
different durations.
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2. Methods

2.1. Subjects

Healthy subjects between 18 and 45 years of age were recruited from the university and nearby
community. Exclusion criteria were active foot ulcers, diabetes, vascular diseases, hypertension, the
inability to walk for 20 min independently, the inability to walking on the treadmill independently,
or the use of vasoactive medications. Each subject signed the informed consent approved by the
University of Illinois at Urbana-Champaign Institutional Review Board (#19225) before the screening
and experimental procedures.

2.2. Experimental Procedures

All examinations were performed in the Rehabilitation Engineering Laboratory at the University
of Illinois at Urbana-Champaign. Room temperature was fixed at 24 ± 2 ◦C. All subjects relaxed in the
supine position for at least 30 min prior to testing to stabilize the baseline blood flow level and acclimate
themselves to the room temperature. Two speeds (slow walking at 3 km/h and moderate walking at
6 km/h) [32], and two durations (10 min and 20 min) were tested in this study. All participants were
asked to walk with an appropriate pair of shoes at a speed of 3 km/h on a treadmill at the first week,
and 6 km/h at the second week. For each week, participants were randomly assigned into the 10 min
or 20 min walking duration first, and the other duration later, with a balanced crossover design. For
avoiding carryover effects and muscle fatigue, participants were allowed to rest for at least 20 min
between 10 min and 20 min walking trials.

2.3. Center of Pressure Measurements

An F-scan system (Tekscan, South Boston, MA) was used to measure the plantar pressure data of
the right foot in standardized shoes [33] during walking on the treadmill. Each F-scan in-shoe sensor
contains 960 sensing pixels (sensels). The sensor was placed between the subject’s sock and the insole
of the shoe. A subject wore the sensors inside the shoes for 3–5 min of walking before the walking
experiment. Each time, the sensor was calibrated according to the manufacturer’s instructions. Data
were sampled at 200 Hz. Center of pressure data were extracted from the Tekscan software.

2.4. Multiscale Entropy Analysis

The definition of “entropy” in thermodynamics is a measure of unavailability in a closed system,
which describes the degree of the disorder state in a system [34]. Several algorithms based on the
concept of entropy have been applied to measure the complexity of physiological signals. Multiscale
entropy (MSE) is one of the methods developed by Costa et al. [13,28,34]. MSE uses the algorithm of
“sample entropy” to estimate the regularity in different time scales, based on the approximate entropy,
to assess the complexity degree [13,28,34].

First, a one-dimensional discrete time series {x1,x2, . . . .xn} is reconstructed by the scale factor
“τ” to be coarse-grained time series with different time scales. Each element of y(τ)j is according to
Equation (1), as follows:

y(τ)j =
1
τ

∑ jτ

i = ( j−1)τ+1
xi, 1 ≤ j ≤ N

τ
. (1)

By the coarse-grained procedure, sample entropy (SE) can be estimated by the scale factor “τ”.
SE is defined by Equation (2), as follows:

SE(m,γ, τ) = − log
Aτ
Bτ

, (2)

where m is the a template vector of length, A is the number of template vector pairs having
d[xm+1(i), xm+1( j)] < γ, and B is the number of template vector pairs having d[xm(i), xm( j)] < γ.
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The complexity index (CI) can be estimated from SE by Equation (3), which is the summation of
SE from scale factor 1 to the maximum.

CI =
∑τ

i = 1
SE(i). (3)

Regarding the required data length for MSE (sensitivity), it has been suggested that 200 data
points per window are needed to elicit consistent SE values, though some studies used 600 data points
at the longest time scale [29]. Previous research showed that the shortest coarse-grained time series
should be 300 data points [30]. In this study, we have almost 1,000 data points that are sufficient for
MSE analyses. Two-way repeated measures ANOVA was used to examine the interaction between
the walking speeds and walking durations on the complexity of COP. Paired t tests were used to
examine the statistical significance. Cohen’s effective size was also calculated to estimate the effect
size [35]. The significance level was set as 0.05. All analyses were performed using MATLAB R2017b
(MathWorks, Inc., Natick, MA, USA).

3. Results

Twelve healthy subjects (5 men, 7 women) were recruited in this study. The demographic data
were as follows (mean ± standard deviation): Age, 25.7 ± 5.5 years (range 21–42 years); height,
171.3 ± 8.5 cm (range 157–188 cm); weight, 64.2 ± 13.5 kg (range 50–93 kg); and BMI, 22.04 ± 2.93 kg/m2

(range 19.05–28.39 kg/m2). Regarding BMI, 10 subjects were in the healthy range and 2 subjects were in
the overweight range; none were in the obese range.

Figure 1 shows that time scale 10 of MSE and the complexity index of COP significantly decreased
(p < 0.05) after 20 min of walking (complexity index, CI= −3.51) compared to 10 min of walking
(CI = −3.20) at the waking speed of 3 km/h, but not at the walking speed of 6 km/h.

Figure 1. Comparison of complexity of center of pressure (COP) between 10 min and 20 min walking
durations while walking at a speed of 3 km/h.

Figure 2 shows the complexity index of COP indicated a significant difference (p < 0.05) between
walking at speeds of 3 km/h (CI= −3.2) and 6 km/h (CI = −3.6) at the walking duration of 10 min,
but not at the walking duration of 20 min. The x-axis is the time scale and complexity index.
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The y-axis is the index value. In this comparison, several time scales and complexity indexes revealed
significant differences.

Figure 2. Comparison of complexity of COP between 3 km/h and 6 km/h walking speeds while walking
for 10 min.

Two-way repeated measures ANOVA was performed to assess the interaction effect between
the walking speed and walking duration on the CI of COP. The results showed the interaction effect
(p-value < 0.01).

The size effect was calculated using Cohen’s d algorithm. It showed that the value of Cohen’s d
estimated by the different walking durations while walking at 3 km/h was larger than 0.8 (large effect
size). In addition, the value of Cohen’s d, estimated by the different walking speeds for the 10 min
walking duration, was larger than 0.9 (large effect size).

Figure 3 shows the trend of complexity of the COP between 3 km/h and 6 km/h walking speeds
while walking for 10 and 20 min. It can be found that the trend of complexity of COP while walking
for 10 min is separated more obviously with increasing the time scale until time scale 10, even in the
contrasting trend, which is significantly different. However, while walking for 20 min, the effect of
walking speed on the complexity of COP is mild due to there being no significant differences in each
time scale.

  

(a) (b) 

Figure 3. (a) Trend of complexity of COP between 3 km/h and 6 km/h in each time scale of walking
speeds while walking for 10 min. (b) Trend of complexity of the COP between 3 km/h and 6 km/h in
each time scale while walking for 20 min.
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4. Discussion

The main finding of this study is that we demonstrated that both walking speed and walking
duration factors may significantly affect the complexity of COP. Our results also showed that complexity
of COP significantly decreased after 20 min of walking compared to 10 min of walking, and while
walking at 3 km/h, but not at 6 km/h. Our results also showed that the complexity of COP indicated
a significant difference between walking at speeds of 3 km/h and 6 km/h at the walking duration of
10 min, but not at 20 min.

Our study demonstrated that there is no significant difference between CI during 10 and 20 min
walking at 6 km/h, which is significantly different from walking at 3 km/h. Few studies have investigated
how people change their gait patterns or adjust their posture after various durations of walking [36,37].
Thomas and colleagues studied static postural sway every 5-min interval over 35 min of walking at
three different speeds, suggesting that physically active young adults demonstrated the ability of static
postural adaptation at the beginning of the fast walking and then maintained the ability until the end
of the task [37]. Stolwijk et al. measured plantar pressure data from people who completed a 4-day
marching event, indicating that after marching people tend to walk with less roll-offmovement and
more heal loading. The authors argued that altered gait patterns after prolonged walking might be
from lower limb muscle fatigue [36]. In this study, the non-significant difference at 6 km/h between
10 min and 20 min walking durations could be due to an easier adaptation to the walking speed at
6 km/h.

In contrast to 3 km/h, our results showed that slow walking at 3 km/h for 20 min significantly
decreased the complexity compared to 10 min. This could be due to lower leg muscle fatigue.
The finding indicates that walking at a slower speed (3 km/h) may easily decrease the complexity of
COP compared to walking at a higher speed (6 km/h). This may imply that slower walking speed
may not improve postural control. Our finding is supported by the literature, which showed that
higher walking speed and shorter step length may improve stability [38,39]. Older people, usually
considered to have poor postural control, tend to adopt the strategy of a slower speed (slower than
preferred walking speed) and a shorter step length than young people during walking [40–42]. Short
step length and low walking speed, which were exhibited by the elder people, however, may cause
opposite effects on postural stability during walking. Future studies need to investigate the effects of
walking speeds on postural control by different variables in order to to broaden the understanding
about the differences between fallers and non-fallers.

A study conducted by McClymont et al. showed that the mean square error, one of the variability
measures, of plantar pressures significantly increased when walking faster, while the coefficient of
variation, another standard variability measure, was not related to walking speed [43]. Lu et al.
performed a series of studies to determine the effects of different gait speeds controlled by treadmill or
participants on the inclination angle of center of mass and the COP, suggesting that the minimum value
of the range of the frontal inclination angle was detected at the preferred walking speed, compared to
that at lower or higher speeds, either in over-ground walking or in treadmill walking [44,45]. These
findings indicate that people might control their posture with the least effort during walking at their
preferred speed. Thus, that older people choose a non-preferred, slower walking speed may not
help them improve balance, but rather it may cause them to lose balance and postural control ability.
Moreover, people could adjust their posture quickly within 5 min of fast walking; thus, this may be the
reason that we could not observe any difference between CI during 10 and 20 min of walking at 6 km/h.

The use of MSE on COP may provide a new window to assess postural control. The MSE approach
could evaluate how disorders or diseases affect postural oscillations via time series scales that reflect
the time domain dynamics of the complex network of our postural control system. Our results are
consistent with previous reports of complexity studies. With the same time scale factor and complexity
index, a longer walking duration would decrease the complexity index (CI) significantly (p < 0.05).
This is consistent with clinical observations that walking for a longer time could decrease balance
capacity; in our case, 20 min compared to 10 min of walking. With the walking velocity factor, only the
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results of 3 km/h vs. 6 km/h after 10 min of walking showed a significant difference (p < 0.05). As
walking faster could reduce the CI value of COP, it can be speculated that walking faster would also
reduce the walking balance. Traditional measures may be useful in patients with major impairments
in postural control, while complexity analysis may be more sensitive for early detection of postural
deficits in various pathological conditions, as well as in the elderly.

Various methods have been developed to identify people at risks for falls and foot injuries. Among
them, COP analysis is an easy to use method in various settings. COP, or parameters associated
with plantar pressures, has been used as an evaluation tool to quantify the postural control function.
Previous research showed that peak plantar pressures of most plantar regions generally increased with
increased walking speed [46–50]. Elevated plantar pressures may result in abnormally cumulated
stress over the plantar soft tissue. COP, an important index calculated from plantar pressure data,
is able to assess postural control and to predict the risk of falls [51–55]. Previous researchers have
examined the trajectories, velocity, or variability of COP to evaluate the dynamic postural control
during walking at different speeds. Chiu et al. found that the COP velocity significantly increased
with increased walking speed, whereas there was no significant difference in the COP progression
angle between different walking speeds [56]. In this study, we used MSE to analyze COP while waking
at different speeds and for different durations and demonstrated that this method could be useful
to complement current methods for assessing postural control by providing information about the
complexity status of postural control.

In this study, the age of participants ranged from 21 to 42 years. According to the literature [57,58],
people aged above 60 years demonstrate significant changes in COP progression and variability from
the younger population. Age between 18 and 60 years is not a significant factor affecting COP. Thus,
the age factor may not significantly affect our results. Regarding the range of body mass index in
this study, 10 subjects were in the healthy range and 2 subjects were in the overweight range; none
were in the obese range. Obesity (BMI above 30 kg/m2) may increase postural sway during quiet
standing [59–62] or gait initiation [63]. We believe that the body weight and BMI factors may not
significantly affect the current results.

Our findings have several clinical implications. Patients with impaired sensorimotor function tend
to walk at a slower speed to improve postural control. In this study, we demonstrated that walking
duration may be a more significant factor for postural control, compared to walking speeds. This
finding suggests that people at risk for falls and foot injuries may need to avoid walking for a longer
duration, for which it may be the time (walking for a long time) that causes them to fall. Investigating
the COP alteration when individuals perform walking at different speeds and for different durations for
various activities is essential to understand the postural control mechanism so that clinical practitioners
can design an appropriate exercise program for those who have balance control problems.

There are limitations of this study. First, this study only recruited healthy subjects, which limits its
generalization to patients at risks for falls and foot injury. However, our study demonstrated that, even
in healthy subjects, the MSE of COP revealed significant changes between walking for 10 and 20 min.
Our method could be applied to study pathological changes in patients. Second, a study design with
longer walking durations and faster walking speeds should be investigated to further understand how
walking speeds and durations affect the complexity of COP. Third, the COP data were calculated using
the in-shoe pressure measurement system. The accuracy of the in-shoe pressure measurement system
is not as accurate as the force plate system. However, our in-shoe system provides the advantage of
less restricted data collection requirements for activities.

5. Conclusions

Using MSE analysis of COP during walking at different speeds and durations, we found that
both walking speed and walking duration factors significantly affect the complexity of COP. The MSE
analysis of COP may provide new information to evaluate postural control in people at risk for falls
and foot injuries.
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Abstract: A key factor for fall prevention involves understanding the pathophysiology of stability.
This study proposes the postural stability index (PSI), which is a novel measure to quantify different
stability states on healthy subjects. The results of the x-, y-, and z-axes of the acceleration signals were
analyzed from 10 healthy young adults and 10 healthy older adults under three conditions as follows:
Normal walking, walking with obstacles, and fall-like motions. The ensemble empirical mode
decomposition (EEMD) was used to reconstruct the acceleration signal data. Wearable accelerometers
were located on the ankles and knees of the subjects. The PSI indicated a decreasing trend of its
values from normal walking to the fall-like motions. Free-walking data were used to determine the
stability based on the PSI. The segmented free-walking data indicated changes in the stability states
that suggested that the PSI is potentially helpful in quantifying gait stability.

Keywords: postural stability index; stability states; ensemble empirical mode decomposition; gait

1. Introduction

Each year, approximately one third of older adults aged >65 years experience falls [1]. Falls can
cause physical injuries that may lower the quality of life and health or even lead to death in older
adults. Additionally, falls are a common cause of psychological stress and extended hospitalization for
older adults [2]. Falls are potentially related to the difficulty in maintaining walking stability. Therefore,
quantifying walking stability is potentially key to preventing falls.

Previous studies focused on the fall detection method [3–5]. However, the indexes can only be
used to count the number of falls. They detect falls based on the sudden changes in a series of data.
Despite the ability to detect falls, the aforementioned methods merely count the number of falls that
occur in a given time. Although falls are caused by poor postural stability, it is difficult to determine
the stability of the movement if the fall does not occur.

A previous study used dynamic stability to determine postural stability [6]. The acceleration root
mean square (RMS), step and stride regularity, and sample entropy (SampEn) are parameters used to
measure dynamic stability. Dynamic stability can be used to identify asymmetrical stability patterns
related to ageing and illness [7–9]. However, the approach may not be as sensitive in discriminating
stability patterns in healthy subjects.

In 2014, Cui et al. [10] used ensemble empirical mode decomposition (EEMD) to construct the
step stability index (SSI) to discriminate between the walking patterns of fallers from non-fallers.
When compared to fall detection methods, the SSI is a more promising approach to evaluate human
postural stability because it evaluates the characteristics of movements irrespective of whether or not
subjects fall during the evaluation. The SSI can be used to quantify gait dynamics and discriminate
non-fallers from fallers although the real question concerns the extent of the stability of the movement

Entropy 2019, 21, 314; doi:10.3390/e21030314 www.mdpi.com/journal/entropy219
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of non-fallers. The evaluation of the postural stability of non-fallers may not be as simple as comparing
fallers and non-fallers. EEMD was developed to overcome the empirical mode decomposition (EMD)
mode mixing issues [11]. EMD decomposes signal data into a set of zero-mean underlying components
called intrinsic mode functions (IMF). The main advantage of EMD is that its algorithm depends only
on the signal under analysis. However, performance evaluation of EMD compared to discrete wavelet
transform (DWT) and wavelet packet decomposition (WPD) showed that the EMD performed the
worst in detecting seizures in electroencephalogram (EEG) signals. Machine learning methods, such as
random forest (RF), k-Nearest neighbor (k-NN), artificial neural network (ANN), and support vector
machines (SVM), were used to predict the accuracy of the EMD, DWT, and WPD [12].

The current study proposed a measure that can distinguish different stability states in healthy
subjects using an accelerometer. This study used EEMD and multiscale entropy (MSE) to develop the
measure. The performance of EEMD was also evaluated by comparing its performance with the wavelet
transform method. The organization of this paper is prepared as follows. The methods section provides
the experiment protocol and a brief description of previous postural stability measures as well as the
theoretical background behind EEMD, MSE, and wavelet transform methods. Results are then presented
in Section 3 and the discussion is in Section 4. Finally, a conclusion section is presented in Section 5.

2. Methods

2.1. Subjects

Ten young adults (24 ± 0.94 years) and 10 older adults (69 ± 6.77 years) were recruited. All
subjects were free of any postural stability-related disorder based on self-reports. The study was
approved by the Institutional Review Board and informed consent forms were obtained from all
subjects before their participation. The subjects were asked to perform walking, walking with obstacles,
free walking, and fall-like motions (Figure 1). Young adults performed free-falling and fall-like motions
while older adults only performed fall-like motions. The subjects were instructed to walk at their
own pace regardless of the distance for the duration of 60 s. For the fall-like motions, the subjects
were asked to sit on a mattress from the standing-still position. The fall-like motion was repeated 10
times. The subjects were allowed to hold on to the pole in front of them while performing the fall-like
motions. The results of the pilot study indicated that the subjects did not feel comfortable wearing
safety harnesses while performing fall-like motions. The safety harness made the subjects bounce back
during the task. For the free-fall task, subjects were asked to jump down from the standing position on
the chair to imitate the free-fall. This free-fall task was repeated five times. Wearable accelerometers
were attached to the ankle and knee of each subject with the assumption that the ankle and knee
corresponded to the most relevant body parts during the experiment. The acceleration data were
acquired at 30 Hz and were imported into Matlab R2016a [13] for feature computation.

2.2. Subject Characteristics

Twenty healthy subjects with no history of falling in the past two years were grouped by age. Table 1
presents the descriptive statistics of the subjects. The Mann Whitney test was used to compare the two
groups. The differences between the two groups were all statistically insignificant, except for age.

Table 1. Descriptive statistics of the subjects.

Young Adults Older Adults p-Value

Age (years) 24 (0.88) 70 (5.27) <0.001 *
Gender (% Female) 50% 60% 0.66

Height (cm) 164 (6.84) 160 (9.93) 0.36
Weight (kg) 59 (10.67) 60 (9.12) 0.79

* p-values were obtained using the Mann Whitney test. For the SSI and the new PSI, higher scores indicate
better performance.
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Figure 1. Subject performs the activities: (a) normal walking, (b) walking with obstacles, (c) free-falling,
and (d) fall-like motions. The older adults did not perform the free-falling task.

2.3. Ensemble Empirical Mode Decomposition

Ensemble empirical mode decomposition (EEMD) was introduced to overcome the mode mixing
phenomenon in empirical mode decomposition (EMD). Given signal intermittence, mode mixing
situations typically occur during the EMD decomposition process. Mode mixing occurs when a single
intrinsic mode function (IMF) either consists of oscillations with different frequencies or a signal with
a similar frequency is in different IMF components. Mode mixing can change the physical meaning of
each IMF component by replacing the part of the IMF and driving it to the next IMF, thereby falsely
suggesting that different physical processes may exist in an IMF [11].

White noises of the same length were added to the original signal to form a mixture signal, xi(t),
and subsequently the EMD decomposition was performed to obtain n layers of IMFs (IMF11, IMF12,
. . . , IMF1n). We assumed that the process was conducted for m times, and this is defined as the
number of ensemble members. The original signals were subsequently added by m white noises
of the same energies to form m mixture signals. In the current study, white noises of an amplitude
that was about 0.2 standard deviation of the signals were added [11]. Each mixture signal, xi(t), was
decomposed into n layers of IMF components. Thus, there were m x n IMF components, where m
denotes the number of ensemble members and n denotes the nth layer of the IMF. The decomposed
results were averaged and subsequently each layer of the IMF was calculated as follows:

IMFn =
1
m

m

∑
i=1

IMFn (1)

The purpose of adding the white noise of the finite amplitude to the signal was to populate the
whole time-frequency space uniformly with the constituting components of different scales. The white
noise cancels each other out in the time-space ensemble mean. Thus, only the true and physically
meaningful signal can survive in the EEMD [11].
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2.4. Wavelet Transform

Wavelet transform decomposes a signal into a set of basic functions by scaling and shifting the
mother wavelet function. These basic functions are called wavelets because they wave up and down
across the axis, and integrate to zero. Wavelets are highly effective in analyzing non-stationary signals,
such as for noise reduction [12]. The discrete wavelet transform (DWT) transforms a discrete time
signal to a discrete wavelet representation. It converts an input series, x0, x1, . . . xm, into one high-pass
wavelet coefficient series and one low-pass coefficient series.

Wavelet packet decomposition (WPD) is a continuous wavelet transform. The difference between
DWT and WPD is how the scale parameter is discretized. The WPD discretizes the scale more finely
than DWT. Thus, it gives a better frequency resolution for the decomposed signal [12]. However, the
WPD is less stable for signal reconstruction. Whereas the DWT is able to provide perfect reconstruction
of the signal upon inversion, and its coefficients can be used to reproduce an exact signal within
numerical precision. In the current study, the number of decomposition levels in DWT was selected to
be 6, whereas the daubechies4 (db4) mother wavelet function with 4 levels of decomposition was used
for WPD [12].

2.5. Multiscale Entropy

Following its introduction by Costa et al. [14], multiscale entropy (MSE) was successfully
applied to quantify the complexity of signals in different research fields, such as biomedical [15–19],
electroseismic [20], and the vibration of rotary machines [21].

MSE proposed a method to measure complexity by constructing a consecutive coarse-grained
time series by averaging a successively increasing number of data points in non-overlapping windows
as follows:

y(τ)
j =

1
τ

jτ

∑
i=(j−1)τ+1

xi, 1 ≤ j ≤ N
τ

(2)

where τ denotes the scale factor, and the length of each coarse-grained time series is N/τ. For scale 1,
the time series,

{
y(1)

}
= {x1, x2, x3, . . . xN}, simply corresponds to the original time series. The length

of each coarse-grained time series is equal to the length of the original time series divided by the scale
factor, τ. Subsequently, sample entropy (SampEn) is calculated for each of the coarse-grained time
series plotted as a function of the scale factor as follows:

SampEn(m, r, N) = −ln(A/B) (3)

where A denotes the total number of forward matches of a length, m + 1, and B denotes the total
number of template matches of a length, m [22].

The complexity index (CI) is obtained from the total value of the SampEn as a function of the
scale factor as follows:

CI =
N

∑
i=1

SampEn(i) (4)

2.6. Step Stability Index

The step stability index (SSI) was proposed to distinguish the walking patterns of fallers from
non-fallers [10]. The magnitude of the acceleration signals is decomposed using EEMD with 8-modes
of IMFs. Subsequently, the standard deviations of the IMF1 to IMF4 are used to develop the index
as follows:

SSI =
SD IMF4

SD IMF1 + SD IMF2 + SD IMF3
(5)

where SSI denotes the step stability index, and SD denotes the standard deviation.
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The non-fallers exhibited a higher SSI value that indicated a more stable gait pattern because the
energy (as measured by the standard deviation) of the component at the step frequency exceeds the
energy of higher frequency components that are potentially related to subtle unsteadiness of stepping.

The SSI is used to quantify gait dynamics and discriminates between subjects with and without a
history of falls. However, it is potentially not sufficiently sensitive to distinguish the postural stability of
healthy subjects. The difference of the postural stability in non-fallers is potentially not as evident. Thus,
the SSI may not be adequate to measure the likelihood of falls or to provide a better understanding as to
humans’ maintenance of stability given that it distinguishes non-fallers from fallers without the ability to
understand how postural stability corresponds to the movement of non-fallers.

2.7. Dynamic Stability

Dynamic stability parameters include the ratio of root mean square (RMS), step and stride regularity,
and sample entropy (SampEn) [6]. The ratio of RMS was used to capture the variability as obtained from
the ratio of each axis RMS relative to the resultant vector RMS. The step and stride regularity were used
to capture the consistency of the gait. Step regularity was obtained from the primary dominant unbiased
autocorrelation coefficient while stride regularity is the second dominant coefficient [23]. The SampEn
was used to capture the periodicity of the gait with a higher value indicating less periodicity [22].

2.8. Machine Learning

Machine learning can be used to evaluate the accuracy of measurement methods. This current
study used Fisher’s linear discriminant analysis (LDA), artificial neural network (ANN), support vector
machines (SVM), and random forest (RF). The LDA is the oldest classifier, and it is used to find a linear
combination, which characterizes two or more classes of objects or events. The ANN has been used
extensively in classification problems, and it can be understood as a parallel-distributed processing system.
This study used multilayer perception (MLP) as it is the most used and powerful neural network [24]. The
SVM is a discriminative classifier that can efficiently perform both linear and non-linear classification. The
last classifier used in the current study is RF, which is one of the decision-tree’s classifiers that improves the
classification performance of a single-tree classifier by combining the bootstrap aggregating method and
randomization in the selection of segmenting data nodes in the construction of a decision tree [25]. The
majority vote of the different decisions provided by each tree constituting the forest is used to assign the
new observation vector to a class. In the comparative studies, RF outperformed the other classifiers [26].
However, RF requires large amounts of labeled data to achieve high performance.

3. Results

3.1. Evaluation Using Dynamic Stability

Dynamic stability can distinguish the different stability patterns due to ageing and illness.
However, the approach cannot detect the difference between normal walking and walking with
obstacles in healthy subjects, as shown in Table 2. For young adults, the significant differences were
observed in fall-like motions when compared to normal walking and walking with obstacles for the
ratio of RMS, step regularity, and stride regularity in all axes for the ankle data. Conversely, for the
knee data, significant differences were observed in fall-like motions when compared to normal walking
and walking with obstacles for the ratio of RMS, step regularity in the vertical (VT) and anteroposterior
(AP) axes, and stride regularity in the vertical axis. For older adults, significant differences were
observed in fall-like motions when compared to normal walking and walking with obstacles for the
ratio of RMS in the VT and AP axes, step and stride regularity in all axes, and sample entropy in the
VT and mediolateral (ML) axes for the ankle data. Significant differences of the knee data for older
adults were only observed in fall-like motions when compared to normal walking and walking with
obstacles for the ratio of RMS in the VT and AP axes and sample entropy in the VT axis.
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As shown in Table 2, the parameters of dynamic stability evidently did not distinguish the
difference between normal walking and walking with obstacles. This was potentially caused by
the slight difference in the stability pattern between normal walking and walking with obstacles in
healthy subjects.

3.2. Development of Postural Stability Index

Each resultant of the x-, y-, and z-axes of the acceleration signal was decomposed using the
8-modes EEMD. This study used the resultant as opposed to a single axis to avoid information
loss. Body sway indicates poor postural stability-ability and can occur in any axis of the signal.
The complexity index of each IMF was calculated and subsequently normalized by dividing the
complexity index of each IMF by the total complexity index of all IMFs to minimize the influence of
individual differences.

The postural stability index (PSI) is defined as follows:

PSI =
CI o f IMF3

CI o f IMF1 + CI o f IMF2 + . . . + CI o f IMF6
(6)

where CI denotes the complexity index obtained from the MSE.
The IMF3 was selected as the dominant IMF considering its frequency is closely related to the

frequency of walking. Based on past studies, the range of walking frequency was 1.4–2.5 Hz while
less stable movement exhibited a lower frequency [27,28]. Table 3 shows the frequency of each IMF
component of the walking data. The frequency of IMFs was obtained from the instantaneous frequency
of the Hilbert-Huang transform.

Table 3. The average frequencies of intrinsic mode functions (IMFs) of walking data decomposed by
ensemble empirical mode decomposition (EEMD).

IMF Average Frequency

1 6.67 Hz
2 2.49 Hz
3 1.48 Hz
4 0.82 Hz
5 0.36 Hz
6 0.22 Hz

The results of the Pearson correlation showed that the IMF3 was correlated with the gait variability
parameters of dynamic stability, as shown in Table 4. Step and stride variability in all axes were
selected to represent gait variability. As shown in Table 4, based on the ankle data, IMF3 indicates
more correlations than the other IMFs. However, the correlations between IMF3 and dynamic stability
parameters were mostly negative. This implies that the IMF3 decreased with increases in gait variability.
Conversely, based on the knee data, IMF1 to IMF3 were positively correlated in most dynamic stability
parameters except for step and stride regularity in the vertical and anteroposterior axes. Although
all three IMFs were correlated with the gait variability parameters, the correlation between dynamic
stability and IMF3 exceeded those of the other IMFs.
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4. Discussion

The differences of the SSI and PSI values for both young and older adults are shown in Table 5.
The Mann Whitney test was used to compare the differences between the two groups. The significant
difference between young and older adults were only observed in normal walking and walking with
obstacles with the sensor location corresponding to the ankle. The results between the groups were
similar, and this is explained by the fact that both groups were healthy. Unintentional falls were absent
during the experiment. The Wilcoxon test was used, and significant differences were observed in all
activities for the PSI (p = 0.005). Conversely, there was no significant difference for the SSI (p > 0.05).

Table 5. Group differences of the SSI and the new PSI measure. Data are reported as mean (SD).

Young Adults Older Adults p-Value

Ankle Data
SSI Normal walking 0.13 (0.02) 0.12 (0.03) 0.50
SSI Walking + obstacles 0.13 (0.03) 0.12 (0.02) 0.33
SSI Fall-like motions 0.11 (0.02) 0.11 (0.02) 0.50
SSI Free-fall 0.29 (0.06) N/A N/A
PSI Normal walking 0.33 (0.04) 0.25 (0.04) <0.001
PSI Walking + obstacles 0.27 (0.04) 0.19 (0.03) 0.001
PSI Fall-like motions 0.16 (0.03) 0.14 (0.02) 0.16
PSI Free-fall 0.12 (0.03) N/A N/A
Knee Data
SSI Normal walking 0.09 (0.01) 0.10 (0.02) 0.14
SSI Walking + obstacles 0.09 (0.01) 0.10 (0.02) 0.13
SSI Fall-like motions 0.12 (0.02) 0.11 (0.03) 0.60
SSI Free-fall 0.28 (0.04) N/A N/A
PSI Normal walking 0.28 (0.06) 0.27 (0.03) 0.60
PSI Walking + obstacles 0.21 (0.06) 0.19 (0.02) 0.41
PSI Fall-like motions 0.14 (0.04) 0.14 (0.02) 0.51
PSI Free-fall 0.10 (0.04) N/A N/A

The Wilcoxon test for the SSI on the ankle and knee did not indicate a significant difference
between different activities (p > 0.05). Conversely, the dynamic stability did not distinguish between
normal walking and walking with obstacles (Table 2). These findings are in agreement with the
comparisons of the postural stability indexes shown in Table 6.

The aim of this study was to develop a measure to quantify walking stability in healthy subjects.
The dynamic stability and the SSI were used as comparisons to evaluate the sensitivity of the PSI.
The differences between normal walking and walking with obstacles in healthy subjects were not as
evident as the differences between fallers and non-fallers. However, the PSI and step regularity in the
ML axis distinguished between normal walking and walking with obstacles.

As shown in Table 6, the PSI using EEMD outperformed the other methods using wavelets
decomposition. Step regularity in the ML axis was selected to represent the dynamic stability approach
because it is the only parameter that can differentiate between normal walking, walking with obstacles,
and fall-like motions (Table 2a). There was no decomposition process for dynamic stability since it
used the original signal data.

To determine the location of the sensor that is more sensitive, the results of the PSI for both groups
of subjects were grouped based on the ankle and knee. The comparison indicated that the knee group
performed better than the ankle group. Thus, the knee corresponds to a better sensor location than the
ankle with an accuracy of 82.22% based on the ANN.

228



En
tr

op
y

2
0

1
9
,2

1,
31

4

T
a

b
le

6
.

A
cc

ur
ac

y
fo

r
ac

ti
vi

ty
re

co
gn

it
io

n
on

th
e

an
kl

e
an

d
kn

ee
.

L
D

A
A

N
N

S
V

M
R

F

D
S

S
S

I
P

S
I

D
S

S
S

I
P

S
I

D
S

S
S

I
P

S
I

D
S

S
S

I
P

S
I

En
se

m
bl

e
Em

pi
ri

ca
lM

od
e

D
ec

om
po

si
ti

on
(E

EM
D

)
Yo

un
g—

A
nk

le
86

.6
7

66
.6

7
86

.6
7

82
.2

2
60

.0
0

88
.8

9
82

.2
2

57
.7

8
82

.2
2

73
.3

3
53

.3
3

82
.2

2
Yo

un
g—

K
ne

e
68

.8
9

64
.4

4
68

.8
9

68
.8

9
73

.3
3

72
.2

2
68

.8
9

64
.4

4
64

.4
4

74
.4

4
71

.1
1

68
.8

9
El

de
r—

A
nk

le
66

.6
7

51
.1

1
77

.7
8

60
.0

0
51

.1
1

80
.0

0
60

.0
0

42
.2

2
71

.1
1

48
.8

9
46

.6
7

75
.5

6
El

de
r—

K
ne

e
57

.7
8

53
.3

3
93

.3
3

64
.4

4
53

.3
3

93
.3

3
60

.0
0

53
.3

3
71

.1
1

53
.3

3
42

.2
2

9
3

.3
3

A
ll—

A
nk

le
71

.1
1

54
.4

4
74

.4
4

71
.1

1
53

.3
3

80
.0

0
68

.8
9

57
.7

8
74

.4
4

62
.2

2
51

.1
1

74
.4

4
A

ll—
K

ne
e

63
.3

3
60

.0
0

82
.2

2
63

.3
3

60
.0

0
82

.2
2

58
.8

9
62

.2
2

74
.4

4
61

.1
1

50
.0

0
81

.1
1

D
is

cr
et

e
W

av
el

et
Tr

an
sf

or
m

(D
W

T)
Yo

un
g—

A
nk

le
86

.6
7

80
.0

0
68

.8
9

82
.2

2
80

.0
0

70
.0

0
82

.2
2

71
.1

1
66

.6
7

73
.3

3
75

.5
6

57
.7

8
Yo

un
g—

K
ne

e
68

.8
9

55
.5

6
44

.4
4

68
.8

9
60

.0
0

55
.5

6
68

.8
9

55
.5

6
48

.8
9

74
.4

4
55

.5
6

66
.6

7
El

de
r—

A
nk

le
66

.6
7

71
.1

1
75

.5
6

60
.0

0
71

.1
1

68
.8

9
60

.0
0

55
.5

6
68

.8
9

48
.8

9
55

.5
6

71
.1

1
El

de
r—

K
ne

e
57

.7
8

62
.2

2
71

.1
1

64
.4

4
57

.7
8

68
.8

9
60

.0
0

51
.1

1
68

.8
9

53
.3

3
44

.4
4

64
.4

4
A

ll—
A

nk
le

71
.1

1
76

.6
7

71
.1

1
71

.1
1

75
.5

6
71

.1
1

68
.8

9
66

.6
7

71
.1

1
62

.2
2

66
.6

7
63

.3
3

A
ll—

K
ne

e
63

.3
3

57
.7

8
51

.1
1

63
.3

3
57

.7
8

56
.6

7
58

.8
9

57
.7

8
51

.1
1

61
.1

1
48

.8
9

63
.3

3
W

av
el

et
Pa

ck
et

D
ec

om
po

si
ti

on
(W

PD
)

Yo
un

g—
A

nk
le

86
.6

7
70

.0
0

56
.6

7
82

.2
2

73
.3

3
61

.1
1

82
.2

2
71

.1
1

60
.0

0
73

.3
3

64
.4

4
60

.0
0

Yo
un

g—
K

ne
e

68
.8

9
46

.6
7

46
.6

7
68

.8
9

48
.8

9
53

.3
3

68
.8

9
60

.0
0

48
.8

9
74

.4
4

51
.1

1
51

.1
1

El
de

r—
A

nk
le

66
.6

7
60

.0
0

50
.0

0
60

.0
0

55
.5

6
51

.1
1

60
.0

0
60

.0
0

46
.6

7
48

.8
9

51
.1

1
60

.0
0

El
de

r—
K

ne
e

57
.7

8
53

.3
3

51
.1

1
64

.4
4

57
.7

8
53

.3
3

60
.0

0
57

.7
8

55
.5

6
53

.3
3

53
.3

3
55

.5
6

A
ll—

A
nk

le
71

.1
1

63
.3

3
63

.3
3

71
.1

1
61

.1
1

63
.3

3
68

.8
9

63
.3

3
55

.5
6

62
.2

2
57

.7
8

65
.5

6
A

ll—
K

ne
e

63
.3

3
57

.7
8

44
.4

4
63

.3
3

58
.8

9
48

.8
9

58
.8

9
55

.5
6

50
.0

0
61

.1
1

56
.6

7
52

.2
2

LD
A

=
Fi

sh
er

’s
lin

ea
r

di
sc

ri
m

in
an

ta
na

ly
si

s,
A

N
N

=
ar

ti
fic

ia
ln

eu
ra

ln
et

w
or

k,
SV

M
=

su
pp

or
tv

ec
to

r
m

ac
hi

ne
s,

R
F

=
ra

nd
om

fo
re

st
,D

S
=

dy
na

m
ic

st
ab

ili
ty

,A
ll

=
al

ls
ub

je
ct

s.

229



Entropy 2019, 21, 314

The original SSI (using EEMD) performed the worst in both age groups. The poor performance
of the SSI happened because the SSI only considers the vertical axis data. Conversely, the PSI and
dynamic stability consider the data in all axes since instability can occur in any axis. However, other
than the ankle data of young adults, the accuracies for dynamic stability were generally low. The
poor performance of the SSI and dynamic stability for older adults potentially occurred because those
methods could not distinguish between the different activities of healthy subjects. Thus, the activities
were not classified correctly.

Interestingly, the performance of the PSI dropped when using DWT and WPD as the
decomposition method. Conversely, the performance of the SSI increased although it was not as good
as the performance of the PSI with EEMD. Other than that, the performance of the ankle improved
while the performance of the knee decreased. The poor performance of wavelet decomposition
compared to EEMD might be because of the short data records (60 s). Other than that, EEMD was able
to estimate the subtle changes that were obtained via the first temporal derivative of the phase angle
time series, scaled by the sampling rate. The decomposition by wavelet was not optimal because of
frequency smoothing and it assumed frequency stationarity during the time span of the wavelet. The
results in the current study are different from a previous study evaluating the performance of EMD
and wavelets [12], because the EMD in the previous study could not determine the number of IMFs in
the signal and there was mode mixing issues in the EMD.

In contrast to the previous study [12], the decompositions by WPD resulted in the lowest accuracy
compared to EEMD and DWT. The DWT performed better than WPD in the current study, and this
may be a result of differences in the sampling frequency; 30 Hz in this study and 256 Hz in the previous
study [12]. Further, the nature of gait and brain signals are different. Another study by Barralon et
al. [29] showed that decomposition using a discrete wavelet was more efficient than a continuous
wavelet for gait signals with a 20 Hz sampling rate.

Walking Stability Determination

To better quantify the different stability states, the PSI values of the normal walking, walking with
obstacles, and fall-like motions were evaluated. The PSI of the normal walking was used to determine
the postural stability limit of each subject with the assumption that normal walking was at least 80% of
the upper limit. Subsequently, the scales were developed by normalizing each PSI of the less stable
movement to the upper limit value. There were small differences between young and older adults.
This indicated that the MSE can eliminate the range variations between young and older adults. The
normalization was calculated individually, and thus the similarity in the ranges was not equal to the
same index values for all subject groups. The values of the MSE in young subjects were generally
higher than those in older adults although the percentage of each movement when compared to the
upper limit of postural stability for both young and older groups, were significantly similar. Therefore,
the stability scales for both young and older adults can be unified as follows.

80–100%: Stable.
70–79%: Fairly stable, requires minor attention.
45–69%: Unstable, requires high attention.
<45%: Danger, may cause fall.
To determine the walking stability of the subjects, the free-walking data were evaluated using the

stability index. The evaluation was divided into two parts, namely general stability determination
and segmented stability state determination. In the general stability determination, the stability was
determined from the data across the entire 60 s period. Conversely, in the segmented determination,
stability was evaluated every 10 s.

Twenty subjects (10 young adults, 10 older adults) were asked to perform a free-walking task to
determine the stability of their walk in normal circumstances. The subjects were instructed to move
as they liked without any intervention. As shown in Table 6, there was one unstable movement for
the ankle and five unstable movements for the knee. During the experiment, the young adults were
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in a fit condition and did not exhibit any problems during the free-walking performance, and they
tended to walk normally in almost a straight line. However, the older adults tended to move around
the circle. However, only subject E3 admitted feeling dizzy while performing the free-walking task.
The results for the subject, E3, with a sensor on the knee, confirmed the real condition of the subject
during the experiment.

With respect to the subject, E7, complaints related to the free-walking task were absent. However,
this subject walked slower when compared to that in the normal walking and walking with obstacles
tasks. This subject also paused several times during his free-walking task. This potentially occurred
because the instruction involved walking freely as per the subjects’ wishes, and thus the subject, E7,
was potentially not sufficiently motivated to perform his best in the task.

Other unstable movements were detected on the knee for subjects, Y3, Y5, E1, and E3. With
respect to the situations during the experiment, the results did not indicate those subjects performed
poorly in the free-walking task. With respect to Table 6, the knee data performed better than the
ankle data. Thus, the knee is a more reliable sensor location since the accuracies on the knee exceeded
those on the ankle. This is potentially the reason why the stability determination of the free-walking
task indicated that more unstable movements are detected on knee. The acceleration values varied,
although the same type of sensor was used to simultaneously detect similar movements on a subject.
The placement of the sensor on the body of the subject significantly affected the performance of the
accelerometer. The placement on the ankle was potentially less sensitive than that on the knee.

Although the stability of a movement can be considered as stable in general, it is possible that
the postural stability quality of the movement is not the same all the time. Less stable movement can
occur in a particular time interval. To evaluate the quality of the movement, the free-walking data of
the subjects, Y3, Y5, E1, E3, and E7, were further analyzed. The sensor location on the knee was more
accurate, and thus only the knee data were analyzed to determine the stability states. Thus, 60 s of
walking data was divided into six segments, and postural stability was evaluated every 10 s, as shown
in Table 7.

Table 7. General walking stability determination.

Subject
Upper Limit Free Walking Normalization Category

Ankle Knee Ankle Knee Ankle Knee Ankle Knee

Y1 0.44 0.33 0.39 0.28 88.46% 84.19% S S
Y2 0.33 0.39 0.25 0.30 76.39% 77.44% F F
Y3 0.35 0.49 0.26 0.25 73.76% 51.41% F U
Y4 0.41 0.40 0.34 0.35 83.16% 87.98% S S
Y5 0.46 0.35 0.34 0.24 73.50% 67.00% F U
Y6 0.40 0.27 0.35 0.23 88.50% 85.11% S S
Y7 0.45 0.28 0.35 0.24 78.66% 85.00% F S
Y8 0.39 0.38 0.31 0.32 80.78% 83.99% S S
Y9 0.44 0.22 0.35 0.21 79.05% 93.97% F S
Y10 0.44 0.32 0.37 0.26 84.07% 81.90% S S
E1 0.36 0.32 0.31 0.21 85.92% 65.40% S U
E2 0.35 0.30 0.29 0.27 82.42% 89.88% S S
E3 0.24 0.35 0.17 0.18 70.93% 51.53% F U
E4 0.28 0.43 0.24 0.34 84.16% 80.47% S S
E5 0.27 0.33 0.24 0.29 90.19% 89.20% S S
E6 0.26 0.37 0.23 0.29 88.71% 76.25% S F
E7 0.38 0.31 0.16 0.12 41.20% 39.34% D D
E8 0.29 0.30 0.25 0.25 85.35% 82.50% S S
E9 0.32 0.29 0.26 0.22 79.38% 77.60% F F
E10 0.32 0.33 0.28 0.27 87.47% 83.05% S S

Category = stability category, S = stable, F = fairly stable, U = unstable, D = danger, Y = young adults, E = older adults.
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As shown in Table 8, changes occurred in the postural stability within 60 s of walking for all
subjects. For example, the general stability state for the subject, Y3, was unstable. However, based on
the segmented stability states, the movement was not always unstable. The first 10 s was stable and,
subsequently, the stability state dropped to one in the dangerous category. Fortunately, the stability
state improved to unstable then alternated back and forth between the danger and unstable category.
The segmented stability state indicated that the subject, Y3, evidently attempted to maintain stability
to avoid falling.

Table 8. Segmented walking stability determination.

Time Interval
Y3 Y5 E1 E3 E7

Norm Cat Norm Cat Norm Cat Norm Cat Norm Cat

0–10s 84.92% S 94.64% S 85.21% S 12.00% D 55.50% U
10–20 s 36.78% D 56.15% U 83.43% S 44.00% D 44.22% D
20–30 s 46.30% U 90.36% S 85.90% S 37.35% D 54.63% U
30–40 s 36.08% D 71.90% F 36.28% D 80.34% S 11.25% D
40–50 s 66.52% U 70.51% F 78.99% F 33.22% D 13.77% D
50–60 s 42.01% D 44.28% D 46.21% U 68.95% U 23.84% D

Norm = normalization, Cat = stability category, S = stable, F = fairly stable, U = unstable, D = danger, Y3 = young
subject#3, Y5 = young subject#5, E1 = older adult#1, E3 = older adult#3, E7 = older adult#7.

The PSI was able to evaluate the postural stability states of movement. However, given the
individual differences in human movement, it was only relevant to individually evaluate the movement.
The approach represented the characteristics of the stability of a particular subject. However, it was
not possible to use the PSI to immediately analyze the movement. Stable state data are required to
categorize the movement stability of the subject in question.

5. Conclusions

Quantification of human stability is required to understand the mechanism underlying balance
control. The contribution of this study involves providing a novel measure of the postural stability
index (PSI) to distinguish between different postural stability states in healthy individuals. The PSI
discriminated between normal walking and walking with obstacles in healthy subjects while SSI and
dynamic stability did not. A previous study indicated that the SSI differentiates non-fallers from fallers.
However, the SSI did not capture the differences between two walking tasks in healthy subjects. This
potentially occurred because the differences were excessively small, and the SSI algorithm only used
vertical acceleration data in the evaluation. Conversely, the PSI used the resultant of the three-axes
acceleration data by assuming that postural sway can occur in any axis.

The present study involved several limitations as follows: (1) The present study used normal
walking data to determine the upper postural stability limit. Therefore, the PSI cannot be used
to quantify stability without existing normal walking data; (2) the present study used six IMFs to
develop the PSI, and thus future studies are required to examine the applicability of the PSI for other
decompositions with a different number of IMFs; (3) the present study used wearable accelerometers,
and thus future studies are necessary to investigate the effect of the sensitivity of the accelerometers on
the PSI; and (4) with respect to older adults who did not perform free-falls due to safety concerns, a past
study compared the intentional and unintentional falls and indicated that the difference between the
fall-like motions and falling only corresponds to the inclination angles [30]. Therefore, if the evaluation
does not include such angles, the fall-like motions can be used to represent the falls in general.

In conclusion, the results of the present study suggest that the EEMD and MSE algorithm can
be utilized to quantify postural stability in healthy subjects. The PSI method adequately measures
different postural stability states in healthy subjects.
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Abstract: Memory consolidation is well known to occur during sleep, but might start immediately
after encoding new information while awake. While consolidation processes are important across the
lifespan, they may be even more important to maintain memory functioning in old age. We tested
whether a novel measure of information processing known as network complexity might be sensitive
to post-encoding consolidation mechanisms in a sample of young, middle-aged, and older adults.
Network complexity was calculated by assessing the irregularity of brain signals within a network
over time using multiscale entropy. To capture post-encoding mechanisms, network complexity
was estimated using functional magnetic resonance imaging (fMRI) during rest before and after
encoding of picture pairs, and subtracted between the two rest periods. Participants received a
five-alternative-choice memory test to assess associative memory performance. Results indicated that
aging was associated with an increase in network complexity from pre- to post-encoding in the default
mode network (DMN). Increases in network complexity in the DMN also were associated with better
subsequent memory across all age groups. These findings suggest that network complexity is sensitive
to post-encoding consolidation mechanisms that enhance memory performance. These post-encoding
mechanisms may represent a pathway to support memory performance in the face of overall
memory declines.

Keywords: aging; consolidation; default mode network; episodic memory; fMRI; multiscale entropy;
network complexity; resting state

1. Introduction

As people age, experiencing memory decline is a common occurrence [1]. According to the
associative deficit hypothesis [2], these age-related decreases in episodic memory are due to weakened
abilities to encode simple, unrelated units of information together into a more complex unit (i.e.,
associating a picture of a scene with a picture of a face), and to retrieve that complex unit. The ability to
associate and bind features together has been shown to be mediated by the hippocampus (for reviews,
see [3,4]). Despite these clear links, a meta-analysis conducted on fMRI studies investigating age
differences in successful and unsuccessful memory encoding revealed overall stability in hippocampal
functioning in old age [5]. This finding suggests that, under some circumstances, the hippocampus can
be successfully recruited to aid memory performance across the adult lifespan. In the present study,
we investigated the degree to which a novel measure of information processing might be sensitive to
key episodic memory mechanisms within the hippocampus and associated brain regions in a sample
of young, middle-aged, and older adults.
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One mechanism that might contribute to age-related memory declines is consolidation. The most
well-characterized consolidation mechanisms occur during slow-wave sleep and rapid eye movement
stages of sleep via neural replay and changes in synaptic strengths [6–8]. These processes occur between
hippocampal and neocortical regions to help create enduring episodic contexts and promote the
generalization of semantic representations [9]. Moreover, it has been well documented that sleep
becomes more disrupted with increasing age, including disruptions in slow-wave sleep and rapid eye
movement sleep [10,11]. These age differences have been shown to reduce the benefits of sleep for
cognition normally found in young adults [12].

More recently, accumulating evidence in animals has suggested that similar neural replay processes
related to consolidation occur while awake soon after new memories are encoded [13]. In humans,
fMRI has been used to support post-encoding consolidation mechanisms in an awake state [14–16].
In some of these studies, resting-state scans were collected in young adults before and after memory
encoding to assess changes in functional connectivity between the hippocampus and the neocortex.
Across these studies, functional connectivity increased from pre-encoding to post-encoding, and this
increase has been associated with better subsequent memory performance. Together, these findings have
been interpreted as evidence for systems-level consolidation in an awake state, at least in young adults.

Only a few studies have investigated post-encoding consolidation in older adults [17–19]. Of these
aging studies, only one directly tested whether changes in functional connectivity within the default
mode network (DMN) before and after memory encoding differed with age [17]. Interestingly, they did
not find age differences in pre-post change in DMN connectivity, but rather found greater age-related
changes in connectivity within the salience network and reduced age-related changes in connectivity
within the occipito-temporal network. In addition to finding these age-related differences in non-DMN
networks, they found that the coupling between the DMN and executive function network decreased
after encoding for older adults and increased for younger adults. Furthermore, the decreased coupling
between the two networks was associated with better memory performance only in older adults.
The authors interpreted this finding as the need for older adults to suppress interference from competing
networks during post-encoding consolidation. While this interpretation remains a possibility, measures
other than functional connectivity may capture unique aspects of neural replay mechanisms that
unfold over time between the hippocampus and neocortical regions.

Multiscale entropy (MSE) is one such measure that might capture novel properties of the brain
over time. This method of analysis estimates the complexity of a physiological time series using
temporal coarse-graining procedures to evaluate signals at multiple temporal scales, in recognition
of the likelihood that the dynamic complexity of biological signals might operate across a range of
temporal scales [20,21]. Across these different temporal scales, the degree of randomness (i.e., entropy)
is estimated by searching for repeated patterns of small temporal segments. To the extent that repeated
patterns are found, then the physiological signal is quantified as having lower entropy and is interpreted
as containing less unique information. In contrast, researchers have argued that higher entropy across
temporal scales is associated with richer information [22,23] or more integrated information [24,25].
For example, research has found that brain entropy increases when retrieving new episodic information
compared with known semantic information [26]. More recently, applying repetitive transcranial
magnetic stimulation to create a “virtual lesion” in the frontal cortex reduced brain entropy [27],
further suggesting that greater entropy is associated with more information processing. Notably,
greater entropy is not simply interpreted as randomness that is equivalent to noise. When entropy is
estimated across temporal scales, clear differences in patterns emerge [28,29]. For example, many types
of noise decrease as temporal scales increase, whereas entropy showed dynamic patterns of increases
from fine to mid temporal scales followed by slow declines as the temporal scales became coarser [28].
Thus, this analysis is often referred to as “complex” because of these dynamic changes in entropy and
deviation from patterns of noise.

Other evidence for the usefulness of quantifying the complexity of brain signals comes from
neuropsychiatric disorders. Studies have found that aberrant functional connectivity is a hallmark
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feature of many disorders, such as Alzheimer’s disease [30], schizophrenia [31], autism spectrum
disorder (ASD) [32,33], attention deficit hyperactivity disorder [34], and mood disorders [35].
Nevertheless, traditional functional connectivity analyses have fallen short of explaining these
syndromes comprehensively, primarily due to their neural heterogeneity. To fill this gap, MSE analyses
have been applied to investigate neuropsychiatric disorders and have found differences depending
on both temporal scale and brain region. Using electroencephalography (EEG), neural complexity
has been related to observation/imitation tasks in children with ASD [36], severity of ASD [37], and
has been used to predict autism and risk for autism with relatively high accuracy [38]. Using fMRI,
neural complexity has been shown to differ in patients with schizophrenia, bipolar disorder, and
schizoaffective disorder compared to healthy control individuals [39–50].

From an aging perspective, complexity has been proposed to decrease across many physiological
systems [41]. Specifically, EEG and magnetoencephalography (MEG) studies have found decreases in
neural complexity in mild cognitive impairment and Alzheimer’s disease [42]. Decreases in neural
complexity in old age and in disorders might underlie the deficits in selective cognitive processing
in these conditions. Using fMRI during rest, decreased neural complexity has been reliably found in
various regions across the brain in older adults [29,43–46], and these decreases have sometimes been
related to poorer cognition [46]. However, one study highlighted some of the limitations of using
MSE analyses to estimate neural complexity in fMRI in comparison to MEG [47]. In this study, neural
complexity decreased with age when using both fMRI and MEG. However, the temporal precision
of MEG allowed for a greater number of temporal scales, revealing additional relationships with
hypoperfusion surrounding neuronal damage due to stroke. To the extent that more time points are
collected, however, more temporal scales can be estimated [28,48].

Participants

Here, we capitalized on the well-established finding that temporal patterns cluster across different
sets of brain regions to form intrinsic connectivity networks [49–51]. Such similar temporal patterns
suggest that the complexity of those patterns also would be similar within each brain network (at
least at rest), allowing us to estimate network complexity [28,48] involved in memory consolidation.
Specifically, we aimed to test the extent that network complexity in the DMN might be used as a
novel measure of post-encoding consolidation mechanisms across the adult lifespan. To the extent that
network complexity is sensitive to and a proxy for information processing within memory networks,
we predicted that an increase in network complexity from pre-encoding to post-encoding would be
associated with memory performance for the task administered in the fMRI session. To the extent that
the well-known age-related deficits in episodic memory for recollected details are due to impaired
consolidation mechanisms, then we also should see an age-related decline in such post-encoding
processes as measured by network complexity. We focused on the changes in network complexity
within the DMN because of the high degree of connectivity between the DMN and the hippocampus
and the known relationships between the two for consolidation.

2. Materials and Methods

2.1. Participants

Participants were drawn from the Alabama Brain Study on Risk for Dementia. Details from
the study can be found in our earlier publication assessing dementia risk and brain activity during
memory retrieval [52]. All participants were recruited from the Tuscaloosa and Birmingham areas
within Alabama through word of mouth, flyers, Facebook ads, and newsletters. Participants were
excluded if they had contra-indicators for magnetic resonance imaging (MRI), were left-handed, had
a prior diagnosis of any neurological condition, stroke, traumatic brain injury, claustrophobia, or
history of substance abuse. Young adults aged 20–30 were recruited from the local community to
serve as a baseline group. Middle-aged and older adults ranging in age from 50 to 74 were included
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if they were free of dementia as measured by the St. Louis University Mental Status (SLUMS) [53],
spoke English fluently, were right-handed, and had at least one of the following self-reported risks
for dementia: subjective memory complaints, less than a high school education, African American
or Hispanic ethnoracial category, mild head trauma, family history of Alzheimer’s disease, current
diagnosis of hypertension or systolic blood pressure greater than 140 mmHg, current diagnosis or a
family history of heart disease, current diagnosis of high total cholesterol, history or current use of
smoking tobacco, current diagnosis or family history of diabetes, and body mass index greater than
30 kg/m2. All participants gave informed consent using methods approved by the institutional review
board at the University of Alabama. Participants’ vision was normal or corrected to normal using
MR-compatible glasses or contact lenses. Demographic characteristics can be found in Table 1.

Table 1. Participant Characteristics.

Young Adults Middle-Aged Adults Older Adults Group Differences

N 20 31 35 -

Mean Age 23.35 (3.25) 54.29 (2.84) 66.17 (4.02) F (2,83) = 987.70, p < 0.001

Age Range 20–30 50–60 61–74 -

Sex (F/M) 11 (55%)/9 (45%) 17 (54%)/14 (46%) 23 (66%)/12 (34%) χ2 (2) = 1.01, p = 0.61

Ethnoracial Category χ2 (4) = 22.66, p < 0.001

Non-Hispanic White 12 (60%) 14 (45%) 28 (80%) -

African American 1 (5%) 13 (42%) 7 (20%) -

Other 7 (35%) 4 (13%) 0 (0%) -

Years of Education 15.00 (2.20) 14.26 (2.67) 13.83 (2.93) F (2,83) = 1.20, p = 0.30

SLUMS Score - 26.48 (2.95) 1 26.21 (2.91) t (62.7) = 0.38, p = 0.70

Associative Memory Performance 0.57 (0.17) 0.36 (0.14) 0.32 (0.09) F (2,83) = 24.55, p < 0.001

Premorbid IQ 106.65 (10.69) 95.16 (16.08) 107.55 (16.70) F (2,83) = 6.20, p = 0.003

Dementia Risk - 5.32 (1.85) 5.03 (2.08) t (62.9) = 0.66, p = 0.51
1 Missing score for one participant. SLUMS = St. Louis University Mental Status.

2.2. Procedures

Across two sessions, participants completed cognitive and MRI batteries. From the cognitive
battery, we used the scaled word reading subtest from the Wide Range Achievement Test-4 to control
for premorbid IQ in all analyses. Note that one participant’s premorbid IQ score was missing and was
imputed using a regression-based matching technique [52]. The MRI session included scans in the
following order: resting-state, memory encoding, T1-structural scan, resting-state, memory retrieval,
and a visual-motor checkerboard task. The analyses here focus on the resting-state scans that occurred
before and after the memory encoding phase.

2.3. fMRI Scans

The two resting-state scans consisted of 175 volumes over 5 min each. Participants were told to
close their eyes but not fall asleep. After the first resting-state scan, participants studied 64 pairs of
pictures for the memory encoding task over two 8-minute sessions. The pictures consisted of either a
face-object or face-scene pair for 3 s. After viewing each pair, participants were given 2.16 s to predict
how likely they would remember the pair on a later memory test on a 3-point scale corresponding
to likely, maybe, or unlikely. The inter-trial interval ranged from 1.72 to 17.20 s. The memory test
consisted of a five-alternative-choice test in which participants were presented with a previously seen
face and were asked to choose the object or scene that was previously paired with the face from five
options: two objects, two scenes, and “never seen.” Of the four possible picture choices, one was the
target and three were lures. Because all options were previously seen, participants needed to rely
on recollection processes to answer correctly. The “never seen” option specifically referred to not
remembering the face, thus precluding participants from making a correct response without complete
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guessing. Each of the 64 memory trials was presented for 5.16 s, with intertrial intervals that ranged
from 1.72 to 10.32 s. The memory test was divided into two runs lasting for 5 min.

2.4. fMRI Acquisition and Preprocessing

A 3T Siemens PRISMA scanner at the UAB Civitan International Neuroimaging Laboratory was
used to collect MRI scans. High resolution T1-weighted structural MPRAGE scans were acquired
using (parallel acquisition acceleration type = GRAPPA; acceleration factor = 3, TR = 5000 ms,
TE = 2.93 ms, TI 1 = 700 ms, TI 2 = 2030 ms, flip angle 1 = 4◦, flip angle 2 = 5◦, FOV = 256 mm,
matrix = 240 × 256 mm2, in-plane resolution = 1.0 × 1.0 mm2). All functional scans used T2*-weighted
EPI sequences (56 interleaved axial slices, 2.5 mm thickness, TR = 1720 ms, TE = 35.8 ms, flip angle
= 73◦, FOV = 260 mm, matrix = 104 × 104 mm, in-plane resolution = 2.5 × 2.5 mm2, multi-band
acceleration factor = 4).

The functional data were unwarped, coregistered to the structural scan, and spatially smoothed
(8 mm FWHM kernel) using Statistical Parametric Mapping 12 (SPM12). The blood oxygen level
dependent (BOLD) signal was then denoised using Multivariate Exploratory Linear Optimized
Decomposition into Independent Components (MELODIC) [54]. The resulting spatiotemporal
components were flagged using an in-house script that applied machine learning to frequency
and temporal elements indicative of potential artifacts. The flagged components were then regressed
from the BOLD signal, also using MELODIC. The denoised data were then warped into a study
template using Advanced Neuroimaging Tools (ANTs) [55].

2.5. Resting-state fMRI Analysis

Dual regression analyses using FMRIB Software Library (FSL)’s “dual_regression” function [56,57]
were implemented to isolate the time series within 10 major resting-state networks (RSNs) [51] to
estimate subject-specific functional connectivity patterns within each of the networks. This method was
used to extract the single time series common across all voxels within each network, which can then be
used to estimate network complexity [28]. The template for the networks was transformed into the
space from our sample template using ANTS. To implement dual regression, each RSN template is used
as a spatial predictor for each subject’s denoised 4D BOLD data in the first general linear model (GLM)
regression. This regression is used to find the best matching time course for a given RSN. In a second
regression, the resulting time course from the first regression is used as a set of temporal regressors in
a GLM to estimate individual regression weights in the spatial domain, which represents the degree to
which a time series in each voxel matches the time series for that component. The output from these
dual regressions is a subject and network-specific time series along with a spatial Z-scored map.

2.6. MultiScale Entropy (MSE) Analysis

Network complexity was calculated by computing MSE on each of the time series that were
created from the dual regression analysis. MSE estimates sample entropy across multiple temporal
scales [20,21]. Different temporal scales are created by averaging neighboring time points within
non-overlapping windows. This process is repeated to create a new coarse-grained time series that
captures neural dynamics at different levels. Sample entropy is separately estimated for each of the
created time series. We estimated seven temporal scales due to the length of the resting-state scans.
Previous work has shown that the variability of MSE increases as the temporal scale increases, leading
to unreliable estimates in the BOLD signal [28,48]. We used the heuristic of dividing the number of
time points (N = 175) by 25 for our upper bound number of temporal scales to use. Sample entropy is
defined as the natural logarithm of the conditional probability that a given pattern of data of a specified
length (m) repeats at the next time point for the entire time series at a given scale factor (of a dataset
with a total length N). It considers subsequent patterns to be a repeat of the given pattern if they match
within a certain tolerance (r) such that larger tolerance values increase the number of matches [58,59].
To the extent that a time series has a greater number of pattern matches, the time series is less random,
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and the entropy value is lower. In contrast, a smaller number of pattern matches is characterized as
being more random, yielding a greater entropy value. We selected our parameters based on those used
in prior studies investigating MSE using fMRI: m = 2 and r = 0.5 [28,29,48,60].

2.7. Multilevel Modeling Analyses

Given the nested nature of the temporal scales within a given network for each subject, multilevel
modeling (MLM) was used to test the effects of MSE differences as a function of age and memory
performance. The lme4 package in R was used for data analysis [61]. The MLM analyses used a
random intercept and random slope for Timescale, modeled an auto-correlation structure of 1, and
used maximum likelihood estimation. MSE was modeled at the first level and Timescale at the second
level. Thus, each of the seven temporal scales were modeled simultaneously in the analyses. Adding
an interaction term in the analyses with Timescale would indicate that the effects differed by Timescale.
However, none of our primary analyses revealed significant interactions with Timescale, indicating
that the relationships among MSE and the factors of interest (e.g., age and memory accuracy) did not
depend on Timescale. For simplicity, the models with the Timescale interaction terms are not reported.
All MLM analyses controlled for pre-encoding network complexity, sex (male = 0, female = 1), and
premorbid IQ.

Note that our sample was recruited to enrich risk factors for dementia across middle-aged and
older adults. Because the young adults were not assessed for dementia risk, a covariate across all
participants could not be calculated in the primary analyses. Instead, we created a dementia risk
score in the middle-aged and older adults only by summing the presence of any of the dementia risk
inclusion criteria (see Section 2.1). We then reconducted the MLM analysis in the middle-aged and
older adults with the dementia risk score in the model (Model 4) to determine (1) if dementia risk
modifies the post-encoding network complexity in the DMN, and (2) if the inclusion of the dementia
risk score modifies the effects of aging or memory accuracy on post-encoding complexity.

Although theories of consolidation propose that the hippocampus closely coordinates with regions
within the DMN to successfully store information, networks that process object representations also
might be involved in post-encoding consolidation [16]. Additionally, to the extent that the post-encoding
network complexity is due to covert rehearsal (i.e., re-visualization) of the study information following
encoding, then we might expect similar changes in network complexity in attention or cognitive control
networks. To test these possibilities, we conducted additional MLM analyses investigating the change
in network complexity in four additional networks [51]: lateral occipito-temporal network (Model 5),
cingulo-opercular network (Model 6), left fronto-parietal network (Model 7), and right fronto-parietal
network (Model 8).

3. Results

Table 1 summarizes the descriptive characteristics among the three age groups. The biggest
differences between the groups were in relation to cognition. A one-way analysis of variance
(ANOVA) indicated that associative memory performance in the fMRI task differed between groups,
(F (2,83) = 24.55, p < 0.001) such that memory for young adults was significantly greater than that of
middle-aged (p < 0.001) and older adults (p < 0.001). Memory performance did not differ between
middle-aged and older adults (p = 0.40). In addition, premorbid IQ differed with age (F (2,83) = 6.20,
p = 0.003) such that middle-aged adults scored significantly poorer than young adults (p = 0.028) and
older adults (p = 0.004), who did not differ from one another (p = 0.98). The proportion of self-reported
belonging to a particular ethnoracial category also differed between age groups (χ2 (4) = 22.66,
p = 0.001).

The dual regressions successfully captured the 10 RSNs [51]. Of particular interest was the DMN
both pre and post encoding. Notably, the hippocampus also was strongly correlated with the DMN in
our sample (Figure 1). Thus, the resulting time series spanned both the DMN and bilateral hippocampi.
As shown in Figure 2, network complexity increased slightly across the seven temporal scales, but
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these increases were not significant at pre-encoding rest or post-encoding rest (p’s > 0.20). Additionally,
mean network complexity in the DMN did not differ between pre- and post-encoding (p = 0.71), but
they were correlated with one another (r = 0.13, p = 0.001).

(a) (b) 

Figure 1. Group average of the default mode network during rest before memory encoding (a)
and during rest after memory encoding (b). Coronal slices show that the default mode network in
our sample also included bilateral hippocampus before and after encoding. Displayed maps were
thresholded at a Z-score > 7. L = Left, R = Right. DMN = default mode network.

 
Figure 2. Marginal plots showing network complexity in the DMN estimated using multiscale entropy
(MSE) on the y-axis at the seven temporal scales within the default mode network on the x-axis during
rest before encoding (green) and after encoding (blue). The shaded regions represent 95% confidence
intervals. Network complexity increased linearly with temporal scale and did not differ between pre-
and post-encoding rest. DMN = default mode network.

In the MLM analysis, our primary predictors were Age and Memory Accuracy nested within
Timescale, and our dependent variable was the difference in Network Complexity with the DMN
between pre-encoding and post-encoding (Model 1). Both older age (p = 0.0088) and higher memory
accuracy (p = 0.043) were associated with a greater increase in network complexity from pre- to
post-encoding (Figure 3). The full results from the MLM analysis can be found in Table 2. An additional
test for an Age ×Memory Accuracy interaction was not significant (p = 0.61). Although we found
evidence consistent with our hypothesis that network complexity increased following the encoding of
information, difference scores can be driven by effects at pre-encoding only, post-encoding only, or both.
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Thus, we conducted two additional tests to ensure that there were no pre-existing differences before
memory encoding (Model 2) and to verify that the network complexity difference score was primarily
due to differences at post-encoding (Model 3). We found no effect of Age or Memory Accuracy on
Network Complexity during pre-encoding (p > 0.59). However, we did find significant effects of
Age (p = 0.010) and Memory Accuracy (p = 0.041) on Network Complexity during post-encoding (see
Table 2). Thus, the locus of the network complexity difference score appears to be isolated to changes
in MSE at post-encoding.

Table 2. Fixed Effects for Network Complexity Multilevel Modeling Analyses.

DMN
Post–Pre
Encoding
(Model 1)

DMN
Pre-Encoding
(Model 2)

DMN
Post-Encoding

(Model 3)

DMN
Post–Pre
Encoding
(Model 4)

OT
Post–Pre
Encoding
(Model 5)

CO
Post–Pre
Encoding
(Model 6)

LFP
Post–Pre
Encoding
(Model 7)

RFP
Post–Pre
Encoding
(Model 8)

Intercept −0.0084
(0.013)

0.9764
(0.012) ***

0.9683 (0.013)
***

−0.0242
(0.024)

−0.0051
(0.016)

−0.0162
(0.017)

−0.0674
(0.015) ***

−0.0745
(0.017) ***

Timescale 0.0099
(0.013)

0.0148
(0.012)

0.0117
(0.013)

0.0065
(0.015)

−0.0010
(0.006)

0.0021
(0.007)

0.0175
(0.006) **

0.0156
(0.007) *

MSE Pre-Encoding −0.1789
(0.009) *** - - −0.1813

(0.010) ***
−0.1836

(0.009) ***
−0.1800

(0.009) ***
−0.1913

(0.009) ***
−0.1992

(0.009) ***

Age 0.0376
(0.014) **

−0.0002
(0.014)

0.0374 (0.014)
*

0.0750
(0.036) *

0.0017
(0.016)

−0.0155
(0.015)

−0.0155
(0.014)

−0.0039
(0.015)

Sex (Ref. =Male) −0.0036
(0.010)

0.0096
(0.010)

−0.0027
(0.011)

−0.0034
(0.012)

0.0014
(0.012)

0.0021
(0.011)

0.0104
(0.011)

0.0032
(0.011)

Premorbid IQ −0.0090
(0.013)

0.0015
(0.013)

−0.0084
(0.013)

−0.0222
(0.015)

0.0123
(0.014)

−0.0055
(0.014)

−0.0020
(0.013)

−0.0074
(0.014)

Memory Accuracy 0.0321
(0.016) *

0.0083
(0.016)

0.0329 (0.016)
*

0.0538
(0.021) **

0.0156
(0.018)

−0.0039
(0.017)

−0.0238
(0.016)

0.0144
(0.017)

Dementia Risk - - - 0.0052
(0.007) - - - -

*** p < 0.001, ** p < 0.01, * p <0.05; Values represent standardized beta coefficients and their standard errors
in parentheses; MSE = Multiscale entropy; DMN = Default mode network; OT = Occipito-temporal Network;
CO = Cingulo-opercular network; LFP = Left fronto-parietal network; RFP = Right fronto-parietal network.

To assess whether controlling for dementia risk would alter the findings, we conducted additional
sensitivity analyses excluding the younger adults. We found that, even in this smaller sample, older
age (p = 0.040) and memory accuracy (p = 0.011) were associated with a larger network complexity
change in the DMN (see Table 2). In addition, the effect sizes for age and memory accuracy nearly
doubled after young adults were removed from the analyses. No significant association was found for
dementia risk (p = 0.44).

Finally, to test the extent that other networks also were involved in post-encoding consolidation [16,62]
or involved covert rehearsal (i.e., re-visualization) of the study information following encoding, we
conducted additional MLM analyses in four additional networks [51]: lateral occipito-temporal network
(Model 5), cingulo-opercular network (Model 6), left fronto-parietal network (Model 7), and right
fronto-parietal network (Model 8). The results from these analyses can be found in Table 2 In short, neither
Age nor Memory Accuracy were significantly related to change in Network Complexity across any of the
other RSNs (p’s > 0.13).
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Figure 3. Marginal plots showing the relationship between post–pre encoding network complexity in
the default mode network on the y-axis and associative memory performance on the x-axis for younger
adults (green), middle-aged adults (yellow), and older adults (red). The shaded regions represent 95%
confidence intervals. Greater associative memory performance was associated with greater increases in
network complexity in the default mode network for each of the age groups. Older age was associated
with greater increases in network complexity in the default mode network. No interactions were found
between age and memory performance on change in network complexity. MSE =multiscale entropy.

4. Discussion

The present study aimed to test the degree to which network complexity would be sensitive
to post-encoding consolidation mechanisms across the adult lifespan. This study is the first to our
knowledge to assess post-encoding consolidation mechanisms using network complexity in fMRI. We
predicted that network complexity within the DMN would increase following memory encoding, that
this change in network complexity would be correlated with subsequent memory performance, and
that changes in network complexity would partially explain age-related declines in episodic memory.
Across participants, network complexity did not increase following memory encoding. However,
substantial individual differences existed such that a greater increase in network complexity from
pre- to post-encoding in the DMN was associated with better memory performance, as predicted.
Although this change in network complexity was associated with age, the direction of the effect was
contrary to our predictions. Older age was associated with greater increases in network complexity.
We elaborate on these main findings below.

Greater increases in network complexity predicted better memory performance, suggesting that
this measure successfully captured portions of post-encoding consolidation processes. This finding
converges with work showing that the intensity of reactivation during neural replay at rest is associated
with better memory performance in rats [63]. We also found that these effects were limited to the DMN.
Importantly, the DMN captured by our dual regression analyses encompassed bilateral hippocampi,
suggesting that the complexity in the BOLD signal may represent interactions between the hippocampus
and portions of the neocortex that included the medial prefrontal cortex and the medial parietal cortex.
Prior research in both human and animal models has established that consolidation-related stabilization
of memories relies on the connections between the hippocampus and the neocortex, supporting the
use of our network-based analyses [64,65]. Moreover, brain regions within the DMN specifically are
well-known for supporting episodic memory (for review, see [66]). Indeed, studies using resting-state
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functional connectivity have found that reduced connectivity between the hippocampus and other
parts of the DMN is associated with poorer memory in older adults [67,68].

We did not find the same evidence for other brain networks that might aid in suppressing
competing information during post-encoding consolidation via cognitive control networks [17] or
that might aid in consolidating perceptual information in the occipito-temporal network [14,17,69].
One reason we may not have found evidence for the involvement of these other networks is that specific
brain regions involved in processing faces (e.g., fusiform gyrus) or places (e.g., parahippocampal
gyrus) may have shown subtle alterations in MSE that were not captured by our relatively broader
network approach. Another consideration is that our sample consisted of mostly middle-aged and
older adults who show age-related declines in specialized processing of visual information [70–72].
Such reductions in visual-information processing may have reduced the ability of these regions to
contribute substantially to post-encoding consolidation mechanisms. Supporting this idea, age-related
decreases in pre- and post-encoding functional connectivity have been found in the occipito-temporal
network [17].

Why might network complexity capture post-encoding consolidation? Current evidence in animal
models suggests that neural replay occurs in a temporally reversed order from how the encoded
events originally unfolded [13]. Therefore, the temporal patterns of brain activity, as assessed via
network complexity, should provide insightful information into consolidation processes. Additionally,
neural replay is thought to unfold more rapidly than the original event and repeated many times,
suggesting that new and different information is coded within brain networks mediating consolidation
processes [13]. To the extent that network complexity represents greater information processing offline
and can capture neural dynamics at multiple time scales, then network complexity should be sensitive
to consolidation processes.

In the context of the positive correlations we found between network complexity and memory
performance, we were surprised to find that aging also was accompanied by increases in network
complexity within the DMN. Older age was not associated with changes in network complexity
in the other networks, suggesting that this aging effect was specific to the DMN and not a general
physiological effect of the aging brain. One intriguing possibility for these unexpected age effects is that
the increases in network complexity represent a novel compensatory mechanism to help ameliorate
age-related memory declines. Some cognitive aging theories propose that much of the age-related
deficits in memory occur because of reduced processing resources that limits their ability to initiate
effortful strategies [73,74]. This deficit in controlled processing also is believed to be the origin of the
enhanced reliance on automatic memory processes with age [75,76]. The present findings suggest that
post-encoding consolidation processes might be considered an automatic process that is not only intact,
but also helps maintain cognition in older age.

A slightly different perspective is that older adults may rely more on processes subserved by the
DMN generally and, depending on the context, this over-reliance might aid or hinder memory [77].
Indeed, older adults often rely more on prior knowledge and schemas than younger adults [78].
Processing such schemas has been associated with connectivity between the medial temporal lobes
and brain regions within the DMN, such as the medial prefrontal cortex in similar post-encoding
paradigm, at least in young adults [16,79]. Thus, the present findings are consistent with the notion
that middle-aged and older adults rely more on the DMN than younger adults [77].

In contrast to these optimistic perspectives, the present findings stand in contrast to two recent
studies that assessed MSE using EEG in a similar rest–task–rest paradigm, but that did not measure
episodic memory [80,81]. For example, MSE has been found to increase at fine temporal scales in
anterior regions and decrease at coarse temporal scales in posterior brain regions from pre- to post-task
in young adults [81]. In that study, no differences in MSE were found from pre- to post-task in
middle-aged or older adults. Similar reductions in old age were found during a visual stimulation
task [80]. Any differences between studies could easily be attributed to differences between EEG and
fMRI. However, we also believe that their findings were sensitive to a different process altogether.
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In [81], the positive correlations between MSE at rest with behavioral performance before and after the
task (separately) were similar from fine to mid temporal scales. Because their study was not measuring
episodic memory (but rather perception and working memory), the authors did not need to assess
correlations between pre- to post-task changes in MSE and behavioral performance as we did in the
current study. Thus, while any task can be considered an “encoding” task because information is
constantly being encoded, an alternative hypothesis is that individual differences in resting MSE might
provide a reliable individual difference estimate for cognitive health [81]. Our findings appear to be
different from this perspective because individual differences in network complexity before encoding
were not related to either age or memory performance as it was in their study. The specificity of our
results suggests that our analyses are not capturing general individual differences in cognitive health,
but specific post-encoding factors.

However, another possibility is that brain activity during rest after encoding represents the
recovery and restoration of the brain following an effortful task, especially in the DMN [19,82–85].
On the one hand, the increased network complexity with age might be interpreted as an increase in
“effort” with age to restore the brain to a pre-task state. This explanation would be broadly in line with
theories proposing age-related deficits in neural efficiency [86]. Of course, such “effort” would have
to be interpreted in a non-traditional manner, given that one does not have conscious awareness of
brain processes occurring at rest. A related argument is that increases in network complexity relate to
overt rehearsal of the encoding material in preparation for the later memory test. Indeed, such overt
rehearsal would support later memory performance. Several reasons make this explanation unlikely.
First, attempting to rehearse faces verbally can lead to later memory impairments known as verbal
overshadowing [87,88]. Second, the encoding phase consisted of 64 face-picture pairs, which would
be difficult to rehearse. Lastly, a structural scan was collected immediately after the last encoding
scan. Therefore, any effects of rehearsal would likely have come to an end or at least would have been
minimized by the time the second resting-state scan began.

5. Conclusions

Network complexity in the DMN during post-encoding awake states may represent a novel
assessment of memory consolidation. We showed that pre- to post-change in network complexity
related to better subsequent memory performance, supporting the idea that greater network complexity
represents the degree of information processing in the brain [28,48]. This change in network complexity
also increased with age, possibly representing a mechanism for older adults to maintain memory in
the face of overall age-related declines in episodic memory. Network complexity and other measures
of brain entropy have quickly become adopted as novel measures to assess optimal brain functioning,
but more research is needed to understand further how these measures relate to more established brain
measures such as task activations and how to interpret different temporal scales. Additionally, future
work is needed to replicate and provide supporting evidence for this novel mechanism underlying
post-encoding mechanisms of memory, including how network complexity might be related to
neural replay.
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Abstract: Brain complexity estimated using sample entropy and multiscale entropy (MSE) has
recently gained much attention to compare brain function between diseased or neurologically
impaired groups and healthy control groups. Using resting-state functional magnetic resonance
imaging (rfMRI) blood oxygen-level dependent (BOLD) signals in a large cohort (n = 967) of healthy
young adults, the present study maps neuronal and functional complexities estimated by using
MSE of BOLD signals and BOLD phase coherence connectivity, respectively, at various levels of
the brain’s organization. The functional complexity explores patterns in a higher dimension than
neuronal complexity and may better discern changes in brain functioning. The leave-one-subject-out
cross-validation method is used to predict fluid intelligence using neuronal and functional complexity
MSE values as features. While a wide range of scales was selected with neuronal complexity, only the
first three scales were selected with functional complexity. Fewer scales are advantageous as they
preclude the need for long BOLD signals to calculate good estimates of MSE. The presented results
corroborate with previous findings and provide a baseline for other studies exploring the use of MSE
to examine changes in brain function related to aging, diseases, and clinical disorders.

Keywords: brain complexity; dynamic functional connectivity; edge complexity; fluid intelligence;
multiscale entropy; node complexity; resting-state functional magnetic resonance imaging;
sample entropy

1. Introduction

Fluctuations in the resting-state functional magnetic resonance imaging (rfMRI) blood
oxygen-level dependent (BOLD) signals have recently received considerable attention for their use in
studies of functional brain networks and discovering “neuromarkers” for brain function in diseases
and clinical disorders [1]. Functional connectivity (FC) describes the correlation of two time series
from different regions of the brain, which are also referred to as nodes, and similarities among the
time series from a set of nodes have been used to identify resting-state networks (RSNs). In addition,
these functional networks have been associated with different cognitive functions [2]. The connections
between the nodes are referred to as edges, and a matrix of all pair-wise edge strengths is used to
denote the FC. This matrix is symmetric with the rows and columns representing the nodes and edges,
respectively.

In the past, many studies made the simplifying assumption that the correlation or functional
connection between different regions of the brain is static [3]. However, dynamic functional
connectivity (dFC) more accurately reflects non-stationary brain activity and is, therefore, receiving
increased attention [4,5]. A common approach to find the dFC is to use a sliding window, the length of
which determines the final number of time points, of the BOLD time series data to determine repeated
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states by using a clustering algorithm [6]. Another approach is to use the BOLD phase coherence
connectivity (PCC) [7–9]. Dynamic functional connectivity has been explored for its ability to identify
intrinsic individual brain connectivity patterns [10,11], to study age-related cognitive changes [9], and
to classify brain disorders [12], to cite a few examples.

The variability and complexity of the brain’s neural signals are two quantitative measures that
can be used to assess the health of a brain [13]. These measures indicate the ability of the brain to react
to uncertainty and adapt to and function in a dynamic environment. Higher variability is associated
with better behavioral performance, as it allows for the formation of functional networks and probes
various functional configurations. Higher complexity, on the other hand, is associated with a higher
information processing capacity. Healthy systems exhibit chaotic and complex behaviors; a loss of
this complexity or transition to less complicated, predictable behaviors is an indication of disorders or
impairments in fixed-point attractor systems and vice versa in oscillatory systems [14–16].

Several entropy measures have been used to study brain complexity using fMRI data.
Approximate entropy [17] and sample entropy (SampEn) [18] are two such measures. Both measures
estimate Kolmogorov entropy [19], which is the rate of generation of new information, and are
attractive because of their immunity to low-level noise, robustness to occasional large or small artifacts,
the ability to perform even with missing data, and preclude the requirement of a large number of
data points. However, SampEn is advantageous because it is less dependent on the time series length
being in the range 10m–20m (m being the pattern length) and displays relative consistency compared to
approximate entropy. SampEn is the natural logarithm of the conditional probability that a pattern
length of m points will repeat itself, without including self matches, for m + 1 points within a tolerance
of r in a time series of length N [18]. Entropy is a measure of randomness and predictability of a
stochastic process and, in general, increases with greater randomness. Therefore, higher SampEn
values mean that the system has more complexity.

One of the issues in calculating SampEn is selecting the appropriate values for m and r. Choosing
a large m and small r will result in fewer patterns, whereas a small m and large r will result in more
pattern matches. These two extremes result in higher statistical variations in calculating SampEn and
the reduced ability of SampEn to model temporal dynamics, respectively. It is also possible to fail in
estimating SampEn for some combinations of m and r because no matching patterns can be found,
and these combinations must be avoided. Adopting the strategy of [20], a systematic approach was
presented in [21] to overcome limitations in previous studies wherein parameters are selected in an
ad hoc fashion or those resulting in the maximum difference in population groups. Parameters are
selected to keep the relative error of SampEn less than 0.1, which corresponds to about 10% of the
coefficient of variation value in SampEn estimates. The relative error is estimated from the mean and
standard deviation of SampEn of cerebrospinal fluid (CSF) signals, which contain minimal physiologic
information (see Section 4.3 for details). Parameters that minimized this relative error are then used to
calculate SampEn in BOLD signals in gray matter regions.

To more effectively model complex temporal fluctuations, multiscale entropy (MSE) was proposed
to estimate dynamic complexity in a time series by considering different time scales [22]. In this method,
multiple “coarse-grained” time series of length (N/l), where l is the scale factor, are first formed by
averaging consecutive, non-overlapping data points of increasing length. Then the SampEn of each
coarse-grained time series is calculated. Because complexity is evaluated over different time scales
(high frequencies at fine scales (i.e., low scale factors) and low frequencies at coarse scales (i.e., high
scale factors)), MSE can better identify frequency-dependent neuropathophysiological processes in
different brain regions.

MSE has been used to study changes in brain complexity that are related to aging [16,23,24],
Alzheimer’s disease [25,26], and schizophrenia [27,28]. SampEn was used to measure complexity
within dFC in [28,29], the only two studies where SampEn was calculated using dFC between nodes
and are therefore different from the other studies. However, the entropy of the dFCs was averaged to
find the SampEn of nodes, RSNs, and whole brain. Patients showed a significantly higher SampEn
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than the controls at the whole-brain level, in two RSNs (visual recognition and auditory networks),
and three nodes (right middle occipital gyrus, right inferior occipital gyrus and left superior occipital
gyrus) [28]. Although the whole brain and RSNs were not correlated to the clinical variables, the three
nodes did show a strong positive correlation. The results in [28,29] motivate further studies on the use
of MSE of dFC, particularly at the edge level without any averaging, to develop new approaches that
more effectively utilize the spatiotemporal fluctuations in the brain activity.

Using publically available rfMRI data of about 1200 healthy young adults from the Human
Connectome Project (HCP) S1200 release [30], brain complexity estimated using SampEn over multiple
scales is studied here. One of the distinguishing features of the HCP is that rfMRI data were collected
in four 15-min sessions over two consecutive days, providing a large time series data set (4800 volumes)
to more accurately estimate complexity and study variations of SampEn over a wide range of scale
factors. The long rfMRI time series data of a large cohort is exploited here to map the brain complexity
across scales at four different levels:

1. Edge level—edge complexity is estimated by the MSE of each edge, calculated from its dFC time
series data (eMSE) that is obtained using BOLD PCC.

2. Node level—node complexity is estimated by the MSE of each node, calculated from its BOLD
time series data (nMSE) or calculated as the mean eMSE of all the edges connected to the node
(edge-based nMSE).

3. Network level—network complexity is estimated by the mean nMSE or mean edge-based nMSE
of all the nodes in the RSN.

4. Whole-brain, consisting of only the cortex and subcortical gray matter, level—whole-brain
complexity is estimated by the mean nMSE of all the nodes or mean eMSE of all the edges
in the brain.

By virtue of using the dFC edge time series, eMSE and edge-based nMSE are measures of
functional complexity. On the other hand, nMSE is a measure of neuronal complexity because it
is estimated from the BOLD time series. Past studies have focused mostly on neuronal complexity,
exploring patterns at the node level and/or RSN level. Functional complexity explores patterns in
a dimension higher than the node level, and the utility of functional complexity has not yet been
fully explored.

Fluid intelligence [31,32], which is the capacity to identify patterns and solve problems
independent of previously acquired knowledge, is known to be involved in individual differences [33].
The eMSE, nMSE, and edge-based nMSE values are used as features to predict fluid intelligence by
using the linear-kernel support vector regression (SVR) leave-one-subject-out cross-validation scheme.
The prediction accuracy results obtained using eMSE, nMSE, and edge-based nMSE features will help
to better understand the use of brain complexity measures as a complementary tool to the traditional
functional connectivity analysis. Moreover, the results of this study involving healthy young adults
will serve as a baseline for better identification of changes in brain function due to age, diseases, and
clinical disorders.

2. Results

2.1. Relative Error of SampEn

Figure 1 shows a color map of the median relative error of SampEn of CSF signals across all
subjects. The median relative error was calculated for 48 different combinations of pattern lengths
(m = 1, 2, and 3) and tolerance values (r = 0.05 to 0.8 in increments of 0.05). These 48 error values are
mapped to a color and then shown in a 3 × 16 grid of pattern lengths and tolerance values. Several
expected trends can be clearly seen when the MSE parameters are varied. At fine scales, the relative
error was low, and this error increased with coarser scales. For pattern lengths m = 2 and m = 3, the
relative error for low and high tolerance values was higher compared to other values, with a “skewed
U-pattern” toward the lower end. An increase in the parameter length increased the relative error in
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SampEn estimates. The combinations when there were failures in estimating SampEn, which occurred
only when m = 3, are shown with an “X”. The tolerance had to be increased with higher pattern
lengths to avoid failures. In general, failures occurred when the tolerance was low and the pattern
length was high, and the relative error increased with an increase in the scales.

Figure 1. Median relative error of SampEn in CSF signals for scale factors 1–10. The color bar on the
right displays the mapping of the median relative error to the color map. An “X” is used to denote
failure to find a SampEn value.

The lowest mean relative errors across all scales for each parameter length were calculated as
0.016 (m = 1 and r = 0.05), 0.024 (m = 2 and r = 0.1), and 0.032 (m = 3 and r = 0.2), respectively.
Instead of picking the case with the lowest relative error, the results are presented in Section 3 for the
case m = 3 and r = 0.2, because m = 3 is a stronger test of repeating patterns compared to m = 1 and
m = 2. As previously noted, relative errors of SampEn of CSF signals were used as estimates of the
relative errors of BOLD signals and BOLD PCC.

2.2. Brain Complexity Across Different Levels

Figure 2 shows variations in the group mean (i.e., average over all subjects) SampEn across scales
for the whole brain, considering only the cortex and subcortical gray matter, as previously defined. All
three SampEn values decreased at coarse scales, but with different trends. The exponential decrease in
CSF SampEn is similar to that of white noise [34]. There was an initial increase in eMSE, followed by a
decreasing trend that also occurred in nMSE. In addition, the decrease in the slope of nMSE and eMSE
was less than CSF SampEn, and the overall brain complexity estimated by nMSE was higher than
eMSE for all scales. The two-tailed paired t-test for the worst case is t966 = 40.9057, p < 5 × 10−213

(uncorrected). The higher nMSE and eMSE values compared to CSF SampEn at coarse scales clearly
delineate neuronal signals from non-neuronal signals.

Figures 3 and 4 show the network-level results. Figure 3 shows variations in the group mean
SampEn in RSNs across the scales. Except for the precuneus, higher visual, and right executive control
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network (RECN), nMSE shows a decreasing trend similar to that seen in the whole brain. In the case
of edge-based nMSE, all networks (with the exception of the precuneus and higher visual) show a
trend similar to the whole brain, where a decrease follows an initial increase in SampEn. The nMSE
values are higher than those of edge-based nMSE across all scales in every RSN. The two-tailed paired
t-test for the worst case is t966 = 13.7579, p < 2 × 10−39 (uncorrected). The results also show that the
networks have different levels of complexity when compared with the whole brain.

Figure 2. Group mean SampEn of whole brain (gray matter) and cerebrospinal fluid (CSF) signals
across scale factors.

Figure 3. Group mean SampEn across scale factors of resting-state networks (RSNs). Red circles and
line—nMSE, green squares and line—edge-based nMSE.

Figure 4 shows the variations of the mean (i.e., average of scale factors 1–10) MSE value of each
RSN. There is a significant average difference between the mean nMSE and the mean edge-based
nMSE values in every RSN. The two-tailed paired t-test for the worst case is t966 = 34.2972, p < 10−169

(uncorrected), and the mean nMSE has more outliers than the mean edged-based nMSE. In addition,
the mean nMSE has a smaller range, between the 25th and 75th percentile values. This suggests that
the mean nMSE does not capture as much of the intrinsic patterns in subjects as the mean edge-based
MSE does, but it captures much of the network differences. Another clear difference in most subjects
is that the mean nMSE is higher than the mean edge-based nMSE in all RSNs. In short, the results
from the network-level MSE analysis suggest that the inter-network differences are captured much
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better by the mean nMSE, while the intrinsic patterns in subjects are captured much better by the mean
edge-based nMSE.

Figure 4. Box plots of the average MSE values of scale factors 1–10 for each RSN. (a) mean
nMSE; and (b) mean edge-based nMSE. On each box, the central mark shows the median, bottom
and top edges show the 25th and 75th percentiles, respectively, and the whiskers extend to the
most extreme data points that are not considered as outliers, which are defined as 1.5 times the
interquartile range away from the top or bottom of the box. AUD-auditory, BAS-basal ganglia,
DDMN-dorsal default mode network, V1-primary visual, LAN-language, LECN-left executive
control network, SMOTOR-sensorimotor, PSAL-posterior salience, PRE-precuneus, V2-higher visual,
RECN-right executive control network, ASAL-anterior salience, VDMN-ventral default mode network,
VISUO-visuospatial.

Figure 5 shows the node-level results (i.e., the variations of the mean MSE value of each node).
Similar to the network-level case, there is a significant average difference between the mean nMSE
and mean edge-based nMSE values in every node. The two-tailed paired t-test for the worst case
is t966 = 4.6786, p < 3 × 10−6 (uncorrected), and the spread of the mean nMSE data was smaller
compared to the mean edge-based nMSE. These results are consistent with the network-level MSE
analysis (see Figure 4) in that the mean edge-based nMSE is capturing much more intrinsic information
compared to the mean nMSE, which captures the difference among networks. In addition, Figure 5
shows that the mean MSE of some intra-network nodes has different median values.

Figure 6 shows the edge-level results (i.e., the group mean eMSE of edges across scales). The
upper triangular part of each matrix shows the group mean eMSE of edges for the respective scale, and
the lower triangular part shows the grand mean (averaged over all subjects and scales) eMSE of edges.
Figure 7 shows the divergence color map for the edges obtained using the difference between SampEn
at scale ten and scale two. Note that scale two was chosen as the reference because this scale had the
highest whole-brain entropy. Therefore, a positive value in the divergence color map represents an
increase in SampEn and vice versa. The major observations from the edge-level results are as follows:
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1. The group mean eMSE of most edges was highest for scale 2, consistent with the whole-brain (see
Figure 2) and network-level (see Figure 3) results.

2. The matrix for scale 5 shows that the group mean eMSE values are most similar to the grand
mean eMSE values.

3. There is a large variation in complexity among all edges at fine scales, which decreases at
coarse scales.

4. The complexity of intra-network edges is lower than inter-network edges in many RSNs across
scales. An example of this is the ventral default mode network (VDMN).

5. There is a large variation in complexity of all edges in many nodes in various RSNs at fine scales.
An example of this is the dorsal default mode network (DDMN), and these variations decrease at
coarse scales.

6. About 70% of edges show a decrease in SampEn as the scale increases. The remaining 30% show a
diverging pattern with the SampEn increasing, which shows that the complexity is not correlated
to the variance of coarse-grained signals [35].

Thus, additional information is obtained from an edge-level analysis.

Figure 5. Box plots of the average MSE values of scale factors 1–10 for each node. (a) mean nMSE; and
(b) mean edge-based nMSE. On each box, the central mark shows the median, bottom and top edges
show the 25th and 75th percentiles, respectively, and the whiskers extend to the most extreme data
points that are not considered as outliers, which are defined as 1.5 times the interquartile range away
from the top or bottom of the box. Nodes belonging to the RSNs are shown in parentheses—auditory
(1–3), basal ganglia (4–7), dorsal default mode network (8–17), primary visual (18–19), language (20–26),
left executive control network (27–32), sensorimotor (33–38), posterior salience (39–50), precuneus
(51–54), higher visual (55–56), right executive control network (57–62), anterior salience (63–69), ventral
default mode network (70–79), visuospatial (80–90).
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Figure 6. eMSE of edges. Upper triangular part—group mean eMSE for the noted scale factor,
lower triangular part—grand mean eMSE (same in all matrices). The color bar on the right
displays the mapping of the eMSE value to the color map. AUD-auditory, BAS-basal ganglia,
DDMN-dorsal default mode network, V1-primary visual, LAN-language, LECN-left executive
control network, SMOTOR-sensorimotor, PSAL-posterior salience, PRE-precuneus, V2-higher visual,
RECN-right executive control network, ASAL-anterior salience, VDMN-ventral default mode network,
VISUO-visuospatial.

Figure 7. Divergence color map for the edges. The color bar on the right displays the
mapping of the SampEn difference to the color map. AUD-auditory, BAS-basal ganglia,
DDMN-dorsal default mode network, V1-primary visual, LAN-language, LECN-left executive
control network, SMOTOR-sensorimotor, PSAL-posterior salience, PRE-precuneus, V2-higher visual,
RECN-right executive control network, ASAL-anterior salience, VDMN-ventral default mode network,
VISUO-visuospatial.
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2.3. Cognitive Behavioral Prediction Correlation Scores and Selected Features

The leave-one-subject-out SVR models that used the MSE of nodes and edges as features were
able to predict individual fluid intelligence scores. Table 1 shows the prediction results for several
combinations of pattern length and tolerance and the number of selected features. With m = 3, r = 0.2,
and 50 features selected in the SVR training, the correlation of predicted and actual fluid intelligence
scores using nMSE, edge-based nMSE, and eMSE features were 0.249, 0.202, and 0.240, respectively.
The permutation test resulted in a p-value < 0.001 with 1000 permutations; therefore, the correlation
results are statistically significant. Note that when 900 nMSE and edge-based nMSE features were
selected, all 90 nodes and 10 scale factors were used to predict fluid intelligence. However, 900 selected
features using eMSE represented only 2.25% of the 4005 edges and 10 scale factors. Although no
attempt was made to find an optimal number of features to include in the SVR models, it is clear that
including a large number of features does not improve the prediction accuracy. Surprisingly, a small
number of features was sufficient to obtain the best or second-best correlation value for the cases that
were studied.

Further analysis was carried out to identify the most significant node and edge features involved
in predicting fluid intelligence when 50 features were selected. Table A1 shows the nodes and the RSNs
that the nodes were part of when nMSE and edge-based nMSE were used to predict fluid intelligence.
While several nodes in different RSNs were involved, the most significant number of nodes came from
the RECN and the left executive control network (LECN), followed by the language and precuneus
networks. Although nodes selected with nMSE were mostly from scales 1 and 2, others were selected
from scales 5, 7, 9, and 10. On the other hand, with edge-based nMSE, nodes were selected only
from scales 1–3. Many nodes selected by both nMSE and edge-based nMSE were the same. Figure 8
shows the sagittal views of these common brain regions, as well as those that were specific to each
complexity method.

Table 1. Correlation of predicted and actual fluid intelligence scores. The results for the case described
in Section 2.3 are highlighted in bold italic font.

Complexity Level
Pattern Length,

m
Tolerance,

r

Number of Selected Features

25 50 100 900

nMSE
1 0.05 0.168 0.174 0.134 0.178
2 0.10 0.231 0.179 0.200 0.150
3 0.20 0.200 0.249 0.133 0.158

Edge-based
nMSE

1 0.05 0.079 0.239 0.319 0.237
2 0.10 0.159 0.152 0.246 0.181
3 0.20 0.178 0.202 0.195 0.207

eMSE
1 0.05 0.180 0.127 0.171 0.165
2 0.10 0.160 0.238 0.210 0.126
3 0.20 0.237 0.240 0.234 0.165

Similar to the edge-based nMSE, features selected with eMSE came from scales 1–3. Figure 9
shows these edges for scales 1 and 2. The figure does not include scale 3 because there was only one
intra-network edge between node #58 (right middle frontal gyrus) and node #59 (right inferior parietal
gyrus, supramarginal gyrus and angular gyrus) in the RECN network. The edges were predominantly
inter-network edges between the RECN and the VDMN, and a few intra-network edges were found in
the RECN and precuneus.

Figure A1 shows the group mean correlation values of the selected nMSE features, which were
common in all subjects to predict fluid intelligence in the leave-one-subject-out SVR models. The nMSE
values were negatively correlated with fluid intelligence scores at fine scales and positively correlated
at coarse scales. On the other hand, selected eMSE features had all negative correlations. However, it
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should be noted that the eMSE features had both negative and positive correlation values across scales;
those selected to predict fluid intelligence were all negatively correlated.

Figure 8. Sagittal views of brain regions selected in predicting fluid intelligence. Red—common regions
selected when using nMSE and edge-based nMSE features, blue—regions selected with only nMSE
features, green—regions selected with only edge-based nMSE features.

Figure 9. Significant edges in predicting fluid intelligence using eMSE features. Connectogram
for scale factor 3 not shown because it had only one edge with an intra-node connection in the
RECN. AUD-auditory, BAS-basal ganglia, DDMN-dorsal default mode network, V1-primary visual,
LAN-language, LECN-left executive control network, SMOTOR-sensorimotor, PSAL-posterior salience,
PRE-precuneus, V2-higher visual, RECN-right executive control network, ASAL-anterior salience,
VDMN-ventral default mode network, VISUO-visuospatial.

3. Discussion

This study is the first to consider MSE of functional complexity using dFC obtained from the BOLD
PCC, and expands brain complexity analysis to the edge level. In addition, neuronal and functional
complexities estimated using MSE were compared at different levels of the brain’s organization.
Furthermore, neuronal and functional complexities were used to predict fluid intelligence. A large
number of subjects (n = 967) with high temporal resolution data and long rfMRI data sets was
studied here.
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The brain complexity at the whole-brain level estimated using nMSE and eMSE was different
because nMSE captures neuronal complexity from the BOLD time series, while eMSE captures
functional complexity from the dFC edge time series. The decrease in neuronal complexity at higher
scales was similar to some previous findings [24,36], but is different from [34], which may be due to
differences in the number of subjects included in the study, the length of time series data, and the use of
the parcellation scheme. However, the initial increase followed by a decrease in functional complexity
when the scale is increased is similar to the “skewed inverted-U pattern” in [34]. The network-level
complexity analysis reveals that the neuronal and functional complexities differ among networks.
Except for the precuneus, higher visual, and RECN, all networks had trends similar to the whole-brain
complexity. The results showed that some information is lost in averaging the SampEn due to mixing
of complexity measures [34] because MSE trends were not the same in every RSN as in the whole
brain. The edge-level results show that additional information is obtained compared to those from the
node- and network-level analyses. A previous study with windowed dFC had shown that there exists
a difference in SampEn measured throughout the brain at different organization levels [29].

The abbreviated version of Raven’s Progressive Matrices would be considered as a “fair” quality
measure to assess fluid intelligence, with the expected correlation in the range 0.50 to 0.71 [37]. The fair
quality measure in itself may lead to a lower correlation between the fluid intelligence and the BOLD
time series data. Moreover, a correlation of 0.2 is considered “typical” in research related to studying
individual differences [38]. Considering the large number of subjects, the correlation results for predicting
fluid intelligence were well within the range of some published results [10,39,40]. Although from an
absolute perspective the correlation would be considered as small, valuable insights were obtained on
the most significant features selected with different complexity levels (See Table A1 and Figure 9).

The brain regions in the RECN and LECN, such as frontal gyrus, angular gyrus, and parietal
gyrus were selected as significant features in the leave-one-subject-out SVR models. These regions
are known to be influential on fluid intelligence [33,39,41]. In addition, fluid intelligence is related
to activity in the bilateral superior, inferior, and middle frontal gyri, as well as the anterior cingulate
and paracingulate cortex [41]. The selected features corroborate with these past studies. The group
mean correlation of nMSE with fluid intelligence was negative at fine scales and positive at coarse
scales. Recent studies have shown the FC and SampEn have a similar correlation trend [34,36,42,43],
and FC had a positive correlation with fluid intelligence [10,39,41,44]. In addition, studies have shown
that fluid intelligence depends on synchrony in the brain’s intrinsic network [45]. Higher intelligence
was shown to be associated with the brain’s capacity to adapt to a new state during the task with
small changes in FC [44]. The synchronization and smaller changes in network dynamics are related to
decreasing SampEn at fine scales [34,36], which is related to well-organized brain network dynamics.

Selecting appropriate MSE parameters is crucial to accurately estimate brain complexity. The
relative error method [20,21] can be successfully implemented to find parameter combinations that
satisfy some user-defined optimization criterion. Here, it can be seen that the relative error was well
below the selected threshold of 0.1, and potential combinations with a relative error of less than 0.05
were present, which is the best value for the efficiency metric reported in [20]. The relative error was
small compared to some recent studies [13,21], which may be due to the high quality of data used,
high temporal resolution, and long rfMRI data sets.

Limitations and Future Direction

The results presented in this study, which considered a large number of healthy young adults,
provide a baseline for other studies that explore the use of MSE to examine changes in brain function
related to aging, diseases, and clinical disorders. Further studies are needed to ascertain if functional
complexity provides a better differentiation ability than neuronal complexity by comparing between
cohorts with diseases or neurological impairments and healthy control cohorts. Although many
common regions were identified to be significantly correlated to fluid intelligence by considering
neuronal and functional complexities, there were other areas specific to the two types of complexities.
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With neuronal complexity, features were selected from a wide range of scales. On the other hand,
features were selected from the first three scales with functional complexity, which is advantageous as it
precludes the need for long BOLD signals to calculate good estimates of MSE. Future work is required
to determine if only the first few scales are sufficient for estimating brain complexity. In addition,
advanced nonlinear mathematical models are needed to predict cognitive performance with higher
accuracy using the BOLD time series data.

Another limitation of this study is that MSE was estimated in a traditional manner by considering
the tolerance r to be scale-invariant. A number of modifications and alternate coarse-graining
procedures have been proposed to improve the accuracy of estimating MSE and mitigate the limitation
of using scale-invariant tolerance values. See [46] for a review of these refined methods. More recently,
a theoretical approach was presented to analytically calculate a new MSE measure using state-space
models [47–49]. In addition, the importance of considering signal normalization and spectral content
was shown using simulated and empirical data [50]. Recommendations were made for the steps to
be followed to safeguard against biases in traditional MSE implementations. A comparison of the
results presented in this study, including the diverging patterns shown in Figures 3 and 7, with recently
published refined methods being of great interest; they are recommended for future studies.

4. Materials and Methods

4.1. fMRI Data

The data was acquired with multiband echo-planar imaging at a temporal resolution (TR) of
0.72 s per volume and 2-mm isotropic voxels for about 1200 young adults (ages 22–35) from families
with twins and non-twins using a 3T imaging scanner at Washington University in St. Louis. The 3T
rfMRI data was acquired in four runs of approximately 15 min each, two runs with right-to-left and
left-to-right phase encoding protocols on day 1 and two similar runs on day 2 were used in this study.
To remove the effects of structured artifacts, the data have been run through HCP FIX-ICA denoising.
A detailed description of the minimal preprocessing steps applied to the data can be found in [1,51],
and a description of the FIX approach in [52].

Some subjects in the HCP data set were excluded for the following reasons.

1. Missing rfMRI sessions—174 subjects were missing in one of the resting-state sessions.
2. High average framewise displacement [53]—16 subjects had an average framewise displacement

greater than four standard deviations of the group, which introduces head motion artifacts.
3. Missing time series data—six subjects had less than 1200 points in one of the sessions.
4. Misalignment—one subject was misaligned in standard space and was missing some

brain regions.
5. Low Mini-Mental Status Exam (MMSE) score [54]—33 subjects had an MMSE score of 26 or lower,

which can be an indicator of cognitive impairment.
6. Missing fluid intelligence score—nine subjects were missing the fluid intelligence score.

The 967 subjects (451 males and 516 females) that remained after applying the exclusion criteria were
included in this study.

Brain parcellation was performed using an atlas with 90 functional brain regions of interest, also
known as nodes, defined across 14 major RSNs (https://findlab.stanford.edu/functional_ROIs.html).
Time series of the 90 nodes, which were obtained using MATLAB based SPM (https://www.fil.ion.ucl.
ac.uk/spm/) and REX toolbox (https://web.mit.edu/swg/rex/rex.m) from the four sessions, were
detrended [MATLAB-detrend] and z-score normalized [MATLAB-zscore] before being concatenated
to yield a total of 4800 data points. The time series were not filtered because studies have shown that
useful neuronal related signals are present at higher frequencies up to 0.5 Hz [1,55,56]. Note that for
clarity and completeness, the software package and commands, with any options, that were used to
obtain the results are included within square brackets throughout the manuscript. MATLAB 2018a
and SPM12 were used to obtain the results presented here.
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4.2. Node and Edge Complexities

Brain complexity was estimated in two steps using MSE. First, the multiple coarse-grained time
series of length (N/l) was formed by averaging consecutive, non-overlapping data points of increasing
length. Second, the SampEn of each coarse-grained time series was calculated (WFDB Toolbox for
MATLAB—https://physionet.org/physiotools/matlab/wfdb-app-matlab/). Three parameters must
be defined: (i) pattern length m—the number of data points for pattern matching; (ii) tolerance
(similarity factor) r—the fraction of standard deviation of the time series; and (iii) scale factor l—the
scale factor of coarse-graining.

The time series of the 90 nodes, each having 4800, time points were used to calculate the nMSE
values. On the other hand, the eMSE values were calculated using PCC [57], which yields dynamic
connectivity matrices of size 90 × 90 at every time point. The phase of the time series data for the ith
node, θ(i, t), was first calculated using Hilbert transform [MATLAB-hilbert,angle]. Next, the phase
value was used to calculate the dFC matrix at time t using phase coherence between brain regions i
and j as [57]:

dFC(i, j, t) = cos(θ(i, t)− θ(j, t)) (1)

where cos() is the cosine function. Because the dFC matrices are symmetric, only the upper triangular
part was used to obtain the edge connectivity changes with time. This yielded the time series for 4005
edges with their connectivity variations along 4800 time points, and eMSE was calculated for these
edges. For any given time series {xi , i = 1, 2, 3, . . . , N}, the course-grained time series, yl , and SampEn
are calculated as follows:

yl
j =

1
l

jl

∑
i=(j−1)l+1

xi, 1 ≤ j ≤ N
l

(2)

SampEn(m, r, N) = −ln
Pm+1(r)

Pm(r)
(3)

where P is the probability that the time points are within tolerance r.

4.3. Optimal Parameter Selection for Calculating SampEn of BOLD Signals

Selecting the optimal combination of MSE parameters m, r and l is a challenging task. The relative
error method presented in [21] was used in this study to find the acceptable MSE parameter space.
Using the time series of all CSF signals, the relative error in SampEn estimation was calculated as:

RE = 1.96 ×
σSampEn
μSampEn

2
(4)

where μSampEn and σSampEn are the mean and standard deviation of the SampEn of CSF signals,
respectively. The acceptable MSE parameter space of BOLD signals was determined by using a
threshold value of 0.1 for RE [13,21] and excluding parameter combinations that failed to calculate
SampEn for a subject using CSF signals.

4.4. Cognitive Behavioral Prediction

Fluid intelligence, which is related to the intrinsic cognitive ability that is correlated with reasoning
and problem solving irrespective of acquired knowledge [39], was used to evaluate the significance of
neuronal and functional complexities. A conservative leave-one-subject-out cross-validation method
with support vector regression [MATLAB - fitrsvm] was used to predict individual fluid intelligence
scores. These scores were measured in the HCP using Form A of an abbreviated version of Raven’s
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Progressive Matrices [32]. Three different cases were studied where features were selected to predict
fluid intelligence using nMSE, edge-based nMSE, and eMSE values across multiple scales.

Figure 10 shows the four main steps for identifying the features and predicting fluid intelligence.
First, the features (MSE values) across multiple scales were concatenated for each subject. For the
nMSE and edge-based nMSE cases, the (90 × l) matrix for each subject resulted in a column vector with
dimension 90 l. In the higher dimensional eMSE case, the (4005 × l) matrix for each subject resulted
in a column vector with dimension 4005 l. Second, the correlation between the features and fluid
intelligence was calculated. Third, the features were sorted from the lowest to the highest p-value of
correlation, and the first n features were selected [39,58] for use in the SVR model. No correction for
multiple comparisons was made since the feature selection method has a built-in guard against false
positives, and the model fails to generalize for independent data when the false-positive proportion
is higher in feature selection [39]. Finally, the selected features were then used to learn the SVR
models, which were in turn used to predict the fluid intelligence scores of the left-out subjects. Because
the choice of the number of features to be selected was arbitrary, a range of numbers was explored.
After the leave-one-subject-out trials were completed, the prediction performance was calculated by
correlating the predicted and actual fluid intelligence scores. The raw fluid intelligence scores were
used here, and no control for confounding effects of age, gender, motion, and family was considered.

Figure 10. Schematic of feature selection and fluid intelligence prediction.

The statistical significance of the leave-one-subject-out method was assessed using permutation
testing [10,58,59], which verifies whether the final prediction correlation was significantly better than
the results expected by chance. Keeping feature selection and SVR training steps the same, the fluid
intelligence scores of subjects were permuted 1000 times, and the correlation between predicted and
actual fluid intelligence scores were re-calculated. The p-value then represents the probability of
observing the reported accuracy by chance.
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Abbreviations

The following abbreviations are used in this manuscript:

ASAL Anterior salience network
AUD Auditory network
BAS Basal ganglia network
BOLD Blood oxygen-level dependent
CSF Cerebrospinal fluid
DDMN Dorsal default mode network
dFC Dynamic functional connectivity
eMSE Edge multiscale entropy
HCP Human Connectome Project
LAN Language network
LECN Left executive control network
MSE Multiscale entropy
nMSE Node multiscale entropy
PCC Phase coherence connectivity
PRE Precuneus network
PSAL Posterior salience network
rfMRI Resting-state functional magnetic resonance imaging
RECN Right executive control network
RSN Resting-state networks
SampEn Sample entropy
SMOTOR Sensorimotor network
SVR Support vector regression
V1 Primary visual network
V2 Higher visual network
VDMN Ventral default mode network
VISUO Visuospatial network

Appendix A. Predicting Fluid Intelligence

Table A1 shows the selected nodes that were common in all subjects when predicting fluid
intelligence using nMSE and edge-based nMSE features. Although 50 nodes were selected for
leave-one-subject-out SVR training, the total number of nodes listed in the table are less than 50
because a few nodes differed in the leave-one-subject-out trials. Figure A1 shows the group mean
correlation of selected nMSE features with fluid intelligence across scales.

Figure A1. Group mean correlation of selected nMSE features with fluid intelligence across scale
factors. The color bar on the right displays the mapping of the correlation value to the color map.
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Table A1. Common nodes from all leave-one-subject-out trials for predicting fluid intelligence with
m = 3, r = 0.2, and number of features = 50.

Network Node Number Brain Region
Scale Factor

nMSE Edge-Based nMSE

BAS
4 Left Thalamus, Caudate 7, 9
5 Right Thalamus, Caudate, Putamen 1,7

DDMN 12 Posterior Cingulate Cortex, Precuneus 1

LAN

20 Inferior Frontal Gyrus 1, 2 1, 2
22 Left Middle Temporal Gyrus, Angular Gyrus 1
23 Left Middle Temporal Gyrus, Superior Temporal Gyrus, Supramarginal Gyrus, Angular Gyrus 1
24 Right Inferior Frontal Gyrus 5, 10
25 Right Supramarginal Gyrus, Superior Temporal Gyrus, Middle Temporal Gyrus 1 1

LECN

27 Left Middle Frontal Gyrus, Superior Frontal Gyrus 1, 2 1, 2
28 Left Inferior Frontal Gyrus, Orbitofrontal Gyrus 1, 2 1, 2, 3
29 Left Superior Parietal Gyrus, Inferior Parietal Gyrus, Precuneus, Angular Gyrus 1 1, 2
30 Left Inferior Temporal Gyrus, Middle Temporal Gyrus 2 1, 2

PSAL
39 Left Middle Frontal Gyrus 1, 2
40 Left Supramarginal Gyrus, Inferior Parietal Gyrus 1, 2 1, 2
44 Right Supramarginal Gyrus, Inferior Parietal Gyrus 1 1

PRE
52 Precuneus 1 1
53 Left Angular Gyrus 1, 2 1, 2, 3
54 Right Angular Gyrus 1 1, 2

RECN

57 Right Middle Frontal Gyrus, Right Superior Frontal Gyrus 1 1, 2
58 Right Middle Frontal Gyrus 1, 2, 10 1, 2, 3
59 Right Inferior Parietal Gyrus, Supramarginal Gyrus, Angular Gyrus 1 1, 2
60 Right Superior Frontal Gyrus 9, 10
61 Left Crus 1, Crus II, Lobule VI 1, 2
62 Right Caudate 7, 9 1

ASAL
63 Left Middle Frontal Gyrus 1
66 Right Middle Frontal Gyrus 1, 2 1, 2
67 Right Insula 1

VDMN
73 Left Middle Occipital Gyrus 1, 2 1, 2
75 Precuneus 1
78 Right Angular Gyrus, Middle Occipital Gyrus 1 1, 2

VISUO
85 Right Inferior Parietal Lobule 1 1
86 Right Frontal Operculum. Inferior Frontal Gyrus 1 1
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Abstract: Established sleep cycling is one of the main hallmarks of early brain development in
preterm infants, therefore, automated classification of the sleep stages in preterm infants can be
used to assess the neonate’s cerebral maturation. Tensor algebra is a powerful tool to analyze
multidimensional data and has proven successful in many applications. In this paper, a novel
unsupervised algorithm to identify neonatal sleep stages based on the decomposition of a multiscale
entropy tensor is presented. The method relies on the difference in electroencephalography(EEG)
complexity between the neonatal sleep stages and is evaluated on a dataset of 97 EEG recordings. An
average sensitivity, specificity, accuracy and area under the receiver operating characteristic curve of
0.80, 0.79, 0.79 and 0.87 was obtained if the rank of the tensor decomposition is selected based on the
age of the infant.

Keywords: CPD; EEG; multiscale entropy; sleep staging; tensor decomposition; preterm neonate

1. Introduction

In human infants, the emergence of sleep cycles occurs at approximately 26 to 28 weeks
postmenstrual age (PMA) [1]. During maturation of the sleep architecture, the distribution and duration
of specific sleep states change gradually. Very young preterm infants have an abundant amount of
sleep, and active sleep is the dominant sleep stage. From then on, the proportion of time spent asleep
decreases, while the relative amount of quiet sleep increases. Near term age, both active sleep and
quiet sleep constitute approximately half of the total sleep time [2,3]. Existing research recognises
the importance of sleep in early brain development [1,3,4]. Sleep and established sleep cycling play
a vital role in normal neurosensory development, learning processes, memory consolidation and
in the protection of the infant’s brain plasticity [1]. Moreover, studies such as that conducted by
Shellhaas et al [5] have shown that the presence of sleep cycling and the quantity and quality of each
sleep state are associated with neurodevelopmental outcomes [6–8].

Most prematurely born infants stay in the neonatal intensive care unit (NICU) during the first
critical weeks of rapid growth and development of the brain. In the NICU, neonates are exposed to a
myriad of noxious environmental stimuli, such as high noise and light levels and painful procedures,
which might disrupt their sleep state organization. In recent years, there has been an increasing
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interest in strategies to promote sleep in the NICU environment (e.g., kangaroo care, massage therapy,
cycle lighting, etc.) [7,9].

Real-time automated identification of behavioural states can be used to optimize the planning of
NICU caregiving in order to reduce disturbance of sleep-wake cyclicity [10]. Moreover, an automated
sleep staging algorithm can be used to assess the sleep architecture and by that the functional brain
maturation. In view of all that has been mentioned so far, one may suppose that there is a need to
assess the sleep staging of neonates in order to provide developmentally appropriate care.

A number of algorithms for sleep stage classification in preterm neonates have been developed.
The majority of these approaches are supervised and combine a set of electroencephalography
(EEG) features (e.g., temporal features, spectral features, spatial features, complexity features) with
a classification algorithm [11,12]. Recently, deep learning has also found its way to sleep staging
in preterm infants [13]. Finally, Dereymaeker et al. [14] have proposed a cluster-based algorithm for
quiet sleep detection.

This paper proposes a novel unsupervised method to discriminate quiet sleep from non-quiet sleep
in preterm infants. In this study, a tensor-based method exploiting the differences in EEG complexity
between different vigilance states will be used. Due to the increasing amount of data being collected,
and the specific properties of tensor decompositions, multiway analysis has received increasing
attention during recent decades. Tensor algebra has been used in a broad range of applications, such as
image and video processing, machine learning and biomedical applications [15,16]. To the best of
our knowledge, this is the first paper where tensor decompositions are used to discriminate sleep
stages in preterm neonates. Therefore, this paper can serve as a proof of concept and illustrate how
tensor decompositions can be used in biomedical applications, and more specifically in a classification
problem based on neonatal EEG.

The remaining part of the paper proceeds as follows. The first section of this paper will describe
the dataset. It will then go on to the explanation of the different steps of the proposed method.
Afterwards the results of the algorithm will be reported and discussed.

2. Database

The proposed method is evaluated on a dataset consisting of EEG signals recorded at the neonatal
intensive care unit of the University Hospitals of Leuven, Belgium. All neonates included in the study
were born between 2012 and 2014 at a gestational age below 32 weeks (range: 24 weeks 4 days–32 weeks).
In total 97 multichannel EEG signals were measured from 26 neonates at a postmenstrual age (PMA)
between 27 and 42 weeks. So, each subject had at least two serial EEG recordings during their stay in
the NICU. The study was approved by the Ethics committee of the University Hospitals of Leuven
and parental consent was obtained for all recruited patients. Criteria for selecting the subjects were as
follows: a normal neurodevelopmental outcome at 9 and 24 months corrected age (Bayley Scales of
Infant Development-II, mental and motor score > 85), no severe brain lesions assessed by ultrasound
and not taking any sedative or antiepileptic drugs during the EEG registration. EEG was recorded using
nine electrodes: Fp1, Fp2, C3, C4, T3, T4, O1, O2 and Cz using the modified 10–20 system [17]. Electrode
Cz served as a reference and was not taken into account during the analysis. The EEG data were
acquired at a sampling frequency of 250 Hz using BrainRT equipment (OSG bvba, Rumst, Belgium).
The analysis of the data was carried out in Matlab 2017b (The MathWorks, Inc., Natick, MA, USA),
and the tensor decompositions were performed using Tensorlab [18].

Quiet sleep periods were annotated by two independent expert clinicians upon agreement.
All other sleep states are merged and will be referred to as non-quiet sleep. The goal of the proposed
algorithm is to automatically label EEG segments as either quiet sleep (QS) or non-quiet sleep (NQS).
The most important feature in discriminating quiet sleep from non-quiet sleep is the continuity
of the EEG trace. Generally, the EEG signal is relatively more discontinuous during quiet sleep
compared to non-quiet sleep. Moreover, non-quiet sleep is characterized by a higher variability of the
cardiorespiratory pattern and more body movements [4].
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3. The Proposed Tensor-Based Sleep Stage Identification Method

The pipeline of the proposed algorithm consists of the following six steps: (1) Preprocessing of the
EEG; (2) Assessment of the EEG complexity via computation of the multiscale entropy; (3) Tensorization
of each EEG recording, (4) Decomposition of the multiscale entropy tensor; (5) Selecting the component
of interest; and (6) Postprocessing and clustering of the temporal signature. Each step of the algorithm
will be extensively described in the next paragraphs. Finally, the metrics to assess the classification
performance will be explained.

3.1. EEG Preprocessing

In order to avoid distortion of the EEG time series by high or low frequency artifacts, a bandpass
finite impulse response filter between 1 and 40 Hz was applied on each EEG channel. Moreover,
an additional notch filter at 50 Hz is used to remove any remaining powerline interference. The filters
were applied in both forward and reverse directions in order to avoid phase distortion. The EEG signal
is then downsampled by a factor of two to reduce the computational complexity. No advanced artifact
removal or visual preselection of data has been performed.

3.2. Multiscale Entropy Computation

After filtering the data, the EEG signal is segmented into nonoverlapping windows of 100 s [11].
To assess the complexity of each of these multichannel EEG segments, the multiscale entropy is
computed. Multiscale entropy evaluates the complexity of a signal by measuring the regularity of
the signal at multiple time scales [19,20]. So, the first step in its computation is to obtain signals at
different scales. The coarse-grained signal yτ

j at scale τ is obtained by taking the average of all data
points within consecutive nonoverlapping windows of length τ. So the coarse-grained time series of
the signal {x1, x2, ..., xN} at scale factor τ can then be written as:

yτ
j =

1
τ

jτ

∑
i=(j−1)τ+1

xi, 1 � j � N
τ

. (1)

This actually corresponds to a moving average operation with a window of length τ followed by
a downsampling with factor τ. Hence, at scale 1 the signal is simply the original time series, while with
increasing scale the coarse-grained signal length reduces progressively.

Following the coarse-graining of the EEG segment, the regularity of the signal at each scale τ

is quantified using sample entropy. Sample entropy is a measure of the regularity or predictability
of a time series. It is computed as the negative natural logarithm of the conditional probability that
two sequences of m consecutive data points matching within a tolerance r, will also be similar when
an additional data point is added to the sequence. For a discrete time series of length N, this can be
expressed as [21]:

SampEn(m, r, N) = −ln
A
B

(2)

where A and B denote the number of matches of length m + 1 and m within tolerance r, respectively.
In this study, the template length m is set equal to 2. The multiscale entropy (MSE) is computed for
scales ranging from 1 to 20. The tolerance r is defined as 0.2× the standard deviation of the original
time series [11,22]. Once the sample entropy is computed for each of the coarse-grained time series,
a multiscale entropy (MSE) curve can be constructed. This curve shows the sample entropy in function
of the scale factor τ. Hence, it reflects the regularity of the signal across multiple scales. The procedure
to compute multiscale entropy of a time series is presented in Figure 1. The multiscale entropy curve
of each 100 s multichannel EEG segment is computed.
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Figure 1. Illustration of the procedure to compute multiscale entropy (MSE). The first step (a) consists
of coarse graining the time series into different scales; In the second step (b), the sample entropy of
each of these coarse grained time series is computed; Finally, in (c), a multiscale entropy curve can be
constructed by plotting the sample entropy in function of scale. The multiscale entropy curve is usually
lower during quiet sleep compared to non-quiet sleep.

3.3. Tensorization

The entropy values of each EEG recording are then organized in a third order tensor with modes:
channels, scales and time segments. So, the multiscale entropy curves of consecutive time segments
are stacked in the third mode of the tensor X ∈ RN×S×T . Using this tensorization the structural
information among the leads is preserved. In this study, the number of EEG channels N is equal to 8,
the number of scales S for which the sample entropy is computed is equal to 20 and the number of
time segments T depends on the length of the EEG recording. Thus, the data of each EEG recording is
transformed into a third order tensor X ∈ R8×20×T , where each row fiber (mode-2 fiber) of the tensor
represents a multiscale entropy curve from a specific EEG channel and time segment. In the remainder
of this paper, this tensor will be referred to as the multiscale entropy tensor.

3.4. Tensor Decomposition

Throughout this paper, a scalar, vector, matrix and tensor will be denoted by lowercase letters (a),
boldface lowercase letters (a), boldface capitals (A) and letters in calligraphic script (T ), respectively.
The outer product is denoted by ◦ and ‖.‖F stands for the Frobenius norm.

The canonical polyadic decomposition (CPD) or parallel factor analysis (PARAFAC) of a rank-R
tensor T factorizes the tensor in a sum of R rank-1 tensors [23]. This can be written as:

T =
R

∑
r=1

ar ◦ br ◦ cr = �A, B, C� (3)

where the factor vectors ar, br and cr are the rth (1 � r � R) column of the factor matrices A, B and C,
respectively. The factor matrices A, B and C are obtained by solving the least-squares optimization
problem with objective function:

min
A,B,C

1
2
‖T − �A, B, C�‖2

F . (4)

The advantage of CPD compared to matrix factorizations is that the decomposition is unique
(up to scaling and permutation ambiguity) under mild conditions [24]. Moreover, prior knowledge
of the data properties can easily be taken into account by imposing constraints on the factor
matrices (e.g., sparsity, smoothness, non-negativity, etc.) [15]. Because entropy values are
positive, non-negativity is enforced during the decomposition of the multiscale entropy tensor.
Moreover, the non-negativity constraint circumvents the occurrence of degenerate components.
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The CPD of the third-order multiscale entropy tensor with rank R will result in three non-negative
factor matrices: the spatial signatures will form the columns of A ∈ RN×R, the scale signatures the
columns of B ∈ RS×R and the temporal signatures the columns of C ∈ RT×R. An example of this
decomposition is shown in Figure 2. The factor vectors in the first mode ar, will show the variation
over the different EEG channels, the factor vectors in the second mode br, contain information about
the distribution over scales, while the factor vectors in the third mode cr, will capture the variation of
the EEG complexity over the different time segments.

Starting from the assumption that the EEG complexity is different depending on the sleep
stage [11], we expect that one of the temporal signatures will reflect the sleep cycling. Since the
goal of the algorithm is to perform automated sleep staging, only the factor vectors in the third mode,
the temporal signatures, are of interest.
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Figure 2. The rank-R canonical polyadic decomposition of a multiscale entropy tensor T . When the
rank R is greater than 1, the component of interest related to the neonatal sleep staging has to be
selected. The temporal signature of interest c1, which is highlighted in blue, will then be used to
discriminate the neonatal sleep stages. All other components will be discarded during further analysis.

3.4.1. Detection of Stable Solution

Due to the fact that (4) is a non-convex optimization problem, we may end up in a local
minimum rather than a global minimum. Thus, different factor matrices can be obtained depending
on their initialization [25]. To ensure that a reliable solution is found, the decomposition is repeated
50 times with different random initializations. Next, we want to detect and select the most occurring,
stable solution among these 50 repetitions. To this end, the similarity between all possible combinations
of components is assessed by means of cosine similarity. In this study we assume that each component
should match in all its modes, so the triple cosine product or congruence is computed. To assess the
similarity of two rank 1 tensors X = k ◦ l ◦ m and Y = p ◦ q ◦ r this can be written as [26–28]:

cong(X ,Y) = cos(k, p) cos(l, q) cos(m, r) =
kTp

‖k‖ ‖p‖
lTq

‖l‖ ‖q‖
mTr

‖m‖ ‖r‖ . (5)

The R components of each repetition are sorted based on (5) to account for the permutation
indeterminacy of the decomposition. Subsequently, the similarity between the corresponding
components of different repetitions is investigated. On the assumption that all R components
should match, the congruence of the R components is multiplied. This can be organized in a
symmetric similarity matrix S ∈ Rit×it, where it represents the number of iterations (in this case 50).
So, sij represents how similar the factor matrices of the ith and jth iteration are. Finally, the solution
of the iteration with the highest similarity to the other repetitions is selected as the stable and
reproducible solution.
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3.4.2. Number of Components

One of the principal challenges when applying tensor decompositions is selecting an appropriate
number of components for the problem at hand [29]. A multitude of strategies to define the rank have
been proposed. First of all, we investigated the multilinear singular spectrum in order to get an initial
estimate of the rank. Then, we performed the decomposition for rank R going from 1 to 5. To compare
the different ranks, we investigated the core consistency diagnostic (CORCONDIA), which assesses
how close the core tensor is to being superdiagonal. In addition, a diagnostic based on the relative
reduction of the fitting error for an increase of the rank, called the difference of fit (DIFFIT) [30],
was computed to assist in determining the appropriate number of components.

3.5. Selection of the Component of Interest

When decomposing the multiscale entropy tensor, we expect that one component will reflect the
sleep staging of the neonate. However, if the number of components R is greater than one, an automatic
selection of the component of interest is required. So, the goal is to find the temporal signature of the
component of interest. In Figure 2 this is the temporal signature of the first component, (c1) which is
marked in blue.

We expect that the component related to sleep staging will have a more regular, cyclic pattern
compared to the other (noise) components. Therefore, the autocorrelation functions of the temporal
signatures are computed. Since the temporal signature reflecting the sleep staging has a stronger
correlation in time, we expect that its area under the absolute value of the autocorrelation function
(ACF) will be larger [31,32]. Therefore, the component whose area is the largest will be selected as the
component of interest and used for further processing.

Figure 3 shows an example of this procedure for a rank-2 CPD of a multiscale entropy tensor.
The autocorrelation of the two temporal signatures is plotted on the left. The area under the absolute
value of the autocorrelation is equal to 31.85 and 13.82 for the temporal signature of the first (blue) and
second (red) component, respectively. Therefore, the first component will be selected as the component
of interest. The temporal signatures of the two components are plotted on the right with highlighted
periods of quiet sleep in light grey. From these graphs we can see that the first component is indeed
reduced during quiet sleep segments compared to non-quiet sleep segments, whereas the second
component is not related to the sleep stages.

3.6. Postprocessing and Clustering

Once the non-negative polyadic decomposition of the multiscale entropy tensor is performed,
the temporal signature of the selected component is used to define the neonate’s sleep stage.
This temporal signature shows a (slow) cyclic pattern reflecting the sleep staging of the infant.
However, there are high frequency oscillations superimposed on this pattern, which could lead to
incorrect sleep stage identification. Therefore, a postprocessing step consisting of smoothing the
temporal signature using a moving average filter with length L equal to 5 is applied. This moving
average filter is applied in both directions (to avoid phase distortion), so actually a weighted moving
average filter is used with triangular shape and length 2 × L. This smoothing operation accounts for
the fact that a sleep stage does not change instantly. More specifically, sleep periods were only visually
labeled as quiet sleep if 3 consecutive minutes or 3 out 4 min were clinically detected as quiet sleep.

In order to divide the data then into two distinct clusters, k-means clustering (k = 2) is performed
using the smoothed temporal loading. So, each data point of the smoothed temporal signature of
interest c ∈ RT×1 will be assigned to one of the two clusters. Thus, the result of the clustering is a vector
of length T containing a cluster label for each of the 100 s EEG segments. Since k-means clustering is
heavily dependent on its initialization, k-means clustering is repeated 100 times with different initial
cluster centroids and the clustering with the lowest sum of within-cluster point-to-centroid distances is
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selected. The cluster with the lowest EEG complexity will be assigned the label of quiet sleep, while the
other cluster is labeled as non-quiet sleep [11,33].

The effect of the smoothing and the result of the clustering is illustrated in Figure 4. In this
example, the multiscale entropy tensor of an EEG recording is decomposed for rank R equal to 1 and 2.
The raw temporal signatures of the rank-1 and rank-2 decomposition (the only temporal signature of
interest) are shown on the left, while their smoothed versions are plotted on the right. The smoothing
clearly removes the unwanted variations. The sleep labels obtained by the algorithm based on k-means
clustering are marked by yellow squares (cluster 1 corresponding to quiet sleep) and red dots (cluster 2
corresponding to non-quiet sleep). The rank-1 CPD does not correlate well with the clinical annotations
of quiet sleep highlighted in light grey, while the smoothed temporal signature of the rank-2 CPD is
clearly reduced during quiet sleep.
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Figure 3. On the left, the autocorrelations of the temporal signatures of a rank-2 canonical polyadic
decomposition (CPD) of a multiscale entropy tensor are shown. The area under the absolute value
of the autocorrelation is equal to 31.85 and 13.82 for the first component (in blue) and the second
component (in red), respectively. Hence, the first component will be selected as the component of
interest. On the right, the corresponding temporal signatures are plotted with the annotated quiet
sleep periods highlighted in light grey. The temporal signature of the first component shows a clear
reduction during quiet sleep, while the second component is not correlated to the sleep cycling.
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Figure 4. Illustration of the postprocessing and clustering of the temporal signature for a rank-1 (a) and
rank-2 (b) decomposition of the multiscale entropy tensor (PMA = 40 weeks 5 days). On the left half of
the figure, the temporal signature of interest is plotted in blue. The right half of the figure shows the
smoothed temporal signature after applying the weighted moving average filter. Moreover, the quiet
sleep and non-quiet sleep segments estimated by the algorithm are marked by the yellow squares
and red dots, respectively. The clinically labelled quiet sleep periods are highlighted in light grey.
The rank-1 CPD does not give a good indication of the sleep stages, while the (smoothed) temporal
signature of the rank-2 CPD is clearly reduced during the quiet sleep periods.

3.7. Classification Performance

The performance of the algorithm is evaluated using the annotations by expert clinicians.
The sensitivity, specificity and accuracy will be reported. Moreover, to investigate the performance
without the k-means clustering, receiver operating characteristic (ROC) curves are constructed based
on the smoothed temporal signatures and the clinical labels. The area under the ROC curve (AUC)
will be reported. Finally, Cohen’s kappa will be presented as well.

3.8. Statistical Analysis

Statistical analysis is performed to gain insight in the choice of the parameters. A statistical test is
used to investigate whether the area under the absolute value of the autocorrelation function is a good
feature to detect the component of interest. In order to do this, the agreement between each of the
R temporal signatures obtained from a rank-R CPD and the clinical sleep labels are evaluated using
the Kappa score. The temporal signatures are then sorted in descending order based on their Kappa
statistic. As a result, the first component is the most related to sleep staging and should have the largest
area under the absolute value of its autocorrelation function (ACF). A statistical test is then performed
to assess whether the area under the ACF of the component of interest is significantly different from
the other components. In addition, a statistical test is carried out to investigate the influence of the
rank R on the performance. More specifically, we compared Cohen’s Kappa between models with
different values of the rank R. In all analyses, the Shapiro-Wilk test is used to test for normality. If the
data is normally distributed, one-way ANOVA is used, otherwise a Kruskal-Wallis test is performed.
The significance level is always set equal to 0.05.

4. Results

Comparison of the factor matrices obtained using the rank indicated by CORCONDIA or DIFFIT
with the ones for other ranks revealed that the diagnostics were often not suitable to define the
appropriate number of components in this application. Therefore, the rank has not been fixed for
each recording, instead the results are reported for different values of the rank R. Table 1 presents the
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mean and standard deviation of the performance measures. The first five rows show the performance
for a fixed rank R for all recordings with R going from 1 to 5. From these data, we can see that
the average performance is slightly higher for rank 2 compared to rank 1 (higher AUC and kappa).
Moreover, Table 1 also shows that the performance decreases gradually for an increasing rank beyond
2. However, a Kruskal-Wallis test with multiple comparisons revealed that this performance difference
between the rank-1 and rank-2 model is not significant, while Cohen’s kappa of the rank-1 and rank-2
model are both significantly better compared to the rank-5 model. In order to get more insight in the
performance difference between a rank-1 and rank-2 CPD, the performance of each recording is plotted
as a function of the postmenstrual age in Figure 5. In this figure each green circle and pink square
represents the area under the ROC curve of an EEG recording for a rank-1 and rank-2 decomposition,
respectively. The dashed line indicates 37 weeks postmenstrual age. The most interesting aspect of this
graph is that when a rank-1 decomposition is used, a high performance is only obtained up to around
36 to 37 weeks PMA. From that age onwards a clear drop in the AUC can be observed in Figure 5.
The rank-2 CPD on the other hand, has a high performance for most recordings at term equivalent age,
but has a lower performance for some measurements recorded at a younger age.
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Figure 5. The area under the ROC curve as a function of the postmenstrual age at the moment of the
recording. Each green circle shows the performance of one of the EEG recordings for a rank-1 CPD,
whereas the pink squares represent the performance for a rank-2 CPD.

Based on these findings we decided to also report the results for an age-dependent rank, where the
rank is chosen equal to 1 for preterm recordings and equal to 2 for EEGs recorded from 37 weeks
PMA onwards. The performance of this approach is set out in the sixth row of Table 1. It is clear that
the average performance of using an age-dependent rank is better compared to a fixed rank for all
recordings, however this performance difference is not significant.

Finally, the last two rows of the table show the classification performance when the optimal
rank (between 1 and 5) for each recording was selected based on Cohen’s kappa computed with the
ground truth annotations. Specifically, the last row corresponds to the highest attainable performance
(optimal rank and best component), while in the penultimate row the optimal rank was used but
the component of interest was automatically selected using the strategy based on the autocorrelation
explained above. As a consequence, the difference between these two rows is caused by failures of the
automatic component selection procedure.

As explained in Section 3.8, a statistical analysis is performed to examine whether the area under
the ACF is a suitable feature to rely on for the automatic component selection. The boxplots in Figure 6
show the area under the absolute value of the ACF after sorting the temporal signatures based on
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their agreement with the clinical annotations. The component of interest, with the largest Kappa score,
is the first component and is marked in blue. A Mann-Whitney U test and Kruskal-Wallis test with
multiple comparisons determined that the first component is significantly different from all other
components for the rank-2 and rank-3 CPD, respectively (Figure 6a,b). For the rank-4 and rank-5 CPD
the area under the ACF of the sleep staging component is significantly different compared to all other
components except the second one. This is also indicated on the boxplots in Figure 6c,d.
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Figure 6. Boxplots of the area under absolute value of autocorrelation of the temporal signatures after
sorting them in descending order according to their Kappa score. The component with the largest
Kappa score and therefore most related to sleep staging is the first one and is marked in blue, while the
other (noise) components are marked in red. “*” indicates a statistically significant difference with
p < 0.05. For the rank-2 CPD (a) and the rank-3 CPD (b) there is a significant difference between the
area under the ACF of the sleep staging component and the noise component(s); For a rank-4 (c) and
rank-5 CPD (d) the component most related to sleep staging is significantly different from all other
components except one.
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Table 1. The classification performance of the proposed tensor-based method for different values of
the rank R. The mean (standard deviation) of the sensitivity, specificity, accuracy, area under the ROC
curve (AUC) and Cohen’s kappa are presented.

Sensitivity Specificity Accuracy AUC Kappa

Fixed rank
R = 1 0.73(0.29) 0.79(0.16) 0.78(0.15) 0.84(0.19) 0.47(0.34)
R = 2 0.82(0.27) 0.74(0.23) 0.76(0.18) 0.87(0.19) 0.49(0.33)
R = 3 0.74 (0.34) 0.71(0.2) 0.72(0.17) 0.80(0.24) 0.38(0.36)
R = 4 0.75(0.33) 0.67(0.22) 0.70(0.18) 0.80(0.24) 0.35(0.36)
R = 5 0.73(0.35) 0.64(0.24) 0.67(0.21) 0.75(0.27) 0.31(0.38)

Age-dependent rank
Preterm: R = 1, term: R = 2 0.80(0.23) 0.79(0.17) 0.79(0.14) 0.87(0.16) 0.53(0.28)

Optimal rank
Automatic component selection 0.76(0.32) 0.78(0.18) 0.79(0.17) 0.85(0.21) 0.50(0.38)
Optimal component 0.86(0.32) 0.81(0.18) 0.82(0.17) 0.91(0.21) 0.60(0.38)

5. Discussion

This study aimed to discriminate quiet sleep (QS) from non-quiet sleep (NQS) using the nonlinear
dynamics of the EEG signal in a data-driven way. The proposed algorithm relies on the fact that
the EEG complexity is different depending on the sleep state. In order to quantify the complexity
of the EEG signal, multiscale entropy is computed for consecutive segments of a multichannel EEG
recording. These multiscale entropy values are then used to construct a third-order tensor with modes
channels, scales and segments. Subsequently, a rank-R nonnegative CPD of the multiscale entropy
tensor is computed. The temporal signature of interest is detected based on the area under the absolute
value of its autocorrelation function. After smoothing, this temporal signature shows a cyclic pattern
reflecting the neonatal sleep staging. Clustering is then performed to discriminate quiet sleep from
non-quiet sleep.

The performance of the algorithm is reported for different ranks. The average Kappa is equal to
0.47 and 0.49, for a rank-1 and rank-2 CPD, respectively. However, if a rank-1 decomposition is used
for EEGs recorded at a postmenstrual age below 37 weeks and a rank-2 decomposition is used for EEGs
recorded at an older age, a Kappa of 0.53 is obtained. This indicates that a higher rank is preferred for
neonates at term equivalent age, while rank 1 is suitable for most of the preterm recordings. The fact
that for some recordings rank 1 is not sufficient, is demonstrated by the example in Figure 4. An even
higher performance could be obtained if the optimal rank is used and the component of interest is
detected correctly. However, as can be seen from Table 1, the performance when the optimal rank
is used and the component of interest is selected automatically is slightly lower compared to an
age-dependent rank. This reduction in performance is due to the fact that the procedure to select
the component of interest is more likely to fail for a higher number of components. From the data
presented in Table 1 we can see that the performance gradually decreases if a rank higher than two
is used. This finding suggests that for the majority of the recordings in the current database a lower
rank is more appropriate. Nevertheless, this performance reduction can also be partly attributed to the
more difficult component selection for higher ranks.

There are various possible explanations for the need for a higher rank for recordings at
term-equivalent age. First of all, it is likely that this is due to the increased amount of artifacts
in near term EEG recordings. It is expected that an older neonate will move more, which could lead to
more severe distortions and lower quality of the EEG signal. The higher performance for higher ranks
in noisy preterm EEG recordings confirms this reasoning. Secondly, the emergence of four distinct
sleep states around 36 weeks PMA might also play a role in this phenomenon [4].

The performance of the described algorithm is lower compared to state-of-the-art
algorithms [13,14,34]. However, there are multiple advantages of the proposed method. The major
advantage of the algorithm is that it is data-driven and unsupervised. As a consequence, the method

281



Entropy 2019, 21, 936

can be easily applied on a completely new dataset and used in new centers, where there is little
expertise about EEG sleep labelling. Moreover, in this study the algorithm is assessed on eight channel
EEG recordings measured using the restricted 10–20 system for neonates. However, the same approach
can also be applied on datasets with fewer or more electrodes without adjustments. Finally, the tensor
decomposition can be updated in an efficient way whenever a new batch of EEG data is available [35].
This allows real time tracking of neonatal sleep states.

The main weakness of this study is the lack of a method to define the rank for each new EEG
recording automatically in a data-driven way. This is a general issue in tensor applications, therefore it
is suggested to combine different tools to asses the rank [36,37]. We tested several diagnostics,
but none of them resulted in a reliable estimate of the number of components. More research is
needed to determine the optimal number of components for this specific application. An additional
drawback of the proposed algorithm is the procedure for selecting the component of interest.
The temporal signature of interest does not always have the largest area under the absolute value
of the autocorrelation function. For that reason more advanced strategies for component selection
should be investigated in future studies. Another limitation of the study is that artifacts commonly
lead to misclassification of the segment. More specifically, EEG segments distorted by artifacts are
often classified as quiet sleep because they have a reduced EEG complexity. The cause of this is
two-fold. First of all, artifacts are more predictable and less complex compared to noise-free EEG [38].
Secondly, a high amplitude artifact will drastically increase the standard deviation of the segment,
resulting in a much higher tolerance r and thus more template matches and consequently lower entropy.
Detecting artifacts as quiet sleep periods will lead to a reduced performance, since the majority of the
(motion) artifacts occur during non-quiet sleep. The smoothing operation is implemented to reduce
the influence of artifacts and can deal with short duration artifacts (sudden drop in EEG complexity).
Yet, the postprocessing cannot avoid false detections caused by longer artifacts (on multiple channels).
Further research might explore incorporating information about the noise in the algorithm to make it
more robust to artifacts. Besides, an estimation of the amount of noise could be used to get an initial
estimate of the proper number of components. Notwithstanding these limitations, the study suggests
that a decomposition of a multiscale entropy tensor can be used to discriminate neonatal sleep stages.

This study is an exploratory analysis on the use of tensor decompositions for sleep stage
identification in preterm infants. Only the differences in complexity between different sleep stages are
used. However, in future work the temporal signature could be combined with other discriminating
features (e.g., spectral edge frequency, power in specific EEG frequency bands, etc.) to boost the
performance. Moreover, as explained before, the heart rate variability, respiration and body movements
of the infant are also dependent on the sleep state. Hence, in future research the combination of these
complementary modalities can be studied. Finally, other tensorization techniques can be examined in
future investigations.

6. Conclusions

This study confirmed that the complexity of brain dynamics exhibits fundamental differences
between vigilance states in preterm newborns. The EEG complexity is significantly lower during quiet
sleep compared to non-quiet sleep. This property is exploited to develop an unsupervised algorithm
that can detect quiet sleep in preterm infants based on the data-driven factorization of the multiscale
entropy tensor.
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The following abbreviations are used in this manuscript:

ACF Autocorrelation function
AUC Area under the curve
CORCONDIA Core consistency diagnostic
CPD Canonical polyadic decomposition
DIFFIT Difference of fit
EEG Electroencephalogram
FIR Finite impulse response
MSE Multiscale entropy
NICU Neonatal intensive care unit
NQS Non-quiet sleep
PMA Postmenstrual age
QS Quiet sleep
ROC Receiver operating characteristic
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Abstract: The time series of interbeat intervals of the heart reveals much information about disease
and disease progression. An area of intense research has been associated with cardiac autonomic
neuropathy (CAN). In this work we have investigated the value of additional information derived
from the magnitude, sign and acceleration of the RR intervals. When quantified using an entropy
measure, these time series show statistically significant differences between disease classes of Normal,
Early CAN and Definite CAN. In addition, pathophysiological characteristics of heartbeat dynamics
provide information not only on the change in the system using the first difference but also the
magnitude and direction of the change measured by the second difference (acceleration) with respect
to sequence length. These additional measures provide disease categories to be discriminated and
could prove useful for non-invasive diagnosis and understanding changes in heart rhythm associated
with CAN.

Keywords: heart rate variability; entropy; nonlinear dynamics; cardiac autonomic neuropathy; diabetes

1. Introduction

Biological signals, including electrocardiograms (ECG) or the electrical activity of the heart,
exhibit complex dynamics which are characterized by nonlinearity and nonstationarity and often
include random noise due to movement artefacts [1]. Heartbeat time series associated with health and
disease have been extensively investigated, where time and frequency domains, as well as nonlinear
methods, are being proposed and summarized in a number of communications [2–11].

Physiological dynamics of the heartbeat time series change with healthy aging [12,13] and disease,
but also during different activities such as sleeping [14,15] and exercise [16–21]. Other changes in
dynamics can be attributed to pathology including cardiovascular disease and heart failure [22–24],
diabetes [25], depression [26,27] and Parkinson’s disease [24,28,29]. For all physiological and
pathophysiological models of autonomic function, heart rate variability (HRV) is calculated from the
cardiac interbeat intervals (IBI) of the time series. All models assume that the extrinsic modulation
of the heartbeat by the autonomic nervous system (ANS) and the endocrine system affect HRV
by either increasing the interbeat interval (parasympathetic influence), or decreasing the interbeat
interval (sympathetic influence), or a combination of both. Disturbance of the ANS modulation by
pathophysiological processes, such as oxidative stress, can then lead to the characteristic changes in
sympathovagal input to the heart associated with cardiac autonomic neuropathy (CAN).
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1.1. Heartbeat Interval Time Series

Non-invasive methods that are independent of patient cooperation are preferable in the diagnosis
of CAN, but still require further research to confirm their sensitivity and specificity in stratification of
CAN progression. The most common method currently used is heart rate variability analysis [30,31].
HRV is a useful indication of the health of the cardiovascular system, and is commonly used in assessing
the regulation of cardiac autonomic function. HRV has been described by a variety of measures such
as time domain, frequency domain, and non-linear dynamic (NLD) measures. However, time domain
and power spectral density determination are not suitable for the analysis of non-linear and long-range
correlated time signals [32]. Application of new signal processing techniques based on NLD, on the
other hand, provides supplementary information (i.e., hidden underlying mechanisms) regarding
physiological and pathophysiological processes involved in cardiovascular function and pathology.
Two components of a time series in particular, being the sign and magnitude, allow further investigation
into the characteristics of the time series and have been discussed previously [33–35].

1.2. Decomposition of the RR Interval Time Series

The current work is based on Ashkenazy [33], who introduced a decomposition algorithm of the
RR interval time series by calculating the beat-to-beat increment or first difference (ΔRR = RRn − RRn−1).
The first difference series is then decomposed into the magnitude and sign of the increments (|ΔRRRR|
and sign (signΔRR) respectively).

Here, we extend this work by introducing the acceleration, defined as the difference between two
successive differences, i.e.,

Δ2RR = (RRn −RRn−1) − (RRn−1 −RRn−2) (1)

Δ2RR = RRn − 2RRn−1 + RRn−2 (2)

Velocity is defined as the rate of change in the RR interval length and therefore the first order
difference (ΔRR). Acceleration is then the second order difference (Δ2RR). The second difference or
acceleration is a measure of the change of RR points with respect to time and indicates the instantaneous
acceleration of the heart rate. We propose that acceleration represents an additional descriptive term for
a time series. The scaling properties in sign, magnitude and acceleration can then be analyzed by HRV
measures, which define the temporal organization of the original time series. Previously detrended
fluctuation analysis (DFA) was applied to the sign and magnitude time series [33]. Here, we analyze,
sign, magnitude and acceleration using the multiscale Rényi entropy [36–38].

1.3. The Rényi Entropy

Entropy measures can be used to quantify the diversity, uncertainty, or randomness of a system,
and are hence considered as beneficial tools for analyzing nonlinear time series, including those of
short duration, towards identifying underlying pathology [39–41]. Global entropy measures, such as
approximate entropy (ApEn) [42] and sample entropy (SampEn) [43], were adapted from the correlation
dimension [44,45] and Kolmogorov entropy [46]. RR time series, however, are multifactorial and
display multiscale characteristics, and thus neither ApEn nor SampEn are ideal for such types of
biosignal processing. Nonlinear, multiscale dynamic systems can however be described by scaling
exponents [47], as well as several multiscale measures [48,49]. Rényi entropy has several advantages.
The major advantage of Rényi entropy is that it is robust for short time series, nonlinearity and
nonstationarity. The Rényi entropy introduced here also has the advantage of addressing how the
probabilities are calculated by applying a density method rather than a histogram method, which is
the standard for calculation of multiscale entropy [49].
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In the current work we use the Rényi entropy, which generalizes the Shannon entropy [50] and is
defined as:

H(α) =
1

1− α log2

⎛⎜⎜⎜⎜⎜⎝ n∑
i=1

pαi

⎞⎟⎟⎟⎟⎟⎠ (3)

where pi is the probability that a random variable takes a given value out of n values, and α is the
order of the entropy measure [50]. H(0) is simply the logarithm of n. As α increases, the measures
become more sensitive to the values occurring at higher probability and less to those occurring at lower
probability, which provides a picture of the RR length distribution within a signal. The probability,
p, can be estimated for any sub-sample of RR intervals, by considering the sub-sample as a point
embedded in a multi-dimensional space. The sub-sample is assigned a density measure by evaluating
other sub-samples in its vicinity. This addresses the coarse-graining problem for the determination of
scaling behavior in biosignal time series inherent in previous applications of the entropy measures by
applying a Gaussian kernel [49,51]. The Gaussian kernel is calculated as the sum of all contributions
from other RR sub-samples with index j:

ρi =
1

σ
√

2π

n∑
j=1

e−
dist2i j
2σ2 (4)

where σ is the dispersion of the function, and replaces the tolerance as suggested by Costa [48].
We designate the number of RR intervals in the sub-sample as π (not to be confused with the irrational
number pi), and use the Euclidean distance measure in π dimensions:

disti j =
π∑

k=0

(
xi+k − xj+k

)2
. (5)

Here, we investigate the efficacy of applying multiscale Rényi entropy as a measure of HRV with
respect to the sign, magnitude and the rate of change (acceleration) of the biosignal over time.

2. Methods

2.1. Patient Selection

Heart rate tachograms were obtained from data collected at the Charles Sturt Diabetes
Complications Screening Clinic (DiScRi), Australia [52] and were approved by the Charles Sturt
University Human Ethics Committee. Written informed consent was obtained from all participants.
A 20-min lead II ECG recording was taken from participants attending the clinic, using Powerlab
hardware with Chart 7 software (ADInstruments, Sydney) during the morning in an ambient
temperature room and after the participants were relaxed. Participants were comparable for age,
gender, and heart rate, and after initial screening, those with heart disease, presence of a pacemaker,
kidney disease or polypharmacy (including multiple anti-arrhythmic medications) were excluded from
the study. The status of CAN was defined using the Cardiac Autonomic Reflex Test battery criteria [53].
Each participant was assigned as either without CAN (71 participants), early CAN (67 participants) or
definite CAN (NN participants) [54,55].

2.2. ECG Recording and Obtaining the RR Intervals

From the 20-min RR tachogram, a 10 min segment was selected from the middle in order to
remove transient start up artefacts and movement at the end of the recording. The RR intervals
were then extracted from this shorter recording, and data were visually verified to not include any
missed, extra or misaligned (including ectopic) beat detections. No other information was used in
this study. The raw RR interval series for each participant was detrended based on smoothness
priors formulation [56]. For the purposes of an initial examination of the RR interval recordings,
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we have selected one recording from each of these three classes as follows. For each participant
class (Normal, Early and Definite), the Standard deviation of RR intervals in the time series were
calculated. For each participant, we calculated the difference between this and the Median values of
the Standard deviation obtained for all participants of the same class. We selected the RR time series
closest to the median for that class. The 10 min RR time series for these representatives are shown
in Figure 1. Horizontal scales are the same to allow comparison, but vertical scales are as indicated
on each graph. Figure 1 shows that the participant from the Normal class manifested RR intervals
with mostly low deviation from the mean, but some large excursions (standard deviation = 0.0357).
In comparison, the participant from the Definite class showed fewer large excursions (SD = 0.0173),
while the participant from the Early class was in between these (SD = 0.025926).

Figure 1. RR interval time series of normal, early cardiac autonomy neuropathy (eCAN) and definite
CAN (dCAN).

2.3. Decomposition

The RR interval time series was decomposed into increment, magnitude, sign and acceleration,
as discussed above. Raw RR intervals were filtered and the trend was removed. Increments were
calculated as the difference between successive RR intervals. The magnitude, sign and acceleration of
the increments were then determined. Finally, the Rényi entropy was calculated for the sign, magnitude
and acceleration time series, using a variety of values for parameter sequence length π, exponent α,
and width of the kernel function σ. This results in four different measures:

• Rényi entropy calculated from a sequence of the magnitude of the difference in RR intervals
• Rényi entropy calculated from a sequence of the sign of the difference in RR intervals
• Rényi entropy calculated from a sequence of the acceleration of RR intervals

2.4. Calculating the Multiscale Rényi (MSRen) Entropy

The Rényi entropy was calculated for scaling exponents α of integer values from −5 to +5.
The entropy values were then normalized by dividing by log2 of the number of length of the RR
interval time series. A range of sequence lengths, π, was also used, and the dispersion of the Gaussian
function (σ) was varied in proportion. Sequence lengths of 1, 2, 4, 8 and 16 RR intervals were adopted,
with corresponding values of σ as 0.01, 0.02, 0.04, 0.08 and 0.16, respectively. A Mann-Whitney test was
performed to compare the Rényi value obtained for the Normal to that obtained for the Early CAN
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group, and a similar comparison between the Early CAN and the Definite CAN group, and between
the Definite CAN and the Normal group.

3. Results

For each patient group, we calculated the median value of the standard deviation of the RR
intervals and selected the patients with standard deviation of RR intervals closest to the median for
the group. The resulting three representative patients are used to illustrate the differences in sign,
magnitude and acceleration between Normal, Early CAN and Definite CAN. Figures 2–4 present a
sample of 100 filtered RR intervals and their decomposition, using data from the three representative
groups to illustrate the effect of working with the sign of the RR interval, first and second difference.
All vertical axes are numbered in seconds. It can be observed, for example, that the increment ΔRR (b)
varies between ±0.2 s with excursions up to 0.5 s, while the acceleration (e) varies between ±0.7 ms.
There are frequent reversals of sign (d) with some periods of a continuation of the same sign.

a) RR
 

b) RR
 

c) 

|
RR

| 

d) 

si
gn

(
RR

) 

e) 2 R
R 

Number of RR interval 

Figure 2. An illustration of the composition of the raw 100 RR tachogram for participants without
CAN (Normal group). (a) The RR time series after filtering and pre-processing; (b) The increment
(ΔRR = RRn − RRn−1) of the time series shown in (a); (c) The magnitude of the increment; (d) The sign
of the increment; (e) The acceleration (Δ2RR = RRn − 2RRn−1 + RRn−2).
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Figure 3. An illustration of the composition of the raw 100 RR tachogram for a participant with Early
CAN. (a) The RR time series after filtering and pre-processing; (b) The increment (ΔRR = RRn − RRn−1)
of the time series shown in (a); (c) The magnitude of the increment; (d) The sign of the increment;
(e) The acceleration (Δ2RR = RRn − 2RRn−1 + RRn−2).

Figure 3 shows similar information from the representative participant with early CAN. The range
of variation in RR interval, ΔRR and |ΔRR| can be observed to be much smaller than those in Figure 2,
indicating a smaller variance in the RR interval. In addition, the acceleration is large compared to the
representative with early CAN in Figure 3. The sign (Figure 2e) shows fewer changes in direction
compared to the representative with early CAN in Figure 3.

Figure 4 shows a sample of the information from a participant with definite CAN. The difference
in RR intervals (Figure 4b,c) can be seen to be even smaller than the example shown in Figure 2 or
Figure 3, while the acceleration (Figure 4e) also has a smaller range than the example from either the
Normal or Early group. The sign is different to either of the previous examples, as there appears to be
more frequent reversals in sign when compared to those examples, but there is less of a mixture of fast
and slow changes in sign.

In order to quantify these differences, the variation of each time series was evaluated, for each
participant in the study, using the Rényi entropy. A variety of values were used for the parameters
(sequence length π, exponent α and width of the kernel function σ).
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Figure 4. An illustration of the composition of the raw 100 RR tachogram for a person with Definite
CAN. (a) The RR time series after filtering and pre-processing; (b) The increment (ΔRR = RRn − RRn−1)
of the time series shown in (a); (c) The magnitude of the increment; (d) The sign of the increment;
(e) The acceleration (Δ2RR = RRn − 2RRn−1 + RRn−2).

Our results comparing Normal (N), Early (E) and Definite (D) CAN, based on the magnitude of
the difference of RR intervals for sequence length π set to 1, 2, 4, 8, 16, and for α = +5 applying the
Mann-Whitney tests obtained the smallest p-value (p < 0.0001) for the Definite to Normal comparison
with a sequence length of π = 1 values for ΔRR. Normal versus Early was best differentiated with
longer sequences of length π = 4 or π = 8, whereas for Early versus Definite the optimal sequence
length was again π = 1. Extracting the sign of a ΔRR sequence provides information on the linear
aspects of the traces but the separation of the classes is less pronounced as seen in the figures above
and results in the tables below and hence the p-values are much larger, indicating a lesser role of the
linear characteristics of the signals in differentiating CAN progression. Only Normal to Early CAN
was significantly different for a sequence length of π = 8, suggesting that the nonlinear, fractal-like
characteristics may play a larger role in CAN development.

Separating the classes based on the acceleration of ΔRR increments results in the smallest p-value
(8.13 × 10−5) obtained for the Mann-Whitney test comparing Definite CAN to Normal, and a sequence
length π = 4. For acceleration, separation of CAN progression improves with sequence length up to
π = 4, and then decreases again for all comparisons, except for Normal versus Early, where the best
separation is seen using π = 16. However, the best overall comparative results were found with π = 4.
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Table 1 concerns the magnitude of differences (|ΔRR|) and shows p-values obtained from three
Mann-Whitney tests comparing Normal to Early (NE), Early to Definite (ED) and Definite to Normal
(DN), for different values of the Rényi parameters sequence length π, and exponent α. The width of
the kernel function σ was always chosen as π/100. Nearly all of these p-values are significant at the
p < 0.01 level, and some are extremely small, suggesting that these Rényi exponents show an effect for
all three of these comparisons.

Table 1. Classification results based on Rényi exponents applied to the magnitude of differences (|ΔRR|).
Figures represent p-values for the results of Mann-Whitney tests for comparisons of Normal to Early
(NE), Early to Definite (ED) and Definite to Normal (DN). Values shown in bold are the smallest p-value
for each comparison (Table 1), while tests that were not significant are indicated by n.s.

Test π = 1 π = 2 π = 4 π = 8 π = 16

α = 1
NE 0.0001 <0.0001 <0.0001 0.0001 0.002
ED 0.004 0.006 0.02 n.s. n.s.
DN <0.0001 <0.0001 0.0002 0.002 0.03

α = 2
NE 0.0002 <0.0001 <0.0001 <0.0001 0.0007
ED 0.002 0.004 0.01 0.05 n.s.
DN <0.0001 <0.0001 0.0001 0.001 0.02

α = 3
NE 0.0002 <0.0001 <0.0001 <0.0001 0.0004
ED 0.003 0.005 0.009 0.004 0.2
DN <0.0001 <0.0001 <0.0001 0.001 0.01

α = 4
NE 0.0003 <0.0001 <0.0001 <0.0001 0.0003
ED 0.002 0.005 0.009 n.s. n.s.
DN <0.0001 <0.0001 <0.0001 0.0009 0.007

α = 5
NE 0.0003 <0.0001 <0.0001 <0.0001 0.0002
ED 0.002 0.005 0.009 0.02 n.s.
DN <0.0001 <0.0001 <0.0001 0.0007 0.006

In general, the smallest values are found for normal versus definite CAN as would be expected.
However, the table suggests that some values of the Rényi parameters are better than others at
demonstrating this effect. Generally, the sequence length of 2 provides the best separation for ED
(early–definite) and DN (definite–normal), but using π = 4 provides the best separation for NE
(normal–early). n.s.—not significant.

Table 2 illustrates results for acceleration and shows p-values obtained from three Mann-Whitney
tests for different values of sequence length π, and exponent α. The figures show an optimum value for
π = 4 and for a variety of values for α. For short sequence lengths, the p-value increases with increasing
α. For longer sequences the opposite is true.

The actual values of the Rényi entropy calculated from the magnitude of the increment of RR
intervals |ΔRR|, using the parameters sequence length π = 4, and width of the kernel function σ = 0.04,
are illustrated in Figure 5. The exponent αwas varied so that −5 ≤ α ≤ 5. The inset highlights details of
the exponents corresponding to the positive values of α. Rényi entropy calculated for the class of Early
CAN lies in between those for the Normal and Definite classes.

Rényi entropy calculated from the acceleration of the RR intervals Δ2RR, using the parameters
sequence length π = 4, and width of the kernel function σ = 0.04 indicates a better separation for
positive α (Figure 6.).
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Figure 5. Values of Rényi entropy based on the magnitude of the difference between RR intervals, for
sequences of 4 values.

Table 2. Classification results based on Rényi exponents applied to acceleration (|Δ2RR|). Figures represent
p-values for the results of Mann-Whitney tests for comparisons of Normal to Early (NE), Early to Definite
(ED) and Definite to Normal (DN). Values shown in bold are the smallest p-value for each comparison
(Table 1), while tests that were not significant are indicated by n.s.

Test π = 1 π = 2 π = 4 π = 8 π = 16

α = 1
NE 0.003 0.0005 0.0002 0.0003 0.0005
ED n.s. 0.03 0.01 0.02 n.s.
DN 0.00147 0.0002 <0.0001 0.0005 0.004

α = 2
NE 0.007 0.0008 0.0003 0.0004 0.0004
ED n.s. 0.02 0.009 0.02 0.05
DN 0.002 0.0003 <0.0001 0.0003 0.001

α = 3
NE 0.01 0.001 0.0003 0.0005 0.0003

ED n.s. 0.03 0.007 0.02 0.04
DN 0.002 0.0004 <0.0001 0.0002 0.001

α = 4
NE 0.01 0.0009 0.0004 0.0005 0.0003

ED n.s. 0.03 0.007 0.02 0.03
DN 0.003 0.0004 <0.0001 0.0002 0.0009

α = 5
NE 0.01 0.001 0.0004 0.0006 0.0002

ED n.s. 0.03 0.007 0.02 0.03
DN 0.0038 0.0004 <0.0001 0.0001 0.0006

Figure 6. Values of Rényi entropy based on the acceleration of RR intervals, for sequences of 4 values.
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4. Discussion and Conclusions

In physiological dynamic systems, various extended concepts of entropy, such as approximate
entropy (ApEn), sample entropy (SampEn), and multi-scale entropy have been developed to quantify
various physiological signals [42,43,57]. The major advantage of Rényi entropy is that it is robust for
short time series, nonlinearity and nonstationarity. The Rényi entropy introduced here also has the
advantage of addressing how the probabilities are calculated by applying a density method based on a
Gaussian kernel rather than a histogram method, which is the standard for calculation of multiscale
entropy. H(α) is the order of the Rényi entropy measure. As α increases, the measures become more
sensitive to the values occurring at higher probability and less to those occurring at lower probability,
which provides a picture of the RR length distribution within a signal [49]. Including acceleration in
our model then adds information about the heart rate variability by providing information not only on
the change in the system using the first difference but also the magnitude and direction of the change
measured by the second difference (acceleration) with respect to sequence length.

Heart rhythm is characterized by a scale-invariant, nonlinear dynamics displaying long-range
power-law correlations over a range of time scales [58,59] akin to 1/f [60] or fractal-like
scaling [1,39,47,57,58,61–65]. Fractal-like scaling analysis has been shown to indicate risk of adverse
cardiac events [66,67].

Bio signals quantifying cardiac interbeat intervals (RR intervals) exhibit complex dynamics that
vary with age and disease and can be characterized by scaling laws [12,68]. In healthy subjects,
RR interval time signals present large variability, which is a function of the numerous physiological
processes that influence heart rhythm, including ANS and neuroendocrine factors. Nonstationarity
and nonlinear dynamics characteristic of these signals are believed to be due to the complex interaction
between the two branches of the ANS, endocrine factors and the intrinsic cardiac control mechanisms.

Early identification of CAN is crucial for more effective clinical outcomes. Studies have shown
that the one of the earliest signs for a CAN diagnosis is the reduction of HRV. Thus, understanding
of the time series characteristics and selecting an appropriate method to analyze these signals and
interpret the results is paramount. A consistent finding of ours is that the most difficult two classes
to separate were Definite and Early CAN. This implies that patients in the early stages of CAN have
similar HRV features to those in the definite group. This may be a reflection that the existing CART
criteria are somewhat conservative in identifying CAN, or the two blood pressure tests included in the
CART battery indicative of sympathetic dysfunction do not clearly identify disease progression from
early to definite CAN, and that sympathetic dysfunction may already be a factor in early CAN [69].

The typical RR tachogram consists of linear and nonlinear portions, which overlap and lead to
the characteristic heart rate variability. In this work, we show that different components of the RR
tachogram are able to differentiate between the stages of CAN progression from normal and early
CAN to definite CAN. These different components rely on the fact that control of heart rate entails
changes in both a positive and negative directions. In particular, the magnitude and acceleration of
the changes in RR increments separate all three groups. Both of these series carry information on
the nonlinear properties of the interbeat interval time series and indicate that fractal-like or power
law dynamics within the biosignals become more prominent with disease progression. This complex
behavior is further illustrated by the larger and more often occurring deviations in acceleration.

Recent NLD methods continue to shed light on HRV changes under various physiological and
pathological conditions, providing valuable potential prognostic and diagnostic information and
complementing traditional time- and frequency-domain analyses. With the advent of multiple tools
and algorithms, it is critical to identify which of these methods should be selected and under which
conditions they should be applied. Our work aligns with previous work, confirming the efficacy of
complex measures for representing and quantifying heart rate variability. The current research has
focused on investigating the differences in successive RR intervals adopting interbeat acceleration as a
novel feature, which provides additional information about the nonlinearity of heartbeat regulation
and hence the identification of disease. The high degree of separation obtained between classes of

296



Entropy 2019, 21, 727

disease points to its diagnostic and risk stratification potential in cardiac autonomic neuropathy, and
provides a much less invasive test for this disease, with the advantages of faster diagnosis, better access
to treatment and more effective clinical outcomes.
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Abstract: The identification of patients with increased risk of Sudden Cardiac Death (SCD) has been
widely studied during recent decades, and several quantitative measurements have been proposed
from the analysis of the electrocardiogram (ECG) stored in 1-day Holter recordings. Indices based on
nonlinear dynamics of Heart Rate Variability (HRV) have shown to convey predictive information
in terms of factors related with the cardiac regulation by the autonomous nervous system, and
among them, multiscale methods aim to provide more complete descriptions than single-scale based
measures. However, there is limited knowledge on the suitability of nonlinear measurements to
characterize the cardiac dynamics in current long-term monitoring scenarios of several days. Here, we
scrutinized the long-term robustness properties of three nonlinear methods for HRV characterization,
namely, the Multiscale Entropy (MSE), the Multiscale Time Irreversibility (MTI), and the Multifractal
Spectrum (MFS). These indices were selected because all of them have been theoretically designed
to take into account the multiple time scales inherent in healthy and pathological cardiac dynamics,
and they have been analyzed so far when monitoring up to 24 h of ECG signals, corresponding
to about 20 time scales. We analyzed them in 7-day Holter recordings from two data sets, namely,
patients with Atrial Fibrillation and with Congestive Heart Failure, by reaching up to 100 time
scales. In addition, a new comparison procedure is proposed to statistically compare the poblational
multiscale representations in different patient or processing conditions, in terms of the non-parametric
estimation of confidence intervals for the averaged median differences. Our results show that variance
reduction is actually obtained in the multiscale estimators. The MSE (MTI) exhibited the lowest
(largest) bias and variance at large scales, whereas all the methods exhibited a consistent description
of the large-scale processes in terms of multiscale index robustness. In all the methods, the used
algorithms could turn to give some inconsistency in the multiscale profile, which was checked not to
be due to the presence of artifacts, but rather with unclear origin. The reduction in standard error
for several-day recordings compared to one-day recordings was more evident in MSE, whereas bias
was more patently present in MFS. Our results pave the way of these techniques towards their use,
with improved algorithmic implementations and nonparametric statistical tests, in long-term cardiac
Holter monitoring scenarios.

Keywords: nonlinear dynamics; multiscale indices; cardiac risk stratification; Holter; long term
monitoring; multiscale entropy; multifractal spectrum; multiscale time irreversibility
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1. Introduction

Sudden Cardiac Death (SCD) has been defined as the unexpected natural and cardiac originated
death within a short period of time, given at less than 1 h from the onset of symptoms if witnessed
or within 24 h of having been observed alive if unwitnessed, in a person with no prior condition
that could be considered as fatal [1–3]. There are other causes of sudden death, but cardiac is the
most usual origin, specifically including: (a) Arrhythmic causes, such as ventricular tachycardia (VT),
ventricular fibrillation (VF), or asystole; (b) several other structural heart disease origins, for instance,
those ones corresponding to congenital heart disease; and (c) abnormal function of the autonomous
nervous system (ANS), which is not itself a death cause, but it can promote others such as arrhythmic
or hypertensive death [4]. The SCD mechanism in the last case is often VT or VF. Given the incidence
of SCD as major cause of mortality in the world, methods have been proposed aiming to provide risk
stratification tools for cardiac patients [5]. SCD episodes can happen not only in patients with coronary
or cardiomyopathic disease, but also they can occur in people with no previous heart alteration, which
makes the risk stratification extremely complex. The prognostic significance of noninvasive studies
and the efficacy of the therapeutic actions have been pointed to be etiology dependent [6]. The most
widely used SCD-risk marker in the clinical practice is the Left Ventricular Ejection Fraction (LVEF),
but given its low specificity, many other techniques have been proposed. A relevant subset of them is
given by the computational indices that are obtained from the signal analysis of the Electrocardiogram
(ECG), including a variety of proposed biomarkers such as late potentials, heart rate variability (HRV),
T-wave alternans, or deceleration capacity. The interested reader can refer to [7] for a detailed review
on issues related with signal processing, technology transfer, and scientific evidence for all of them.

Many of these SCD markers are obtained in a Holter recording, which is a diagnostic tool
consisting of 24 to 48 h signal registers in two or three chest leads to be subsequently processed
by using a computer program, so that a variety of cardiac events can be identified by the clinician.
Probably one of the most scrutinized markers of SCD risk from Holter recordings is HRV, which
measures the time changes between consecutive cardiac beats [8]. Its interest partially comes from
its non-invasive nature and its easy for analysis, only needing to know the time instants of the beat
occurrences. The heart does not behave like a periodic oscillator, but instead its rhythm is modulated
by the ANS, and the simultaneous actuation of its two branches (sympathetic and parasympathetic)
causes dynamic oscillations of the cardiac frequency, producing the presence of HRV [9]. Among the
many methods that have been proposed in the literature to quantify the HRV indices, the nonlinear
methods extract relevant information from HRV signals in terms of their complexity. Nonlinear indices
are based on the underlying idea that fluctuations in the between-beat intervals (also known as RR
intervals) can exhibit characteristics that are well known from Complex Dynamic Systems Theory,
and broadly speaking, healthy states are expected to correspond to more complex patterns than
pathological states. However, some pathologies are associated with highly erratic fluctuations with
statistical properties resembling uncorrelated noise [7], and traditional algorithms could yield higher
irregularity indices for such pathological signals when compared to healthy dynamics, even though
the latter represent more physiologically complex states [10]. This possible inconsistency may be
due to the fact that traditional algorithms are based on single scale analysis, and they can not take
into account the complex temporal fluctuations inherent to healthy physiologic control systems. It is
usual that studies based on 1-day Holter monitoring [11] envision that relevant information could be
obtained from longer duration recordings, however, few studies [12,13] have scrutinized nonlinear
indices in several-day Holter monitoring, despite its current and increasing availability in the clinical
practice. Note in the following that, whereas some authors refer to long-term Holter as those with
duration about 24 h, we will use long-term to refer to the Holter recordings when measured for several
days throughout this paper.

Several of the nonlinear HRV measurements (based either on Chaos Theory, Information Theory,
or Fractal Theory) have been paid special attention according to the electrophysiological hypothesis
that the long-term regulation is a homeostatic yet dynamical equilibrium, which can be expected to
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be complex and multi-cause enough to require a set of indices that should be calculated at different
scales. This has motivated the extension of several of those indices to what can be called their multiscale
versions. Remarkable examples of this effort are the Multiscale Entropy (MSE) method [14–17], the
Multiscale Time Irreversibility (MTI) method [15], and the Multifractal Spectrum (MFS) method [18,19].
MSE has been applied to predict stroke-in-evolution in acute ischemic stroke patients using one-hour
ECG signals during 24 h [20], and also recently to predict vagus-nerve stimulation outcome in patients
with drug-resistance epilepsy, who were found to have lower preoperative HRV than controls [21].
Different preprocessing stages have been proposed for it, including the use of MSE in the first
difference of RR-interval time series instead of the series itself, yielding better statistical support
and discrimination capabilities between Congestive Heart Failure (CHF) and control groups [22]. Some
authors consider the MSE algorithm biased for two reasons: First, the similarity criteria is fixed for all
scales, whereas coarse grained time series variance has been pointed to decrease with the scale; And
second, spurious oscillations are introduced due to the suboptimal procedure for eliminating the fast
temporal scales of the time series. Accordingly, a modified algorithm was proposed [23], so-called
the refined MSE (RMSE), in order to overcome these limitations, and it was tested in simulations
and in 24-h HRV signals from aortic stenosis and control groups. The use of RMSE did not allow to
make inferences that could not be made by MSE with real data, however, simulations showed that
RMSE can be a more reliable method for the assessment of entropy-based irregularity. A comparative
study between MSE and RMSE was performed in [24] confirming that despite the differences they
both present similar tendencies with scale factor. MTI has been applied to HRV and blood preasure
variability (BPV) signals concluding that TI of beat-to-beat HRV and BPV is significantly altered during
orthostasis [25]. In addition, recent interest has been raised in the use of some of the multiscale indices
in the analysis of atrial fibrillation (AF) dynamics, which has been scrutinized in the context of ischemic
stroke prediction in patients with permanent AF [26].

We can say that cardiac long-term monitoring (LTM) has been technologically achieved, and
previous studies exist which have scrutinized the value of these recordings in simple and well-known
clinical indices from practice, such as the number or rate of ectopic beats or the number or rate
of different cardiac events [27]. However, algorithm robustness should be paid attention if deeper
physiological and pathological information is to be extracted from nonlinear multiscale indices, in
order to be sure about their reliability when working with long series in populational data, and to
our best knowledge, few previous works can be found noting this point with attention. Therefore,
we propose here to study the robustness of nonlinear multiscale HRV measurements to characterize
different cardiac health states in LTM recordings.

Specifically, we made a comparative analysis of the three mentioned multiscale methods on
a database consisting of patients with 7-day Holter in two cardiac conditions, namely, CHF and
AF [28]. This study aims to give basic knowledge on the usefulness and current limitations of these
methods towards their future and principled use for SCD risk stratification. For this purpose, a
nonparametric statistical test is proposed in order to compare and give cut-off comparison levels
between two different situations in terms of the confidence intervals (CI) for the median difference
across multiscale representations of poblational representations. This method can be used either for
establishing comparisons among patients or subjects with different conditions, or to scrutinize the
impact of preprocessing or data length on the statistical properties of the multiscale representations.
The procedure can be seen as an extension of previously used statistical comparisons [20,21] in terms
of nonparametric bootstrap tests for confidence bands [12,29].

The structure of the paper is as follows. In the next section, the fundamentals of the multiscale
methods selected here for HRV analysis are described. Then, existing methods and the new procedure
based on nonparametric bootstrap tests for median difference are provided in Section 3, together with
the presentation of the available recordings in Physionet [11] used as starting benchmark for this study
and the LTM-ECG databases for CHF and AF during 7 days. In Section 4, a set of experiments are
conducted and results are presented on the suitability, together with some technical limitations and
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consistency properties, of these benchmarked multiscale algorithms. Finally, in Section 5, technical
and clinical discussion is given and conclusions are drawn.

2. Fundamentals of Multiscale Methods for HRV Analysis

HRV measurements aim to give a numerical magnitude of the time fluctuations between sets
of consecutive beats. The short-term recordings of HRV are usually measured about 3 to 5 min,
and they have been traditionally associated with the dynamic control of the ANS on the heart rate
and the cardiac properties. The long-term fluctuations of HRV have been described to have a wide
physiological meaning in terms of the cardiovascular system self-regulation mechanism description.
The ANS is divided into two branches, namely, the sympathetic and the vagal (parasympathetic) ones.
Broadly speaking, the activation and excitation of the sympathetic branch has an accelerating effect
on the cardiac cycle, whereas the vagal activation has a decelerating effect, but both subsystems are
simultaneously and continuously working and compensating themselves, so that oscillations on a
dynamic equilibrium are produced on the heart rate [9]. In addition, the ANS receives information
through the so-called efferent pathways from a wide variety of systems and organs (heart, digestive
system, kidney, respiratory system, and many others), and those influences are part of the genesis of
ANS afferent pathways, in which heart rate is affected and is involved through different control
mechanisms. Additional influences on the ANS such as humoral factors, night-day cycles, or
environmental influences, are slower than the ANS, so that they only can influence the long-term
HRV [30]. All these sources are contributors to the HRV modulation, which globally has its origin on a
complex dynamic equilibrium arising from diverse mechanisms in the cardiovascular system that are
taking place in the short-, the middle-, and the long-term scales.

A number of scientific, technical, and medical studies have focused on the HRV, and it well
might be the most studied index in the SCD risk-stratification literature. Nonlinear methods [9]
include several subfamilies, according to their calculation being based on Information Theory, on
Chaos Theory, or on Fractal Theory. These methods have been paid special attention not only for their
attractive theoretical foundations, but also because they seemed to have promising risk capabilities
in small-sized studies with patients [7]. A usual situation in the literature of nonlinear HRV indices
has been that some basic index has been first proposed, which has shown descriptive capabilities and
some independence for SCD risk stratification, and then this index has been subsequently extended to
a multiscale formulation, aiming to capture a richer variety of descriptions for the signal behavior. As
described next, this is the case of MSE, MTI, and MFS methods for HRV analysis.

We denote the continuous-time ECG signal of a patient by S(t), and we register it during an
observed time interval, denoted by t ∈ (ti, t f ). As a result of preprocessing steps devoted to signal
filtering and R-wave detection, we can detect the R wave of each beat in S(t), and the time instants
associated to each R-wave are denoted as tR

n , with n = 0, . . . , N, so that the detected set of R-waves can
be expressed as a point process, given by

RR(t) =
N

∑
n=0

δ(t − tR
n ) (1)

where δ(t) denotes the continuous-time Dirac’s delta function. It is often useful to work with the
so-called normal beats, which correspond to R-waves in beats that have been only originated in
sinus rhythm conditions and where artifacts and ectopic beats are discarded. Here we assume
that the R-waves correspond to cardiac beats but not to artifacts or wrong R-wave detections.
The RR-tachogram [9], or just tachogram, can be denoted by x[n] and is defined as the discrete-time
series given by the indexed time difference between consecutive R-wave times (excluding artifacts and
non-physiological beats, as well as conventional quality-control beat filters), this is,

x[n] = tR
n − tR

n−1, n = 1, . . . , N (2)
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The following algorithms and indices can be expressed and obtained in terms of the tachogram
registered in patients.

2.1. MSE Analysis

The approximate entropy (ApEn) can be described as a nonlinear fluctuation measurement
that aims to quantify the irregularity of a RR-interval time series [31]. An ApEn increase is usually
interpreted as an indicator of irregularity increase in the underlying cardiovascular process. The Sample
Entropy (SampEn) was subsequently introduced [32] to solve the limitations of the ApEn [33], since
the latter compares each pattern in a time series with other patterns but also with itself, which leads
to the overestimation of similarity existence in that time series, and hence to strong bias and to some
inconsistent results. SampEn is the negative of the natural logarithm of the conditional probability
that two similar patterns of m point segments, xm(j) and xm(i) of tachogram x[n], remain similar if we
increase the number of points to m + 1, within a tolerance r that is defined as a noise-rejection filter [32].
SampEn index reduces the statistical bias of ApEn index and it is a measurement rather independent
of the data length, but its problem is that it it can be unstable when the counted events are scattered.

The new concept of multiscale analysis was proposed to overcome several limitations pointed out
for ApEn and SampEn measurements which could be leading to clinical misinterpretation of HRV in
some conditions. The MSE analysis was introduced by Costa et al. in [14], and it was also intended to
provide a richer description of the cardiac dynamics in terms of a set of naturally related indices, rather
than to use a single number. For a given discrete-time series, a new series is constructed in a scale τ, the
terms of which are the average of the consecutive elements of the original series without overlapping.
For a time series with τ = 1, this corresponds to the original series, whereas for τ = 2, the series is
constructed with the average of the elements taken from two by two, and so on. We finally calculate
the SampEn for each one of these new generated series. When the obtained values are represented
versus the scale factor, the dependence of the measured entropy with the time scale can be scrutinized.
The maximum scale to use depends on the number of samples in the time series.

Starting with tachogram signal x[n], we denote MSE as MSE(x[n], τ, r, m) to explicitly consider
the dependence of its design parameters. We obtain the consecutive time series yτ , determined by
scaling factor τ as follows:

• First, the original time series is divided into non-overlapping intervals with window size of τ

samples. Then the signal mean is obtained for each of the sample windows.
• Each element of the series yτ [j] is calculated according to the equation:

yτ [j] =
1
τ

jτ

∑
n=nj

x[n], 1 ≤ j ≤ N
τ

(3)

where nj = (j − 1)τ + 1 for notation simplicity. For the first scale, the time series y1[j] is just the
original time series. The length of each obtained time subseries is equal to N

τ .
• The sample entropy index is calculated for each time series yτ , and it is represented as a scale-factor

function SampEn(τ).

The MSE analysis has been applied to a variety of cardiac and cardiopathological situations,
including the analysis of CHF [14], hypertensive and sino-aortic denervated conditions in experimental
studies [24], and the ANS evolution before, during, and after percutaneous transluminal coronary
angioplasty [34], as well as for prediction of ischemic stroke in patients with persistent AF [26], among
other things. In all these cases, the length of the analyzed signals did not exceed 24 h using 20 as a
maximum scale value, which involves x[n] tachograms with about or more than 20,000 samples each.
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2.2. MTI Analysis

Time irreversibility has recently attracted attention in the cardiovascular-signal field. A signal is
said to be time irreversible if its statistical properties change after its time reversal. The consistency
loss of the statistical properties of a signal when the signal reading undergoes a change through time
inversion is measured using the MTI, which represents an asymmetry index. This index is higher in
healthy systems (with more complex dynamics) and it decreases in conditions like pathology or aging,
as introduced in [15,16]. On the other hand, physiological time series generate complex fluctuations
in multiple depending time scales, due to the existence of different hierarchical and interrelated
regulatory systems.

The MTI analysis has been applied to measure nonlinear dynamics in heart-rate time series.
For instance, MTI indices were computed in [35] for 20 healthy neonates to detect the presence of
nonlinearity in their cardiac-rhythm control system, and temporal asymmetries were detected within
their heart rate dynamics even shortly after birth.

2.3. MFS Analysis

Physiological signals have been shown to present fractal temporal structure under healthy
normal conditions [12,36,37]. In particular, it was shown in [38] that time series generated by certain
cardiovascular control systems in healthy conditions require a large number of exponents to adequately
characterize their scaling properties, and that the nonlinear properties of this behavior are encoded in
the Fourier phases. The same work used examples of CHF patients to contrast the previous finding
with the loss of multifractality in this example of life-threatening condition. In this setting, RR-interval
time series have been analyzed in terms of multiple scaling exponents. We next summarize the
basic principles for estimating the MFS from RR signals that are usually followed in the literature.
The interested reader can consult the original works on its application [19,38] and the details on the
wavelet-transform modulus maxima method [39], which gives a principled calculation method for
this purpose.

Whereas monofractal signals have the same scaling properties through time and they can be
indexed by a single global exponent (such as Hurst exponent H) characterizing their fluctuations, other
signals exhibit variations in their local Hurst exponent along time. When several subsets of a signal are
characterized by the same local Hurst exponent ho, and when each of these signals can be characterized
by a fractal dimension measurement, we denote this estimated dimension as D(ho). Accordingly, D(h)
will have nonzero values on a set of discrete points in h for some class of signals. Local value of h
is modernly estimated with Wavelet Theory [39], often using successive derivatives of the Gaussian
function as the analyzing wavelet at different scales a, in order to remove polinomial trends with
polinomial order up to the wavelet derivative order. In these conditions, the problem reduces to obtain
the modulus of the maxima extrema of the time series wavelt transform at eath time instant.

We then estimate the partition function Zq(a), as the sumation of the qth powers of these local
maxima as a function of scale, and for small scales, it is fulfilled that it has the form Zq(a) ∼ aτ(q),
where τ(t) are exponents that can be estimated. In monofractal signals, a linear scaling exponent
spectrum is obtained, given by τ(q) = qH − 1. However, for multifractal signals we obtain a nonlinear
expression, and it can be shown that τ(q) = qh(q)− D(h), where h(q) = dτ(q)/dq is not constant.
Accordingly, the estimated fractal dimensions D(h) are obtained by the Legendre transform of τ(q),
finally yielding

D(h) = qh − τ(t) (4)

Given that h = 0.5 can be related to uncorrelated changing time series, this representation allows
to determine to what extent a process conveys anticorrelated (h < 0.5) or correlated (h > 0.5) behaviour
consistently manifested through different time periods.

The multifractal structure of HRV can reflect important properties of the heart-rate autonomic
regulation. Multifractal analysis is an expansion of fractal analysis since it characterizes the time series
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variability with a collection of scaling exponents instead of a single one, which makes possible to
investigate and quantify HRV in terms of its multiexponent properties. A right shift has been revealed
in the multifractal spectrum peaks for healthy subjects during meditation [40], which points to a better
health condition of persons with respect to multifractal nature. Accordingly, a healthy heart-rate
regulation promotes a multifractal signal.

3. Statistical Methods and ECG Databases

3.1. Previously Proposed Indices and Bootstrap Resampled Median Difference

A set of metrics were computed in order to quantify population differences in terms
of the information conveyed by small, medium, and large scales of MSE and MTI indices.
Namely, the area under the MSE and MTI profiles between scales 1 and 5 (so-called Area 1–5),
between scales 6 and 20 (Area 6–20), and between scales 21 and 100 (Area 21–100). The area under the
complete profiles (so-called Area) for MSE, MTI, and MFS was also computed. These metrics have
been previously used and validated in studies comparing results of multiscale indices for different
populations [20,21]. The Wilcoxon-Rank Sum Test was subsequently used to evaluate the statistical
difference between populations in terms of these metrics, also according to the previous works.

As an extension of the previous existing analysis, we contribute in this paper with a statistical
procedure allowing to establish simple statistical comparisons, either between two different population
groups or within the same group of patients, in terms of a given multiscale representation. The
procedure can be summarized and described as follows. We generically denote the scale as ν (which
includes both possibilities for τ in MSE and MTI, or h in MFS), and the multiscale index as J(ν) (where J
stand for either MSE or MTI or MFS representations). Let us assume that we have available a set of
signals from a given patient dataset A, and this set is denoted as

SA ≡ {xi[n], i = 1, · · · , NA} (5)

and that the multiscale parameter can be obtained by using a given operator Γ for each signal in the
database, i.e.,

Ji(ν) = Γ (xi[n], θ) (6)

where θ includes the set of preprocessing and processing parameters established for preprocessing
and conditioning the signal under analysis.

Note that in this case J(ν) represents a random process, defined by its statistical distribution
f J(ν) (J(ν)), which in general has an unspecified expression. We can define its median value and
denote it as JM(ν), which in practice can be estimated as the median of the multiscale representations
obtained in a given population with a given set of parameters, and denoted as J̄M(ν|SA, θ). Therefore,
statistical differences can be calculated in two kinds of situations. First, when comparing the multiscale
differences in two populations of patients, SA and SB, we can build the statistic accounting for the
difference between their corresponding poblational medians, give by

ΔJM(ν) = J̄M(ν|SA, θ)− J̄M(ν|SB, θ) (7)

In addition, we can have two different sets of preprocessing conditions, given by θ1 and θ2, and
in this case the differences due to this change in those conditions can be scrutinized in terms of the
difference of the median multiscale spectrum in a given population, as given by

ΔJM(ν) = J̄M(ν|SA, θ1)− J̄M(ν|SA, θ2) (8)

Hence, both representations are similar enough to provide a similar-to-handle view of the scales
in which differences can be observed. The use of the median gives a robust estimator for cases where
non-Gaussian distributions can be present, which was previously observed to be this case.
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Since the PDF of the multiscale indices is often complex to estimate and to handle, we used
nonparametric bootstrap resampling techniques, which provide us with an estimation of the empirical
distribution of any statistical magnitude that can be built from computational media [29]. In our case,
given a set of observed signals, we build a resample of this set by sampling with replacement each of the
individuals in SA up to B times, so that we get the so-called the bth resample of the patient population,
S∗

A(b), where superscript ∗ is the usual notation to point out all the bootstrap-estimated magnitudes.
For this resample, we obtain an estimate of the statistical magnitude of interest, widely known as
its bootstrap replication, and in our case it corresponds to weight vector w∗

(b). By repeating the
procedure B times, we get an estimate of the marginal distribution given by the empirical probability
density function (PDF) of the bootstrap replications of each weight, this is, J̄M(ν|S∗

A, θ). The estimated
distribution of the median difference statistic as a function of the scale can then be estimated from
the replications of this statistic, which for the case of two different patient populations is obtained by
non-paired resampling as follows:

ΔJ∗M(ν, b) = J̄M(ν|S∗
A, θ)− J̄M(ν|S∗

B, θ) (9)

whereas for changes in the preprocessing conditions, paired resampling can be addressed, yielding

ΔJ∗M(ν, b) = J̄M(ν|S∗
A, θ1)− J̄M(ν|S∗

A, θ2) (10)

The corresponding CI can be readily obtained just using sorted statistics, with significance level
α yielding confidence level 1 − α (typically 1 − α = 0.95). We expect the relevant differences to
exhibit non-zero overlapping CI. In addition, the band confidence width should be consistent with
the expected statistical power of the bootstrap test, hence allowing to study the consistency of the
estimates when increasing the number of measured days in the Holter signals, and the estimated
median average should allow us to scrutinize the presence of bias.

3.2. ECG Databases

We started by using multiscale methods to asses the variability of the RR-interval signals derived
from 24-h Holter recordings from control subjects and from CHF patients. Both sets of recordings
were downloaded from Physionet database [11]. The control group was obtained from 24-h Holter
recordings in 72 healthy subjects (35 men and 37 women, from 20 to 76 years old). The original ECG
recordings were sampled at 128 Hz. The CHF group was obtained from 24-h Holter recordings in
44 subjects (from 22 to 79 years old, including 19 men and 6 women, though gender information
was not available for all the recordings). A subset of the original ECG recordings were sampled at
250 Hz (15 recordings), and the rest at 128 Hz. A number of studies have been conducted with these
Databases [41–44] to determine the effect of exercise training on cardiac autonomic modulation in
normal older adults using HRV, to establish normal values of RR variability for middle-aged persons,
and to determine the effect of beta-blockers on parasympathetic nervous system activity.

We also used a specific LTM database, in which two sets of 7-day Holter recordings were also
analyzed, one set from patients with CHF in sinus rhythm (73 recordings), and another set from
patients with CHF with chronic AF (14 recordings). For short, we will denote them as CHF dataset and
AF dataset, keeping in mind that both of them are CHF patients, but with different basal rhythms. The
protocol to collect these recordings was carried out following the principles of Helsinki Declaration.
It was approved by the Local Ethics Committee. Patients were recruited during scheduled outpatient
visits to the CHF outpatient clinic in Virgen de la Arrixaca University Hospital (Murcia, Spain).
From June 2007 to May 2011, patients with an established diagnosis of stable chronic CHF gave written
informed consent to participate. All patients had LVEF ≤50% and they were clinically stable, without
need for hospital admission or intravenous vasoactive agents within the past 3 months. Exclusion
criteria included pacemaker-dependent patients, a serious comorbid condition with associated life
expectancy <1 year, hospitalization for Myocardial Infarction (MI) and unstable Coronary Artery
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Disease (CAD) within the past 3 months, or any cardiac revascularization procedure within 30 days
before enrolment. The 7-day continuous Holter recordings were obtained using a commercially
available device (Lifecard CFTM, Del Mar Reynolds, Issaquah, Washington). These databases had
been used [12,27,37,45] in previous studies: (a) To demonstrate that the circadian rhythms detected
in 7-day recordings could not always be detected in 24-h periods; (b) to compare the diagnostic
sensitivity of 1-day Holter monitoring versus 7-day Holter monitoring (7DH); (c) to detect atrial
and ventricular arrhythmias in a population of stable patients with chronic HF and left ventricular
dysfunction; (d) to characterize the relationship between heart rate and post-discharge outcomes in
patients with hospitalization for HF with reduced ejection fraction (EF) in sinus rhythm; and (e) to
characterize the infradian, circadian, and ultradian components for each patient, as well as circadian
and ultradian fluctuations.

A standard Holter analysis software (ELA MedicalTM, Sorin Group, Paris, France) was used to
process the data. When needed, a trained cardiologist performed a visual check of the QRS complex
classification and every arrhythmic event, therefore, manual corrections were made. Both data sets
(Physionet and LTM) were preprocessed to exclude artifacts and ectopic beats, as follows. RR intervals
lower than 200 ms and greater than 2000 ms were eliminated, as well as those which differed more
than 20% from the previous RR interval [9]. The nonlinear indices were computed on the resulting
time series.

4. Experiments and Results

In this section, we present a series of experiments in order to analyze the consistency and
robustness of the indices for multiscale characterization with 1-day and 7-days Holter registers of
healthy subjects, AF patients, and CHF patients. First, a robustness analysis of all these methods is
made with datasets from Physionet databases (specifically, healthy subjects and CHF patients) in 1-day
Holter recordings, and patients with AF and CHF are then analyzed in 7-day Holter recordings. We
also scrutinized how the results can change when using 1-day Holter registers versus 7-day Holter
registers and with increased scaling factor. A study on the robustness of the indices on 7-day recordings
is checked in terms of 1-day segments, and a quantitative analysis is made for all of them in terms of
the confidence bands for the populational medians.

4.1. Physionet Database and 1-Day Holter Recordings

We started our analysis by scrutinizing the effect of calculating multiscale indices in 1-day Holter
recordings above 20 scales, which is the usual limit value in the literature. The multiscale indices were
obtained in the 72 subjects in the control set of Physionet database. Figure 1 (left panels) shows these
results, where each plot represents the entropy value (vertical axis) as a function of the multiscale
parameter (τ or h), for every patient in the database and with no specific ordering. Typical patterns can
be observed for each multiscale index. For instance, in MSE there is often a soft curve for low scales
that usually turns to near constant at larger scales. We can observe also a rift effect specially in larger
scales, which indicates that the method is being sensitive to noise. We can also observe a bias effect
among subjects, as some of them appear to be above increased or decreased average levels compared
with others. With respect to MTI, we can see that all the cases start near zero value for low scales, and
there is a general trend to increase as a soft-changing curve above zero for all the cases. No rift effect is
present in this multiscale index. Finally, MFS often shows an inverted-U shape, as documented in the
literature, and there is a bow about h = 0.5 in many cases, followed by a flat or slow decaying set of
values. Note that some few cases seem to deviate from this populational behavior.

A different behavior is present when we scrutinize the three multiscale indices for the CHF
patients in 1-day Holter recordings, as seen in Figure 1 (right panels). This figure and its panels allow
us to check the individual profiles of a given multiscale index in a population, so that individual
profiles can be checked to be consistent with their population, and also non-concordant profiles can be
clearly identified. Note that the axis are similar to the control panels, and that the vertical axis have
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been adjusted with the same range and scale. In MSE there is a diversity of shapes in low scales, though
the trend to stabilize at larger scales is again observed, as well as the rift effect. In addition, there are
more cases with increased average value, and in general there is a trend to exhibit lower average cases
than controls. The MTI again starts from low values for low scales, but then it smoothly and often (not
always) tends to go towards negative values. With respect to the MFS, it clearly decreases its width,
the bow and the flat set of indices are mostly lost, and it often deviates from 1. Some very atypical
cases are present, specially in the CHF set. Several patients are extremely different from the others
in MSE and MTI, and several (not few) cases in MFS seem to present a breakdown and even values
above 1. We thoroughly checked in all the patients that artifacts were correctly suppressed from the
signals with ad-hoc designed software to represent jointly the RR-signals and the ECG signals on a
similar time basis. Figure 2 presents six example cases (three from healthy subjects and three from
CHF patients) in specific cases, namely, a normal-trend patient (typical MSE, MTI, and MFS) (Panels a,
b), a patient with atypical MSE and MTI profiles (Panels c, d), and a patient with atypical MFS profile
(Panels e, f).

Figure 1. Results of multiscale analysis in Physionet Database: Multiscale Entropy (MSE) (top),
Multiscale Time Irreversibility (MTI) (middle), and Multifractal Spectrum (MFS) (down) for the control
database (left) and for the Congestive Heart Failure (CHF) patients (right).
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(a) (b)

(c) (d)

(e) (f)

Figure 2. Results of multiscale analysis in example patients from Control Database (left) and from CHF
Database (right) in Physionet: (a,b) Normal trend; (c,d) abnormal MSE and MTI profiles; (e,f) abnormal
MFS profile.

4.2. Ltm Database and 7-Day Holter Recordings

Figure 3 shows the MSE, MTI, and MFS results for AF and CHF 7-day Holter recordings databases.
In the right panels, we can observe typical patterns that are similar to the CHF cases in 24-h recordings.
In low scales, MSE exhibits a variety of shapes that tend to stabilize at larger scales. MTI indices show
decreasing values from low to large scales reaching negative values in some cases. MFS shows a shape
with an increased width and a lost of the bow. In the left panels, different trends are observed for AF
patients. MSE shows an inverted shape compared to CHF patients, i.e., larger values for low scales and
lower values for high scales, or a decreasing soft curve for low scales that usually turns into constant at
larger scales. We can also observe a deviation of some of the subjects from the general trend. Regarding
MTI, for low scales, values start near zero with a generally slight-decreasing trend curve. MFS shows
an inverted-U shape with a bow about h = 0.2 for all cases, followed by slowly decreasing values.
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Figure 3. Results of multiscale analysis in long-term monitoring (LTM) database: MSE (top),
MTI (middle), and MFS (down), for the atrial fibrillation (AF) database (left) and for the CHF
database (right).

We designed a simple experiment accounting for windowing analysis of 7-day recordings in
windows of 1-day duration. Our purpose here was to perform a robustness analysis of the 7-days
Holter recordings when compared with 1-day recordings, in order to scrutinize the new knowledge
provided by the scales up to 100 and to analyze the reproducibility of the multiscale indices throughout
the 7 days.

Figure 4 presents a comparative analysis between 1-day and 7-day recordings by means of
3 patients with AF and 3 patients with CHF. The heart-rate signal of each patient is presented as well
as the MSE, MTI, and MFS profiles. Those profiles present similar trends for every 1-day segment and
for the 7-day segment with variable variance depending on the particular case. However this variance
is larger in CHF examples than in AF examples for MTI in large scales and mainly for MFS.

We can also check that the consideration of larger scales in the 7-day recordings has relevant effect
on the estimation of the multiscale indices. For instance, the ripple in MSE is reduced in the 7-day
estimations. In addition, the variance in the 1-day estimated indices for larger scales in MSE and MTI
seem to stabilize to a profile which is not just the average of the consecutive days, which implies that
nonlinear irregularity effects in these larger scales are present and likely they are better accounted by
the 7-day calculations. It is interesting the effect that the use of 7-day recordings has on MFS, which is
different from a simple day-averaging of the windowed spectra. In some cases, a wider set of 1-day
spectra is condensed into a narrower spectrum with 7-day signals. In general, larger variance seems
to be present at larger scales with 1-day signals, which is reduced by 7-day based spectrum (often
yielding a spectral profile lower than the individual spectra in each day). Even in one case, apparently
inconsistent daily spectra turn into a well-shaped spectrum when using the 7-day recording.
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Figure 4. Examples of robustness analysis of 1-day versus 7-day Holter recordings in AF (left) and
CHF (right) patients.

4.3. Statistical Analysis and Confidence Bands

Table 1 compares CHF patients and control subjects of Physionet database in terms of Area 1–5,
Area 6–20, Area 21–100, and Area metrics for the multiscale indices. The Wilcoxon Rank-Sum Test
reveals significant statistical differences for Area 1–5 in MSE and MTI, and for Area 6–20 in MTI, hence
for small and medium scales. Table 2 shows the comparison for the two populations in the LTM
database. In this case, statistical differences are present in MSE for small and medium scales, whereas
in MTI these are also preset for large scales Area 21–100, and in MTI and MFS for the complete Area.
The same statistical differences are observed when comparing the one day average results of LTM
database (Table 3). Note that the interpretation of these differences should be taken as descriptive
of the different cardiac conditions in terms of the different scales of the signal dynamics, and not as
classifying characteristics for them with diagnostic purposes.

Additional details can be scrutinized from the proposed method, aiming to extend the statistical
behavior for the previous indices in different scales, populations and conditions, or scale span, in
terms of confidence bands width and median differences. Figure 5 shows the confidence bands for the
median multiscale indices when comparing the control set with the two considered cardiac conditions,
namely, CHF and AF. The former is obtained from the Physionet CHF set and the later from the
LTM-AF set. Each panel shows the median and confidence bands for the first group (up, left), for
the second group (up, right), and for the median difference (down). Panel (a) shows that the MFS
is mainly different between both groups for low scales in MSE, whereas significant differences are
present in MTI differences in all the scales. For obtaining confidence bands in MFS, an interpolation
was done to a regular grid sampling using chirp interpolation, and given the different scale spam for
the obtained MFS in each patient, the confidence bands in each point of the scale grid was obtained
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conditional to the existence of the fractal spectrum in that scale. As it can be seen in the right panel,
the control set has a scale span between 0 and 1, with some exceptional case extending out of it, but
the confidence band gets wider after 0.6, whereas the scale span is mainly narrower in CHF patients,
though sometimes it reaches a similar set of values for different patients, as it can be observed from
the wider confidence bands in the left and specially in the right of the graph. The median difference
indicates a clear descending trend in the median value (blue line) from left to right, which is only
non-overlapping zero at about scale 0.5. Panel (b) in Figure 5 shows the result of a similar comparison
in this case between the control subjects from Physionet (1D) and the CHF set from the LTM database
(7D). The relevant differences with respect to the previous comparison can be summarized as follows.
For MSE, the differences in the lowest scales are less present, and there is a trend to the band to be
consistently below zero, though it remains non-significantly yet borderline. For MTI, the differences
between both populations show a similar trend than in the previous comparison, though the confidence
bands in this case are borderline with respect to their zero overlapping. For MFS, the confidence bands
in the CHF population from 7D reaches a wider interval of scale values remaining narrow, and the
confidence bands for the median difference exhibit a similar trend with smoother band limits than
the previous comparison. Panel (c) in Figure 5 shows the comparison between the control subjects
from Physionet (1D) and the AF set from the LTM database (7D). For MSE, significant differences are
present in low scales (below 60), whereas for MTI there are significant differences in all the scales.
In addition, significant differences are present in MFS in almost all the scales, whereas in this case the
median trend has the opposite slope than in the preceding comparisons with CHF. Whereas several of
these results have been previously documented in the literature, our results are consistent with those
precedents and they can be observed at a glance from the representation. It is evident that these indices
are measuring different aspects of the complexity and/or nonlinear nature of the cardiac dynamics,
and that they probably should be used complementarily.

Figure 6 shows the confidence bands of multiscale analyses with the aim of establishing the
statistical properties that can be expected due to the use of LTM recordings. In this setting, and as it
could be expected, the confidence-band widths are consistently narrower when scrutinizing paired
datasets, i.e., those comparisons in which the indices estimated from 7-day recordings are compared to
the indices estimated in one day (the third in each set for all of them in the 7D register) of 1D recordings
for the same patients. Panel (a) shows the scale-paired confidence bands for the median differences
when analyzing the CHF patient set, showing a trend to raise in the very low scales, which could mean
that the significance of these scales depends on the number of days considered, when working with
CHF patients. The estimated MTI remains very reproducible when obtaining it from 1D or from 7D in
each patient. Note the different behavior of MSE and MTI in terms of the confidence band width in
terms of increasing scales (mostly constant in MSE and increasing error standard with scale in MTI).
With respect to MFS, whereas the median value difference is not significant, the most critical scale
regions are again the boundaries of the population spectrum, in terms of confidence band widths.
Similar conclusions can be obtained for the AF patients when compared in terms of MSE and MTI.
The scale-border effects is even more critical in this case, as AF wide of this spectrum is narrower in
the patients compared with control subjects and with CHF condition patients. Panels (c) and (d) show
the result of comparing different conditions (CHF and AF) when using 1D or 7D in these two different
sets of patients. Note that in this case the confidence bands of the differences are not very different for
the cases of MSE and MTI, whereas both the confidence band widths and the scale span are clearly
narrower when they are compared in terms of 7D recordings.
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Table 1. Physionet database, congestive heart failure (CHF) versus Control. Area 1–5, Area 6–20,
Area 21–100 and Area metrics expressed as mean ± standard deviation for the multiscale indices.
Significant statistical differences given by the Wilcoxon Rank-Sum Test are indicated.

Scale Test CHF Control p-Value

MSE (Area 1–5) 1.30 ± 0.50 1.58 ± 0.57 <0.05
MSE (Area 6–20) 9.47 ± 3.52 9.66 ± 2.75 0.53

MSE (Area 21–100) 56.45 ± 18.23 52.37 ± 11.88 0.38
MSE (Area) 68.51 ± 22.30 65.02 ± 15.27 0.69

MTI (Area 1–5) 0.09 ± 0.09 0.20 ± 0.14 <0.05
MTI (Area 6–20) 1.95 ± 1.79 4.41 ± 2.37 <0.05

MTI (Area 21–100) 50.46 ± 35.72 43.54 ± 27.76 0.35
MTI (Area) 52.77 ± 36.54 48.71 ± 29.77 0.68
MFS (Area) 0.32 ± 0.41 0.27 ± 0.09 0.62

Table 2. Long-term monitoring (LTM) database, atrial fibrillation (AF)-7-day Holter monitoring (7DH)
versus heart failure (HF)-7DH. Area 1–5, Area 6–20, Area 21–100 and Area metrics expressed as mean
± standard deviation for the multiscale indices. Significant statistical differences given by the Wilcoxon
Rank-Sum Test are indicated.

Scale Test AF-7DH HF-7DH p-Value

MSE (Area 1–5) 3.01 ± 1.16 1.55 ± 0.47 <0.05
MSE (Area 6–20) 12.89 ± 4.89 10.22 ± 2.63 <0.05

MSE (Area 21–100) 52.34 ± 18.03 56.63 ± 12.44 0.79
MSE (Area) 70.16 ± 24.51 69.80 ± 15.53 0.27

MTI (Area 1–5) 0.04 ± 0.04 0.16 ± 0.13 <0.05
MTI (Area 6–20) 0.72 ± 1.61 3.13 ± 2.17 <0.05

MTI (Area 21–100) 19.74 ± 50.62 42.78 ± 25.18 <0.05
MTI (Area) 20.60 ± 52.31 46.47 ± 26.29 <0.05
MFS (Area) 0.25 ± 0.12 0.48 ± 0.91 <0.05

Table 3. LTM database, AF-1-day Holter monitoring (1DH) versus HF-1DH. Area 1–5, Area 6–20,
Area 21–100 and Area metrics expressed as mean ± standard deviation for the multiscale indices.
Significant statistical differences given by the Wilcoxon Rank-Sum Test are indicated.

Scale Test AF-1DH HF-1DH p-Value

MSE (Area 1–5) 3.06 ± 1.18 1.63 ± 0.58 <0.05
MSE (Area 6–20) 12.96 ± 4.74 10.58 ± 3.24 <0.05

MSE (Area 21–100) 50.58 ± 17.37 56.68 ± 14.16 0.28
MSE (Area) 68.54 ± 23.48 70.35 ± 18.11 0.82

MTI (Area 1–5) 0.04 ± 0.06 0.18 ± 0.17 <0.05
MTI (Area 6–20) 1.12 ± 2.69 3.41 ± 2.47 <0.05

MTI (Area 21–100) 31.68 ± 87.92 45.79 ± 30.89 <0.05
MTI (Area) 33.00 ± 90.97 49.82 ± 32.48 <0.05
MFS (Area) 0.26 ± 0.11 0.45 ± 0.51 <0.05
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(a)

(b)

(c)

Figure 5. Confidence bands of multiscale analysis in control population vs different cardiopathy
conditions: (a) Controls from Physionet (1D) vs HF patients from Physionet (1D); (b) controls from
Physionet (1D) vs HF patients (7D) from LTM database; (c) controls from Physionet (1D) vs AF patients
(7D) from LTM database. From left to right columns, the MSE, MTI, and MFS confidence bands and
their differences are included.
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(a)

(b)

(c)

(d)

Figure 6. Confidence bands of multiscale analysis in LTM database: (a) Paired 1D vs 7D in HF patients;
(b) paired 1D AF vs 7D in AF patients; (c) non-paired 1D HF vs 1D AF patients; (d) non-paired 7D HF
vs 7D AF patients. From left to right columns, the MSE, MTI, and MFS confidence bands and their
differences are included.

5. Discussion and Conclusions

In this work, we have addressed the calculation of three representative multiscale indices, namely,
MSE, MTI, and MFS, on 1-day and 7-day Holter recordings. From our results, we can conclude that,
when present, the trends are consistent between the additional scales provided by 1-day recordings
and by the 7-day recordings, but the second ones can give a statistically better view of this kind of
representations, specially in the MFS representations.

Contributions. Several preceding results can be found in which descriptions of 1-day estimated
indices are shown, however, and to the best knowledge of the authors, few works address from
this perspective the 7-days case with scales up to 100. Accordingly, and given the advances in the
monitoring and well-being technology in our days, this represents a good moment to determine
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the possible advantages and issues of using these methods in larger observation scales. Non-linear
methods used in this work (MSE, MTI, and MFS) have previously been proposed and widely used in
the literature. The contributions of our work are twofold. On the one hand, we analyzed the dynamics,
the consistency, and especially the robustness of these indices when applied to the new long term
scenarios (7 days) and to point out that algorithms may need to be improved when using them in this
area. On the other hand, to find out if further information is conveyed in the temporal scales that have
not been analyzed before in shorter recordings.

Summary and Discussion of Results. Results showed significant differences between CHF and
AF populations not only for short-term scales but also for long-term and very long-term scales in
some indices, MSE (MTI) being higher (lower) for AF. These results are consistent with previous
studies [14–16]. Here we confirmed the same trends, but we also obtained several differences in very
long-term scales that had not been analyzed before. MSE was not further significantly different for
very long-term scales. This may be attributed to the fact that statistical characteristics of AF signals
resemble those from noise, and being MSE a entropy-based measure, it is higher for AF than for CHF
for short-term and long-term scales, but not for very long-term scales, where the surrogate signals
present attenuated these erratic characteristics. On the other hand, MTI shows that time irreversiblity
is for all time scales lower in AF patients, i.e., for those presenting a more severe pathology.

We detected that 1-day estimations of the multiscale indices can show a distorted profile.
The different estimations observed in the different time windows could be due to several reasons.
In addition, this effect could have statistical roots, in terms of consistency and variance of the estimation
with shorter time series. On the other hand, it also could be due to the fact that some frames had some
properties in their dynamics which made the multiscale algorithm fail or disrupt. The differences in
daily activities should not be a limitation, as far as the multiscale algorithm measurements are the
correlations present in the signal at different time scales. In the conventionally used surrogate-signal
test, which is built with lower-pass versions of the original signal, the more we increased the scales,
the more the short-term relationships were eliminated to manifest the long-term. Thus, the short-term
differences would be hidden for high scales. We thoroughly checked that the underlying signals
did not have artifacts or aberrations with a specifically customized software to support an observer
to watch at the heart-rate signals and at the original ECG signals simultaneously. Accordingly, one
of our conclusions is that these multiscale algorithms, while likely informative, should trust not
only on the increase of the length of the signals for their consistency, but also on improving their
algorithmic robustness. While stationarity can not often be assumed for HRV signals, MSE was
originally proposed and applied in 24-h Holter recordings, and later many other works have used
MSE to study different dynamics in 24-h. The analysis of the underlying dynamics during the day or
night can be complex with these methods. Nevertheless, we observed that the disruption effect in one
day does not have any significant impact in the 7-day analysis, which promotes their use in favor of
improved statistical consistency.

Usefulness of Median-difference Tests. An extension of previously proposed statistical comparisons
for scales has been proposed here in terms of nonparametric bootstrap resampling, which allows us to
establish poblational comparisons in terms of the median difference of the multiscale representations,
either for different health conditions, or for different acquisition conditions. Our results with this
method were consistent with the results identified in the literature and showed some non-observed
differences, specially the ones related with AF patients, and with different statistical consistency
behavior and retrieved information about the patient given by these three multiscale indices, which
suggests their use jointly in these and other populations.

Related Relevant LTM Applications With the technological availability of cardiac monitoring systems
for extended time periods, LTM is expected to bring interest to new applications in health, wellness, and
research. For instance, it has been recently pointed out [30] that energetic environmental phenomena
can affect psychophysical processes on people in different ways depending on their sensitivity, health
status, and ability of the ANS to self-regulate. In that study, the HRV was recorded for 72 consecutive
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hours per week over a five-month period in 16 participants, in order to examine ANS responses
during normal background environmental periods. Interestingly, HRV measurements were negatively
correlated with the solar wind speed, and the low-frequency and high-frequency power were negatively
correlated with the magnetic field. This study confirmed that the daily activity of the ANS responds to
changes in geomagnetic and solar activity during periods of undisturbed normal activity, it starts at
different times after changes in various environmental factors, and it persist for variable time periods.
As far as the activity of the ANS reflected by HRV measurements is affected by solar and geomagnetic
influences, the analysis of HRV should take into account these effects when possible. This study is
focused on the ANS modulation, and hence spectral measurements were mostly used, nevertheless,
this kind of data could be analyzed with multiscale indices to provide a wider view on the long-term
behaviour of HRV.

On the Clinical Usefulness of Multiscale Indices. As described with detail in [7], many indices have
been proposed in the last years to develop risk stratification from different kinds of analysis of electric
cardiac signals. However, these techniques from the academic research world rarely are used in the
clinical practice. In that reference, our team analyzes the possible reasons by decoupling the sometimes
limited accuracy and the lack of consensus on the robustness with the appropriate signal processing
implementations. In this line of search, the present work aims to first establish the need for robustness
in the methods that are widely used nowadays, as a requirement before enrolling in risk stratification
studies, which require high-cost and high effort to yield clinically useful use to these techniques.
Our future research would consider first to perform the same multiscale analysis (MSE, MTI, and MFS)
in LTM healthy subjects, in order to study the dynamic behavior in normal conditions when increasing
the number of scales. As indicated, the development of more robust multiscale indices is a desirable
target in order to continue to progress in this informative characterization of the cardiac dynamics. On
the other hand, AF and CHF are different heart diseases with different dynamics, though in this study
we only could analyze AF patients as a subset of CHF patients. CHF is a syndrome of the deterioration
in short-term and long-term regulatory mechanisms, while AF, and especially the persistent one, is an
intrinsic short-term mechanism. Whereas long-term mechanisms can be present in AF, it seems that
LTM recordings should be better used to analyze their presence or deterioration.

Despite the need for more robust algorithms in long-term nonlinear indices, we still consider
that it worth the effort to use these indices, as vast literature supports their informativeness in other
scenarios in addition to the very long-term monitoring. In general terms, the underlying hypothesis in
preceding studies is that heart rate oscillations respond to phenomena with very different characteristic
times, ranging from seconds to months. The former are well evaluated in a 24-h recording, but the low
frequency (such as circadian cycles, many hormonal cycles, or secondary to changes in activity during
the week) would only be represented in long-term monitoring. The response to these stimuli has been
moderately studied, but it could provide us with interesting information on some clinical aspects, such
as the prediction of decompensation in heart failure, the evolution of cardiovascular remodelling after
acute injury (e.g., in the weeks following acute myocardial infarction), the evolution of sports training,
or the susceptibility to the development of malignant arrhythmias (related with sudden cardiac death).
All these aspects involve hormonal processes, inflammatory processes, adaptations of different organs
or systems, and they are characterized by the interaction of mechanisms with slow response times, so
that they develop in days or weeks, rather than in minutes or hours. Therefore, methods of analyzing
the very long-term behavior of heart rate responses could be of interest, especially in noisy rhythms
such as AF, in which almost all the usual HRV parameters are difficult to interpret.

We still do not know if these methods will be widely used in future clinical practice because we
are still in the phase of describing how these indices behave, their variability and their comparison
with the results in 24 h, among other thing. In any case, all these efforts should be supported by robust
algorithms for multiscale nonlinear indices, an idea that had not been previously paid much attention
in the nonlinear HRV literature.
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Abstract: Decline in visuo-spatial skills and memory failures are considered symptoms of Alzheimer’s
Disease (AD) and they can be assessed at early stages employing clinical tests. However, performance
in a single test is generally not indicative of AD. Functional neuroimaging, such as functional Near
Infrared Spectroscopy (fNIRS), may be employed during these tests in an ecological setting to support
diagnosis. Indeed, neuroimaging should not alter clinical practice allowing free doctor-patient
interaction. However, block-designed paradigms, necessary for standard functional neuroimaging
analysis, require tests adaptation. Novel signal analysis procedures (e.g., signal complexity
evaluation) may be useful to establish brain signals differences without altering experimental
conditions. In this study, we estimated fNIRS complexity (through Sample Entropy metric) in frontal
cortex of early AD and controls during three tests that assess visuo-spatial and short-term-memory
abilities (Clock Drawing Test, Digit Span Test, Corsi Block Tapping Test). A channel-based analysis
of fNIRS complexity during the tests revealed AD-induced changes. Importantly, a multivariate
analysis of fNIRS complexity provided good specificity and sensitivity to AD. This outcome was
compared to cognitive tests performances that were predictive of AD in only one test. Our results
demonstrated the capabilities of fNIRS and complexity metric to support early AD diagnosis.

Keywords: Alzheimer disease; functional near infra-red spectroscopy; signal complexity; clock
drawing test; digit span test; corsi block tapping test

1. Introduction

Early Alzheimer’s disease (AD) is characterized by subtle impairments in executive abilities and
memory [1,2]. Multiple cognitive test batteries were developed to assess these initial impairments and
to allow differential diagnosis between idiopathic dementia and early AD [3,4]. The Clock Drawing
Test (CDT) is a functional test that evaluates visuo-constructive and visuo-spatial abilities [5] and it is
commonly employed in clinical practice for early dementia screening [6,7]. However, its sensitivity
and specificity to early AD is still discussed [8,9]. In fact, novel scoring methods based on CDT
outcome were proposed to improve its discrimination capabilities between Mild Cognitive Impairment
(MCI) and early AD [5]. The Digit Span Test (DST) and the Corsi Block Tapping Test (CBTT) were
developed to assess memory deficits. DST is widely employed in clinics to evaluate short-term memory
and verbal working memory abilities [10], whereas the CBTT is employed to estimate visuo-spatial
memory skills [11].
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Although these tests and associated scorings were developed for sensitive and specific diagnosis
of AD, performances in a single test are generally not sufficient for a definitive diagnosis of the disease,
often requiring a large set of tests. Functional neuroimaging can be employed during these tests to
support diagnosis [12,13]. The importance of using functional neuroimaging during the administration
of these tests is widely agreed. In fact, adapted versions of CDT were administrated during a functional
Magnetic Resonance Imaging (fMRI) acquisition directly in the MRI scanner [14–16]. DST and CBTT
were also adapted for functional neuroimaging acquisition (either through fMRI or functional Near
InfraRed Spectroscopy, fNIRS) [15–19]. Adaptation could be related to either environmental constraints
(because of the fMRI acquisition) or temporal constraints (because of the need of paced tasks that
allow standard functional neuroimaging signal analysis). In fact, when performed with concurrent
functional brain imaging, these tests are modified from a non-paced administration of tasks and
free doctor-patient interaction to a block or event related paradigm where doctor is replaced by an
automated stimulation (e.g., through a screen monitor or a minidisk player) [16–19]. Although these
modifications are useful from a neuroimaging standpoint, they indeed alter the ecology of the tests and
the interaction between the doctor and the patient. However, these tests characteristics play a primary
role in clinical practice and they should be preserved. In this perspective, one of the most suitable
neuroimaging techniques is fNIRS that allows functional neuroimaging in outpatient environment.

fNIRS is a scalp-located non-invasive optical methodology able to record oscillation within
the brain of oxygenated (O2Hb) and deoxygenated (HHb) hemoglobin related to neuronal activity
through the Blood Oxygen Level Dependent (BOLD) effect [20]. This technique is portable,
relatively cheap, lightweight and resilient to motion artifacts with a mechanical structure resembling
Electroencephalography [EEG] [20] thus being suitable for ecological measurements during the
administration of clinical tests. fNIRS was indeed utilized to investigate brain functional alteration in
AD during different tasks [21–23]. Studies proved the capabilities of fNIRS to investigate functional
alterations between AD patients and healthy controls, as well as between AD and MCI patients. fNIRS
was also employed during the administration of CDT and DST, however, it was never performed on
AD patients and always through a paradigm adaptation. Shoyama and colleagues [24] employed
a 52 fNIRS channels system to investigate brain functional activity of healthy subjects during CDT.
Statistically significant activations in the superior temporal cortex and in the frontal cortex were
detected [24]. Hoshi et al. [25] compared brain functional activation between DST and a modified DST
(backward version) and found significant differences in the dorsolateral prefrontal cortex (dorsolateral
PFC) [25]. Tian and colleagues [19] employed fNIRS to investigate difference in the brain activation
during the administration of DST between patients with post-traumatic stress disorder and healthy
controls [19]. Although both groups showed functional activation in the medium PFC, interesting
lateralized differences were found. CBTT was administrated together with fNIRS monitoring to
39 healthy participants to clarify the role of the PFC during the task execution [18].

Without ad-hoc modifications of the tests structures, the ecological characteristics of these tests
definitely do not allow for a standard functional neuroimaging analysis, which requires task-related
design matrix to provide statistical inference about brain activity generally based on block averaging
or General Linear Model (GLM) [26]. We recently implemented a novel signal analysis approach for
functional data acquired through fNIRS that can assess alterations of brain signals in AD overcoming
the limitations of standard analysis approaches. In particular, we suggested to estimate the complexity
of cortical functional oscillations measured through fNIRS during these tests employing the Sample
Entropy (SampEn) metric [27]. SampEn is the negative natural logarithm of the conditional probability
that signal subseries of length m (pattern length) that match pointwise within a tolerance r (similarity
factor) also match at the m+1 point and it evaluates non-linear predictability of the signal [27].
Moreover, it can be assessed at different time scales using a Multi Scale approach (MSE) [28]. The
rationale behind this idea is that AD patients may present a modified structure of functional oscillations
during cognitive tests that may reflect in a modified SampEn of the recorded fNIRS signals. SampEn is
currently employed for biomedical signal evaluation to assess physiology and pathology. For example,
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it was used to investigate nonlinear properties of heart rate time series [29–31]. Moreover, it was applied
to evaluate the complexity of fMRI signals in attention deficit hyperactivity disorder patients [32] and
in patients affected by schizophrenia [33]. In AD, it was utilized to analyze resting-state brain activity
deriving from Magnetoencephalographic [34] and EEG signals [35,36]. Concerning fNIRS, SampEn
was used to investigate cortical activation in AD patients during the administration of Free and Cued
Selective Reminding Test [37,38].

In the present study, we report evaluation of fNIRS SampEn in frontal cortex of early AD and
healthy controls (HC) during CDT, DST and CBTT as they are performed in clinical practice. Statistical
differences in signal complexities between AD and HC were assessed and the capability of fNIRS
and SampEn to provide good sensitivity and specificity to the disease was investigated through a
multivariate analysis.

2. Materials and Methods

2.1. Participants

Twenty-two participants were recruited in the study. The sample population was composed
of eleven early AD patients (mean age ± SD: 72.2 ± 4.5 years; 7 males/4 females) and eleven
HC (mean age ± SD: 67.5 ± 5.0 years; 8 males/3 females). The AD patients had a diagnosis of
Mild probable Alzheimer’s disease, as defined by the Diagnostic and Statistical Manual of Mental
Disorders, 5th edition (DSM-5). Patients with moderate to severe cognitive impairment (Mini Mental
State Examination, MMSE < 25/30) [39], vascular dementia, behavioral or psychiatric disorders,
hydrocephalus, brain lesions or with a history of stroke or traumatic brain injury were excluded from
the study. The study was approved by the Research Ethics Board of the local university, and it was
conducted according to the principles described in the Declaration of Helsinki. Informed consent
form was signed by all participants before the experiment and they were able to withdraw from it at
any time.

2.2. Experimental Design

Experimental environment and layout are reported in Figure 1. Figure 1a shows the ecological
settings of the experiment with the doctor sitting in front of the patient while freely interacting with
him during the administration of the tests. Figure 1b shows the experimental paradigm. The different
tasks, CDT, DST and CBTT were administered to the participants in a consecutively manner, spaced by
1-min rest periods, as they are usually performed in outpatient environment. Rest periods allowed
for avoidance of overlapping effects among tasks. At the start of the experiment, the participants
were instructed to relax for 1 min with their eyes closed. Afterward, CDT test started. CDT consisted
in presenting to the patients a blank A4-sized paper and in asking to draw a circle with numbers
representing a clock. Finally, patients were asked to draw the clock hands at a specific time. After
another rest period DST was administered. The patients were asked to repeat a series of digits of
increasing length (starting from two) verbally presented by the examiner at a pace of 1 s. If the
participants were not able to repeat the sequence, another sequence of the same length was disclosed.
The test stopped when the participants could not accurately repeat two series of the same length. After
another minute of rest, CBTT was performed. In CBTT, the doctor consecutively tapped an increasing
number (starting from two) of cubes located on a wooden tablet (Figure 1a) whose sequence had to
be remembered by the patient. The cubes were touched with the index finger at a rate of 1 cube per
second. The participants had to tap the cube sequence in the same order immediately after the doctor.
The experiment temporal structure resembled that of DST. The overall experiment ended after the
administration of CBTT.
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Figure 1. (a) Experimental environment and layout. The doctor was sitting in front of the patient
while freely interacting with him during the administration of the tests. (b) Experimental paradigm.
The different tasks, CDT, DST and CBTT were administered to the participants in a consecutively
manner, spaced by 1-min rest periods, as they are usually performed in outpatient environment.

2.3. Functional Near-Infrared Spectroscopy Instrumentation and Measurement

A frequency-domain near-infrared spectroscopy (NIRS) system (Imagent, ISS Inc., Champaign,
IL, USA) was used in this study. The system consisted of 32 laser diodes sources, 16 at 690 nm and
16 at 830 nm of wavelength, and 4 photomultiplier-tube (PMT) detectors. The lasers were modulated
at 110 MHz and the PMTs at 110.005 MHz for heterodyne detection of modulated light. A time
multiplexing scheme was utilized on the sources to prevent cross-talk. The overall instrument sampling
rate (accounting for source time-multiplexing) was set at 10 Hz. The light power was lower than
4 mW/cm2, in respect of the ANSI standard limits allowing safe measurements. NIR light was carried
to the scalp using single optic fibers (0.4 mm core) and from the scalp back to the PMTs using fiber
bundles (3 mm diameter). The fibers were located on the frontal and prefrontal areas and were held in
place by means of an EEG helmet adapted for NIRS (Figure 1a). The fibers were placed according to
the international 10–20 electrode placement system [40]. Source and detector locations were digitized
with a Polhemus FastTrak 3D digitizer (Colchester, VT, USA; accuracy: 0.8 mm) using a recording
stylus and three head-mounted receivers, which allowed for small movements of the head in between
measurements. Optodes layout allowed to measure fNIRS signals from 21 channels (source-detector
couple) with source-detector distances separation of either 3 cm or 4 cm. These distances inter-optodes
bring to a depth of penetration that allow to measure cortical activity [41]. Figure 2a shows the
among subjects’ average channels locations after warping of the digitized sources and detectors into
MNI space (Colin27) using AtlasViewerGUI of Homer2 NIRS analysis package [42]. The logarithmic
channels’ and subjects’ average light sensitivity map (Jacobian), is displayed in Figure 2b, showing the
frontal and prefrontal sensitivity of the optical probe. According to a sensitivity analysis performed
in NIRS-SPM [43], the brain Brodmann Areas (BAs) investigated were numbers 8, 9, and 46. Notice
that fNIRS is known to investigate regions up to ~3 cm from the scalp surface. Thus, it is indeed
suited to investigate superficial cortical regions, as the BAs investigated, not being sensitive to deeper
brain structures.
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Figure 2. (a) Among subjects’ average channels locations after warping of the digitized sources and
detectors into MNI space (Colin27). (b) Logarithmic channels’ and subjects’ average light sensitivity
map displayed up to an attenuation of 100 times (40 dB) showing the frontal and prefrontal sensitivity
of the optical probe.

2.4. Functional Near-Infrared Spectroscopy Signal Analysis

fNIRS data were analyzed employing a standard continuous wave based fNIRS analysis by means
of Homer2 NIRS Processing package [42]. Raw signal intensities were converted into optical densities
(ODs). Motion artifacts were identified and removed relying on a wavelet-based algorithm [44].
Artifact free ODs were band-pass filtered using a 3rd order Butterworth filter (0.01–0.4 Hz) to remove
slow drifts and physiological contaminations related to heart and breathing rates. ODs were converted
into O2Hb and HHb oscillations employing the modified Beer-Lambert law (MBLL). In order to further
increase the signal to noise ratio (SNR) of functional signals, we employed an algorithm that exploit
the brain activity-induced anticorrelation between the two hemoglobin forms (correlation-based signal
improvement, CBSI) [45]. CBSI allows to obtain an O2Hb signal corrected through HHb. Although this
procedure increases O2Hb SNR, it creates statistical dependencies among O2Hb and HHb, allowing to
further analyze only O2Hb. Thus, subsequent analysis was performed on O2Hb only.

In order to estimate O2Hb signal complexity, the SampEn metric was evaluated for each fNIRS
channel integrated over the different experimental phases.

The SampEn of a time series {x1, . . . ,xN} of length N is calculated based on following set of
equations [32]:

SampEn(m, r, N) = − ln

[
Um+1(r)

Um(r)

]
(1)

Um(r) = [N − mT]−1
N−mT

∑
i = 1

Cm
i (r)

Cm
i (r) =

Bi

N − (m + 1)T

Bi = number of j where d
∣∣Xi, Xj

∣∣ ≤ r

Xi =
(

xi, xi+T . . . , xi+(m−1)T

)
Xj =

(
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)
i ≤ j ≤ N − mT, j �= i
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where N is total length of the time-series examined, m is the embedded dimension, r is the tolerance
factor (scalar for which two subseries with distance below its value are considered identical) and T is
the time delay expressed in samples. In this work, the computation of the SampEn was performed
choosing a time delay T = 1, an embedded dimension of m = 2 and a similarity factor of r = 0.2·SD,
where SD is the Standard Deviation of the signal evaluated. These parameters are commonly employed
for complexity analysis of biological signals and they were chosen in accordance with [27].

In order to investigate signal complexity at multiple time scales we further employed the
Multiscale Entropy (MSE) method [28]. MSE relies on computing coarse-grained time-series. The
course-graining procedure is described by the following equation [32]:

y(τ)
j =

1
τ

jτ

∑
i = (j−1)τ+1

xi 1 ≤ j ≤ N
τ

(2)

where y(τ)
j is the coarse-grained signal for a given sample j and a scaling factor τ which is generated

from an average of samples of original signal x. Afterwards, SampEn of each coarse-grained time
series is estimated. In the current study only two scale factors of τ = 2, τ = 3 were considered, because
of the limited total time of each experimental phase. Moreover, in order to eliminate a possible effect
on the SampEn and MSE metric of the time series length, for each experimental phase we cut the last
period of each phase for each subject to the shortest one. We obtained homogenized experimental
phases lengths for CDT (370 samples), for DST (380 samples) and for CBTT (530 samples).

2.5. Statistical Inference and Multivariate Classification

Behavioral results were estimated through unpaired t-tests comparing AD with HC with a NULL
hypothesis rejection set at p < 0.05. Receiver operating characteristics (ROC) [46] curve was evaluated
to provide an estimate of the behavioral tests’ sensitivity and specificity to the disease.

SampEn and MSE for O2Hb in each channel, for each experimental phase and each subject were
estimated. Average significant differences between AD and HC were tested by means of unpaired
t-tests (p < 0.05). In order to avoid increased chance of false positive for fNIRS, multiple comparison
correction, accounting for channels numerosity, was performed through the False Discovery Rate
(FDR) algorithm [47]. Estimation of the BA investigated by the statistically activated channels was
performed in NIRS-SPM [43].

A multivariate analysis was implemented to provide a classification of disease (AD or HC),
starting from the SampEn and MSE of all the 21 channels in each experimental phase. A linear multiple
regression [48] was performed on a dependent variable that labelled the presence of the disease (AD = 1,
HC = 0). In order to provide an unbiased estimate of the out-of-sample performance of the classifier a
leave one out cross-validation procedure was implemented. This cross-validation procedure consisted
in leaving one subject out of the regression and estimating the predicted output value (between 0 and 1)
on the given subject. The same procedure was iterated for all the subjects. A ROC curve analysis on
the 22 out-of-sample predicted outputs provided estimates of fNIRS signal complexity sensitivity and
specificity to the disease in each experimental phase.

3. Results

CDT [48] presented significant differences between AD and HC (t = −4.20, df = 20, p = 4.4 × 10−4).
However, DST [49] and CBTT [50] could not discriminate between the two groups (t = −0.31, df = 20,
p = N.S., t = −1.45, df = 20, p = N.S.).

Figure 3 reports statistical maps (t-scores) of AD vs. HC for signal complexity of fNIRS for
the three experimental phases. Figure 3a,b reports results employing the SampEn metric, whereas
Figure 3c reports results employing the MSE (τ = 3).
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Figure 3. Statistical maps (t-scores) of AD vs. HC for signal complexity of fNIRS for the three
experimental phases. Dashed black circles shows significant channels (p < 0.05), that did not survive
FDR correction, whereas continuous black circles show channels that were still significant (p < 0.05)
after multiple comparison correction. (a) t-score maps (AD vs. HC) based on the SampEn metric during
CDT. (b) t-score maps (AD vs. HC) based on the SampEn metric during DST. (c) t-score maps (AD vs.
HC) based on the MSE (τ = 3) metric during CBTT.

In the figure we report results where we obtained statistical significance after FDR algorithm.
Dashed black circles shows significant channels (p < 0.05), that did not survive FDR correction, whereas
continuous black circles show channels that were still significant (p < 0.05) after multiple comparison
correction. A NIRS-SPM-based evaluation of the BA investigated by the significantly activated channels
(surviving multiple comparison correction) reported in Figure 3, highlighted higher SampEn for AD in
BA 10 for the CDT (Channel 10, t = 3.44, df = 20, p = 2.6 × 10−3). Significant lower SampEn during the
DST was found instead in a channel investigating BA 9 (Channel 20, t = −3.48, df = 20, p = 2.4 × 10−3).
Higher MSE (τ = 3) was finally found in two channels encompassing BA 10 and 46 during CBTT
(Channel 4, t = 3.12, df = 20, p = 5.4 × 10−3, Channel 6, t = 2.63, df = 20, p = 0.01). Notice that MSE
was estimated for all the different tests. However, CBTT was the only one providing statistically
significant results.

ROC analysis performed on the behavioral results and the fNIRS complexity-based multiple
regression analysis, described in the method section, are reported in Figure 4. We obtained significant
classification outcome when behavioral tests were analyzed only for the CDT (AUC = 0.90) with a
best performance sensitivity of 0.82 and specificity of 0.72. DST and CBTT were not able to provide a
significant classification (AUC = 0.54 and AUC = 0.60). On the contrary, although less sensitive than
CDT test, we obtained above chance classification when relying on fNIRS complexity metric for all the
three tests performed with an AUC = 0.75 for CDT, AUC = 0.65 for DST and AUC = 0.71 for CBTT
with a best performance sensitivity of 0.73 for all three tests and specificity of 0.82 for CDT and 0.73 for
DST and CBTT. Whereas CDT and DST were evaluated on the SampEn metric, CBTT was evaluated
on the MSE, which provided channels based significant average differences between AD and HC.
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Figure 4. ROC analysis performed on the tests outcome (a) and on the fNIRS complexity-based multiple
regression analysis (b).

4. Discussion

The aim of this study was to assess the capabilities of employing fNIRS during clinical tests
that are commonly utilized for AD diagnosis. fNIRS could in fact support these tests by improving
sensitivity and specificity to the disease.

Based on our sample population, we found that CDT scores were on average significantly different
between AD and HC however DST and CBT were not, further justifying the need of a neuroimaging
supporting tool.

In order to preserve the ecological conditions of the tests without altering the standard clinical
protocol, we investigated whether a phase-integrated metric of complexity of hemoglobin oscillations
could highlight differences between AD and HC. The complexity of the signals was evaluated by
means of the SampEn and MSE algorithms.

We found fNIRS channels-based significant AD vs HC differences in SampEn and MSE of O2Hb
oscillations during CDT, DST and CBTT in brain regions (BAs) involved in visuo-spatial and mnemonic
tasks [49]. As demonstrated by Vaillancourt and Newell, these results seem to support the hypothesis
that disease can cause a dysregulation of brain physiology that can result in altered functional
patterns identifiable through a complexity analysis of time-dependent physiological signals [50].
However, our results do not provide a definitive answer on the direction of the complexity variations
due to the disease. Although an increase complexity in some channels was the dominant effect
among the different tasks, we indeed had a significant complexity decrease during DST in one fNIRS
channel. Previous studies evaluating complexity on electrophysiological brain recordings (EEG [51]
and Magnetoencephalography, MEG [34]) showed a decrease in signal complexity with AD, however
these studies were performed at rest. On the contrary, signal complexity of fNIRS was here evaluated
during the execution of a visuo-spatial and working-memory tests hence strictly evaluating task-related
changes induced by AD. Vaillancourt and Newell [50] showed that a pathological state can alter the
complexity of an output of a biological system as a function of the input. This input dependent
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modulation of the alteration makes particularly unpredictable the direction of changes in fNIRS
complexity as a function of channel location. In fact, the direction of change might intrinsically depend
on the original task-induced activation pattern. This originally unknown activation pattern may
indeed justify the variable direction of the complexity changes induced by AD during these clinical
tests. In fact, because of the heterogeneous response of different brain region to a given stimulus,
fNIRS signals may vary both in space and time. Due to the spatial distribution of fNIRS optodes on
the frontal cortex, it is indeed plausible that different channels show a different statistic, generating a
peculiar statistical map.

Inferring about the underlying causes of the found fNIRS signal complexity variations induced by
AD, early findings by Hock et al. [52] identified reduced oxygenation and cerebral blood flow in AD
during the execution of verbal fluency tasks. The authors justified the found alterations in oxygenation
and CBF based on an impaired neurovascular coupling. In fact, neurovascular coupling is regulated
by means of neurons, glia and vascular cells [51,53,54]. AD patients exhibit a deposition of amyloid
β-peptide in neuropil and vessels that could impair such mechanism [55]. Moreover, an altered brain
electrical activity and a loss of functional neural connectivity is observed in AD patients [55–57], that
could further impact a complexity analysis of functional brain modulations.

A ROC curve analysis of clinical tests scores showed above chance classification capabilities
only for CDT (AUC = 0.90) which evaluates visuo-spatial skills and apraxia [58]. On the contrary,
fNIRS complexity-based multiple regression analysis showed good classification capabilities for all the
three tests performed (AUC = 0.75. for CDT, AUC = 0.65 for DST and AUC = 0.71 for CBTT). These
results clearly suggest that the use of fNIRS during the administration of cognitive tests may help
AD diagnosis.

In fact, in clinical practice it is a common procedure to diagnose AD after long battery of tests,
thus intrinsically assuming a high variability in a single test performance and across tests. The group of
patients analyzed in this study had in fact a determined diagnosis based on this long battery. Although
in our sample CDT seemed particularly suited for a single-test diagnosis, fNIRS entropy-based outcome
seemed to provide more stable results among tests compared to cognitive performances. This means
that fNIRS seems to be a good supporting tool for a standard multi-test diagnosis.

However, further studies should be performed increasing population sample size. In fact, our
study was constituted by a limited number of participants and the fNIRS-based classification outcome,
since it relies on a multivariate analysis of all the channels employed, might dramatically increase its
performance with a large sample numerosity. In fact, although the study can be considered rather small
in sample size, the investigation was conducted employing a leave-one-out cross-validation procedure
(eliminating one subject at a time and testing the classifier outcome on that subject), thus intrinsically
evaluating the out-of-sample performance. Thus, the results obtained are indeed generalizable.
Increasing the sample size may allow further increase of the performance by decreasing a possible
in-sample overfitting effect of the classifier.

Further advancement in classification procedure should employ non-linear classifiers, that
were not utilizable in this work because of the small sample size and a possible over-fitting effect.
Furthermore, it could be of great interest to decouple the contributions of altered brain electrical
activity and impaired neurovascular coupling by combining the hemodynamic information provided
by fNIRS with electrophysiological signals acquired, for example, by means of synchronous EEG
measurements [59] through wearable technology [60]. These brain activity measurements could be
further compared with recordings of peripheral autonomic activity (e.g., heart-rate and galvanic
skin response monitoring systems) that can be themselves altered by the presence of the disease.
Indeed, this study cannot provide an alternative diagnostic tool for early AD, but at least it opens the
possibility of utilizing fNIRS as a supporting clinical procedure and it suggests to further explore its
diagnostic potentialities.
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5. Conclusions

In this study, we estimated fNIRS complexity (through SampEn and MSE) in the frontal cortex
of early AD and controls during three tests that assess visuo-spatial and short-term-memory abilities
(CDT, DST, CBTT). A channel-based analysis of fNIRS complexity revealed AD-induced changes in
BAs 9,10 and 46 that where inhomogeneous in direction. A multivariate analysis of fNIRS task-related
complexities based on multiple linear regression provided decent specificity and sensitivity to AD.
This outcome was compared to test performances that were predictive of AD in one of the three tests
(CDT). These findings, although preliminary, seem to confirm the hypothesis that AD may produce a
dysregulation of brain electrical activity and neurovascular coupling that may present earlier than clear
behavioral impairment. Our results demonstrated the capabilities of fNIRS and complexity metric to
support early AD diagnosis.
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Abstract: Todays’ communication media virtually impact and transform every aspect of our daily
communication and yet the extent of their embodiment on our brain is unexplored. The study of
this topic becomes more crucial, considering the rapid advances in such fields as socially assistive
robotics that envision the use of intelligent and interactive media for providing assistance through
social means. In this article, we utilize the multiscale entropy (MSE) to investigate the effect of the
physical embodiment on the older people’s prefrontal cortex (PFC) activity while listening to stories.
We provide evidence that physical embodiment induces a significant increase in MSE of the older
people’s PFC activity and that such a shift in the dynamics of their PFC activation significantly reflects
their perceived feeling of fatigue. Our results benefit researchers in age-related cognitive function
and rehabilitation who seek for the adaptation of these media in robot-assistive cognitive training of
the older people. In addition, they offer a complementary information to the field of human-robot
interaction via providing evidence that the use of MSE can enable the interactive learning algorithms
to utilize the brain’s activation patterns as feedbacks for improving their level of interactivity, thereby
forming a stepping stone for rich and usable human mental model.

Keywords: multiscale entropy; embodied media; tele-communication; humanoid; prefrontal cortex

1. Introduction

Socially assistive robotics (SAR) [1] is an emerging field of research that focuses on intelligent
and interactive media to provide assistance through social than physical means [2]. SAR builds upon
the behavioral and neuroscientific findings of the positive motivational effect of physically embodied
media on humans’ social inclinations [3,4]. For instance, it identifies that children who read with a
learning companion robot consider their reading companion to support their reading comprehension
and that it motivates a deepening social connection [5]. Moreover, it indicates that tele-communication
through a humanoid results in the older people’s brain to exhibit a similar activation pattern as in the
case of in-person communication [6].

In this regard, a distinct attribute of robotic media is their physical embodiment which allows
for a sense of togetherness [7]. This property can amplify human work [1] by, for example, filling
the gap in human personnel shortage in elderly care facilities [8,9]. Such potentials become more
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intriguing by considering the positive effect of these media in robot-assistive cognitive training of the
older people [10].

On the other hand, communication research suggests [11] the tendency of individuals to
undermine the significant influence of the physical embodiment during verbal communication in
a wide range of social [12] and behavioral domains [13]. However, almost all of these findings are
based on the subjective assessments of the behavioral responses of the human subjects. This severely
limits the possibility of drawing a reliable conclusion. In fact, there is a paucity of research on the
neurophysiological effect of physical embodiment in communication research.

The human brain, as with any other healthy physiological system, is an inherently complex
system whose dynamics strongly correlate with the productivity of its cognitive functions such as
attention and language [14]. Interestingly, an increase in complexity reflects the information content of
the dynamics of physiological systems, which, in turn, have a direct correspondence to the variational
information in their activities [15]. Therefore, the presence or the absence of a potential shift in the
dynamics of the brain activity in response to a physically embodied medium can provide evidence on
the (lack of) significance of the physical embodiment during verbal communication.

In this article, we argue that if the medium reinforces the perception of the conveyed message [16]
then the embodiment is inevitably an essential part of the communicated content. To verify our claim,
we performed a multiscale entropy (MSE) analysis [17–20] of the older people’s prefrontal cortex (PFC)
responses to tele-communicated stories, in which we communicated these stories with the older people
through a speaker, a video-chat system, and a humanoid. In addition, we considered face-to-face to be
a control setting, through which we communicated these stories with participants in-person. We chose
MSE due to its discriminative power in detecting the change in complexity of biological signals [21,22].
Furthermore, we considered older participants due to the research findings that indicate the reduction
of neurophysiological signal complexity by aging [23–27]. This allowed us to utilize MSE as a reliable
biomarker for detection of any potential increase in the dynamics of the older people’s brain activity
in response to physical embodiment. We chose storytelling since stories’ scripts can be kept intact
and repeated to different individuals without any change in their contents, thereby allowing for the
control of such confounders as subtle differences in conveyed information. We chose PFC due to
neuroscientific findings on its pivotal role in language processing [28], social cognition [29], and story
comprehension [30–32]. Our objective was to verify the following hypothesis.

Hypothesis 1. Embodied media differentially stimulate the dynamics of the older people’s PFC during a
tele-communicated verbal communication.

Our contributions are threefold. First, we provide evidence that physical embodiment induces a
significant increase in MSE of the older people’s PFC activity. Second, we show that such a shift in
dynamics of the older people’s PFC activity significantly reflects their perceived feeling of fatigue that
is induced by listening to the stories. Third, we show that the increase in MSE by physical embodiment
significantly differentiates the individuals whose perceived feeling of fatigue are above its average
perception by the older people population in our study.

Our results benefit the researchers in age-related cognitive function and rehabilitation [23] who
seek for the adaptation of these media in robot-assistive cognitive training of the older people [10].
In addition, they offer a complementary information to researchers in the field of human–robot
interaction for modeling the human behavior. For instance, robotic media with the ability to
detect the perceived feeling of fatigue by their human companions can close the gap on attaining a
sustained verbal communication with them via adapting to individuals’ pace and interest in response
to conversational nuances and complexity. Moreover, changes in the pattern of brain activation
(as reflected by the MSE) can enable the interactive learning algorithms [33] to utilize the brain’s
activation patterns as feedbacks for improving their level of interactivity. This, in turn, can form a
stepping stone for rich and usable model of human mental state [34]. To the best of our knowledge,
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this is the first study that utilized MSE to investige the effect of physical embodiment on human
subjects’ brain activity.

2. Results

Figure 1A shows the grand-average MSEs of the older people’s left-hemispheric PFC in different
media settings. In this plot, scale factors 10 and 20 correspond to the one-second and two-second data
acquisition intervals, given the sampling rate of our device (i.e., 10.0 Hz). We observed an increase in
MSEs between the first two scale factors that was followed by a reduced MSEs up until scale factor 8.
In addition, these MSEs exhibited a subtle increase at around one second data acquisition. Moreover,
they roughly followed a straight line passed the 10 scale factor. We also observed that the MSEs of the
older people’s PFC was, on average, highest in the case of physically embodied medium (magenta),
followed by the in-person setting (red).

Friedman test identified a significant effect of media on older people’s MSEs in different media
settings (p < 0.001, H(3, 79) = 51.12, r = 0.80). Post hoc Wilcoxon test identified that face-to-face
setting induced a significant increase in MSEs of older people’s left-hemispheric PFC in comparison
with speaker (p < 0.05, W(38) = 2.12, r = 0.34, MF = 0.67, SDF = 0.10, MS = 0.62, SDS = 0.11) and
video-chat (p < 0.001, W(38) = 3.69, r = 0.58, MV = 0.57, SDV = 0.09). Similarly, Telenoid induced an
increase in MSE values that was significantly higher than speaker (p < 0.01, W(38) = 2.88, r = 0.46,
MT = 0.69, SDT = 0.11) and video-chat (p < 0.001, W(38) = 3.61, r = 0.57). Moreover, speaker induced
a significantly higher MSE than video-chat (p < 0.05, W(38) = 2.15, r = 0.34). On the other hand,
we observed a non-significant difference between Telenoid and face-to-face (p = 0.063, W(38) = 1.85,
r = 0.29). Figure 1B shows these results.

Figure 1. (A) Grand-average MSE of older people’s Left-hemispheric PFC activation in speaker (S),
video-chat (V), Telenoid (T), and face-to-face (F) settings. In these plots, scale factors 10 and 20
correspond to the one-second and two-second data acquisition intervals, given the sampling rate of our
device (i.e., 10.0 Hz). (B) Descriptive Statistics of the older people’s left-hemispheric MSE in speaker
(S), video-chat (V), Telenoid (T), and face-to-face (F). Asterisks mark the significant differences between
these media settings.

Whereas we observed no correlation between older people’s MSEs and their self-assessed
responses to the feeling of fatigue in speaker (Figure 2S) (r = −0.05, p = 0.85, MFatigue = 3.67,
SDFatigue = 1.80), video-chat (Figure 2V) (r = −0.13, p = 0.65, MFatigue = 4.20, SDFatigue = 2.11), and
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face-to-face (Figure 2F) (r = −0.16, p = 0.57, MFatigue = 3.80, SDFatigue = 2.21), we found a significant
anti-correlation in the case of Telenoid (Figure 2T) (r = −0.57, p < 0.03, MFatigue = 4.33, SDFatigue = 2.12).

Figure 2. Spearman correlation between MSEs of the older people left-hemispheric PFC activation
and their self-assessed responses to feeling of fatigue. (S) speaker; (V) video-chat; (T) Telenoid;
(F) face-to-face.

Prediction of the Older People Perceived Fatigue Using MSE

We observed a significant anti-correlation between MSEs of the older people’s left hemisphere
and their self-assessed responses to the feeling of fatigue in the Telenoid setting. This suggested the
potential utility of MSE for predicting the perceived level of fatigue by older people based on MSE of
their frontal brain activity. To investigate this possibility, we interpreted the mean of the MSE clusters
in different media settings as their respective decision boundaries. Figure 3 shows the MSE clusters
associated with the older people’s left PFC. Clusters’ boundaries are depicted in black line segments in
this figure.

Figure 3. Older people’s left-hemispheric MSE clusters. The boundaries associated with these clusters
(i.e., clusters’ mean) are shown (black line segments) in the figure.
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Table 1 shows the metrics associated with the use of left-hemispheric MSEs of the older people for
prediction of their perceived the feeling of fatigue. Significantly above chance prediction accuracy of
the MSEs in the case of the Telenoid is evident in this table.

Table 1. Left PFC: Prediction accuracy, true positive (TP), true negative (TN), false positive (FP), false
negative (FN), and F1-score. Significantly above chance (i.e., 50.00%, given two-class classification)
prediction accuracy of the older people’s feeling of fatigue in Telenoid setting is apparent in this table.

Medium Accuracy TP TN FP FN Precision Recall F1-Score

S 60.00% 4 5 2 4 0.67 0.50 0.57
V 53.33% 3 5 4 3 0.43 0.50 0.46
T 80.00% 6 6 1 2 0.86 0.65 0.80
F 46.67% 4 3 4 4 0.50 0.50 0.50

Figure 4 presents the confusion matrix pertinent to the prediction of the perceived feeling of
fatigue using the left-hemispheric MSEs. We observed that the use of the MSEs achieved the highest
TP and TN in case of the Telenoid. Similarly, FP and FN were smallest in the case of the Telenoid in
comparison with other media settings. On other hand, speaker, video-chat, and face-to-face media
settings achieved a comparable FP and FN. These results were in accord with the correlation analysis
of the MSEs of the older people’s left PFC.

Figure 4. Left-hemispheric MSE vs. self-assessed responses to the perceived feeling of fatigue. In this
figure, “Fatigue” and “No Fatigue” refer to the number of older people whose self-assessed responses
to the feeling of fatigue was >4.0 and ≤4.0, respectively.

3. Discussion

We argued that the physical embodiment is inevitably an essential part of the communicated
content and therefore the embodied media differentially stimulate the dynamics of the individuals’
PFC during a tele-communicated verbal communication. We verified our claim through MSE
analysis [17,18] of the older people’s PFC responses to tele-communicated stories in which we
communicated these stories with the older people through a speaker, a video-chat system, and
a humanoid. In addition, we considered face-to-face to be a control setting, through which we
communicated these stories with participants in-person.

We found evidence in support of our hypothesis. Precisely, the analysis of the older people’s
MSE identified that the physically embodied medium and the in-person setting induced an increase
in the dynamics of their PFC activity. This increase that was significantly different from the speaker
and the video-chat settings was non-significant between the physically embodied medium and the
in-person setting. We also observed that the physically embodied medium and the in-person setting
induced a bilateral PFC activation. This observation was in line with the neuroscientific findings on
bilateral effect of stories on human subjects’ PFC [30–32]. It also complemented these previous results
by identifying that such an effect was not only present in the PFC’s dynamical complexity but also the
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embodiment of the medium through which such contents were communicated had significant impact
on the induced PFC activity.

We also observed that the older people’s MSEs were higher in the finer time scales, which was
accompanied with their decrease in the coarser scales. This was in accord with the findings that
attribute such an effect to a shift from long-range brain regions connectivity (captured by the coarse
scale MSEs) to a more local processing by aging [22,25]. Moreover, these MSEs tended to straight
lines from scale factors 12 to 20. Such a tendency that is a characteristic of nonlinear systems [35,36]
suggested the existence of a power law property [24]: an intrinsic complexity criterion in physiological
systems [37]. In this regard, the ability of the physically embodied medium (similar to the in-person
setting) to increase the complexity of the older people’s brain activity implied the potential utility of
embodiment in healthy cognitive aging through consideration of the correlation between increased
physiological complexity and healthy condition [14,37].

Our further analyses identified that the shift in dynamics of the older people’s PFC activity by
physically embodied medium reflected their perceived feeling of fatigue and that such a shift was
sufficient to significantly differentiate the individuals whose perceived feeling of fatigue were above
the average perception of the older people population in our study. Additionally, they implied that
such a differentiability was significantly stronger in the older people’s left- than right-hemispheric PFC.
Surprisingly, we found no correlation between the older people’s MSEs and their perceived feeling of
fatigue in the in-person setting, which was also in accord with the significantly low prediction accuracy
in this condition. This observation appeared to undermine the effect of physical embodiment through
such counterarguments as since the presence of a human is the best embodied representation for a
human, the lack of correlation in this case may also suggest the observed correlation in the case of
physically embodied medium to be spurious. However, several scientific studies identify the utility of
tele-communication to surpass the in-person setting [38–41]. For instance, Joinson [42] noted the effect
of the former in increasing the willingness of the individuals for self-disclosure in contrast with the
in-person communication. Along the same direction, Zimmerman [43] concluded that, in contrast with
the in-person communication, such settings as computer-mediated communication (CMC) [44] elicit
emotionally rich, relationship-oriented verbal interaction among emotionally disturbed adolescents.
In light of these findings, the observed phenomenon in our results may point at the utility of
physically embodied medium in moderating the stress and unwillingness of individuals during
their verbal communication with an unknown person. Although this interpretation finds evidence in
the non-significant difference of the older people’s increase in MSE in the case of physically embodied
medium and in-person setting, further research is necessary to draw a more informed conclusion.

Our results contribute to such socially assistive robotics [1,2] scenarios as child education and
elderly care. For instance, they suggest that the use of MSE can enable these media to determine
whether their level of interaction (e.g., socialization [45], reading and comprehension [5]) is exceeding
the comfort level of children, thereby allowing for modulation of their communicated contents and/or
behavioral interaction. Similarly, they can advance the use of these media in elderly care facilities
by enabling them to act as cognitive training mediators with exclusive access to older people’s PFC
dynamical changes during their cognitive training to determine their comfort in continuing their
cognitive task [8,9]. The latter potential becomes more intriguing, considering the positive effect of
these media in robot-assistive cognitive training of the older people [10].

Our results show a promising first step toward the use of brain information for quantification
of one of the basic component of the human mental state: perceived fatigue due to the verbally
communicated contents. These results benefit the researchers in age-related cognitive function and
rehabilitation [23] that seek for adaptation of these media in robot-assistive cognitive training of the
older people [10]. They also benefit the human–robot interaction research through such paradigms as
interactive learning [33] in which such algorithms can utilize the brain’s dynamical changes in the form
of MSE as feedbacks for improving their level of interactivity. This, in turn, can form a stepping stone
for rich and usable models of human mental state [34]. In a broader perspective, the ability to estimate

342



Entropy 2019, 21, 199

the perceived feeling of fatigue during a humanoid-mediated verbal communication can contribute
to the study and analysis of a robotic theory of mind (ToM) [46] through critical investigation of its
implications in humans’ neurological responses while interacting with their synthetic companions.

Limitations and Future Direction

Although our results indicated the significant role of the physical embodiment during verbal
communication, a larger human sample is necessary for an informed conclusion on the utility of
these results. Moreover, our participants were limited to older people. Therefore, it is necessary to
investigate the effect of the physical embodiment in other age groups (e.g., kids, adolescents, and
younger adults) to verify that our results are not affected by this factor.

Considering the utility of the physically embodied medium in differentiating the older people’s
perceived feeling of fatigue in conjunction with the absence of such a differentiability in the case of
face-to-face setting, it is adequate to question the potential role of the novelty effect on this result.
Therefore, further investigation in a longitudinal setting in which older people participate in multiple
conversational sessions is necessary to verify that our findings are not affected by the long-term
exposure to such media.

Moreover, our experimental setting was limited to a storytelling in which participants listened to
a verbally communicated content without any requirement for their response. Therefore, it is crucial to
analyze the effect of the physical embodiment in the conversational scenarios to examine the effect of
such bidirectional verbal interaction on dynamical changes of the PFC.

In addition, the present study did not include other types of physically embodied media
(e.g., mechanical looking robots, pet robots, etc.). Therefore, it is necessary to determine the
correspondence between the media embodiment and the PFC’s dynamics. It is also important to
verify whether different embodiments can induce differential impact on the prediction accuracy of the
feeling of fatigue.

4. Materials and Methods

4.1. Participants

Our participants consisted of twenty older people (ten females and ten males, 62–80 years old,
MEAN = 70.70, SD = 4.62). All participants were free of neurological or psychiatric disorders and had
no history of hearing impairment. Since we failed to collect the NIRS time series of the brain activity of
four elderly adults due to recording complications, they were excluded from our analyses. We used an
employment service center for older people to recruit our participants. This study was carried out
in accordance with the recommendations of the ethical committee of Advanced Telecommunications
Research Institute International (ATR) with written informed consent from all subjects. The protocol
was approved by the ATR ethical committee (approval code:16-601-1).

4.2. Communication Media

Our experimental settings included a humanoid robotic medium (Figure 5a), an audio speaker
(Figure 5c), a video-chat system (Figure 5d), and a human (i.e., in-person, Figure 5e). We chose a
minimalist teleoperated android called, Telenoid R4TM (Telenoid hereafter, Figure 5b) [47]. Telenoid is
approximately 50.0 cm long and weighs about 3.0 kg. It comes with nine degrees-of-freedom (3 for
its eyes, 1 for its mouth, 3 for its neck, and 2 for its arms) and is equipped with an audio speaker
on its chest. It is primarily designed to investigate the basic and essential elements of embodiment
for the efficient representation and transfer of a humanlike presence. Therefore, its design follows
a minimalist anthropomorphic principle to convey a gender-and-age-neutral look-and-feel. In the
present study, we chose a minimalist anthropomorphic embodiment to eliminate the projection of such
physical traits as gender and age onto our robotic medium.
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Telenoid conveyed the vocal information of its teleoperator through its speaker. Its motion was
generated based on the operator’s voice, using an online speech-driven head motion system [48].
However, its eyes and arms were motionless in this study. We placed Telenoid on a stand approximately
1.40 m (Figure 5a) from the participant’s chair to prevent any confounding effect due to tactile
interaction (e.g., holding, hugging, etc.). We adjusted this stand to resemble an eye-contact setting
between Telenoid and the participant. We maintained the same distance in the case of the other media
as well as for the in-person setting. In the in-person condition (Figure 5e), we adjusted the storyteller’s
seat to maintain eye-contact with the participant. For the video-chat (Figure 5d), we adjusted its
placeholder in such a way that the storyteller’s appearance on the screen resembled an eye-contact
setting. In the speaker setting (Figure 5c), we placed the video-chat screen in front of the participant
(as in the video-chat condition) and placed the speaker behind its screen.

Figure 5. (a) Telenoid setting; (b) Telenoid medium; (c) Speaker setting (d) Video-chat setting;
and (e) face-to-face setting. In these figures, an experimenter demonstrates the experimental setup.

We used the same audio device in the speaker and video-chat settings to prevent any confounding
effect due to audio quality. We used the same recorded voice of a woman, who was naive to the purpose
of this study, in speaker, video-chat, and Telenoid. These recordings took place in a single session in
which we recorded her voice and video while telling stories. In Telenoid setting, we played back the
same prerecorded voice for the speaker through the audio speaker on its chest. In the in-person setting,
the same woman read the stories to the participants.

We asked our female storyteller to stay as neutral as possible while reading these stories. However,
we are unable to confirm the absence of any difference in emotional impact of the stories’ content on
her during the in-person or the voice/video recordings.

4.3. Sensory Device

We used functional near infrared spectroscopy (fNIRS) to collect the frontal brain activity of the
participants and acquired their NIRS time series data using a wearable optical topography system
called “HOT-1000”, developed by Hitachi High-Technologies Corp. (Figure 6). Participants wore this
device on their forehead to record their frontal brain activity through detection of the total blood flow
by emitting a wavelength laser light (810 nm) at a 10.0 Hz sampling rate. Data acquisition was carried
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out through four channels (L1, L3, R1, and R3, Figure 6). Postfix numerical values that are assigned
to these channels specify their respective source-detector distances. In other words, L1 and R1 have
a 1.0 cm source-detector distance and L3 and R3 have a 3.0 cm source-detector distance. Note that,
whereas a short-detector distance of 1.0 cm is inadequate for the data acquisition of cortical brain
activity (e.g., 0.5 cm [49], 1.0 cm [50], 1.5 cm [51], and 2.0 cm [52]), 3.0 cm is suitable [49,51].

Figure 6. (a) fNIRS device in present study. Bottom subplot on left shows arrangement of
source-detector of four channels of this device. Distances between short (i.e., 1.0 cm) and long
(i.e., 3.0 cm) source and detector of left and right channels are shown. (b) Arrangement of 10–20
International Standard System: In this figure, relative locations of channels of fNIRS device in our study
(i.e., L1, L3, R1, and R3) are depicted in red (i.e., sources) and green (i.e., detectors) squares. L1, R1, L3,
and R3 are channels with short (i.e., 1.0 cm) and long (i.e., 3.0 cm) source-detector distances.

Findings on the brain activation during memory and language processing suggest a left-lateralized
activation in both genders with higher specificity in females [53,54]. Therefore, we reported the results
pertinent to Le f t3 in the main body of our article (Appendix A for results on Right3).

4.4. Paradigms

Our experimental paradigm consisted of storytelling sessions in which a woman narrated
three-minute stories from Greek mythology in the selected media settings. This resulted in four
separate sessions per participant. To prevent any confounding effect of visual distraction and to
control the field of view of the participants within the same spatial limit, we placed their seat in a
cubicle throughout the experimental sessions (height = 130.0 cm, width = 173.0 cm, depth = 210.0 cm).
This cubicle’s side wall is visible in blue in Figure 5a–e.

Every participant first gave written informed consent in the waiting room next to the experimental
room. Then, a male experimenter explained the experiment’s full procedure to the participants.
This included the total number of session (four sessions), the duration of the narrated story in each
session (i.e., three minutes), instructions about the one-minute rest period prior to the actual session
(i.e., sitting still with eyes closed), and the content of the stories. The experimenter also asked the
participant to focus on listening to the stories that were either narrated by a woman through a medium
or in-person. Next, he led the participants to the experimental room and helped them to get seated in
an armchair with proper head support in a sound-attenuated testing chamber. Then, the experimenter
calibrated the eye tracker device and instructed the participants to fully relax and keep their eyes
closed. Last, the experimenter verified the proper adjustment of the medium (or helped the storyteller
get comfortable in the proper position for the in-person condition) and began the experimental session.
In every session, we first acquired one-minute rest data. Next, the experimenter asked the participants
to open their eyes and prepare to listen to the story, followed by a story session during which we
recorded the NIRS time series of the frontal brain activity of the participants. During the in-person
setting, we asked the storyteller to maintain as much eye-contacts with the participants as possible.

At the end of each session, all participants completed a questionnaire on their perceived (on an
8-point scale with 1 = not at all and 8 = very much) of feeling of fatigue due to listening to the story.
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We provided our participants a one-minute rest period prior to the commencement of each of the
storytelling sessions and asked them to keep their eyes closed. In this period, we prepared the setting
for the next storytelling session. We video-recorded all the activities throughout the experiment.

Every subject participated in all four sessions. We kept the content of the stories intact in these
sessions and randomized the order of the media among the participants without changing the order of
the narrated stories. The entire experiment lasted about 90 minutes per participant.

4.5. Data Processing

To attenuate the effect of systemic physiological artefacts [55] (e.g., cardiac pulsations, respiration,
etc.), we applied a one-degree polynomial Butterworth filter with 0.01 and 0.6 Hz for low and high
bandpass which was then followed by performing the linear detrending on the data. Detrending of
the signal that was adapted from signal processing and time series analysis and forecasting was a
necessary step to ensure that the assumptions of stationarity and homoscedasticity (as reflected in wide
spread application of linear models in analysis of fNIRS/fMRI time series) were not strongly violated
(e.g., due to seasonality and/or repetitive increasing/decreasing patterns). Finally, we attenuated
the effect of the skin blood flow (SBF) using an eigen decomposition technique [56]. This approach
considers the first three principal components of all NIRS recorded channels of the participants’ frontal
brain activity during rest period to represent the SBF. Subsequently, it eliminates the SBF effect by
removing these three components from participants’ NIRS time series in task period. We followed
the same approach and removed the first three principal components of the respective rest period of
the participants from the NIRS time series of their frontal brain activity that was recorded during the
task period. Similar to our NIRS recording, [56] also used 3.0 cm source-detector distance channels.
Cooper et al. [57] show that this filter also attenuates the effect of motion artefact (e.g., head motion).

We used the processed time series of the older people’s PFC to calculate their MSE. We used the
pattern length m = 2, the similarity criterion r = 0.15, and the scale factors 1 through 20. We adapted
the approach in [58] for computing the MSEs of older people’s frontal brain activity.

4.6. Analysis

We computed the individuals’ averaged MSE and applied Friedman test to determine
any significance in different media settings. This was followed by post hoc paired Wilcoxon
signed-rank test.

We also computed the Spearman correlation between the older people’s averaged MSE of their
frontal brain activity and their self-assessed responses to the feeling of fatigue.

The growing adaptation of physically embodied media in elderly care [8,9] along with the
similarity of the older people’s pattern of brain activity during in-person and physically embodied
communication [6] envision their use for older people’s cognitive training [10]. In fact, through such
applications as brain machine interface (BMI) [59], it is foreseeable for these media to act as cognitive
training mediators whose exclusive access to older people’s brain activity can help determine whether
these individuals have been overcome by their feeling of fatigue, thereby signaling the need for a break
in the training session. Therefore, we used the MSE clusters associated with each media setting to
determine whether the use of individuals’ averaged MSE can predict their perceived feeling of fatigue
during the storytelling. We expected that the change in PFC dynamics to be inversely proportional
with such a feeling: the more tired the participants felt, the lower their MSE became. To check the
validity of our expectation, we first calculated the mean of the MSE clusters in different media settings
and interpreted these mean values as their respective clusters’ decision boundary. Then, we calculated
the true positive (TP), true negative (TN), false positive (FP), and false negative (FN) associated with
each cluster’s decision boundary. We considered individuals with their averaged MSEs above a given
cluster’s decision boundary and their self-assessed responses to the feeling of fatigue ≤4.0 (i.e., on an
8-point scale with 1 = not at all and 8 = very much, Section 4.4) as TP. Similarly, we considered the
individuals with their averaged MSEs below the decision boundary and their self-assessed responses
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to the feeling of fatigue >4.0 as TN. On the other hand, we considered those individuals with their
averaged MSEs above the decision boundary while their self-assessed responses to the feeling of
fatigue >4.0 as FP and those with their averaged MSEs below the decision boundary while their
self-assessed responses to the feeling of fatigue ≤4.0 as FN. We used these values to calculate the
accuracy, precision, recall, and F1-score of the MSEs for predicting the older people’s perceived feeling
of fatigue. Considering our two-class paradigm (i.e., presence or absence of the feeling of fatigue by
older people), the chance level was at 50.0%.

We also report the effect of the physical embodiment on the right-hemispheric PFC in Appendix A.

For Friedman test, we reported the effect size r =
√

χ2

N [60] with N denoting the sample size.
In the case of Wilcoxon test, we used r = W√

N
[61] as effect size with W denoting the Wilcoxon statistics

and N the sample size. All results reported are Bonferroni corrected (i.e., multiplying the p-values
with the sample size, given the use of non-parametric tests). We were unable to collect the self-assessed
responses of five participants to the feeling of fatigue and therefore these participants were excluded
from correlation and prediction analyses.

We used Python 2.7 for data acquisition and processing. We carried out analyses in Matlab R2016a.
We used Gramm [62] for data visualization.
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Abbreviations

The following abbreviations are used in this manuscript:

PFC Prefrontal cortex
MSE Multiscale entropy
NIRS Near-infrared spectroscopy
S Speaker setting
V Video-chat setting
T Telenoid setting
F Face-to-face (in-person) setting
Ma Mean of the variable “a”
SDa Standard deviation of the variable “a”

Appendix A. Right-Hemispheric PFC

Figure A1A shows the grand-average MSEs of the older people’s right-hemispheric PFC in
different media settings. In this plot, scale factors 10 and 20 correspond to the one-second and
two-second data acquisition intervals, given the sampling rate of our device (i.e., 10.0 Hz). We observed
an increase in MSEs between the first two scale factors that was followed by a reduced MSEs up until
scale factor 8. In addition, these MSEs exhibited a subtle increase at around one second data acquisition.
Moreover, they roughly followed a straight line that passed the 10 scale factor. We also observed
that the MSEs of the older people’s PFC was, on average, highest in the case of physically embodied
medium (magenta), followed by the in-person setting (red).

Friedman test identified a significant effect of media on older people’s MSEs in different media
settings (p < 0.001, H(3, 79) = 50.10, r = 0.80). Post hoc Wilcoxon test identified that face-to-face setting
induced a significant increase in MSEs of older people’s right-hemispheric PFC in comparison with
speaker (p < 0.05, W(38) = 2.07, r = 0.33, MF = 0.66, SDF = 0.11, MS = 0.62, SDS = 0.12) and video-chat
(p < 0.001, W(38) = 3.39, r = 0.54, MV = 0.58, SDV = 0.14). Similarly, Telenoid induced an increase in
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MSE values that was significantly higher than speaker (p < 0.01, W(38) = 2.83, r = 0.45, MT = 0.69,
SDT = 0.13) and video-chat (p < 0.001, W(38) = 3.34, r = 0.53). On the other hand, we observed a
non-significant difference between speaker and video-chat (p = 0.06, W(38) = 1.91, r = 0.30) as well as
Telenoid and the face-to-face (p = 0.11, W(38) = 1.58, r = 0.25). Figure A1B shows these results.

Whereas we observed no correlation between older people’s change in MSEs and their
self-assessed responses to the feeling of fatigue in speaker (Figure A2S) (r = −0.31, p = 0.26), video-chat
(Figure A2V) (r = 0.13, p = 0.63), and face-to-face (Figure A2F) (r = 0.16, p = 0.57), we found a significant
anti-correlation in THE case of Telenoid (Figure A2T) (r = −0.53, p < 0.05).

Figure A1. (A) Grand-average MSE of older people’s right-hemispheric PFC activation in speaker
(S), video-chat (V), Telenoid (T), and face-to-face (F) settings. In these plots, scale factors 10 and 20
correspond to the one-second and two-second data acquisition intervals, given the sampling rate of our
device (i.e., 10.0 Hz). (B) Descriptive Statistics of the older people’s right-hemispheric MSE in speaker
(S), video-chat (V), Telenoid (T), and face-to-face (F). Asterisks mark the significant differences between
these media settings.

Figure A2. Spearman correlation between MSEs of the older people’s right-hemispheric PFC activation
and their self-assessed responses to feeling of fatigue. (S) speaker; (V) video-chat; (T) Telenoid;
(F) face-to-face.
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Prediction of the Older People Perceived Fatigue Using Right-Hemispheric MSE

We observed a significant anti-correlation between MSEs of the older people’s right hemisphere
and their self-assessed responses to the feeling of fatigue in the Telenoid setting. This suggested the
potential utility of MSE for predicting the perceived level of fatigue by older people based on MSE of
their frontal brain activity. To investigate this possibility, we interpreted the mean of the MSE clusters
in different media settings as their respective decision boundaries. Figure A3 shows the MSE clusters
associated with the older people’s left PFC. Clusters’ boundaries are depicted in black line segments in
this figure.

Figure A3. Older people’s right-hemispheric MSE clusters. The boundaries associated with these
clusters (i.e., clusters’ mean) are shown (black line segments) in the figure.

Table A1 shows the metrics associated with the use of right-hemispheric MSEs of the older people
for prediction of their perceived feeling of fatigue. Significantly above chance accuracy of the MSEs
associated with the right PFC in THE case of Telenoid setting is apparent in this figure. However, its
accuracy is significantly lower than the left-hemispheric MSEs.

Figure A4 presents the confusion matrix pertinent to the prediction of the perceived feeling of
fatigue using the right-hemispheric MSEs. We observed TP and TN were highest in the Telenoid
setting. In addition, Telenoid setting resulted in lowest FN. On the other hand, FP was lowest in the
case of Telenoid and speaker settings alike.

Figure A4. Right-hemispheric MSE vs. self-assessed responses to the feeling of fatigue. In this figure,
“Fatigue” and “No Fatigue” refer to the number of older people whose self-assessed responses to the
feeling of fatigue was >4 and ≤4.0, respectively.
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Table A1. Right PFC: Prediction accuracy, true positive (TP), true negative (TN), false positive (FP),
false negative (FN), and F1-score. Significantly above chance (i.e., 50.00%, given two-class classification)
prediction accuracy of the older people’s feeling of fatigue in Telenoid setting is apparent in this table.

Medium Accuracy TP TN FP FN Precision Recall F1-Score

S 60.00% 4 5 2 4 0.67 0.50 0.57
V 53.33% 3 5 4 3 0.43 0.50 0.46
T 73.33% 5 6 2 2 0.61 0.61 0.61
F 33.33% 2 3 4 6 0.33 0.25 0.29
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1. Matarić, M.J. Socially assistive robotics: Human augmentation versus automation. Sci. Robot. 2018,
2, eaam5410. [CrossRef]
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Abstract: In this study, the Wikipedia page views for four selected topics, namely, education,
the economy/finance, medicine, and nature/environment from 2016–2018 are collected and the
sample entropies of the three years’ page views are estimated and investigated using a short-time
series multiscale entropy (sMSE) algorithm for a comprehensible understanding of the complexity
of human website searching activities. The sample entropies of the selected topics are found to
exhibit different temporal variations. In the past three years, the temporal characteristics of the
sample entropies are vividly revealed, and the sample entropies of the selected topics follow the
same tendencies and can be quantitatively ranked. By taking the 95% confidence interval into
account, the temporal variations of sample entropies are further validated by statistical analysis
(non-parametric), including the Wilcoxon signed-rank test and the Mann-Whitney U-test. The results
suggest that the sample entropies estimated by the sMSE algorithm are feasible for analyzing the
temporal variations of complexity for certain topics, whereas the regular variations of estimated
sample entropies of different selected topics can’t simply be accepted as is. Potential explanations
and paths in forthcoming studies are also described and discussed.

Keywords: human behavior; complexity; page view; multiscale entropy; sample entropy; Wikipedia

1. Introduction

We are entering an era of big data, in which the datasets we work with are characterized by
the 4 Vs: volume, velocity, variety, and veracity (where veracity emphasizes the uncertainties of
data) [1,2]. The statistics underlying data are consequently crucial to making the data valuable and
results worthwhile, notably for large volumes of data. Traditional statistical methods, like 1st and 2nd
moment statistics (the mean value and variance, respectively) or the probability density function (PDF),
often ignore data’s temporal and spatial characteristics, and are even invalid in some special cases.
For instance, complex physiologic time series having the same mean value or variance often contain
different information [3,4]. Once these methods are applied, nuance can be lost and misunderstandings
may occur. For medical applications, such misunderstandings can be fatal [4].

The multiscale entropy (MSE) algorithm [5,6] was first introduced to analyze the complexity of
biological time series, in which an original time series is coarsely divided into many subseries and
the sample entropy [7,8] of each subseries is calculated separately. Compared to traditional statistical
methods, the MSE algorithm exhibits several advances and strengths [9–11]: (1) It emphasizes the
temporal correlation of series elements; (2) Multiscale processing ensures that the data is deeply mined;
(3) In signal processing, the averaging process that occurs as part of coarse-grained integration of the
subseries can be regarded as a low pass filter and effectively eliminates noise or interference.

Entropy 2019, 21, 229; doi:10.3390/e21030229 www.mdpi.com/journal/entropy353
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Website page views, one well-known set of big data, are widely touted for their potential to
reflect public interest in a subject [12,13]. However, most page view data are hidden by enterprises as
commercial secrets, and are inaccessible to common users. Openly authorized page view data from
organizations like Wikipedia and Google are thus frequently consulted and used for commercial
purposes and data mining applications. For example, market prediction or consumption style
analysis [13–16]. Daily human activities dominate page views. Thus, page view series are then
endowed with a variety of temporal characteristics. Many studies have addressed the statistical
properties of page views [13–16], although no research has yet highlighted the temporal characteristics
of page views. Meanwhile, many widely used and well-performing techniques have been introduced
to analyze the big data of web searching, for example, the clustering, SVM, etc. [17–22]. However,
on this topic, the angle of entropy had never been investigated in previous studies.

Motivated by this gap in the literature, and with the aim of developing a comprehensive
understanding of human behavior by taking advantages of MSE algorithms, we examine the
complexity of page views in this study. Considering that website page views are commonly affected
by commercial actions, as in the case of China’s Internet “water armies”(people who search website
for earning money or driving by commercial activities) [23], we therefore analyze Wikipedia searches,
as page views of a given Wikipedia topic are highly reliable (given the importance of veracity in big
data) and these searches are dominated by human intentions, rather than robotic or automatic page
views. Without loss of generality, in this study, the page views (search times) of four selected topics
from the years 2016–2018 were collected and then given as the input into a short-time series multiscale
entropy (sMSE) algorithm to investigate their complexity.

This paper is organized as follows. Section 2 briefly introduces the basics of the sMSE algorithm.
Section 3 describes the characteristics of the Wikipedia data, as well as its acquisition and processing.
Section 4 calculates and discusses the sample entropies of page views of the selected topics, including
their temporal characteristics, compares sample entropies across the selected topics for each year,
and validates the sample entropies by using statistical analysis. Finally, Section 5 concludes the paper
and suggests paths for forthcoming studies.

2. sMSE Algorithm

The original MSE algorithm contains two main procedures: coarse-grained division and sample
entropy calculation [5–8]. MSE variants, in which one or both steps are modified or replaced,
are widely applied to meet the needs of different series or signals [24]. In particular, the sMSE
algorithm [25] selected in this study is ideal for the short length of page view series. For short time
series, the modifications included in the sMSE algorithm are conducted as follows.

During coarse-grained division, factor p is induced and is effective in eliminating potential
fluctuations in sample entropy [7,8]. Coarse-grained division in the sMSE algorithm is defined as

yj
(τ)(p) =

1
τ

jτ+p

∑
i=(j−1)τ+1+p

xi 1 ≤ j ≤ (N − p)/τ (1)

in which y and x denote the elements of the coarse-grained and original series, respectively, τ is a scale
factor, i and j represent the element IDs of series {x} and

{
y(τ)(p)

}
, and N is the length of original

series {x}. In addition, p fulfills 0 ≤ p ≤ τ − 1.
Equation (1) and the range of p show that each scale factor τ corresponds to τ coarse-grained

subseries that are produced by p. The sample entropy from the original MSE algorithm is then
redefined in the sMSE algorithm as

SE(x, τ, m, r) =
1
τ

τ−1

∑
p=0

SE(y(τ)(p), m, r) (2)
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in which SE is the sample entropy of scale factor τ and SE denotes the sample entropy of the pth

coarse-grained subseries, m is the shortest length between points, and r denotes the threshold in
sample entropy algorithm. The sample entropy in Equation (2) is defined as

SE(m, r) = lim
N→∞

− ln
Am(r)
Bm(r)

(3)

and is generally estimated using

SE(m, r) = − ln
Am(r)
Bm(r)

(4)

in which Am(r) stands for the probability that two sequences match for m+ 1 points and Bm(r) denotes
the probability that two sequences will match for m points, with both the tolerance r and self-match
sequences excluded. More details on Am(r), Bm(r), and the sample entropy algorithm can be found
in [7,8].

In general, r is set to 0.15 times the standard derivation of the series. However, it is worth noting
that the decreasing of sample entropy in the MSE algorithm is determined by both the selection of
tolerance r and the coarse-graining produced coherence of elements in data series, especially the former
one. In many cases [26,27], for enhancing accuracy and eliminating potential errors introduced by
selecting a certain tolerance r, the MSE algorithm is even refined by adopting an adaptive threshold r
as a function of the scale factor in coarse-graining process. In this study, for simplification, and for
focusing on the novel background we choose, we follow the original MSE algorithm [5–8] and set
m = 2 and r = 0.15 ∗ std.

By using the sMSE algorithm, the sample entropies of the white noise series and the 1/f noise
series are calculated and shown in Figure 1. The independent elements in the white noise series tend
correlate to each other, due to the averaging process in coarse-graining, in which the coherence between
elements is consequently strengthened along with an increasing scale factor, and the sample entropies are
therefore monotonically decreased with an increasing scale factor. On the other hand, the invariant sample
entropies at all scale factors of the 1/f noise series are due to its special self-like property (fractal) [28],
whose geometric shape won’t be changed at all scale factors. The results in Figure 1 agree with those
of the original MSE algorithm results in [5], both quantitatively and qualitatively. The correctness and
accurateness of the sMSE algorithm are therefore guaranteed and validated in this study.
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Figure 1. The calculated sample entropies of the white noise and 1/f noise series using the series
multiscale entropy (sMSE) algorithm (series length: 1024, m = 2, r = 0.15 ∗ std).
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3. Data Acquisition and Processing

Wikipedia content contains many topics, each divided into many subcategories, which may be
further divided depending upon their intricacy. This division continues until reaching a given intricacy
standard. For instance, as depicted in Figure 2, the topic of medicine is divided into many Level 1
subcategories, including clinical medicine, health insurance, and medical associations, etc. Each Level
1 category is further divided into subcategories (Level 2), until reaching given intricacy standards,
and so forth. For simplification, further divisions are replaced by an ellipsis in Figure 2.

Figure 2. Data classification and the multilevel structure of Wikipedia.

In this paper, we are only concerned with the page views of the topics named in Figure 2. We find
the sum of the page views of subcategories to determine the total page views of the corresponding
topic. As shown in Figure 2, the page views of the medicine topic are the sum of the page views
of its Level 1 subcategories, the page views of each subcategory in Level 1 are the sum of the
page views of its Level 2 subcategories, and so forth. Four topics—education, economy/finance,
medicine, and nature/environment—were selected in this study for their significant impact on human
lives, and their wider significance to the governments of developing countries pursuing sustainable
development, for example, China [29–33]. Page views of the four selected topics in three recent years
(2016–2018) were downloaded from https://tools.wmflabs.org/massviews/. Table 1 presents the basic
data of the four selected topics, including the number of subcategories in Level 1, the length, and the
mean value of the page view series of each selected topic. Because this download was conducted on
25 December 2018, the length of page view series for 2018 is therefore 359.

To illustrate the temporal variations of the page view series, Figure 3 depicts the page views of
the four selected topics as a function of days of the year. Figure 3 shows that, for each selected topic,
the curves are close to each other, which make them indistinguishable at first glance, with only random
outliers. This characteristic can be found quantitatively in Table 1, where for some topics, the mean
values of page view series across the three years tended to be close. Despite these similar mean values,
the three page view curves of each selected topic fluctuate rapidly, highlighting temporal fluctuations.
The 1st or 2nd moment statistics and the temporal connections of page views may not be suitable for
revealing connections. In addition, the nature/environment topic has the fewest page views, which
reveals that environmental problems are rarely researched compared to the other three selected topics.
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Table 1. Characteristics of the collected data.

Topics Number of Subcategories Year Length Mean Value

Medicine 28
2016 366 212,281
2017 365 199,207
2018 359 198,467

Education 27
2016 366 312,365
2017 365 319,447
2018 359 298,771

Economy/finance 32
2016 366 354,896
2017 365 323,208
2018 359 293,831

Nature/environment 16
2016 366 145,095
2017 365 148,254
2018 359 110,283
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Figure 3. Page views of the four selected topics in 2016, 2017 and 2018: (a) Education; (b) Economy/
Finance; (c) Medicine; (d) Nature/Environment.

4. Results and Discussion

In biological applications of the MSE algorithm, sample entropy is physically defined as the
adaptability of organisms to a certain circumstance or ecosystem [5], in which a larger sample entropy
corresponds to a higher complexity and a stronger adaptability. Following this viewpoint, in this
study, we define sample entropy as the complexity of human website searching activities, as well as
its internal and temporal connections. That is, a larger sample entropy denotes higher complexity of
human website searching activities, and elements in the page view series are less interconnected and
have a weaker temporal correlation. Notice that 1st order sample entropy, or even sample entropies

357



Entropy 2019, 21, 229

at small scale factors, may be invalid or insufficient to reveal hidden information conveyed by time
series [3,4]. Therefore, in this section, we examine scale factors ranging from 1 to 10, as the sample
entropy at scale factor 10 approaches zero. Hence, in this study, we emphasize sample entropies at
large scale factors, which are also highlighted in the MSE algorithm.

For each topic, the sample entropy (with a 95% confidence interval) is first calculated using the
sMSE algorithm, as depicted in Figure 4. Macroscopically speaking, in Figure 4, the sample entropies
of the four selected topics exhibit the same tendencies, i.e., for each selected topic, the three years’
sample entropies decrease as the scale factor increases. Compared with the sample entropies of the
white noise series in Figure 1, the sample entropies of the selected topics in the three years are smaller
at all scale factors and decrease more rapidly. Such a characterization fully reflects a lower complexity
of the page view series of the selected topics, and the elements in the page view series are highly
correlated when compared with a white noise series whose elements are independent of each other.

Specifically, for the topic of education, page views from the year 2016 appear to be the most
complex, since they have the largest sample entropies at scale factors of 2 and above, whereas the
page views of the year 2018 have the lowest complexity and the strongest temporal interconnections,
although it has the largest 1st scale sample entropy. For the topic of economy/finance, page views from
2016 had the smallest sample entropies at small factors, but had the largest sample entropies at large
scale factors (greater than 3). The page views from 2017 and 2018 had the same sample entropies at
scale factors greater than 3, which somehow shows that these two years exhibited the same complexity
and temporal correlations of human website searching activities. An interesting phenomenon was
found for the topic of medicine: for all the years examined, the sample entropies tended to be the
same at all scale factors, which reflects that in three recent years, the page view series of medicine
topics have the same complexity and temporal correlations. It is not clear whether this is because
the topic of medicine widely concerns all people, which would make the variations in recent years
highly regularized. Lastly, for the topic of nature/environment, the sample entropies of 2016 and
2017 fluctuate as the scale factor increases, and the page views of the year 2017 had the largest sample
entropies at scale factors greater than 5, whereas the page views of 2016 and 2018 had the same sample
entropies at scale factors of 3 and above.

Although some selected topics, such as nature/the environment, tended to have irregular sample
entropies, this could not be easily concluded when compared with other topics. However, the results in
Figure 4 show that, for irregularly varied page view series, the sMSE algorithm affords an alternative
analysis method and reveals the complexities and temporal correlations of page views in different years.
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Figure 4. Sample entropies of page views of the four selected topics: (a) Education; (b) Economy/
Finance; (c) Medicine; (d) Nature/Environment.

We have focused on three years’ variations in sample entropies for selected topics. A horizontal
comparison of the sample entropies with a 95% confidence interval of the four selected topics was
also conducted, and the results of 2016, 2017, and 2018 are presented in Figure 5, in which it can
readily be seen that the sample entropies of the four selected topics exhibit the same tendencies
across years. That is, at large scale factors, the sample entropies of the four selected topics are
quantitatively ranked as follows: economy/finance has the largest sample entropies, followed by
education, nature/environment, and medicine. Notably, in 2016, the gaps between these quantitatively
ranked curves are more obvious. These results suggest that human website searching activities on
economy/finance topics are the most complicated and that elements in this page view series are less
temporally correlated when compared to the other three topics.
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Figure 5. Comparison of sample entropies between the four selected topics: (a) 2016; (b) 2017;
and (c) 2018.

Comparing the rate of descent of the curves in Figure 5, the sample entropies for the topic of
medicine show the most rapid decrease as the scale factor increases, which shows that the elements of
the page view series for medicine are the most strongly temporally correlated among the four selected
topics. In Figure 3, note that no obvious outlier occurred in the page view series for medicine either,
and the smoothness of these curves may accelerate their descent. Hence, this topic’s smallest sample
entropies at larger scale factors and its most rapid descent suggests that the human website searching
activities related to medicine are more strongly temporally correlated and more regular than those
of the other three selected topics. Again, as in previous discussions of Figure 4, the sMSE algorithm
highlights the results shown in Figure 5 at large scale factors, in which chaotic page view series are
ordered and regularized.

It should be noted that, above, the estimated sample entropies (mean value) using the sMSE
algorithm are compared. Once the 95% confidence interval is involved, the comparative results
should be furtherly validated using statistical analysis. In what follows, we conduct an assessment of
significance of difference for the comparative results of Figures 4 and 5. For comparative results in
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Figure 4, for each selected topic, the Wilcoxon signed-rank test is selected to access the significance
of difference for the sample entropies with a 95% confidence interval in different years. For Figure 5,
for a given year, the Mann-Whitney U-test is applied to compare different selected topics. Without loss
of generality, a p < 0.05 is considered to be significant. Both the Wilcoxon signed-rank test and the
Mann-Whitney U-test is realized by using Matlab R2018a.

For the selected topics, the p values of the Wilcoxon signed-rank test for Figure 4 with different
year pairs are given in Table 2. It readily can be seen in Table 2 that, for education, the p-values
of all year pairs are smaller than 0.05. The variations of sample entropy in Figure 4a are therefore
considered to be significantly different, whereas for the other three topics, the p values are all larger
than 0.05, except the sample entropies for economy/finance topics in the years of 2017 and 2018.
Looking back to the sample entropies in Figure 4, although the variations of sample entropy of the
economy/finance and the nature/environment topics are complicated, the statistical analysis results
suggest the sample entropies of these two topics should be regarded as the same in the past three years.
Specially, for medicine topics, the large p values in Table 2 show agreement with the invariant sample
entropies in Figure 4c in the past three years. Therefore, by combining the results in Figure 4 and
Table 2, the variations of sample entropy are acceptable and feasible for analyzing the complexity of
the education and medicine topics, whereas for topics of economy/finance and natural/environment,
the sample entropies in Figure 4 should be treated as undistinguished. Similarly to Table 2, the p value
of the Mann-Whitney U-test for sample entropies in Figure 5 are presented in Tables 3–5, respectively.
The p values in Tables 3–5 are all found to be larger than 0.05, which suggests that the sample entropies
of different selected topics in Figure 5 are the same with regard to statistics. The complexity of different
selected topics is therefore regarded to be undistinguished in Figure 5.

Table 2. p values of the Wilcoxon signed-rank test for results in Figure 4.

Year Pairs
p-Value
Topic

(2016,2017) (2016,2018) (2017,2018)

Education 0.0273 0.0488 0.0137
Economy/finance 0.4922 0.0840 0.0039

Medicine 0.4922 0.6250 1.0000
Nature/environment 0.8457 0.4316 0.9219

Table 3. p values of the Mann-Whitney U-test for results in Figure 5a.

Topic Paris (Edu, E/F) (Edu, Med) (Edu, N/E) (E/F, Med) (E/F, N/E) (Med, N/E)

p-value 0.4727 0.1859 0.5205 0.0757 0.2730 0.3847

Table 4. p values of the Mann-Whitney U-test for results in Figure 5b.

Topic Paris (Edu, E/F) (Edu, Med) (Edu, N/E) (E/F, Med) (E/F, N/E) (Med, N/E)

p-value 0.2123 0.3447 0.5708 0.1041 0.2703 0.2413

Table 5. p values of the Mann-Whitney U-test for results in Figure 5c.

Topic Paris (Edu, E/F) (Edu, Med) (Edu, N/E) (E/F, Med) (E/F, N/E) (Med, N/E)

p-value 0.4274 0.2413 0.7913 0.1212 0.2447 0.3847

By taking the results of sample entropies and statistical analysis, the sample entropies, which are
estimated by the sMSE algorithm, are found to be feasible for analyzing the temporal variations of
complexity of page views of certain topics, for example, education and medicine. However, it can
not be simply applied when analyzing the temporal variations of the complexity of page views over
different topics.
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Potential explanations are, firstly, that the complexities of the selected topics in past three years
are undistinguished as is. Secondly, it should be noted that we sum up all the page view data in
subcategories Level 2 as the total page views of the topic in subcategories Level 1, since the page view
data in subcategories Level 2 may be independent of each other. Based on the law of large numbers,
once summation is conducted, the total distribution of the four selected topics in subcategories Level 1
can be regarded as normal. Lastly, as we mentioned in Section 2, the selection of tolerance r affects the
sample entropy estimates clearly, and probably leads to the undistinguished sample entropy estimates
over the four selected topics. We therefore suggest these paths for forthcoming studies:

(1) On data processing, the way of collecting page view data should be considered carefully,
subcategories in low levels in Figure 2 should probably be investigated separately;

(2) On methodology, with regard to the MSE algorithm, the difference between two ways of selecting
the threshold value r should be investigated for more accurate and robust results;

(3) On background, for topics, which can be feasibly analyzed by sample entropy, the variations and
explanations of complexity may be related to certain social issues, if possible.

5. Conclusions

This paper attempts to examine the complexities and temporal correlations of page views of four
selected topics on Wikipedia using an sMSE algorithm. Sample entropies of the four selected topics
are compared to reveal their temporal variations, showing vivid variations between different topics in
three recent years. Meanwhile, the complexities of the page views of the selected topics are investigated
and regular variations in the sample entropies of different topics are also found. Statistical analysis
is then conducted to validate the variations, and the results suggest the sample entropy estimated
by the sMSE is feasible in analyzing the temporal variations of the complexity of page view data
for some topics. However, the regular variations of sample entropy can’t be simply accepted as is
when different topics are compared. Potential explanations are given and discussed, and paths for
forthcoming studies are also suggested.
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Abstract: The aim of this study was to develop an entropy-based structural health monitoring system
for solving the problem of unstable entropy values observed when multiscale cross-sample entropy
(MSCE) is employed to assess damage in real structures. Composite MSCE was utilized to enhance the
reliability of entropy values on every scale. Additionally, the first mode of a structure was extracted
using ensemble empirical mode decomposition to conduct entropy analysis and evaluate the accuracy
of damage assessment. A seven-story model was created to validate the efficiency of the proposed
method and the damage index. Subsequently, an experiment was conducted on a seven-story steel
benchmark structure including 15 damaged cases to compare the numerical and experimental models.
A confusion matrix was applied to classify the results and evaluate the performance over three
indices: accuracy, precision, and recall. The results revealed the feasibility of the modified structural
health monitoring system and demonstrated its potential in the field of long-term monitoring.

Keywords: structural health monitoring; multi-scale; composite cross-sample entropy

1. Introduction

Over the preceding few decades, structural health monitoring (SHM) techniques have been
developed for early damage detection in various engineering fields. Traditional SHM techniques
such as visual inspection tend to be time consuming and rely heavily on manpower; therefore,
these techniques have low generalizability. Recently, novel SHM methods based on signal
processing techniques have been proposed for analyzing measured responses in succession. Dynamic
monitoring entails measuring the displacement, velocity or acceleration signals of structures to obtain
time–frequency characteristics.

In 1999, Wahab and De Roeck [1] utilized the change in modal curvature between the undamaged
and damaged conditions of simply supported and continuous beams to detect damage in prestressed
concrete beams. In 2000, Maeck [2] identified the location and degree of damage in reinforced concrete
(RC) beams by conducting dynamic stiffness analysis. In 2003, Chang [3] summarized the limitations
and applications of vibration-based SHM methods. The impact of measuring noise, environmental and
damage on the sensitivity of the damage detection was then analyzed [4]. In 2016, Amezquita-Sanchez
et al. summarized the current signal processing techniques for vibration-based SHM and point out its
advantages and disadvantages [5]. Opoka et al. then applied the root mean square deviation (RMSD)
estimator to detect the damage by comparing the averaged frequency spectrum [6]. In 2018, Soman
et al. proposed a two-step methodology based on frequency spectrum for the damage detection and
localization [7]. This method used the change of the frequency response function (FRF) spectrum to
distinguish the healthy and the damaged tripod structure. However, complex structural behavior is
difficult to capture because of incomplete measurements and the randomness of ambient vibration [8,9].
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Information theory can be applied to study the quantification, storage, and communication of
information. In 1948, Shannon [10] proposed Shannon entropy as a measure of uncertainty in the
outcomes of random processes. Subsequently, Kolmogorov [11] defined the notion of entropy for a
new class of dynamical systems, and Sinai [12] introduced a definition of entropy that can be applied
to all dynamical systems. The Kolmogorov–Sinai entropy (KS entropy) has been used to measure
the complexity of time series in D-dimensional dynamic systems and is crucial in ergodic theory.
Subsequent studies have demonstrated that KS entropy results are affected by various levels of noise
during analysis of experimental data [13].

In 1991, Pincus [14] modified KS entropy and named the modified version approximate entropy
(ApEn). ApEn was initially utilized to analyze medical data such as heart rate and served as a
regularity statistic for quantifying the unpredictability of fluctuations over a time series. An and
Ou [15] proposed the mean curvature difference method based on ApEn theory and successfully used
the proposed method to locate damage in shear frame structures. In 2000, Richman and Moorman [16]
further modified ApEn to develop sample entropy (SampEn). SampEn has two advantages over ApEn:
data length independence and higher relative consistency under different parameters. Lake et al. [17]
used SampEn to investigate neonatal heart rate variability and validate the characteristics of SampEn.

In 2002, Costa et al. [18] proposed multiscale entropy (MSE) to solve the problem of distinguishing
between healthy individuals, patients with congestive heart failure, and patients with erratic cardiac
arrhythmia on a single time scale. Consequently, the coarse-graining procedure was proposed to obtain
more reliable results during entropy calculation [19]; the results demonstrated that the time-series
structure exhibited complexity loss under pathologic conditions on a multiple time scale. MSE has
been used extensively in not only medicine but also mechanical engineering and finance. MSE and an
adaptive neuro-fuzzy inference system were utilized to distinguish between fault damage categories
and identify levels of fault severity [20]. Xia and Shang [21] applied MSE to investigate degrees of
self-match and measure complexity in the American, European, and Asian stock markets.

Cross-ApEn was introduced by Pincus and Singer [22] in 1996 for analyzing the degree of
asynchrony between two related time series. Furthermore, Richman and Moorman [16] proposed
Cross-SampEn for measuring the asynchrony and dissimilarity between two distinct time series.
The results indicated that Cross-SampEn was a more consistent measure of joint synchrony between
pairs of clinical cardiovascular time series. In 2013, Fabris et al. [23] extended applications of SampEn
and Cross-SampEn to analyze electroglottogram and microphone signals. Healthy patients and
patients with throat or voice disorders could be identified by evaluating the degree of asynchrony
between two time series.

Although the MSE algorithm has been successfully applied in multiple fields, a problem has
emerged in practical applications: the statistical reliability of SampEn decreases as the corresponding
time scale increases. Therefore, in 2013, Wu et al. [24] introduced composite MSE (CMSE) to overcome
the problem. To validate the applicability of CMSE to real data, the acceleration signals of bearing
faults were analyzed to demonstrate that CMSE provided more accurate entropy values than did
MSE. In 2016, Yin et al. [25] proposed composite multiscale cross-sample entropy (CMSCE) to address
accuracy concerns regarding the MSCE method. Subsequently, CMSCE was applied to analyze the
asynchrony between financial time series, which included six stock indices from multiple regions.

The aim of this study was to develop an entropy-based SHM system for solving the problem
of unstable entropy values observed when multiscale cross-sample entropy (MSCE) is employed
to assess damage in laboratory-scale structure. The flowchart of the study procedures is shown in
Figure 1. The proposed system was validated by simulating the ambient vibration response of a
seven-story model and conducting a steel structure experiment. The health condition was first detected
by the ambient vibration response through CMSCE. Moreover, as most of the practical damages were
observed on the lower part of a structure under earthquake excitation, monitoring the change of the
first fundamental mode frequency is an alternative way for rapid screening. Therefore, ensemble
empirical mode decomposition (EEMD) was attempted to extract the first mode of structural response
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to evaluate the feasibility of detecting damage according to only the first mode [26]. A previously
proposed damage index (DI) was used to efficiently quantify damage, and the decision of damage
location and condition was made.

 

Figure 1. Flowchart of the study.

2. Methodology

2.1. Cross-SampEn Method

Cross-SampEn is used to evaluate the degree of dissimilarity between two time series from
the same system. The procedure of Cross-SampEn is similar to that of SampEn and can be
summarized as follows [16]. First, consider two individual time series {Xi} = {x 1, . . . , xi, . . . , xN}
and

{
Yj
}
= {y 1, . . . , yj, . . . , yN

}
with length N. Two signals are divided into templates of length

m: um(i) = {x i, xi+1, . . . , xi+m−1}, 1 ≤ i ≤ N – m + 1 and vm(j) = {y j, yj+1, . . . , yj+m−1},
1 ≤ j ≤ N – m + 1. Therefore, two template spaces Tx and Ty are presented as follows:

Tx =

⎡⎢⎢⎢⎢⎢⎢⎣
x1 x2 · · · xm

x2 x3 . . . xm−1

...
...

. . .
...

xN−m+1 xN−m+2 · · · xN

⎤⎥⎥⎥⎥⎥⎥⎦ Ty =

⎡⎢⎢⎢⎢⎢⎢⎣
y1 y2 · · · ym

y2 y3 . . . ym−1

...
...

. . .
...

yN−m+1 yN−m+2 · · · yN

⎤⎥⎥⎥⎥⎥⎥⎦ (1)

The number of similarities between um(i) and vm(j) is defined as nm
i (r), which can be expressed

as follows:
nm

i (r) =∑N−m
j=1 d[um(i), vm(j)] (2)

where d[um(i), vm(j)] is the maximum distance between two templates i and j. Under the condition
that the maximum distance is within r, which is a predetermined threshold, nm

i (r) can be calculated.

d[um(i), vm(j)] = max{|x(i + k)− y(j + k)|: 0 ≤ k ≤ m − 1} (3)

d[um(i), vm(j)] ≤ r, 1 ≤ j ≤ N − m (4)

The similarity probability of a template is calculated using the following equation:

Um
i (r)(v‖u) =

nm(r)
(N − m)

(5)

Subsequently, the average probability of similarity for template m is calculated as follows:

Um(r)(v‖u) =
1

(N − m) ∑N−m
i=1 Um

i (r)(v‖u) (6)
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where Um(r)(v‖u) is the degree of asynchrony between the two template spaces, which are
segmented with length m. Next, new template spaces Tx and Ty are created with different template
lengths m + 1, and then the procedure for calculating the probability of similarity is repeated to obtain
the average probability of similarity Um+1(r)(v‖u). Cross-SampEn is expressed as follows:

CSE(m, r, N) =− ln
{

Um+1(r)(v‖u)
Um(r)(v‖u)

}
(7)

2.2. MSE Method

Compared with sample entropy values on a single time scale, MSE is capable of extracting more
information from a time series [12,13]. New time series are constructed by performing coarse graining.
The original time series is divided into nonoverlapping windows with time scale τ from 1 to N. A
new time series

{
y(τ)j

}
is constructed by taking the arithmetic mean of each window. The equation is

as follows:
y(τ)j =

1
τ ∑jτ

i= (j −1)τ+1 xi, 1 ≤ j ≤ N/τ (8)

The length of each created coarse-grained time series is N/τ. After the coarse-graining procedure,
SampEn is conducted for each coarse-grained time series

{
y(τ)j

}
. Then, the obtained entropy values

are considered the multiscale sample entropy of the time series and can be plotted as a function of
the time scale factor ( f (τ) = SE). The MSE error grows as the length of the time series decreases,
particularly when the response of a real structure is being measured.

2.3. CMSE Method

CMSE was proposed by Wu et al. [24] for improving the accuracy of MSE. CMSE defines the kth
coarse-grained time series for a scale factor of τ. Therefore, each coarse-grained time series can be
obtained using the following equation:

y(τ)k,j =
1
τ ∑jτ+k−1

i=(j −1)τ+k xi, 1 ≤ j ≤ N/τ, 1 ≤ k ≤ τ (9)

The CMSE algorithm produces τ coarse-grained time series at scale factor τ. Subsequently,
SampEn values for all coarse-grained time series are calculated, and the CMSE value is defined as the
mean of τ SampEn values, as shown in Equation (10):

CMSE(x, τ, m, r) =
1
τ ∑τ

k=1 SampEn
(

y(τ)k , m, r
)

(10)

Based on the concept of CMSE, CMSCE proposed by Yin et al. [25] is defined as follows:

CMSCE(x, y, τ, m, r) =
1
τ ∑τ

k=1 SampEn
(

x(τ)k , y(τ)k , m, r
)

(11)

2.4. DI Measure

Inspired by a series of biomedical studies that have used the area of the MSE curve as an index
for quantifying complexity [27–29], the DI was proposed as a measure for rapidly and efficiently
diagnosing the floor damage of a structure. Signals are considered more complex when their entropy
values are higher than those of other signals. For a structure with F floors, the CMSCE curves under
undamaged and damaged conditions can be respectively expressed as follows:

CMSCEundamaged =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

H1

H2

...
HF

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
CMSCEdamaged =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

D1

D2

...
DF

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
(12)
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where H and D represent the undamaged and damaged conditions, respectively. The subscript F
indicates the analyzed floor; for example, H1 is the Cross-SampEn of signals between the foundation
and the first floor under the undamaged condition. Moreover, H1 can be expressed as matrices:
H1 =

{
CSH11

E , CSH12
E , CSH13

E , · · · , CSH1τ
E

}
, where CSH1τ

E represents the Cross-SampEn of the first floor
at scale factor τ. Hence, the general expression of Cross-SampEn on floor F is as follows:

DF =
{

CSDF1
E , CSDF2

E , CSDF3
E , · · · , CSDFτ

E

}
(13)

The DI is evaluated by calculating the differences between the areas of CMSCE curves from scale
1 to τ. The DI of floor F can be expressed as follows:

DIF = ∑τ

q=1

(
CS

DFq
E − CS

HFq
E

)
(14)

A positive DI indicates that the floor is damaged, whereas a negative DI indicates that the floor
is undamaged. Based on results from previous studies, the DI performs to a satisfactory degree in
numerical models that contain 10–20% noise. Therefore, in this study, the DI is utilized to identify the
damaged floor in the numerical model and experiment.

3. Feasibility Assessment

3.1. Comparison of MSCE and CMSCE

According to the experience of applying MSCE for SHM, the optimized template length m was
set as 4 based on the characteristics of recorded time series [30]. However, inevitable fluctuation
was occasionally observed on the calculated entropy curve, which makes the diagnosis of damage
condition and location difficult. To verify the ability of CMSCE to provide accurate entropy values
subject to a long template length, experimental data obtained from a shaking table test were first
analyzed to compare the performance of MSCE and CMSCE in this section. The shaking table test
with alternating spells of white noise and TCU052 earthquake was conducted on a two-bay three-story
reinforced concrete (RC) structure, which is shown in Figure 2. The procedure is shown in Figure 3.
The acceleration of each floor was measured for SHM. The entropy-based monitoring system was
based on ambient vibration, which was simulated by white noise during the shaking table test.
The acceleration response of the first white noise iteration was used to represent the healthy status
of the RC structure; the acceleration responses of the second and third white noise iterations were
considered as unknown conditions after 800 and 1000 gal earthquakes.

 

Figure 2. Three-story RC structure.

Figure 3. Shaking table test procedure.
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The sampling rate was 200 Hz for 120 s as the shaking table was running the white noise
signal. The recorded time series were analyzed using MSCE and CMSCE with identical parameters:
template length m = 4, threshold r = 0.1 × standard deviation (SD), and 0.08 × SD. Figure 4 shows the
results of MSCE and CMSCE under various conditions to illustrate the necessity of using CMSCE for
on-site monitoring.

(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 4. Comparison diagram of MSCE and CMSCE for: (a) healthy condition with m = 4, r = 0.1;
(b) healthy condition with m = 4, r = 0.08; (c) after TCU 800 gal with m = 4, r = 0.1; (d) after TCU 800 gal
m = 4, r = 0.08; (e) after TCU 1000 gal with m = 4, r = 0.1; (f) after TCU 1000 gal with m = 4, r = 0.08.

Diagrams obtained for the healthy condition are presented in Figure 4a,b; the diagram obtained
when m = 4 and r = 0.1 is on the left, and that obtained when m = 4 and r = 0.08 is on the right.
The figure shows that the results of MSCE were fluctuated markedly compared with those of CMSCE,
especially on the low floor curves. Similarly, an unstable trend of MSCE was observed (Figure 4c–f),
whereas CMSCE provided a more stable and reliable post-earthquake trend. The entropy values of
MSCE became more undulant as the threshold r decreased. Based on the results of the RC structural
experiment, CMSCE was chosen to mitigate the fluctuation concern of MSCE encountered during the
analysis of the data, which contained a certain level of noise.
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3.2. Numerical Simulation

After the comparison of the MSCE and CMSCE algorithms through the shaking table test,
the advantage of CMSCE for SHM was validated. Subsequently, a numerical simulation was
executed to assess the feasibility of using CMSCE on more complex structures. SAP2000 software was
used to construct and analyze a seven-story model for numerical simulation. Regarding geometric
properties, the model was a steel structure with a yield strength Fy of 2500 kg/cm2. The height of
each story was 1.06 m, and the floor widths on the x- and y-axes were 1.32m and 0.92 m, respectively.
The beam was a steel plate measuring 100 mm × 70 mm. The column was a steel plate measuring
25 mm × 150 mm. Steel bracings were set up on the y-axis and selected as L-shaped steel angles of
65 mm × 65 mm × 6 mm. Moreover, an additional mass of 500 kg was added to each floor to simulate
real structural behavior. Structural damage was simulated by removing the bracings symmetrically.
The SAP2000 model and damage scenario are shown in Figure 5.

(a) (b) c) 

Figure 5. (a) View of the numerical model. (b) The undamaged scenario. (c) The damaged scenario.

Time history analysis was performed using a white noise signal of 1 MW power as the input
acceleration to simulate the response of the structure under ambient vibration. The sampling rate
was 200 Hz for 300 s. After the database had been created on the basis of the time history analysis
of each damaged case, the velocity response data, which is relatively sensitive for ambient vibration,
were extracted from the center of each floor on the y-axis [31]. The responses of velocity signals in
the undamaged case are shown in Figure 6. All damaged cases and the modal analysis results are
presented in Table 1.
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Figure 6. The time history of the velocity response of the undamaged case.

EEMD was utilized to extract the first mode of structural response for evaluating SHM
performance based on the first mode. In the simulation, the results obtained with and without EEMD
were displayed to evaluate the effectiveness of using the first mode to detect damage. EEMD can
efficiently decompose signals into several intrinsic mode functions (IMFs) with a trend, and this is
because the decomposition is based on the local characteristic time scale of the data [20,25]. The first
mode of the model appeared in IMF4, and the frequencies are listed in Table 1. Subsequently,
the extracted IMF4 and the original velocity response were analyzed separately to assess the damage
location by using CMSCE.

Table 1. Damage cases and modal analysis.

Case Number Damage Case
Frequency (Hz)

SAP2000 IMF4

1 Undamaged 3.16 3.12
2 1F 2.56 2.49
3 2F 2.55 2.49
4 3F 2.63 2.68
5 4F 2.73 2.73
6 5F 2.85 2.88
7 6F 2.99 2.98
8 7F 3.12 3.12
9 1&2F 2.15 2.15

10 3&4F 2.32 2.34
11 5&6F 2.69 2.69
12 1&2&3F 1.93 1.95
13 4&5&6F 2.38 2.34
14 1&2&3&4F 1.81 1.81
15 4&5&6&7F 2.35 2.34
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3.3. Numerical Simulation Results

3.3.1. Damage Detection from the Original Velocity Response

In every damaged case, the velocity signals of two vertically adjacent floors were processed
through CMSCE after the coarse-graining procedure to evaluate the degree of dissimilarity between
floors. According to previous studies that have discussed detection accuracy under various parameter
combinations, parameters such as the template length m, threshold r, and signal length N were
optimized as 4, 0.08 × SD of the time series, and 20,000 points, respectively. Additionally, the required
data length recommended by Gow et al. [32] was set between 14m and 23m points in the final MSE scale
analysis. Therefore, the DI was conservatively calculated to time scale 10 (τ = 10) for the better results.
After analysis of the undamaged case and 14 damaged cases, the entropy curves for the damaged cases
were compared with those for the undamaged case by calculating the DI. When a floor is damaged,
the DI is positive, indicating that the signal complexity increases because of a loss of story stiffness.
By contrast, a negative DI indicates a healthy floor.

Figure 7 presents the CMSCE curves for the undamaged case. In the figure, G*1F denotes the curve
for the first floor and 1F*2F denotes the curve for the second floor; the curves for the remaining floors
follow similar designations. Curve G*1F had the highest entropy values, indicating high complexity
and low similarity; other curves ranked further down in the order, showing a decline in complexity
between the two vertically adjacent floors. The case of single-floor damage is illustrated in Figure 8.
The curve for the second floor was the highest among all curves. Furthermore, Figure 8a shows
a substantial gap between the curve for the second floor and the remaining curves; an increase in
complexity due to a loss of story stiffness could be clearly observed. According to the DI results shown
in Figure 8b, the positive DI indicated that the damage occurred on the second floor.

Figure 7. CMSCE diagram of undamaged case.

The results obtained for damage on the third and fourth floors are presented in Figure 9. Figure 9a
shows that the curves for the third and fourth floors were higher than that for the undamaged case.
Additionally, the curves for the third and fourth floors maintained higher positions than did those for
the other floors at scale 5 to 15. In Figure 9b, the bars representing the third and fourth floors exhibit
significantly positive values. Although extremely low positive values were observed for the first,
second, and seventh floors, these could be disregarded because they were within the error tolerance
range because the curves for the undamaged case maintained an almost identical level of complexity,
resulting in low negative or zero-approaching values.
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(a) (b)

Figure 8. (a) CMSCE diagram of damage on the second floor (2F); (b) Damage index of damage on the
second floor.

(a) (b) 

Figure 9. (a) CMSCE diagram of damage on the third and the fourth floor (34F); (b) Damage index of
damage on the third and the fourth floor.

In the case of three-story damage, Figure 10a illustrates the CMSCE curves for damage on floors
ranging from the fourth floor to the sixth floor, revealing that the curves for the fourth floor to
the seventh floor climbed up at scale 5 to 15. Compared with the curve for the undamaged case,
the curves for the fourth floor to the seventh floor increased, indicating an increase in complexity.
Hence, the evident increase could be quantified through the DI analysis, as depicted in Figure 10b.
The fourth floor to the sixth floor had positive values, indicating the presence of damage; however,
few undefined entropies occurred on the fourth floor.
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(a) (b) 

Figure 10. (a) CMSCE diagram of damage from the fourth to the sixth floor (456F); (b) Damage index
of damage from the fourth to the sixth floor.

Figure 11 illustrates the curves for damage on floors ranging from the fourth floor to the seventh
floor. These curves were markedly higher than those for the undamaged case at scale 5 to 15. The peak
values of the damaged curves shifted slightly from scale 3 to 6, indicating that maximum complexity
occurred after the coarse-graining procedure. The DI diagram for multistory damage is shown in
Figure 11b; the positive indices for the fourth floor to the seventh floor can easily be identified as
indicating damage.

(a) (b) 

Figure 11. (a) CMSCE diagram of damage from the fourth to the seventh floor (4567F); (b) Damage
index of damage from the fourth to the seventh floor.

3.3.2. Damage Detection from the Extracted First Mode Time Series (IMF4)

A study on sample entropy noted that signals with higher frequencies may have unpredictable
effects on the calculations of SampEn values [32]; however, ambient noise usually contains a high
percentage of high-frequency noise in real applications, and most of the practical structural damage
mainly causes a frequency change on the first fundamental mode. Hence, EEMD was utilized to
eliminate the influence of background noise and extract the first mode signal of the structure. IMF4 was
selected to conduct CMSCE to evaluate the complexity between two signals. The template length
m, threshold r, and signal length N were set to 4, 0.08 × SD of the time series, and 20,000 points,
respectively. Similarly, the DI was calculated to time scale 10 (τ = 10). The damaged cases were
compared with the undamaged case, and then the DI was applied to quantify the CMSCE results.
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Figure 12 presents the CMSCE diagram obtained through EEMD for the undamaged case. G*1F
denotes the curve for the first floor and 1F*2F denotes the curve for the second floor; the curves for
the remaining floors follow similar designations. The entropy gradually increased with the time scale
and reached a plateau at scale 10, where information richness could be accumulated if the system
responded well. Moreover, the complexity rankings did not follow the order of the floors from low to
high. Complexity was fairly consistent, except for the curves for the fourth and fifth floors.

Figure 12. CMSCE diagram of undamaged case with EEMD.

Figure 13 presents the CMSCE diagram for damage on the second floor. The entropy values
obtained for the second floor gradually increased to a peak at scale 10, as did the values for the first
floor. All floors had almost identical complexity before time scale 5; the curves diverged between
long scales. Regarding the DI results, a positive value for the second floor revealed that damage had
occurred. Hence, the removal of bracings could result in significant differences among entropy curves.

 
(a) (b) 

Figure 13. (a) CMSCE diagram of damage on the second floor (2F) with EEMD; (b) Damage index of
damage on the second floor with EEMD.

The results of damage assessment on the third and fourth floors are presented in Figure 14.
Compared with those for the damaged floors, the curves for the healthy floor above the damaged floor,
the fifth to seventh floors, slowly descended after time scale 6. The curves for the third and fourth
floors increased, but the increase was not evidently greater than that of the curves for the undamaged
case, which caused a misclassification in the DI analysis. In addition, the same trend occurred in the
case of three-story damage, as shown in Figure 15. Figure 15a shows the CMSCE diagram for damage
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from the fourth floor to the sixth floor, as observed through analysis with EEMD; the curve of the
undamaged floor above the sixth floor was lower than those for the sixth floor. Moreover, the curves
for the damaged floor sustained a stable plateau, indicating a high degree of complexity. Nevertheless,
the first and second floors were misclassified as damaged in the DI analysis because this damage
reduced the stability of the entire structure.

 
(a) (b)

Figure 14. (a) CMSCE diagram of damage on the third and the fourth floor (34F) with EEMD;
(b) Damage index of damage on the third and the fourth floor with EEMD.

The CMSCE diagram for multistory damage is illustrated in Figure 16a. The curves for the fourth
floor to the seventh floor gradually ascended and reached a plateau at scale 10. However, a comparison
of the results in Figure 16a with those for the undamaged case (Figure 12) revealed that the overall
entropy values were almost identical, signifying that the damage location could not be detected by
applying the first mode signal. The obscure change in the CMSCE diagram resulted in a failure to
diagnose the damaged floor in the DI results.

 
 

(a) (b)

Figure 15. (a) CMSCE diagram of damage from the fourth to the sixth floor (456F) with EEMD;
(b) Damage index of damage from the fourth to the sixth floor with EEMD.
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(a) (b)

Figure 16. (a) CMSCE diagram of damage from the fourth to the seventh floor (4567F) with EEMD; (b)
Damage index of damage from the fourth to the seventh floor with EEMD.

3.3.3. Discussion on Numerical Simulation

A total of 15 damage cases were examined to verify the feasibility of CMSCE and evaluate the
effectiveness of using EEMD to extract the structural first mode. A two-class statistical classification
system, namely a confusion matrix, was applied for further performance evaluation. The entries in
a confusion matrix are explained as follows: true positives (TP), referring to the number of “yes”
predictions for “yes” instances; true negatives (TN), referring to the number of “no” predictions for
“no” instances; false positives (FP), referring to the number of “yes” predictions for “no” instances;
and false negatives (FN), referring to the number of “no” predictions for “yes” instances. On the basis
of these entries, three indices can be calculated as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
Precision =

TP
TP + FP

Recall =
TP

TP + FN
(15)

In this study, on the basis of the definitions of the confusion matrix, the DI results were first
classified into four categories: TP, indicating that the damaged floor had been correctly identified; TN,
indicating that the undamaged floor had been correctly classified as healthy; FP, indicating that the
healthy floor had been misclassified as damaged; and FN, indicating that the damaged floor had been
misclassified as healthy. Subsequently, the three indices were calculated. The classification results
are listed in Table 2. Accuracy denoted the overall accuracy of the classifier. Precision referred to the
proportion of instances that had been classified as damaged and were actually damaged. “Recall”
referred to the proportion of damaged instances that had been correctly classified as damaged. Hence,
precision could be considered a measure of exactness, and recall could be considered a measure
of completeness.

In the analysis without EEMD, a high accuracy rate of 93.9% was obtained, and a precision of 92%
was obtained because two floors were misclassified as damaged. Subsequently, a recall rate of 85.2%
was observed, revealing a high likelihood of detecting actual damage. By contrast, in the analysis with
EEMD, the observed accuracy was 77.6% and precision was 66.7%, which was too low to precisely
classify the healthy floor. Moreover, the observed recall was only 37% because the inconspicuous
change in complexity resulted in errors in the detection of damaged floors. The method without EEMD
was considered to be appropriate in monitoring structure.
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Table 2. Results of confusion matrix for numerical model.

Two-Class Statistical Classification: Confusion Matrix

Case Number Damage Floors
CMSCE EEMD + CMSCE

TP FP TN FN TP FP TN FN

1 None

2 1F 0 0 6 1 1 0 6 0
3 2F 1 0 6 0 1 0 6 0
4 3F 1 0 6 0 1 0 6 0
5 4F 1 0 6 0 1 0 6 0
6 5F 1 0 6 0 0 0 6 1
7 6F 1 0 6 0 0 0 6 1
8 7F 1 1 5 0 1 0 6 0
9 1&2F 1 0 5 1 1 0 5 1
10 3&4F 2 0 5 0 0 1 4 2
11 5&6F 2 0 5 0 0 0 5 2
12 1&2&3F 2 1 3 1 1 0 4 2
13 4&5&6F 3 0 4 0 0 2 2 3
14 1&2&3&4F 3 0 3 1 3 0 3 1
15 4&5&6&7F 4 0 3 0 0 2 1 4

Total 23 2 69 4 10 5 66 17

Accuracy 93.9% 77.6%

Precision 92% 66.7%

Recall 85.2% 37%

3.3.4. Noise Statistical Analysis

The CMSCE without EEMD has been numerically demonstrated to be an effective SHM method.
However, the basic assumption of ambient vibration condition in the methodology may be changed
in practical application. In order to verify the robustness of the proposed method, different levels
of noise are randomly added into the original time series for noise statistical analysis. The noise is
simulated by a Gaussian white-noise. The signal-to-noise ratio (SNR) values are chosen to be 60 dB,
40 dB, and 20 dB, respectively. The damage location is diagnosed by the CMSCE and damage index
methods. The symbol C indicates that the damage can be correctly identified and F represents for false
identification. As shown in the Table 3, the accuracy of the method based on CMSCE remains the same
for the accuracy of 78.57% under all the cases of SNR 60, 40, and 20, which shows no influence by
possible external noise. The performance of the damage index has the same result of 85.71% accuracy
under SNR 60 and 40. For a higher noise level (SNR 20), the damage index drops slightly on damage
location assessment and has the same result of 78.57% as the CMSCE method. The result has proven
that a reliable result can be provided by the proposed methods when the ambient condition is affected
by possible external noise.

Table 3. The accuracy of CMSCE and damage index method for different noise levels.

Damage Location
SNR = 60 SNR = 40 SNR = 20

CMSCE Damage Index CMSCE Damage Index CMSCE Damage Index

1F C F C F C F
2F C C C C C C
3F C C C C C C
4F C C C C C C
5F C C C C C C
6F F C F C F C
7F F C F C F F

1&2F C C C C C C
3&4F C C C C C C
5&6F F C F C F C

1&2&3F C C C C C C
4&5&6F C F C F C F

1&2&3&4F C C C C C C
4&5&6&7F C C C C C C

Accuracy (%) 78.57% 85.71% 78.57% 85.71% 78.57% 78.57%

Note: C = Correct, F = False.
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4. Experimental Verification

4.1. Experimental Setup

To verify the practicality of the SHM system, an ambient vibration experiment for a scaled-down
steel benchmark structure was conducted. The number of damaged cases was designed to be identical
to that of the aforementioned numerical simulation. Moreover, the characteristics of the experimental
structure were similar to those of the numerical model; the height of each floor was 1.1 m, and the
widths of each floor were 1.5 and 1.1 m. An additional mass of 500 kg (Figure 17b) was added
to each floor to simulate the actual structural characteristics. An L-shaped steel angle measuring
65 mm × 65 mm × 6 mm was selected as the bracing.

 
 

(a) (b)

Figure 17. (a) A seven-story scale-down benchmark structure; (b) The arrangement of velocity meter
and mass block.

For data acquisition, a sensitive velocity sensor VSE-15D (Tokyo Sokushin, Tokyo, Japan) was
mounted on each floor to record the ambient vibration from the weak axis. Similar to the numerical
analysis, damage was simulated as the removal of the bracing in the weak axis direction. The damage
simulation is depicted in Figure 18. The experiment was executed at night to avoid interference from
the testing field. Therefore, the velocity response under ambient vibration on each floor was recorded
at a sampling rate of 200 Hz. A set of data was measured for 300 s, and then four sets were recorded to
eliminate variance. The response signals of the undamaged case are shown in Figure 19.

  
(a) (b) 

Figure 18. The damage simulation: (a) the healthy condition; (b) the damaged condition.
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Figure 19. The velocity response of the undamaged case under ambient vibration.

The velocity responses of each case were examined using fast Fourier transform. Subsequently,
the response of the seventh floor for each case was selected to examine the rationality of the signal;
the results are listed in Table 4. The healthy condition had the highest frequency (3.34 Hz). Additionally,
the frequency decreased markedly as damage occurred on the bottom floor, indicating that the removal
of the bracing on the low floor had a relatively severe effect on the global stiffness of the structure.

Table 4. FFT results of the experimental data.

Case Number Damage Group Damage Floors Frequency (Hz)

1 Undamaged None 3.34

2

One-story damage

1F 2.08
3 2F 2.13
4 3F 2.12
5 4F 2.29
6 5F 2.61
7 6F 2.88
8 7F 3.2

9
Two-story damage

1&2F 1.64
10 3&4F 1.83
11 5&6F 2.32

12 Three-story
damage

1&2&3F 1.44
13 4&5&6F 1.88

14 Multistory damage 1&2&3&4F 1.33
15 4&5&6&7F 1.86

4.2. Damage Detection Result

In all damage cases, the original velocity signals were analyzed to evaluate the complexity between
floors. The parameters template length m, threshold r, and signal length N were optimized as 4, 0.08 SD
of the time series, and 20,000 points, respectively. The DI range was identical to that of the simulation:
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from scale 1 to 10. In addition, low positive values were excluded by a predetermined threshold value
1 during the practical application [30]. Consequently, the damaged floor could be detected.

Figure 20 presents the CMSCE diagram for the healthy condition. The curve for the first floor was
the highest on all scales, indicating high complexity between the ground and first floors. The curves
for the third floor maintained a gap with those for the second floor and remained constant from scale
5 to 10; this reveals that the signals tended to be similar. The healthy condition was recognized as a
reference for detecting damage locations.

The CMSCE diagram for damage on the second floor is presented in Figure 21. The curve for
the second floor increased evidently; however, the damage on the floor engendered an increase in
the curve for the first floor. Even undefined entropies appeared from scale 12; the DI result was not
influenced because the range was 1 to 10. According to the DI results, the index for the second floor
was apparently higher than those for the other floors, whereas the first and fourth sets revealed an
outlier on the first floor.

The CMSCE diagram for the two-story damaged case is illustrated in Figure 22a. The curves for
damage on the third and fourth floors showed the highest complexity from scale 4 to 8. Compared
with the curves for the undamaged case, the difference between the curves for the damaged floors was
distinguishable. Moreover, the DI values for the third and fourth floors were positive, whereas the
values for the other floors were close to zero. Therefore, the damage on the third and fourth floors
could be detected.

Figure 23 shows the curves for three-story damaged case (i.e., damage from the fourth floor to
the sixth floor). The damaged curves ascended rapidly at scale 5; however, the curve for the seventh
floor slightly increased from scale 4 to 9 because of the loss of stiffness from the fourth floor to the
sixth floor. The DI was used to quantify the CMSCE diagram, and the results showed that damage had
occurred from the fourth floor to the seventh floor. A low positive value, which was excluded, could be
observed for the seventh floor. Regarding the more severe damage condition, the results for damage
from the fourth floor to the seventh floor are illustrated in Figure 24. A similar trend could be observed,
revealing that the curves for damage increased rapidly at scale 4. In addition to the curves for damage,
the curve for the first floor was elevated at scale 5 to 10, resulting in low positive DI values. The DI
diagram is presented in Figure 24b. Apparently, the damage from the fourth floor to the seventh floor
could be detected rapidly.

Figure 20. The experimental CMSCE diagram of undamaged case.
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(a) (b)

Figure 21. (a) The experimental CMSCE diagram of damage on the second floor (2F); (b) Damage index
of damage on the second floor.

(a) (b)

Figure 22. (a) The experimental CMSCE diagram of damage on the third and the fourth floor (34F);
(b) Damage index of damage on the third and the fourth floor.

 
(a) (b)

Figure 23. (a) The experimental CMSCE diagram of damage from the fourth to the sixth floor (456F);
(b) Damage index of damage from the fourth to the sixth floor.
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(a) (b)

Figure 24. (a) The experimental CMSCE diagram of damage from the fourth to the seventh floor
(4567F); (b) Damage index of damage from the fourth to the seventh floor.

The confusion matrix was next utilized to evaluate the performance of the DI results. First, the
results were classified into four categories: TP, TN, FP, and FN. As shown in Table 5, an accuracy rate
of 78.6% was obtained. Also, a precision of 56.8% was observed, indicating that the method was too
conservative to classify the healthy floor. The low accuracy and precision phenomenon may be caused
by the unexpected noise condition or signal interference faced in practical measurement and can be
improved by slightly adjusting the threshold value. Nevertheless, a strong recall rate of 92.6% was
noted, revealing that most of the floors that had been diagnosed as damaged were correctly classified
as damaged floors.

Table 5. Results of the confusion matrix for experimental verification.

Two-Class Statistical Classification: Confusion Matrix

Case Number Damage Floors
CMSCE

TP FP TN FN

1 None

2 1F 1 0 6 0
3 2F 1 3 3 0
4 3F 1 4 2 0
5 4F 1 3 3 0
6 5F 1 0 6 0
7 6F 1 0 6 0
8 7F 0 1 5 1
9 1&2F 2 2 3 0

10 3&4F 2 1 4 0
11 5&6F 2 1 4 0
12 1&2&3F 2 0 4 1
13 4&5&6F 3 1 3 0
14 1&2&3&4F 4 3 0 0
15 4&5&6&7F 4 0 3 0

Total 25 19 52 2

Accuracy 78.6%

Precision 56.8%

Recall 92.6%
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5. Conclusions

Although entropy analysis has been applied extensively in biomedicine, finance, and mechanical
engineering, few studies have utilized entropy analysis in the field of SHM. Based on the previous
studies, unstable entropy values are occasionally observed when multiscale cross-sample entropy
(MSCE) is employed. Therefore, the CMSCE method was utilized to enhance the reliability of entropy
values on every scale. A preliminary study on a three-story RC structure has demonstrated that
the CMSCE method can largely improve the performance of the original MSCE-based SHM system.
In addition, as most of the practical structural damage mainly causes a frequency change on the
first fundamental mode, the effectiveness of extracting first mode signals by using EEMD was also
attempted. The feasibility of detecting damage locations was verified in a numerical model. It is shown
that the CMSCE without EEMD method has the best overall accuracy for different levels of damage.
In general, 93.9% of the floors were correctly classified and 85.2% of the actual damaged floors were
correctly diagnosed. Moreover, the robustness of the SHM system was also verified through noise
statistical analysis.

The proposed entropy-based SHM system for long-term monitoring was then tested by a series of
experimental verification. The reliability and viability of the proposed SHM system were examined
using 15 damaged cases in 5 categories representing several degrees of damage severity. The results
obtained by observing the scaled-down benchmark structure reveal that 78.6% of the floors were
correctly classified and 92.6% of the actual damaged floors were correctly diagnosed. Based on the
outcome obtained from both numerical simulation and experimental verification, two advantages
of applying CMSCE including the enhancement of system reliability on noise interference and the
improvement of diagnosis accuracy have been achieved. The proposed entropy-based SHM system
has been demonstrated to have high potential for practical application.
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Abstract: The acquired bearing fault signal usually reveals nonlinear and non-stationary nature.
Moreover, in the actual environment, some other interference components and strong background
noise are unavoidable, which lead to the fault feature signal being weak. Considering the above
issues, an effective bearing fault diagnosis technique via local robust principal component analysis
(LRPCA) and multi-scale permutation entropy (MSPE) was introduced in this paper. Robust principal
component analysis (RPCA) has proven to be a powerful de-noising method, which can extract a
low-dimensional submanifold structure representing signal feature from the signal trajectory matrix.
However, RPCA can only handle single-component signal. Therefore, in order to suppress background
noise, an improved RPCA method named LRPCA is proposed to decompose the signal into several
single-components. Since MSPE can efficiently evaluate the dynamic complexity and randomness of
the signals under different scales, the fault-related single-components can be identified according
the MPSE characteristic of the signals. Thereafter, these identified components are combined into a
one-dimensional signal to represent the fault feature component for further diagnosis. The numerical
simulation experimentation and the analysis of bearing outer race fault data both verified the
effectiveness of the proposed technique.

Keywords: bearing fault diagnosis; weak fault; multi-component signal; local robust principal
component analysis; multi-scale permutation entropy

1. Introduction

The bearing as an essential element has been widely used in rotating machinery [1,2]. Due to
the severe working conditions, such as long and uninterrupted operation, alternating loads, and
corrosion, the probability of bearing failure increases greatly, which may cause heavy economic losses
or even serious personal injury [3]. Hence, an available diagnosis technique for bearing faults is highly
valuable [4]. The bearing faults can be classified into three main types: inner race fault, outer race fault,
and rolling element fault [5]. The vibration signals of the bearings are often used for fault diagnosis for
their containing abundant equipment operation information [6]. When the bearing faults occur, the
corresponding vibration signals will produce periodic impulses, and the feature of this signal behaves
in a typical nonlinear and non-stationary nature, which increases in spectral complexity [5,7,8]. In the
actual industrial production environment, the signals usually contain some interference vibrations
caused by other mechanical components and strong background noise besides useful fault feature.
Especially in the early stages of the bearing fault, the fault feature is weak and completely drowned by
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the strong noise and interferences. Therefore, in order to realize accurate diagnosis of bearing faults,
suppressing the background noise and extracting weak fault features from multi-component signals
are becoming an urgent work to be solved.

For the diagnosis of the bearing fault signals, some researchers have proposed many methods.
Ciabattoni et al. [9] proposed a novel bearing fault classification method by adopting the empirical
cumulative distribution functions (ECDFs) of the signal statistical spectral images as the fault feature
vectors. The wavelet transform (WT) is the inner product operation between a translated and dialed
wavelet basis function and the raw time domain signal. The different feature components and noise in
the signal can be separated by the obtained wavelet coefficients [10,11]. Wang et al. [12] extracted the
weak fault feature of the rolling element via wavelet packet transform method. Deng et al. [13] presented
a novel fault diagnosis method for a motor bearing based on integrating empirical wavelet transform
(IEWT) and fuzzy entropy. Xiao et al. [14] applied the wavelet threshold denoising method to effectively
de-noise a rolling bearing signal. However, the diagnostic performance of these methods depends on
the selection of the wavelet basis functions and the threshold. The Wigner–Ville distribution (WVD) [15]
can extract ridges representing feature information from two-dimensional time-frequency plane of the
non-stationary signals. Ming et al. [16] applied the cyclic Wiener filter to detect the rolling bearing fault,
which uses the spectral coherence theory induced by the second-order cyclostationary signal to extract
the weak fault feature. Nevertheless, WVD will produce cross-terms when analyzing multi-component
signals. As far as the adaptive signal processing techniques, the empirical mode decomposition method
(EMD) and the local mean decomposition (LMD) can be used to deal with nonlinear and nonstationary
signals. LMD can decompose any signal into product functions (PFs) representing different feature
components [17]. Li et al. [18] introduced a fault diagnosis scheme based on local mean decomposition
and an improved multi-scale fuzzy entropy to realize the automatic identification of the bearing fault
patterns. LMD is inadequate in processing the signals containing narrow bandwidth components.
The multi-component signals can be decomposed into a series of intrinsic mode functions (IMFs)
with physical meaning by EMD [19]. Imaouchen et al. [20] employed some demodulation analysis
methods based on frequency-weighted energy operator and complementary ensemble empirical mode
decompositions to identify the early weak faults of the bearing. Bustos et al. [21] successfully identified
the operating state of the gears in high-speed trains through the EMD-based methodology. But the
EMD and its improved version always suffer from modal aliasing and boundary effect. Moreover,
they are also sensitive to noise. The above research provides rich reference information for bearing
fault diagnosis.

It has become quite familiar to view the dynamic characteristics of different features of the raw
system by reconstructing the observed time series from nonlinear non-stationary systems into a high
dimensional phase space [22,23]. In that way, extracting fault features from high a dimensional phase
space is a feasible scheme. The singular value decomposition (SVD) method [24] can decompose
the signal trajectory matrix into series interpretable components. The singular values obtained can
effectively display the intrinsic properties of different feature components and noise in raw signal.
The fault feature can be extracted by setting the singular values representing interference components
and background noise to zeros. Currently, the selection of singular values representing fault feature
components still depends on experience, which may lead to considerable error. Especially for the
early weak faults of the bearings, the singular values representing different feature components
are almost impossible to be identified [25]. The classical manifold learning theory holds that the
feature component of the signal matrix has a lower intrinsic dimension, which is distributed in a
low-dimensional submanifold of a high dimensional phase space [26,27]. As a widely used dimension
reduction method, the RPCA can extract this submanifold structure through a rank function constraint
based on low-rank matrix approximation (LRMA) and simultaneously suppress background noise
through a l0-norm regularization strategy [28]. RPCA has proven to be a powerful de-noising tool
in image processing, computer vision, and so on [29,30]. However, RPCA is inoperative for the
separation of submanifold structures composed of multiple feature components; that is, it cannot
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process a multi-component signal. Recently, a novel, convex, locally sensitive, low rank matrix
approximation (CLSLRMA) method [31] was introduced into the data completion problem, which
significantly relaxes the assumption in LRMA that the feature component in matrix has a low-rank
submanifold structure. CLSLRMA can decompose a matrix drawn from linear mixture of multiple
low-rank manifold subspaces into their respective single subspaces. Hence, it is a feasible way to
decompose the trajectory matrix composed of multi-component signals by CLSLRMA.

Permutation entropy (PE) [32] can efficiently evaluate the dynamic complexity and randomness of
the signal time series through measuring similarity among the ordinal patterns extracted from the series,
which has been widely used for the fault diagnosis of mechanical equipment [33,34]. The dynamic
complexity of the bearings will change with the occurrence of faults, resulting in the changing PE
values of the vibration signals [33]. However, because of the strong nonlinear and non-stationary
characteristic of the acquired mechanical fault feature signals, their complex dynamic characteristics
can usually hardly be fully displayed on the original scale, while some important information may
also exit over multiple spatial-temporal levels (scales) [32]. Fortunately, based on PE, the multi-scale
permutation entropy (MSPE) [32,35] has proven to be one of the most effective methods for which one
can explicitly explain the characteristic information from the multiple time scales present in complex
time series. Therefore, the MSPE of the signal was adopted in this paper to identify the feature
component signal representing the bearing faults.

In this paper, an effective bearing fault diagnosis technique via local robust principal component
analysis (LRPCA) and MSPE is introduced. Firstly, on the basis of noise suppression, we proposed
an improved RPCA method to decompose the signal into several single-components, which was
termed LRPCA. According to CLSLRMA, in the phase space of the weighted matrix associated with
different anchor point, we assume that the signal trajectory matrix behaves as a combination of a
noise component and a low-dimensional submanifold component, and those submanifold components
represent different feature components in the raw signal. LRPCA shows that those submanifold
components can be approximated by low-rank matrices through solving a convex program about a
weighted combination of the matrix rank constraint function and the l0-norm regularization [36,37].
After that, the MPSE was adopted to identify the low-rank matrices corresponding to the fault feature
component. Finally, the identified low-rank matrices were transformed into a one-dimensional signal
to represent the global approximation of the fault feature component for further diagnosis via weighted
Nadaraya–Watson regression model [38]. The processing of the numerical simulation data and the
experimental bearing fault data both verified that the proposed technique can provide a great diagnostic
performance for bearing faults.

The rest of the paper is organized as follows: Section 2 introduces the theory description, wherein
Section 2.1 defines some notations and abbreviations used in this paper; Section 2.2 illustrates the
proposed LPRCA method; Section 2.3 describes the MSPE; the detailed step of the proposed bearing
fault diagnosis technique is presented in Section 2.4. The analysis of the simulated signal and the
experimental signal are performed in Section 3. Section 4 draws the conclusions.

2. Theory Description

2.1. Notations and Abbreviations

Throughout this paper, we use lowercase letters for scalars, e.g., x; bold and lowercase letters for
vectors, e.g., x ∈ Rn1 ; boldface and uppercase letters for matrices, e.g., X ∈ Rn1×n2 . The anchor points
in X are marked as ei = (ai, bi), ai = 1, . . . , n1; bi = 1, . . . , n2; i = 1, . . . , m; the i-th element of x can be
expressed as xi, the (i,j)-th element of X is denoted as X(i, j) and the i-th row of X is expressed as X(i, :).
The Hadamard product of two matrix A ∈ Rn1×n2 , B ∈ Rn1×n2 is defined as C = AB ∈ Rn1×n2 with its
element C(i, j) = A(i, j)B(i, j). The l0-norm ‖X‖0 represents the sum of nonzero elements of X and the
l1-norm ‖X‖1 the sum of absolute value of all elements in X. The SVD of X is defined as X = U

∑
V,
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where U and V are the left and right singular value matrices; Σ = diag({σi}1≤i≤r) represents the singular
value matrix. The nuclear norm of X is denoted as ‖X‖∗ = ∑

i σi.
In the rest of this paper, the following abbreviations are used: RPCA—robust principal component

analysis; LRPCA—local robust principal component analysis; MSPE—multi-scale permutation
entropy; CLSLRMA—convex local sensitive low rank matrix approximation; SVD—singular
value decomposition; SSA—singular spectrum analysis; EMD—empirical mode decomposition;
ADMM—alternating direction method of multipliers; and SNR—signal to noise ratio.

2.2. Decomposing a Signal into Single-Components via LRPCA

2.2.1. RPCA

The acquired one-dimensional bearing fault signal x ∈ Rn can be converted into a high dimensional
signal trajectory matrix X ∈ Rn1×n2 by phase space reconstruction, which is based on a embedding process
with the parameter of the embedding dimension n1 and the delay time τ (where (n1 − 1)τ+ n2 = n) [22]:

X =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1 x2 · · · xn2

x1+τ x2+τ · · · xn2+τ
...

... · · · ...

x1+(n1−1)τ x2+(n1−1)τ
. . . xn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(1)

Except for the strong background noise component, X is composed of multiple feature components,
which include the fault feature component and the unwanted interfering components. Hence, on
the basis of noise suppression, how to separate the useful feature component from these mixed
multi-components and back it to the one-dimensional signal to represent the extracted fault feature
component was an inevitable task for extracting weak faults in this paper.

By referring to manifold learning theory, it can be found that the feature component in X has
a low-dimensional submanifold structure [26,27]. RPCA can extract this structure by solving the
following low-rank matrix and sparse matrix decomposition model (shown as Figure 1):

minarg
L,S

rank(L) + α‖S‖0, s.t. X = L + S (2)

where α = 1/
√

max(n1, n2) is the optimal weighted parameter. The first term (L ∈ Rn1×n2 , r(L) � r(X))
of this model is a rank constraint function, which uses a low-rank matrix to estimate the low-dimensional
submanifold structure, and the second term (S ∈ Rn1×n2 ) is a regularization strategy, which is mainly
used to correct the deviation of matrix data caused by noise. In fault feature extraction, L represents
the signal feature component and S captures the noise [28]. Thus, RPCA can effectively separate the
feature component of the signal from the noise. However, it can be seen from the theoretical basis of
Equation (2) that RPCA can only deal with the matrix data composed of a single feature component and
noise, which means this method cannot separate the data containing the multiple feature components.

2.2.2. LRPCA

To tackle the drawback of RPCA in processing the multi-component signals, we proposed a novel
LRPCA method based on CLSLRMA to decompose X into several single-components. In LRPCA, the
following fundamental assumption is introduced.

Fundamental Assumption: In addition to the background noise signal matrix S, X contains a
feature signal matrix L composed of a linear mixture of several feature components. Furthermore,
each feature component corresponds to a low-dimensional submanifold structure hidden in the
high-dimensional phase space and has a characteristically of low-rank.
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= +

Figure 1. Illustration of the robust principal component analysis (RPCA); A signal trajectory matrix
X ∈ Rn1×n2 can be decomposed into a low rank feature component L ∈ Rn1×n2 and a sparse component
S ∈ Rn1×n2 .

Figure 2 depicts the main ideal of the LRPCA. Specifically, each submanifold structure is generally
hidden in the different high-dimensional phase space T (ei) associated with the local selected anchor
point (ei = (ai, bi), ai = 1, . . . , n1; bi = 1, . . . , n2; i = 1, . . . , m), and T (ei) is derived from the weighting
of X:

T (ei) = Wei X (3)

where Wei ∈ Rn1×n2 is a local weighted coefficient matrix.
Thereafter, T (ei) is decomposed into a low-rank component Lei and a sparse component Sei .

The resulting low-rank matrices Le1 , . . . , Lem represent the low-dimensional submanifolds, which
correspond to different feature components in raw signal, that of the fault feature component and the
unwanted interfering components. Conclusively, L is expressed as the weighted combination of these
local low-rank matrices:

L = R1  Le1 + · · ·+ Rm  Lem (4)

where Ri ∈ Rn1×n2 is a weighted regression matrix. Thus, the fault-related feature components can
be extracted from these low-rank matrices obtained by decomposing L. For this task, a novel local
low-rank matrix and sparse matrix decomposition model was proposed to obtain these low-rank
matrices from X:

Lei = minarg
Lei ,Sei

rank(Lei) + α‖Sei‖0, s.t. T(ei) = Lei + Sei (5)

The RPCA is actually a special case of this model when Wei is a unit matrix. Therefore, the
de-noising performance of this model can be guaranteed.

393



Entropy 2019, 21, 959

 e me

e

e

e e

me
= +

ee e

e

e
e

me
me

e

e me

e

e
me

e

e

e

e e

me

e

e

e e

me

e
e

e
e

e e

e

e

Figure 2. Illustration of the proposed LRPCA method; in the different high-dimensional phase space
T (ei) associated with the local selected anchor point ei = (ai, bi), the signal trajectory matrix X ∈ Rn1×n2

can be decomposed into a low rank component Lei ∈ Rn1×n2 and a sparse component Sei ∈ Rn1×n2 .

• Model Construction and Algorithm Solving

The derivation of the phase space T (ei) is the key step in LRPCA. Firstly, a distance function
d((a, b), (a′, b′)) is defined to describe the similarity between any two elements X(a, b) and X(a′, b′) in X.
A smaller value of d means the probability of the two elements being in the same phase space is higher.
According to the theory of CLSLRMA, The standard incomplete SVD X = UVT [39] is employed to
divide d into two independent terms and the arc-cosine function is utilized to calculate these two terms:

d(a, a′) = arccos(
〈
U(a, :), U(a′, :)

〉
‖U(a, :)‖‖U(a′, :)‖ ), d(b, b′) = arccos(

〈
V(b, :), V(b′, :)

〉
‖V(b, :)‖‖V(b′, :)‖ ) (6)

Then, the following non-parametric smoothing Epanechnikov kernel function [40] is adopted to
define the local weighted coefficient matrix Wei :

W((a, b), (a′, b′)) = W(a, a′)W(b, b′) = (1− d((a, a′)2)(1− d(b, b′)2) (7)
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The (i, j)-element of Wei is expressed as W(ei, (i, j)). The Epanechnikov kernel function is a typical
unilateral quadratic decrement function related to d. Consequently, a lager value of the weighted
coefficient means that the weight for X(i, j) belonging to T (ei) is bigger. Besides, for different local
anchor point ei, there theoretically should exist a unique corresponding phase space hidden the single
submanifold. However, as the fundamental assumption states, there should be finite number of single
submanifold structures in X. Gratifyingly, this function has the mathematical property of changing
slowly, which means as long as the similarity of two anchor points ei and ej is large enough, their
corresponding phase spaces T (ei) and T (ei) will have quite high similarity. Moreover, both of those
two phase spaces may hide the same single submanifold structure.

Through the above theoretical analysis process, the T (ei) satisfying the fundamental assumption
was successful created. Finally, T (ei) is decomposed to extract the hidden low-rank matrix Lei by
solving the Equation (5). Since the discrete combination nature of the l0-norm and rank function, the
solution of this model is an non-deterministic polynomial (NP)-hard problem [41]. Take this into
consideration, some recent studies [36,37,42–45] pointed out that an equivalent convex optimization
program of this model can be obtained from the convex hull of the two constraints; that is, the l1-norm
and the nuclear norm are employed to replace those two constraints respectively:

Lei = minarg
Lei ,Sei

‖Lsi‖∗ + α‖Sei‖1, s.t. T(si) = Lei + Sei (8)

The solution of Equation (8) is a typical convex optimization problem, whose minimizer is globally
unique [43]. Algorithm 1 provides a precise and convergent solution to this equation via ADMM [44,46].
Note that steps 3 and 4 are both convex problems, they both have closed-form solutions via singular
value thresholding operator [47].

Algorithm 1 solve (8) by ADMM

Input: signal trajectory matrix X ∈ Rn1×n2 ;
Parameter: number of anchor points: q; regularization parameter: α = 1/

√
max(n1, n2);

for all i = 1:m, parallel do;
1. select ei(ai, bi) uniformly in X, and calculate Wei by Equation (7);
2. T (ei) = Wei X;
Initialize: L0

ei
= S0

ei
= Y0 = 0, γ0 = e−3, γmax = e10, μ = 1.1, ε = 1e− 8;

while not converged do;
3. fix the others and update Lk+1

ei
by:

Lk+1
ei

= argmin
Lei

: ‖Lei‖∗ +
γk

2
‖Lei + Sk

ei
−T (ei) + Yk‖2F

4. fix the others and update Sk+1
ei

by:

Sk+1
ei

= argmin
Sei

: λ‖Sei‖1 +
γk

2
‖Lk+1

ei
+ Sei −T (ei) + Yk‖2F

5. update Lagrange multiplier Y: Yk+1 = Yk +T (ei) − Lk+1
ei
− Sk+1

ei
;

6. update τ: τk+1 = min(μτk, τmax);
7. check the convergence conditions:

‖Lk+1
ei
− Lk

ei
‖∞ ≤ ε,‖Sk+1

ei
− Sk

ei
‖∞ ≤ ε,‖Lk+1

ei
+ Sk+1

ei
−T (ei)‖∞ ≤ ε

end;

end;

output: Le1 , · · · , Lem .
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Through Algorithm 1, we can obtain m low-rank matrices corresponding to different feature
components in the raw signal. Besides, it needs to be emphasized that the performance of the final fault
diagnosis is highly susceptible to the location selection and the number of the anchor points. Once the
chosen anchor points are inappropriate, there may be multiple low-rank matrices corresponding to
the same feature component. More seriously, the fault-related low-rank matrices may be completely
missed. In view of the above problems, for the selection of the anchor points, we do not have a good
solution for now. But, in the process of analyzing the experimental data, the following two principles
are feasible. The first one is that m should be large enough to ensure that the low-rank matrices
corresponding to all feature components can be extracted specifically. This can be explained from the
perspective of the probability. When the number of the anchor points is more, the probability of the
extracted fault-related low-rank matrices is higher. However, this inevitably requires a lot of computing
time. The other one is that these anchor points should be uniformly chosen from the elements set
and the distance between any two anchor points should be made large enough. This principle is to
make extracted low-rank matrices corresponding to the different feature components differ as much
as possible. In the numerical simulation experiment, since the raw simulated signal contained three
feature components, and we found that when m was set as six, the final decomposition performance
was quite good. Additionally, when analyzing the experimental signal, it was found that m = 6 is also
appropriate. Therefore, according to the analysis results of the experimental data, we assumed that
the number of the main feature components in the acquired bearing fault signal generally would not
exceed three, and set m to be twice that number; that is m = 6.

• Global Approximation of Fault Feature Component

These low-rank matrices can be backed to m one-dimensional component signals by inverse
transform. In Section 2.2, it will show that the one-dimensional components related to fault feature
can be identified from these signal through the MPSE characteristic of the signal. Thus, there are
o (o < m) identified one-dimensional signals and their corresponding low-rank matrices Le1 , . . . , Leo .
These low-rank matrices are actually local sensitive, which can only be used to describe the fault
feature information contained in the corresponding low-dimensional submanifolds. Hence, the
Nadaraya-Watson regression model [38] is adopted to combine these low-rank matrices into a global

approximation
^
L f ∈ Rn1×n2 of the fault feature component, which can be expressed as:

^
L f =

o∑
i=1

Wei∑m
j=1 Wej

 Lei (9)

Note that if o = m, this equation is equivalent to Equation (4). Thus, the estimator of L can be

obtained, which is actually a de-noising process. Thereby, we returned
^
L f to the one-dimensional

time series
^
l f ∈ Rn, which is the expected fault feature signal. Hence, the task to suppress the strong

background noise and extract the fault feature signal was completed.

2.3. Identification of Bearing Fault-Related Signal through MSPE

2.3.1. Basic Theory of MSPE

The MPSE can efficiently evaluate the dynamic complexity and randomness of the time series
under different scales. The calculation of the MSPE depends on three parameters: scale factor ε,
embedding dimension d and time-lag δ [32,36]. For a signal time series x = [x1, x2, · · · , xn], the main
calculation steps can be divided as follows:
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(1) Transform x into a successive coarse-grained time series yε ∈ Rnε (nε = [n/ε]) by averaging the
time data points in x with the given non-overlapping time slice of the increasing length, ε. Then,
each element of yε is defined as:

yεi =
1
ε

iε∑
j=(i−1)ε+1

xj, i = 1, 2, · · · , nε (10)

(2) For each coarse-grained time series yε, the PE value needs to be calculated. Firstly, yε is cut into a
series of data segments through d and δ:

gi = [yεi , yεi+δ, . . . , yεi+(d−1)δ], i = 1, 2, . . . , nε − (d− 1)δ (11)

There will be nε − (d − 1)δ data segments in total. Then, there are d! different types of ordinal
patterns (ψi, i = 1, . . . , d!) in the data segments. Then, count the frequency of each pattern and
denote them as f (ψ i), i = 1, . . . , d!. Thus, the relative frequency of each pattern can be written as:

p(ψi) = f (ψi)/(nε − (d− 1)δ) (12)

Finally, the PE of yε is expressed as:

P(ε) = −
d!∑

i=1

p(ψi) log2 p(ψi) (13)

For convenience, we normalize P(ε) by dividing its maximum value log2 d!:

0 ≤ P
(
ε)/ log2d! ≤ 1 (14)

(3) The PE values of different coarse-grained time series can be obtained and plotted as a function of
the scale factors. The vector P = [P(1), P(2), . . .], formed by the set of PE values, is the MSPE of the
original time series. Figure 3 shows the process of coarse granulation and the data segmentation
of a time series.
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Figure 3. Illustration of the coarse-grained and data segments of the time series with ε = 2, d = 3, and
δ = 2, as well as the all d! = 6 type of ordinal patterns.
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2.3.2. Mathematical Model of Bearing Fault Feature Signal

The bearing fault feature signal can be modeled as the combination of finite pulsed excitations [8,48–50]:

x(t) = a(t)
I∑

i=0

bi(t) cos(2π fet− ci(t) + θi) (15)

where bi(t), c(t), and ai(t) indicate the amplitude modulation component, the frequency modulation
component, and the modulation effect caused by vibration transfer path, respectively. fe and θi indicate
the system resonance frequency and the initial phase, respectively.

bi(t) and ci(t) can be expressed as:

bi(t) = Bie−ξ(t−iTd−υi)u(t− iTd − υi) (16)

ci(t) =
L∑

l=1

Cil sin(2πl fct + θil) (17)

where ξ, fc, and Td indicate the resonance attenuation coefficient, the fault feature frequency, and the
time period of fault, respectively. u(t) represents a unit step function. υi and θil represent the random
slip of the i-th pulse and the initial phase, respectively. Bi and Cil are amplitudes.

Generally, the vibration sensor is mounted at the bearing seat, which is fixed with the outer race.
In the case of the rolling element fault or the inner race fault, the vibration propagation generated
by the signal transfer path from the fault location to the sensor is varies with time, resulting in an
amplitude modulation effect in the signal:

a(t) = A[1 + cos(2π frt)] (18)

where fr indicates the rotation frequency of the shaft where the fault bearing is located, and C is
a constant.

In the case of the outer race fault, the vibration propagation only has a scaling effect on the signal
amplitude due to the transfer path being fixed:

a(t) = A (19)

One accepted approach to fault identification is to identify the fault-related frequency contents
from the signal spectrum. For example, Figure 4 shows the waveform and the spectrum of a simulated
bearing’s inner race fault signal, and the related frequency content includes: the fault feature frequency
fc, its harmonic frequencies n fc, the rotational frequency fr, and the modulated side band formed by
their combination n fc ± fr; Figure 5 shows the waveform and the spectrum of a bearing outer race fault
signal. The frequency content includes: the fault feature frequency fc and its harmonic frequencies
n fc. It can be observed that nonlinear and non-stationary nature of these fault signals increases the
complexity of the spectrum. Especially in the fault of inner race, where the complex modulation side
band appears. As a result, the dynamic characteristic of the inner race fault should be more complex
than that of outer race fault.

398



Entropy 2019, 21, 959

 
(a) (b) 

rf

cf

c rf f−

c rf f+

cf

cf cf

cf

c rf f+

c rf f−
c rf f−

c rf f−

c rf f−

c rf f+
c rf f+

c rf f+

Figure 4. A simulated fault feature signal of a bearing’s inner race; (a) signal waveform; (b) signal spectrum.
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Figure 5. The simulated fault feature signal of bearing outer race; (a) signal waveform; (b) signal spectrum.

2.3.3. Identification of Fault-Related Components through MSPE

When faults occur in a mechanical system, such as gear or bearing parts, the MSPE value of the
vibration signal will change, and the value varies with different type of the faults. Thus, MSPE can be
adopted to identify the fault-related components.

The common interference components in bearing signals include the shock signals generated
by other parts and the harmonic signals. Therefore, without loss of generality, we discuss the MSPE
characteristics of different types of components bearing fault signals, including the fault feature signals
of the bearing’s inner race (shown as Figure 4) and the bearing outer race (shown as Figure 5), a
harmonic signal, a shock signal, and a Gaussian white noise signal. The results of these five type signals
are shown as Figure 6a. The results demonstrate that the MSPE value of a regular time series, such as
harmonic signal or shock signal, is smaller, the examples being basically below 0.3; in contrast, since
advent of the complex dynamic characteristic, the MPSE values of the bearing fault feature signals
are larger, ranging from 0.4 to 0.7. In addition, it can be observed that the MSPE value of the inner
race fault is larger than that of the outer race. In particular, the randomness of the noise signal is the
strongest with the MSPE value more than 0.9, which proves that the MSPE is sensitive to noise.
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Figure 6. The MSPE of different types of simulated signals; (a) five types of signal: the two bearing
fault feature signals shown as Figures 4 and 5, a harmonic signal with the main frequency of 150 Hz, a
shock signal with the main frequency of 150 Hz, and a Gaussian white noise signal; (b) the MSPEs of
four feature signals in Figure 6a mixed with Gaussian white noise (signal to noise ratio (SNR) = −5).

According to the above analysis results, we can set a threshold range (0.5–0.85) of the MSPE value
or select the larger value (but no more than 0.9) to identify the components related to bearing fault
feature from the q one-dimensional component signals obtained by LRPCA.

It needs to be emphasized that although MSPE has a good anti-noise ratio, it may not be able
to effectively identify the early weak fault feature signals under strong background noise. Figure 6b
shows the MPSE of the four feature signals in Figure 6a, after Gaussian white noise with a SNR of −5
is added. Due to the existence of the strong background noise, the randomness of signals is greatly
enhanced, resulting in the MSPE values of the four feature signals increasing to more than 0.9 and
mixing together. As a result, the fault feature components are impossible to be identified. Therefore, it
is an urgent problem to reduce the noise before identifying the weak fault feature components.

2.4. The Process of the Effective Fault Diagnosis Technique

Figure 7 depicts the flowchart of the proposed effective fault diagnosis technique based on the
above theoretical description. And the main steps are summarized as follows:

(1) Using the proposed LRPCA method to decompose the trajectory matrix consisting of the acquired
bearing fault signal into multiple low-rank matrices and to suppress the noise synchronously;

(2) Convert the low-rank matrices obtained into one-dimensional component signals by inverse
transformations and identify the fault-related components from these signals through the MPSE
characteristic of the signal;

(3) Using the weighted Nadaraya–Watson regression model and inverse transform to combine the
low-rank matrices corresponding to identified components into a one-dimensional signal to
represent the extracted fault feature component;

(4) Confirm the bearing fault by identifying the fault-related frequency contents from the signal spectrum.
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Figure 7. The flowchart of the proposed effective fault diagnosis technique via LRPCA and MSPE.

3. Experiments

3.1. Numerical Simulation Experiment

In order to verify the diagnostic performance of the proposed technique, without loss of generality,
a simulated signal composed of multiple components was generated:

x = x1(t) + x2(t) + x3(t) + n(t) (20)

where x1(t) is the simulated fault feature signal of a bearing’s inner race, as shown in Figure 4, and its
detailed parameters are listed in Table 1. x2(t) and x3(t) are the interferences of a shock signal and
a harmonic signal, respectively. Figure 8a,b shows the waveforms of these two signals and both of
their feature frequencies are 150 Hz. n(t) represents the strong background white Gaussian noise.
The signal sampling frequency and the sampling point are fs = 20,000 and n = 20,000, respectively.

Table 1. Parameters in simulated fault feature signal of a bearing’s inner race.

ξ υi I L A Bi Cil ϕi ϕil fn fr fc

800 0.02/ fc 250 100 1 0.0004 2/l2 0◦ 0◦ 2000 Hz 30 Hz 125 Hz
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(a) (b) 

Figure 8. The simulated shock signal and harmonic signal; (a) shock signal waveform; (b) harmonic
signal waveform.

Firstly, the de-noising performance of the proposed LRPCA method was tested. The strong
background noise with SNR from −5 to 5 db was added to the simulated signals to imitate the early
weak fault. For visually displaying the de-noising performance of LRPCA, the methods of RPCA, SSA,
and EMD were employed to make a comparative analysis. The phase space reconstruction parameters
used in LRPCA, RPCA, and SSA were all set as n1 = 200 and τ = 100. EMD employed the energy
difference tracking method [51] to select desired IMF components. The hard threshold method [52]
was adopted in SSA to select the best combination of singular values to reconstruct the signal. Figure 9
illustrates the de-noising result of the above four methods. In the vertical axis of the graphics, the
higher SNR value indicates a better de-noising performance. It is clear that the proposed LRPCA
method can provide the best noise suppression performance.

Figure 9. Comparison of the de-nosing performance of four methods when white Gaussian noise of
varying SNR is added to the multi-component signal.

Then, the fault feature extraction performance of the proposed technique was investigated. In this
experiment, a noise with a SNR of −5 db was added into the simulation signal. Figure 10 shows
the waveform and the spectrum of the noise-signal mixture. It can be seen that the fault feature is
completely submerged by noise and the other interferences, which inevitably increases the difficulty
of recognizing the fault feature. The methods of wavelet shrinkage denoising [14], basis pursuit
denoising [53], EMD, and SSA were selected for comparative analysis.
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(a) (b) 

Figure 10. The simulated multi-component signal contains a strong white Gaussian noise with the SNR
of −5 db; (a) signal waveform; (b) signal spectrum.

In the wavelet shrinkage denoising method, the decomposition layer was selected as 4 and the
wavelet basis function was set as “db15.” The waveform and the spectrum of the final extracted
fault feature signal are shown in Figure 11. In the resulting spectrum, the fault feature frequency
( fc) and some of its harmonic frequencies (2 fc−4 fc) can be found. However, due to a large number
of interference components and strong background noise, the identification of these fault-related
frequencies was seriously affected, and the modulation sidebands were completely submerged. hence,
this method was insufficient in feature extraction of a simulated signal.
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Figure 11. The analysis result of the wavelet shrinkage denoising method; (a) waveform of the extracted
fault feature signal; (b) spectrum of the extracted fault feature signal.

In the basis pursuit denoising method, we adopted the compressed sensing reconstruction
algorithm [54] to extract the fault feature signal and Figure 12 shows the final analysis result. In the
resulting spectrum, the Fault harmonic frequencies (3 fc−5 fc) and their modulated sidebands (3 fc ± fr,
4 fc ± fr, and 5 fc ± fr) could be identified. But, there were still a lot of interference frequency components
and strong background noise, leading to the fault of the signal not being directly determined.

In the EMD, fourteen IMFs can be obtained by decomposing the signal and the waveforms of
their top twelve are shown in Figure 13a. By applying Fourier transform to these IMFs, in the resulting
spectrums of IMF3 and IMF4, partial fault-related frequency contents can be found; i.e., fault harmonic
frequencies (2 fc−5 fc) and the modulated sidebands (3 fc − fr, 4 fc − fr, and 5 fc + fr). The waveform
and the spectrum of these two IMFs are shown in Figure 13b–e. However, there were still plenty of
interference frequency components and noise, which are adverse to the identification of fault feature.
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Figure 12. The analysis result of the basis pursuit denoising method; (a) waveform of the extracted
fault feature signal; (b) spectrum of the extracted fault feature signal.
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Figure 13. The analysis result of the EMD method; (a) waveforms of top 12 IMFs; (b,d) waveform and
spectrum of IMF 3; (c,e) waveform and spectrum of IMF 4.
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In the SSA, by setting the threshold value of the energy of singular value to reach 95% of the
total, four singular subspaces representing different feature components can be obtained. Figure 14a
illustrates the waveforms of the corresponding one-dimensional feature component signals of these
four subspaces obtained through inverse transform. Then, through similarity analysis, it was concluded
that components 2 and 4 had higher similarity with the raw fault feature signal. Thus, the signal
obtained by adding them represents the extracted fault feature component. The waveform and the
spectrum of this extracted signal are shown in Figure 14b,c. In the spectrum, some fault-related
frequency contents could be found. But, similar to the analysis result of EMD, there were also some
interference frequency components and noises, which may have had an adverse effect on the final
diagnosed result.

 

 
(b) 

 
(a) (c) 

rf
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Figure 14. The analysis result of the SSA method; (a) waveform of the one-dimensional component
signals; (b) waveform of the extracted fault feature signal; (c) spectrum of the extracted fault
feature signal.

The diagnosed result of the proposed technique is shown in Figure 15. Figure 15a shows the
waveforms of the one-dimensional component signals obtained by LRPCA, which correspond to the
six low-rank matrices. Additionally, the MSPEs of those components are displayed in Figure 13b. It can
be observed that the MSPE values of component 3 and 6 are relatively higher and evenly distributed
between 0.5 and 0.8. Thus, we could combine the low-rank matrices corresponding to those two
components into a one-dimensional signal to represent the extracted fault feature signal. Figure 15c,d
show the waveform and the spectrum of this extracted signal. All fault related frequencies were
clearly discernable in the spectrum. Furthermore, it can be observed that the interference frequency
components and the background noise were basically eliminated. According to the above analysis
information, we can undoubtedly confirm that the fault occurred at the inner race.
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Figure 15. Analysis result of the proposed technique; (a) waveform of the one-dimensional component
signals; (b) the MSPE of the components; (c) waveform of the extracted fault feature signal; (d) spectrum
of the extracted fault feature signal.

The above simulation results indicate that EMD and SSA perform when decomposing a complicated
multi-component signal into finite single-components. However, their anti-noise ability against strong
noise is insufficient and there are still some interference components in the final extracted feature
signals. On the contrary, the proposed technique is more effective in eliminating the strong background
noise and extracting the weak fault feature component, and its diagnostic performance for the simulated
signal is obviously better than the other two methods.

3.2. Experimental Signal Analysis

The vibration signal acquired on the spot is more complex than the simulation signal. In order
to further verify the practicability of the proposed technique, a pitting fault signal of the bearing’s
outer race sampling from a bearing-gear fault’s experimental table was analyzed. Figure 16 shows the
experimental table, which consists of an AC motor, couplings, a gearbox with two pairs of meshing
gears, and a magnetic powder brake. The test bearing is a single-row tapered roller bearing of the type
of 32206 and its fault was handled by electrical discharge machining (EDM) method. The red arrow in
Figure 16a displays the mounting position of the bearing. The experiment parameter was listed in
Table 2. The vibration data of this experiment are measured by PCB acceleration sensor in the vertical
direction of the bearing.

406



Entropy 2019, 21, 959

  
(a) (b) 

Figure 16. Bearing-gear fault experiment table; (a) physical photograph; (b) structural drawing: 1—AC
motor; 2—the mounting position of fault bearing; 3—magnetic powder brake; 4—gearbox.

Table 2. Experiment parameters of fault bearing.

Number
of Roller
Elements

Roller
Diameter

(mm)

Medium
Diameter

(mm)

Contact
Angle

Rotation
Frequency

(Hz)

Fault
Frequency

(Hz)

Sampling
Points

Sampling
Frequency

(Hz)

z = 17 d = 8 D = 46 α = 14.04◦ fr = 7.225 fo = 51.05 N = 20,000 fs = 10,000

Figure 17 is the diagram of the waveform and the spectrum of the acquired signal. It can be seen
that the weak fault feature was impossible to be identified. Then, the proposed technique was utilized
to diagnose the signal, and the methods of wavelet shrinkage denoising, basis pursuit denoising, EMD,
and SSA were chosen for a comparative analysis.

  
(a) (b) 

Figure 17. The acquired bearing fault signal; (a) signal waveform; (b) signal spectrum.

The analysis results of the wavelet shrinkage denoising method and basis pursuit denoising
method are shown as Figures 18 and 19, respectively. In their result spectrums, although the fault
characteristic frequency ( fo) and its harmonic frequencies (2 fo−3 fo) can be found, the identification of
these fault-related frequencies is seriously affected by a large number of interference components and
strong background noise. Therefore, the fault type of bearing cannot be directly determined from these
analysis results.
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Figure 18. Analysis result of the wavelet shrinkage denoising method; (a) waveform of the extracted
fault feature signal; (b) spectrum of the extracted fault feature signal.

 
(a) (b) 

of

Figure 19. Analysis result of the basis pursuit denoising method; (a) waveform of the extracted fault
feature signal; (b) spectrum of the extracted fault feature signal.

Figure 20a displays the waveforms of top 12 IMFs obtained through EMD. By applying the Fourier
transform to them, the fault-related frequency contents ( fo and 2 fo) can be found in the spectrums of
IMF 1 and IMF 8, which are shown in Figure 20b,d,e. However, that fault feature information is hard to
be recognized due to the presence of many interference frequency components and strong background
noise. Therefore, it is difficult to determine whether the outer race of the bearing is faulty.

Figure 21 shows the fault feature extraction result of SSA. The peaks of fault feature frequency ( fo)
and its triple frequency (3 fo) were obvious in the spectrum. But there are still many interference peaks
and noise, which affects the identification of fault feature. These above analysis results indicate that
neither EMD nor SSA can provide good fault diagnosis performances for the experimental fault signal.

The proposed technique was utilized to diagnose the signal. Figure 22a shows the waveforms of
the one-dimensional component signal corresponding to the six low-rank matrices obtained by LRPCA.
Furthermore, their MSPE values were displayed in Figure 22b. It can be observed that the MSPE
values of component 1, 3, 4, and 6 are relatively higher. Meanwhile, the MSPE value of component
4 was basically above 0.9, which may be the feature signal of other component with more complex
dynamics characteristic. The MSPE values of components 1, 3, and 6 ranged from 0.7 to 0.9, and their
trends were similar, so we combined the low-rank matrices corresponding to these three components
into a one-dimensional feature signal representing the extracted the fault feature signal. Figure 22c,d
show the waveform and the spectrum of this extracted signal. In the spectrum, the rotation frequency
( fr), the fault feature frequency ( fo), and its double frequency (2 fo) and triple frequency (3 fo) can be
easily found. Moreover, it can be seen that the energy of the noise was suppressed at a low level and
there were a few interference frequency components, which had little effect on the final diagnosed
result. Consequently, we could confirm that the outer race of bearing had fault. These analysis results
demonstrate that the proposed technique can effectively suppress the strong background noise and

408



Entropy 2019, 21, 959

extract weak fault feature component from the multi-component signal, which means the proposed
technique can provide a great diagnostic performance when dealing with the experimental signal.

 

 
(b) 
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(d) (e) 
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of

Figure 20. Analysis result of the EMD method; (a) waveforms of top 12 IMFs; (b,d) waveform and
spectrum of IMF 1; (c,e) waveform and spectrum of IMF 8.
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Figure 21. Analysis result of the SSA method; (a) waveform of the extracted fault feature signal;
(b) spectrum of the extracted fault feature signal. The fault feature extraction results of SSA. The peaks
of the fault feature frequency ( fo) and its triple frequency (3 fo) were obvious in the spectrum. But
there are still many interference peaks and noise, which affect the identification of the fault feature.
These above analysis results indicate that neither EMD nor SSA can provide a good fault diagnosis
performance for the experimental fault signal.
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Figure 22. Analysis result of the proposed technique; (a) waveform of the one-dimensional component
signals; (b) the MSPE of the components; (c) waveform of the extracted fault feature signal; (d) spectrum
of the extracted fault feature signal.
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4. Conclusions

In general, the bearing’s weak fault feature exhibits the nature of nonlinear and non-stationary,
which is hard to be extracted under the situation of existing strong background noise and interference
components. In considering this problem, an effective bearing fault diagnosis technique via LRPCA
and MSPE was introduced in this paper. The LRPCA can decompose the signal trajectory matrix
into multiple low-rank matrices, and meanwhile, suppress the noise. The MSPE was used to identify
the low-rank matrices corresponding to bearing’s fault feature. Thereafter, those identified low-rank
matrices were combined into a one-dimensional signal to represent the extracted fault feature component
for further fault diagnosis. The principle and the effectiveness of this technique was verified by the
analysis of both the simulation signal and the acquired bearing fault signal. The analysis results
indicate that the proposed technique can effectively detect and locate the bearing faults accurately.

The threshold range representing the bearing fault feature component was determined based on
the results of simulation experiments. However, the feature components of the acquired bearing fault
signals should be much more complex than simulated signals. Therefore, we will focus on determining
a more appropriate threshold range for acquired signal in future work. In addition, the de-nosing
performance of proposed LRPCA method was verified by the signal simulation Equation (20), and
Figure 9 shows that it performs better than other methods. In fact, the robustness of the method can be
improved by statistical evidence. By extending the evaluation to greater number of rounds, the results
of each round are collected, and through meaningful statistical tests, the parameters of the method can
be optimized, leading to a significant improvement in noise reduction performance. Therefore, we will
also carry out more deep research to that end in future work.
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Abstract: Partial discharge (PD) fault analysis is an important tool for insulation condition diagnosis
of electrical equipment. In order to conquer the limitations of traditional PD fault diagnosis, a novel
feature extraction approach based on variational mode decomposition (VMD) and multi-scale
dispersion entropy (MDE) is proposed. Besides, a hypersphere multiclass support vector machine
(HMSVM) is used for PD pattern recognition with extracted PD features. Firstly, the original PD
signal is decomposed with VMD to obtain intrinsic mode functions (IMFs). Secondly proper IMFs
are selected according to central frequency observation and MDE values in each IMF are calculated.
And then principal component analysis (PCA) is introduced to extract effective principle components
in MDE. Finally, the extracted principle factors are used as PD features and sent to HMSVM classifier.
Experiment results demonstrate that, PD feature extraction method based on VMD-MDE can extract
effective characteristic parameters that representing dominant PD features. Recognition results verify
the effectiveness and superiority of the proposed PD fault diagnosis method.

Keywords: PD; fault diagnosis; variational mode decomposition; multi-scale dispersion entropy;
HMSVM

1. Introduction

Partial discharge (PD) is an important symptom of insulation degradation for electrical equipment.
PD fault diagnosis plays an irreplaceable role in the evaluation of insulation condition [1]. PD feature
extraction is an important step in insulation fault diagnosis. The common methods include statistical
atlas (SA) [2], wave analysis (WA) [3] and wavelet transform (WT) [4]. However, SA has the limitations
of high request of sampling rate, large data size and slow speed of data processing which are not
suitable for on-line monitoring. Besides, it is difficult to extract PD phase information during statistical
atlas construction. WA is easily influenced by electromagnetic interference. WT has some inherent
limitations such as the difficulty of selection of the wavelet basis, wavelet thresholds, decomposition
levels, and so on [5].

Empirical mode decomposition (EMD), as an adaptive signal processing method that decomposes
a time series into some limited intrinsic mode functions (IMFs). It is widely used in the areas of
fault detection, signal processing and data compression [6–8]. However, due to the problems of
ending effects and mode mixing in non-stationary signal decomposition, EMD is limited in practical
applications. Variational mode decomposition (VMD) is a new signal decomposition method, which is
widely applied in electrical fault feature extraction [9]. It is a non-recursive variational decomposition
model. In VMD, the central frequency and bandwidth of each mode are determined by searching the
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optimal solution of the variation model. VMD can solve the problems of mode mixing and ending
effects in traditional EMD methods [10]. In this paper, VMD is employed for PD signal decomposition
to extract effective IMFs from PD signals.

In order to quantify the PD feature information extracted by VMD, entropy theory is introduced.
Entropy, as a measure of uncertainty or irregularity, was widely applied in fault diagnosis recently [11].
It was first introduced by Shannon in 1948 [12]. Afterwards, approximate entropy (AE) was put
forward by Pincus [13], which provided one dimensionless index representing signal features. It was
suitable for both deterministic and random signals. However, AE is heavily relied on the data length.
Moreover, its estimated value is uniformly lower than expected ones when processing the short
dataset [14]. To overcome the weakness of AE, Richman and Moorman proposed sample entropy
(SE) [15]. Due to the insensitivity to the data length and immunity to the noise in data, SE has attracted
a great deal of attention. However, SE is not fast enough for some real-time applications, especially
for long signals [16]. Another widely used regularity indicator is permutation entropy (PE), which is
based on the order relations among values of a signal [17]. Although PE is conceptually simple and
computationally fast, the method does not consider the mean value of amplitudes and differences
between amplitude values [18]. In this paper, a new irregularity indicator is introduced, named
dispersion entropy (DE) [19]. The method tackles the abovementioned PE and SE limitations [20].
Because of the relevance and the possible usefulness of DE in several signal analyses, it is important
to understand the behavior of the technique for various kinds of classical signal concepts such as
amplitude, frequency, noise power, and signal band-width. However, DE estimates the complexity at a
single scale [21], which gives rise to unacceptable result when applied to analyze the multiple time
scales data [22]. Regarding this disadvantage, a multi-scale dispersion entropy (MDE) procedure was
put forward to estimate the complexity of the original time series over a range of scales [23]. In this
work, MDE is employed to quantify the PD feature information.

In recent years, a great number of intelligent algorithms have been used in PD fault
diagnosis. Support vector machine (SVM) [24], as a learning machine based on kernel functions,
that has the property of global optimization and strong generalization ability. However, using
hyperplane recognition model, SVM can’t accurately classify the samples with nonuniform state
distribution. In addition, SVM is restricted in practical application for its inherent binary classification
properties [25].

Hypersphere Support Vector Machine (HSSVM), based on SVM, was first proposed by
Scholkopf [26]. Instead of the hyperplane, HSSVM uses a hypersphere for pattern recognition. HSSVM
can not only separate two different classes, but also divide the sample space into two different parts [27].
Moreover, in order to overcome the limitations of inherent binary classification properties, hypersphere
multiclass SVM (HMSVM) was introduced [28]. In HMSVM classification, the samples in same class are
assigned to a hypersphere, therefore, the data space is composed of several hyperspheres [29]. Using
HMSVM, the multi-class classification is realized directly. The quadratic programming calculation of
HMSVM is less than that of one-class SVM, which causes shorter training and testing time. In this paper,
particle swarm optimization (PSO) [30] is employed for parameter selection in HMSVM. Then the
optimized classification model is applied to PD fault pattern recognition, using extracted PD features.

In this work, the proposed PD fault diagnosis method is combined with the excellent properties of
both VMD and MDE. The characteristic parameters representing dominant PD features are effectively
extracted. Besides, it can solve the problems in traditional PD feature extraction methods, such as
the limitations of high request of sampling rate, slow speed of data processing, difficulties to extract
PD phase information, influences by electromagnetic interference, difficulty of selection of wavelet
basis, and so on. Finally, HMSVM is employed for PD pattern recognition with extracted parameters.
To verify the effectiveness and superiority of the proposed method, different PD feature extraction
methods and diverse classifiers are introduced. Results verify the exactness of the conclusion.

The rest of this paper is organized as follows: Section 2 describes the theories of VMD, MDE and
HMSVM, and presents the PD fault diagnosis procedure. Section 3 presents a brief introduction to the
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experimental setup used to generate PD signals. In Section 4 we show the results with their validation.
The paper ends with conclusions in Section 5.

2. PD Fault Diagnosis Based on VMD-MDE and HMSVM

2.1. VMD Algorithm

VMD decomposes one real signal into K independent sub-signal uk, which has specific sparsity.
This procedure gets the minimum bandwidth estimation of each modal [31]. The procedure of signal
decomposition is to solve the variational problem. The variational model with constraint condition is
as follows: ⎧⎪⎨⎪⎩

min
{uk},{wk}

{∑
k

∥∥∥∂t[(δ(t) +
j

πt )uk(t)]e−jwkt
∥∥∥2

2
}

s.t. ∑
k

uk = f
(1)

where {uk} = {u1, u2, · · · , uK} demonstrates the modal components, {wk} = {w1, w2, · · · , wK} is the
center frequency of each modal component, δ(t) represents impulse function, ∂t means the partial
derivatives of t, and f is the original signal.

In order to obtain the optimal solution of such constrained variational problem, Lagrangian
multiplier λ(t) is introduced. The constrained variational problem is transformed into
non-constrained problem:

L({uk}, {ωk}, λ) = α∑
k

∥∥∥∂t[(δ(t) +
j

πt )uk(t)]e−jwkt
∥∥∥2

2
+

∥∥∥∥ f (t)− ∑
k

uk(t)
∥∥∥∥2

2
+

〈
λ(t), f (t)− ∑

k
uk(t)

〉
(2)

where α is the quadratic penalty factor. Alternate direction method of multipliers (ADMM) is
introduced to obtain the saddle point of such Lagrangian function, which is the optimal solution.

The procedure of VMD can be summarized in the following steps:

(1) Initialize each modal component
{

u1
k
}

, center frequency
{

ω1
k
}

and operators
{

λ1}. Set n = 0.
(2) Update uk in non-negative frequency intervals:

ûn+1
k (ω) ←

f̂ (ω)− ∑
i<k

ûn+1
i (ω)− ∑

i>k
ûn

i (ω) + λ̂n(ω)
2

1 + 2α(ω − ωn
k )

2 (3)

(3) Update ωk.

ωn+1
k ←

∫ ∞
0 ω

∣∣∣ûn+1
k (ω)

∣∣∣2dω∫ ∞
0

∣∣∣ûn+1
k (ω)

∣∣∣2dω

(4)

(4) Update λ in non-negative frequency intervals:

λ̂n+1 ← λ̂n + τ( f̂ (ω)− ∑
k

ûn+1
i (ω)) (5)

(5) For a given precision ε > 0, if
∑
k
‖ûn+1

k −ûn
k‖2

2

‖ûn
k ‖

2
2

< ε, then stop iteration. Otherwise, return to (2).

2.2. Theory of Multiscale Dispersion Entropy

2.2.1. Dispersion Entropy

For a univariate signal x = x1, x2, · · · , xN , dispersion entropy method can be described in
following steps [32]:
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(1) Map xj(j = 1, 2, · · · , N) into y = {y1, y2, · · · , yN} from 0 to 1 with the normal cumulative
distribution function:

yj =
1

σ
√

2π

xj∫
−∞

e
−(t−μ)2

2σ2 dt (6)

where σ and μ represent the standard deviation and mean of x, respectively.
(2) Assign each yj to an integer from Label 1 to c using a linear algorithm. The mapped signal can be

defined as follows:
zc

j = round(c.yj + 0.5) (7)

(3) Define embedding vector zm,c
i with embedding dimension m and time delay d as:

zm,c
i =

{
zc

i , zc
i+d, · · · , zc

i+(m−1)d

}
, i = 1, 2, · · · , N − (m − 1)d (8)

Each time series zm,c
i is mapped to a dispersion pattern πv0v1···vm−1 , where:

zc
i = v0, zc

i+d = v1. · · · , zc
i+(m−1)d = vm−1

(4) For each dispersion pattern, the relative frequency can be obtained as:

p(πv0v1···vm−1) =
Number

{
i|i ≤ N − (m − 1)d, zm,c

i has type πv0v1···vm−1

}
N − (m − 1)d

(9)

where p(πv0v1···vm−1) represent the number of dispersion pattern πv0v1···vm−1 , which is assigned to
zm,c

i divided by the total number of embedding signals with embedding dimension m.
(5) Based on Shannon’s definition of entropy, dispersion entropy with embedding dimension m, time

delay d, and the number of classes c can be defined as

DE(x, m, c, d) = −
cm

∑
π=1

p(πv0v1···vm−1) · ln(p(πv0v1···vm−1)) (10)

2.2.2. Multiscale Dispersion Entropy

Multiscale Dispersion Entropy (MDE) is the combination of the coarse-graining with dispersion
entropy. In MDE, the original signal x = x1, x2, · · · , xN of length N is first divided into non-overlapping
scale factor τ. Then the new coarse-grained signals can be shown as follows:

x(τ)j =
1
τ

jτ

∑
i=(j−1)τ+1

xi, 1 ≤ j ≤ N/τ (11)

Calculate the entropy value of each coarse-grained signal of length N/τ with dispersion
entropy method:

MDE(x, τ, m, c, d) = DE(x(τ), m, c, d) (12)

2.3. Theory of HMSVM

2.3.1. HMSVM

HMSVM can classify the samples directly. Each type of samples needs only one-hypersphere
training. All training samples are mapped into high-dimension space. Each type of training samples
searches for one hypersphere that has small radius and more target samples. HMSVM classification
model is shown in Figure 1.
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Figure 1. Classification model of HMSVM.

For an M-class problem, a collection of elements Xm (m = 1, 2, . . . , M) is given. Assume that each
Xm contains m-dimension sample xmi, i = 1, 2 . . . lm, which represents i-th element in m-class.

Assign one hypersphere (am,Rm) for each sample Xm, where am is the center of sphere, Rm is the
radius of suprasphere. The objective function of m-th suprasphere can be defined as follows:

min
Rm

(R2
m + Cm

lm
∑

i=1
ξm,i)

s.t.‖Φ(xm,i)− am‖ ≤ R2
m + ξm,i, ξm,i ≥ 0

(13)

where Cm is the penalty factor, representing the trade-off between Rm and target samples. ξm,i is the
slack variable of HMSVM allowing remote samples staying outside the sphere.

Lagrange function can be obtained after Lagrange multiplier is introduced:

L(R, a, ξ, α, γ) = Rm
2 + Cm

lm

∑
i=1

ξmi −
lm

∑
i=1

αi{R2 + ξmi − (
∥∥∥x2

∥∥∥− 2a · xi +
∥∥∥a2

∥∥∥)} − lm

∑
i=1

γiξmi (14)

The derivative operation of Equation (14) is processed to obtain the dual optimization problem
as follows:

min
am

∑
i

∑
j

αm ,iαm,jK(xm,i, xm,j)−
lm

∑
i=1

αm,jK(xm,i, xm,j) (15)

The restricting condition that the target function should satisfy is shown as follows:

lm

∑
i=1

αm,i = 1, 0 ≤ αm,i ≤ Cm (16)

For an unknown fault sample d, we first calculate the square of the distance between d and am

using the formula below:

D2(d) = ‖d − am‖2 = (d · d)− 2
lm

∑
i=1

αi(d · xi) +
lm

∑
i=1

lm

∑
j=1

αiαj(xi · xj) (17)

The radius of the suprasphere is defined as Rm = D(xi), where xi represents the support vector.
Therefore, the category assigned to the unknown sample d can be determined according to the
comparison between Rm and D(d).

2.3.2. Kernel Function Selection

Due to the complexity among different PD fault samples, the spherical distribution will not appear
in low-dimensional space. PD fault samples need to be mapped into high-dimension space using
kernel functions to obtain the optimal hypersphere. In recent time, the common kernel functions
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include radial basic function (RBF) [33], polynomial kernel function and sigmoid function. After
repeating tests, RBF shows outstanding performance. Therefore, RBF is selected as the kernel function
for HMSVM. It can be defined in Equation (18):

K(x, xi) = exp{− |x − xi|2
σ2 } (18)

2.4. PD Fault Diagnosis Based on VMD-MDE and HMSVM

In this paper, the proposed PD fault diagnosis method combines feature extraction and pattern
recognition. Firstly, the original PD signal is decomposed using VMD to obtain the intrinsic mode
functions. Secondly MDE value of each intrinsic mode function is calculated. And then principal
component analysis (PCA) [34] is introduced to select principal components of MDE as PD feature
vectors. Finally, the extracted vectors are sent to HMSVM pattern classifier to recognize different PD
faults. The fault diagnosis procedure is as follows:

Step 1: Extract different types of PD signals in experimental environment, including floating discharge
(FD), needle-surface discharge (ND), ball-surface discharge (BD) and corona discharge (CD).

Step 2: Select proper initial number of IMF according to the center frequency observation and
decompose PD signals using VMD into intrinsic mode functions with different characteristic scales.

Step 3: Calculate the correlation coefficients between each IMF and original PD signal to select effective
IMFs [35,36]. If the coefficient is greater than the threshold value, then keep the IMF as effective one.
Otherwise, abandon the IMF. In this paper, the threshold value of the correlation coefficient is set to 0.3.

Step 4: Fix the decomposition scale for IMF and calculate the MDE value of extracted IMFs as original
PD feature vectors.

Step 5: Analyze the PD vectors by PCA and extract fewer representative principal components as PD
characteristic parameters.

Step 6: Send extracted PD characteristic parameters into HMSVM classifier to diagnose different PD
fault modes and obtain the final diagnosis result.

The flow chart of PD fault diagnosis with proposed method is shown in Figure 2.

Figure 2. PD fault diagnosis procedure based on VMD-MDE and HMSVM.
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3. Experiments and Analysis

3.1. Experimental Setup

Different PD types can produce different effects in insulation materials, but the range may be
diverse. To analyze the characteristics of different PD types, PD signals of different models are extracted
in the laboratory [37]. According to the inner insulation structure of power transformers, there are
four possible different PD types, including FD, ND, BD and CD. PD models are shown in Figure 3.
The experimental setup is shown in Figure 4.

Figure 3. PD models.

Figure 4. Photograph of experimental setup.
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PD signals are detected in the simulated transformer tank in the laboratory. The pulse current is
collected by a current sensor with a 500 kHz–16 MHz bandwidth. The UHF signal is extracted by a
UHF sensor with a 10–1000 MHz bandwidth. The signal received is imported into the PD analyzer.
The test condition is shown in Table 1 and the experimental connection diagram is shown in Figure 5.

Table 1. Test condition of PD models.

PD Types Initial Voltage/kV Breakdown Voltage/kV Testing Voltage/kV Sample Number

FD 2 7 3/4 50/50
ND 8.8 12 9/10 50/50
BD 3.5 10 5/6 50/50
CD 4.5 10 6/7 50/50

Figure 5. The connection diagram of PD experiment. 1—AC power source; 2—step up transformer;
3—resistance; 4—capacitor; 5—high voltage bushing; 6—small bushing; 7—PD model; 8—UHF sensor;
9—current sensor; 10—console.

3.2. Signal Extraction

In this paper, four different types of PD signals are extracted with above experimental setup.
The extracted PD waveforms are shown in Figure 6.

Figure 6. Cont.
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Figure 6. PD signals.

4. Results and Analysis

4.1. VMD Decomposition

In this paper, float discharge is taken as an example for VMD decomposition. The number of
IMFs, represented as K, is determined according to the central frequency observation. The central
frequency of IMF with the variation of K is shown in Table 2.

Table 2. Central frequency.

Number of IMFs Central Frequency/MHz

2 0.0079 7.3682
3 0.0073 6.9573 12.3268
4 0.0059 6. 8232 11.9803 13.2581
5 0.0055 6. 8041 12.0256 13.1263 13.3572
6 0.0059 6. 7855 11.7785 13.5579 13.2602 13.9348
7 0.0053 6. 8034 12.1379 13.7877 13.9021 13.9975 14.2814

Table 2 shows that the IMFs with similar central frequency arise from K = 5, which means excessive
decomposition. Therefore K = 4 is selected as the number of IMF. In this paper, the balancing parameter
α = 2000 and bandwidth parameter τ = 0.1. The decomposition results with EMD and VMD are shown
in Figures 7 and 8.
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Figure 7. Results of EMD decomposition. (a) IMF of decomposition; (b) Frequency spectrum
of decomposition.

Figure 8. Cont.
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Figure 8. Results of VMD decomposition. (a) IMF of decomposition; (b) Frequency spectrum
of decomposition.

Figure 7 shows the EMD decomposition results containing IMF components and frequency
spectrum. From the figure we can see that eight IMF components and one remaining component
are obtained. However, the problem of mode mixing occurs in EMD decomposition. Besides, IMF
component in each decomposition level is different from that of original signal. Figure 8 describes the
results of VMD decomposition. It can be seen from this figure that the modal components in VMD
approach to the real signal. Figures 7 and 8 verify the effectiveness of VMD and the superiority over
EMD. It can be concluded that VMD is more suitable for PD signal decomposition.

4.2. IMF Selection

In order to obtain the effective IMF, the correlation coefficient (CC) between each IMF and original
PD signal is calculated. Given a threshold T, if the CC is greater than T, the IMF will be selected as
effective component; otherwise it will be regarded as false component and abandoned. In this work, T
is set to 0.3. The CC values of IMF for VMD and EMD are shown as Table 3.

Table 3. CC values.

u1 u2 u3 u4 u5 u6 u7 u8 u9

VMD 0.6809 0.5129 0.3583 0.0083 - - - - -
EMD 0.7362 0.6035 0.4231 0.3026 0.2092 0.1123 0.0365 0.0086 0.0025

Table 3 shows that the CC value of first three IMFs is larger than the given threshold, which means
these IMFs could represent the real components of PD signals. Therefore, the first three IMFs are
selected and analyzed for VMD decomposition. Similarly, we can see that the CC value is smaller than
the threshold from the fourth IMF, which means these IMFs contain less information of PD signals.
Consequently, the first four IMFs are kept for EMD decomposition.

4.3. Feature Extraction

In this paper four different types of PD signals are decomposed using VMD method. The VMD
decomposition parameters are shown in Table 4. Ks is the number of effective IMFs calculated as
described in Section 4.2.
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Table 4. VMD decomposition parameters.

PD Type K α τ Ks

FD 4 2000 0.1 3
ND 5 2000 0.1 3
BD 4 2000 0.1 4
CD 4 2000 0.1 4

Using the above parameters, the corresponding IMFs of different types of PD are obtained by
VMD decomposition. Then the MDE value of each IMF is calculated. During MDE calculation, some
preset parameters need to be given, including scale factor s, number of classification c, time delay
d and embedded dimension m. But considering that aliasing may occur when d > 1, d is set to 1 as
recommended. In order to avoid the trivial case of only one dispersion pattern, c is set to 2. For better
detection on dynamic change of signals, m is set to 6. To analyze the variation of MDE values with
different scales, s is set to 20. With above parameters, MDE values of four different types of PD signals
extracted in the laboratory are calculated. For each type of PD, MDE values are averaged with different
IMFs, shown in Figure 9.

Figure 9. MDE variation with scale factors.

Figure 9 shows that different types of PD signals have diverse MDE values with variations of
scale factors. The reason is that the randomness of PD signals is changing when PD fault occurs,
which could change the MDE values. It also indicates that a single scale cannot completely reflect
all the signal information and much more important information distributes in other scales. MDE
can effectively detect the dynamic variation of PD signals which represent the fault characteristics
with different scales. It can be found from the figure that MDE values start to level off after Scale 12.
Therefore, the scale factor is set to 12 in this paper. In the case of FD, MDE values of IMFs using VMD
and EMD are shown in Figure 10.
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Figure 10. MDE values of IMFs using VMD and EMD.

Figure 10 shows that with the variation of scales, MDE values extracted by VMD are different.
However, MDE values extracted by EMD seems to be same with the increase of decomposition scales
which makes it difficult to distinguish different IMFs. The initial FD feature vectors combined with the
MDE of all IMFs using VMD decomposition are shown in Table 5.

Table 5. Initial feature vectors.

IMF Vectors

K1 O1, O2, O3, O4, O5, O6, O7, O8, O9, O10, O11, O12
K2 P1, P2, P3, P4, P5, P6, P7, P8, P9, P10, P11, P12
K3 Q1, Q2, Q3, Q4, Q5, Q6, Q7, Q8, Q9, Q10, Q11, Q12
K4 R1, R2, R3, R4, R5, R6, R7, R8, R9, R10, R11, R12

4.4. PCA-Based Dimension Reduction

Due to the high dimension of extracted feature vectors, it will cause big burden for pattern
classifiers which can directly affect the recognition accuracy. In this paper, the PCA method is
employed for dimension reduction of initial feature vectors. In the case of K1, the covariance matrix is
constructed to obtain the principal components. The eigenvalue and eigenvector of the covariance
matrix are solved for linear transformation of original vectors. To achieve the goal of dimension
reduction, those factors whose eigenvalues are greater than 1 are selected as principal components.
The eigenvalue and corresponding contribution rates of the covariance matrix are shown in Table 6.

Table 6. Eigenvalues and corresponding contribution rates.

Vectors Eigenvalue Contribution Rate/% Accumulated Contribution Rate/%

O1 3.732 66.738 66.738
O2 2.169 25.843 92.581
O3 0.852 3.560 96.141
O4 0.603 1.435 97.576
O5 0.304 1.064 98.64
O6 0.124 0.626 99.266
O7 0.102 0.441 99.707
O8 0.075 0.152 99.859
O9 0.052 0.086 99.945
O10 0.036 0.027 99.972
O11 0.029 0.024 99.996
O12 0.003 0.004 100.00
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Table 6 shows that first two eigenvalues are greater than 1, and the accumulated contribution rate
is larger than 90%. The contribution rate changes with the variation of principle components, shown
in Figure 11.

Figure 11. The variation of contribution rate with principle components.

It can be concluded from above figure that, the contribution rate from the third principle
component starts to level off. In addition, the contribution rates are decreasing gradually which
can be ignored. Therefore, first two principle components are suitable for further analysis which
represent most of the vector information. To do so, the original 12 indicators are reduced to 2 new ones.
With a similar method, the principle components of K2, K3 and K4 can be obtained, shown in Table 7.

Table 7. Principle components with different IMFs.

IMF KMO Contribution Rate/% Principle Component

K1 0.852 92.581 O1, O2
K2 0.767 88.379 P1, P2
K3 0.734 80.232 Q1, Q2, Q3
K4 0.752 83.368 R1, R2

It can be seen from Table 7 that nine principle components factors are extracted from 48 feature
vectors. And the contribution rate in each IMF is greater than 80%. Given the above, the dimension
of feature vectors is reduced to nine after dimension reduction using PCA. Similarly, with above
procedure, the calculated PD parameters of different PD types are shown in Table 8.

Table 8. Principle components with different IMFs.

PD Type
Parameters

K1 K2 K3 K4 K5

FD O1, O2 P1, P2 Q1, Q2, Q3 R1, R2 -
ND O1, O2 P1, P2 Q1, Q2 R1, R2 S1, S2
BD O1, O2, O3 P1, P2 Q1, Q2 R1, R2 -
CD O1, O2 P1, P2, P3 Q1, Q2 R1, R2 -

4.5. PD Pattern Recognition

In this paper, 400 PD samples, including FD, ND, BD and CD, are extracted in the laboratory
containing 100 samples in each PD type. MDE values of four different PD types are calculated and 50
samples in each type constitute the initial feature vectors. To verify the effectiveness and superiority
of the proposed method, the feature extraction methods based on multi-scale sample entropy (MSE)
and multi-scale permutation entropy (MPE) are introduced. The calculation method of MSE and
MPE is similar with that of MDE. Firstly, PD signals are decomposed using EMD or VMD. After that
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MSE or MPE values of extracted IMFs are calculated. Finally, PCA is applied to dimension reduction.
The parameters during signal decomposition are shown in Table 9.

Table 9. Parameters selection.

EMD Decomposition VMD Decomposition

Level Scale Principle Components Number Level Scale Principle Components Number

MSE 4 14 10 3 12 8
MPE 3 10 8 3 10 8
MDE 3 12 9 4 12 9

PD feature vectors extracted with the above three methods are sent to the HMSVM classifier. Due
to the big impact on the fault diagnosis result, HMSVM parameters need optimal configuration with
PSO. In the case of VMD-MDE method, first of all, PD samples are divided into training and testing
samples. After multiple experimental trials, the number of particle population is set to 20, w = 1, c1 = 2,
c2 = 2, the maximum number of iterations N = 200. The penalty parameter C is between 1/n and 1,
while the searching range of the kernel parameter σ is between 1 and 100. The optimum fitness reaches
the maximum value of 96.98% after 19 iterations, when σ = 12.26 and C = 0.35. Similarly, HMSVM
parameters with different feature extraction methods are obtained as follows.

Using the parameters in Table 10, HMSVM classifier is constructed for fault diagnosis of three
different PD features. The recognition results with EMD and VMD decomposition are shown in
Figures 12 and 13.

Table 10. HMSVM parameters.

EMD-MSE EMD-MPE EMD-MDE VMD-MSE VMD-MPE VMD-MDE

C 0.43 0.31 0.27 0.46 0.33 0.35
σ 10.38 11.86 10.19 12.05 9.37 12.26

Figure 12. Recognition results using EMD decomposition.

Figure 13. Recognition results using VMD decomposition.

Figures 12 and 13 demonstrate that the recognition result using EMD decomposition is
significantly different with that using VMD decomposition. Figure 12 illustrates that the recognition
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accuracy in each PD type is not less than 80% but no more than 90%, which means, using EMD
decomposition, extracted PD features cannot represent most of signal characteristics. In contrary,
Figure 13 shows that the recognition accuracy in each PD type is no less than 90%. Moreover, in each
PD type, there’s no misjudged sample with MDE. This means that, with VMD decomposition, PD
features can effectively represent most of signal information. Besides, from above two figures, it gets a
satisfactory result with MDE parameters.

To compare the diagnosis results of PD features with different classifiers, artificial neural network
(ANN) [38] and support vector machine (SVM) classifiers are introduced for PD pattern recognition.
In ANN, back-propagation network is employed as the recognition model, which trains the weight
with differentiable nonlinear functions. The classifier parameters are shown in Table 11. σ is the kernel
parameter of RBF and C is the penalty factor in SVM.

Table 11. Parameters of ANN and SVM.

Classifier Type EMD-MSE EMD-MPE EMD-MDE VMD-MSE VMD-MPE VMD-MDE

SVM C 0.25 0.28 0.45 0.44 0.38 0.46
σ 8.39 10.57 8.32 9.18 8.25 10.22

ANN Input 10 8 9 8 8 9
Output 4 4 4 4 4 4

Hidden layer 16 12 14 12 10 12

With the parameters shown in Tables 10 and 11, ANN, SVM and HMSVM classifiers are
constructed for PD pattern recognition. Using diverse classifiers, the recognition result with VMD-MDE
can be seen in Figure 14. Table 12 shows the integrative result using different PD features, in which
running time means the time used for PD fault diagnosis.

Figure 14. Recognition results using VMD-MDE method.

Table 12. Recognition result with different PD features.

Feature
Types

ANN SVM HMSVM

Recognition
Accuracy/%

Running
Time/s

Recognition
Accuracy/%

Running
Time/s

Recognition
Accuracy/%

Running
Time/s

EMD- MSE 86.00 6.88 × 10−4 88.50 6.92 × 10−4 86.50 6.75 × 10−4

EMD- MPE 86.50 3.45 × 10−3 84.00 3.21 × 10−3 86.00 3.51 × 10−3

EMD- MDE 88.00 5.39 × 10−4 90.50 5.36 × 10−4 91.50 1.68 × 10−3

VMD- MSE 95.00 8.16 × 10−4 96.50 7.29 × 10−4 97.50 7.80 × 10−4

VMD- MPE 98.00 7.45 × 10−4 97.50 7.12 × 10−4 99.00 7.42 × 10−4

VMD- MDE 98.00 5.36 × 10−4 99.00 5.32 × 10−4 100.00 5.27 × 10−4

As can be illustrated in Figure 14, using the same PD feature extraction method, the recognition
results with different classifiers are significantly different. The average classification accuracy achieved
using HMSVM is 100.00%. HMSVM shows great advantages over ANN and SVM. Table 12 shows
diverse diagnostic results with different PD features. Compared with different PD feature types,
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VMD-MDE gives less running time and higher recognition accuracy. It means parameters using
VMD-MDE can represent most of PD signal components. The quadratic programming calculation of
HMSVM is less than that of SVM, which causes shorter training and testing time. In addition, HMSVM
shows better classification ability than other two classifiers, ANN and SVM.

5. Conclusions

In this paper, a novel PD fault diagnosis method is proposed. This method combines PD feature
extraction based on VMD-MDE and PD pattern recognition based on HMSVM. First of all, four types of
PD signals are extracted in the experimental environment, including FD, ND, BD and CD. Then VMD
is employed for PD signal decomposition. Secondly, proper IMFs are selected according to central
frequency observation and MDE values in each IMF are calculated. Afterwards PCA is introduced
to select effective principle components in MDE as final PD characteristic parameters. Finally, the
extracted principle factors are used as PD features and sent to the HMSVM classifier. Experiment
results show the following advantages: the proposed method can extract effective IMFs according to
VMD decomposition. PD feature information in IMFs can be quantified successfully with MDE. Using
PCA, the principle components which represent prominent characteristics are effectively selected.
With small data size and low computational complexity, this approach overcomes the limitations in
traditional PD feature extraction methods. Compared with PD feature extraction methods based on
EMD-MSE, EMD-MPE, EMD-MDE, VMD-MSE and VMD-MPE, this proposed approach based on
VMD-MDE achieves higher recognition accuracy and needs less running time, which can improve the
diagnosis efficiency to satisfy real time requirements.

HMSVM uses one hypersphere for pattern recognition. HMSVM can not only separate two
different classes, but also divide the sample space into two different parts. Using HMSVM,
the classification of multi-classes was realized directly. Compared with ANN and SVM classifiers,
HMSVM obtains higher recognition rate and improves the accuracy and efficiency in PD fault diagnosis.
On the whole, this proposed method provided a new scheme for PD fault diagnosis. For further
consideration, the proposed fault diagnosis method can be employed in PD on-line monitoring
and diagnosis.
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