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Preface to “Multi-Agent Energy Systems Simulation”

The synergy between artificial intelligence and power and energy systems is providing

promising solutions to deal with the increasing complexity of the energy sector. Multi-agent

systems, in particular, are widely used to simulate complex problems in the power and energy

domain as they enable modeling of dynamic environments and studying the interactions between

the involved players. Multi-agent systems are suitable for dealing not only with problems related to

the upper levels of the system, such as the transmission grid and wholesale electricity markets, but

also to address challenges associated with the management of distributed generation, renewables,

large-scale integration of electric vehicles, and consumption flexibility. Agent-based approaches

are also being increasingly used for control and to combine simulation and emulation by enabling

modeling of the details of buildings’ electrical devices, microgrids, and smart grid components.

This book discusses and highlights the latest advances and trends in multi-agent energy systems

simulation through a collection of 8 research papers. The addressed application topics include the

design, modeling, and simulation of electricity markets operation, the management and scheduling

of energy resources, the definition of dynamic energy tariffs for consumption and electrical vehicles

charging, the large-scale integration of variable renewable energy sources, and mitigation of the

associated power network issues.

“The Application of Ontologies and Multi-Agent Systems in the Energy Sector: A Scoping

Review” provides a scoping review of the existing literature on ontology for multi-agent systems

in the energy domain, and maps the key concepts underpinning these research areas. Furthermore,

this paper provides a recommendation list for the ontology-driven multi-agent systems development.

“Variable Renewable Energy and Market Design: New Market Products and a Real-World

Study” addresses the topic of market design to accommodate large-scale integration of variable

renewable energy. A new bilateral energy contract type is proposed along with two new marketplaces

that can contribute to reducing the imbalances resulting from variable renewable energy producers

are introduced.

“Dynamic Tariff for Day-Ahead Congestion Management in Agent-BVased LV Distribution

Networks” advances the research made in the area of congestion management in low-voltage

networks. The paper tackles these challenges by iterative chances in prices (dynamic tariffs). An

agent-based system is able to demonstrate a reduction of 82% in congestion using an IEEE European

LV test feeder without loss of power quality in the grid.

“An Optimal Energy Management System for Real-Time Operation of Multiagent-Based

Microgrids Using a T-Cell Algorithm” proposes the design and implementation of a real-time energy

management system based on a multi-agent systems approach. The fast converging T-cell algorithm

is applied to minimize the operational cost of a microgrid and maximize the real-time response in

grid-connected microgrid mode.

“Reactive Power Management Considering Stochastic Optimization under the Portuguese

Reactive Power Policy Applied to DER in Distribution Networks” provides a stochastic agent

framework to improve the reactive power management by taking advantage of the full capabilities of

the distributed energy resources and by reducing the injection of reactive power by the transmission

system operator in the distribution network and, therefore, reducing losses. The uncertainty of

renewables is considered in the proposed sequential alternative current optimal power flow.

“Using Agent-Based Customer Modeling for the Evaluation of EV Charging Systems” takes

ix



further steps in the modeling of customer behavior when it comes to charging electrical vehicles.

Previous works usually adopted a stochastic approach with few details since little information

is available. This work uses more detailed customer model employing a multi-agent simulation

framework in order to investigate how a customer behavior that responds to external factors (like

weather) or historical data (like satisfaction in past charging sessions) impacts the essential key

performance indicators of the charging system. Results show that the MAS system can produce

quantitative and qualitative differences when small changes are tested in the customer behavior.

“Wireless Sensor Network Energy Model and Its Use in the Optimization of Routing Protocols”

presents an energy model that estimates the energy consumption at each node of a network, taking

into account the functions of sensors transmitting data. Therefore, the model considers a given

routing protocol allowing the comparison and assessment of different performance metrics from

an energy standpoint. The model was validated on a real proof-of-concept implementation using

system-on-chip equipment. The proposed model achieved 97% accuracy compared to the actual

performance of a network, which reflects its effectiveness in comparing communication protocols

in WSNs.

“Smart Campus: An Experimental Performance Comparison of Collaborative and Cooperative

Schemes for Wireless Sensor Network” objectively defines a set of performance metrics to compare

different IoT communication protocols used in wireless sensor networks. A real wireless sensor

network is placed on a university campus to compare the performance of some of the most popular

protocols, i.e., Zigbee, LoRa, Bluetooth, and WiFi. Since energy consumption is a crucial aspect

of the wireless sensor network (due to battery-powered sensors), particular focus is given to the

metrics related to energy efficiency. The defined performance metrics and methodology become a

suitable tool in contrasting low-consumption wireless technologies applied to IoT that can be used to

implement multi-agent systems.

The complementarity and broad scope of this collection of papers offers a relevant perspective of

many challenges arising in power and energy systems, and how multi-agent simulation approaches

are contributing to overcoming such challenges.

We thank all the authors and reviewers who have significantly contributed to the high quality

of the papers included in this collection. We also express our gratitude to the editorial team of MDPI

and Energies for all the support during the entire project.

Tiago Pinto, João Soares, Fernando Lezama

Editors
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Abstract: Multi-agent systems are well-known for their expressiveness to explore interactions and
knowledge representation in complex systems. Multi-agent systems have been applied in the
energy domain since the 1990s. As more applications of multi-agent systems in the energy domain
for advanced functions, the interoperability raises challenge raises to an increasing requirement
for data and information exchange between systems. Therefore, the application of ontology in
multi-agent systems needs to be emphasized and a systematic approach for the application needs to
be developed. This study aims to investigate literature on the application of ontology in multi-agent
systems within the energy domain and map the key concepts underpinning these research areas.
A scoping review of the existing literature on ontology for multi-agent systems in the energy domain
is conducted. This paper presents an overview of the application of multi-agent systems (MAS) and
ontologies in the energy domain with five aspects of the definition of agent and MAS; MAS applied
in the energy domain, defined ontologies in the energy domain, MAS design methodology, and
architectures, and the application of ontology in the MAS development. Furthermore, this paper
provides a recommendation list for the ontology-driven multi-agent system development with the
aspects of 1) ontology development process in MAS design, 2) detail design process and realization of
ontology-driven MAS development, 3) open standard implementation and adoption, 4) inter-domain
MAS development, and 5) agent listing approach.

Keywords: multi-agent system; ontology; energy sector; scoping review

1. Introduction

The energy sector is facing a new paradigm shift following the large-scale integration of renewable
energy sources (RES) [1]. The significant use of fossil resources is one of the major concerns of today’s
society. Climate changes, environmental impacts, and the scarcity of resources have led to the need
for RES. RES reduce greenhouse gas emission while contributing to an increase in life quality and
sustainable development [2]. The inclusion of RES is a highly complex task. The demand and supply
need to be balanced due to the unpredictable behavior of RES. This influences not only the electricity
system but also heating and cooling systems due to the considerable linkage between subdomains.

In order to solve these problems, multiple stakeholders need to work together and provide solutions.
Models of such solutions are essential to explore the interactions between consumption, production,
and transportation as well as economic, environmental and technical phenomena. Multi-agent systems
(MAS) can contribute to explore and develop such solutions since MAS can simulate how multiple

Energies 2019, 12, 3200; doi:10.3390/en12163200 www.mdpi.com/journal/energies1
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stakeholders work, interact, and influence each other. The MAS simulations make it possible to
simulate systems which consist of agents with different or conflicting objectives.

Agents often collaborate towards a specific goal and need to communicate and share results.
Different languages and vocabularies are domain-specific, and often cause problems for the agents in
a system. It requires a common language to ensure that messages are interpreted correctly between
agents [3]. Therefore, ontology can be applied to establish effective communication between agents.
Ontology can specify terms that are used for communication within a specific context and enable
agents to make declarations or ask queries that are understood by all other agents in the system [4].
It is an important tool for the development of an intelligent multi-agent energy system, e.g., for the
knowledge sharing and knowledge reuse [5].

As more applications of multi-agent systems in the energy domain for advanced functions,
the interoperability challenge raises due to an increasing requirement for data and information
exchange between systems. Meanwhile, the energy system is strongly connected with other domains.
Therefore, the application of ontology in multi-agent systems needs to be emphasized and a systematic
approach for the application needs to be developed.

Although some review papers have investigated agent-based modeling and tools for the electricity
domain (e.g., [6]), very few studies have investigated the MAS design and the applications of ontology
in MAS for the energy domain. Moreover, many studies focus on specific subdomains and how to
solve one specific problem. Hence, investigation and analysis of more complex systems and problems,
integration of subdomains, including different agents and ontologies, is needed. Meanwhile, it is
important to highlight the relevant literature and map the key concepts underpinning the research
area [7]. The scoping review can provide the means that identify, characterize, and summarise existing
literature regarding the state of research activities. Moreover, the review result can identify gaps in
the literature.

This paper conducts a scoping review to investigate the existing studies on the application of
ontologies in the MAS for the energy domain. Based on the results of the literature analysis, this paper
proposes a recommendation list for the ontology-driven MAS development for the energy domain.
This recommendation aims to address certain aspects that are missing in the literature or need more
emphasis in future work.

The paper is organized as follows: Section 2 describes the methodology and the research process.
Section 3 presents the literature analysis results, and Section 4 discusses the findings followed by
Section 5 that concludes. The conclusion section also states the recommendation for future work and
the limitations of this study.

2. Method

The study is designed to compile the relevant contributions from previous publications and to
analyze their results in relation to multi-agent modeling design for the energy domain. This study firstly
conducts a literature search of ontologies and multi-agent systems for the energy domain. The literature
search was performed during the first quarter of 2019. To retrieve the relevant articles for this literature
study, four online databases are selected that are relevant in the fields of energy, and MAS and
ontologies: ACM digital library, IEEE Xplore, Web of Science, ScienceDirect. The review covers books,
conference proceedings, academic journal articles, research articles, and review articles. Other forms
of publications, such as newspapers, posters, etc., were not considered since their publication forms
are not for scientific research purposes. There was no limitation on the publication years for the
literature search.

The data collection was divided into three rounds with relevant keywords. The keyword search
was only applied to titles due to a large number of the literature in the fields and the concerns of the
relevance in the selected domains. The first round focused on the multi-agent systems in the energy
domain. To avoid excluding any relevant study, the search strings were:
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(‘multi-agent’ OR ‘multiagent’) AND (‘energy’ OR ‘electricity’ OR ‘heating’ OR ‘grid’ OR ‘electric’
OR ‘power’ OR ‘wind’)

The strings, in the first round, resulted in 1433 publications. The result from each database is
shown in Table 1. All these 1433 publications were imported to the reference management software-
Endnote (https://endnote.com/).

Table 1. Results in the first round search.

Database Result

Web of Science 355
IEEE 822

ScienceDirect 58
ACM 198
Total 1433

To dismiss the duplicated publications, i.e., articles which were obtained through multiple
databases or strings, 856 articles were removed by this criterion. The remaining 577 articles were
selected for further analysis. This study searched the remaining articles with ‘ontology’ OR ‘ontologies’
in titles, abstracts, and keywords, and resulted in 24 articles with full-text.

Based on the text mining in the analysis software NVivo (https://www.qsrinternational.com/nvivo/
home) and careful review, the 24 articles were separated into six sub-domains (shown in Table 2).
Majority of the selected articles only address one sub-domain, and one article [8] addresses three
sub-domains (energy management, microgrid, and buildings), and another article [9] addresses two
sub-domains (power system and microgrid). The publications show that the application of ontologies
in the field of MAS for the energy domain was mainly conducted after the year 2004, with focus on the
sub-domain of grid control between 2004 to 2014, and expanded into the sub-domain of electricity
market since 2014. A list of the 24 articles in the Appendix A shows the focused aspects in the energy
domain, ontology, and MAS design.

Table 2. Six addressed sub-domains by the selected articles.

Grid Control
Power
System

Energy Management
System

Microgrid
Buildings/Demand

Side
Electricity

Market

8 3 2 3 5 6

3. Results

This study reviews and analyses the selected 24 articles to investigate the current research on the
application of ontologies in MAS for the energy domain, and the main discussion in the 24 articles
can be divided into five categories: 1) definition of agent MAS, 2) MAS applied in energy domains
3) defined ontologies in the energy domain, 4) MAS Design and architectures, and 5) Ontology in the
MAS development.

3.1. Definition of Agent and MAS

3.1.1. Agent and Agent-Based Modeling

An agent is defined as an entity that reacts to changes in its environment through a reasoning
process [10]. The attributes of an agent are autonomy, sociability, reactivity, pro-activeness, adaptiveness,
interactivity, rationality, and interactivity, etc. [11]. Russell [12] defines an intelligent agent as
an autonomous entity which has the following properties:

• It has the ability to communicate and interact with its environment;
• It is able to perceive the (local) environment;

3
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• It is guided by basic objectives;
• It has feedback behavior.

An agent structure shows: (1) a set of modules that the agent is decomposed in to, (2) the
interaction between these modules and the environment and other agents (shown in Figure 1), and
generally, there are three types of agent structures: deliberative architecture, reactive architecture and
hybrid architecture [13].

Agent-based modeling is a model of a system with the description of agents and agents’
interactions [14]. Agent-based modeling usually models part of the system rather than a whole
system due to the complexity of the system.

Figure 1. Agent structure [13].

3.1.2. Multi-Agent Systems

Multi-agent System (MAS) is a complex system that is composed by more than one distributed
agents and these agents communicate to deal with problems which usually can’t be solved by a single
agent [14,15]. According to [16], a MAS is characterized by:

• Large numbers of actors are able to interact, in competition or in cooperation;
• Local agents focusing on local interests and negotiating with more global agents;
• Implementation of distributed decision making, through negotiation processes between different

local or global agents;
• Communication between actors is minimized to generic information exchange between agents:

only the information necessary for their functioning is sent between agents.

MAS is based on the divide-and-conquer mechanism [17]. In a MAS, each agent has limited
knowledge about its environment, and work individually towards a certain goal based on their local
knowledge and their behavioral algorithms and interact in a cooperative or competitive manner with
other agents [18].

The idea of using MAS is to divide a complex system into smaller and more related objectives
and construct agents for these sub-objectives [17]. MAS can simulate and control large complex
decentralized systems that can cope with the dynamics of the system, reduce the complexity, and
increase flexibility [19]. One of the most important benefits of MAS is its fault tolerance, based on
multiple agents can provide the same services [17].
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3.2. MAS Applied in Energy Domains

The energy sector is becoming more complex and consists of multiple hybrid systems,
which includes various interactions and amounts of knowledge. MAS is being studied in many
areas of power engineering including diagnostics, condition monitoring, power system restoration,
market simulation, network control and automation, and hierarchical decision making, as smart
grid (SG) and microgrids (MG) [18,20]. The development of simulation platforms based on MAS is
increasing as a good option to simulate real systems in which stakeholders have different and often
conflicting objectives [21].

3.2.1. MAS for Grid Control

According to [18], research on using MAS in power engineering mainly focuses on distributed
control architectures and simulation. MAS is a decentralized scheme that utilizes distributed controllers
for energy management and optimization, and it is an alternative approach for smart system optimizers
(SSOs) implementation within a typically integrated energy system (IESs) [22]. MAS is an obvious
and promising choice for the smart grid control system because MASs can overcome the threat of
SPOFs (single-point-of-failure) due to their distributed characteristic [23]. Meanwhile, Considering
the agent properties, the variety of components used in power transformer and the huge amounts
of data involved, MAS provides the best possible choice for the purpose of monitoring, automating,
controlling and diagnosing the power transformer components [24]. MAS has proven to be suitable for
addressing the demands of SGs both theoretically and practically [25].

Most of the research work in this area have focused on hierarchical control, optimization, and power
restoration using MAS. For instance, [21] proposes a MAS-based optimal energy management solution
for the optimization problem of the interactive operation of generation units and DR [26]. Similarly,
introduces a decentralized agent-based approach for optimal residential demand planning [27]. A MAS
is used in [28] to restore power in case of failure, and [29] introduces a flexible and versatile MAS for
fault isolation and power restoration. Meanwhile, [30] presents a MAS automated management and
analysis of SCADA and Digital Fault Recorder Data. Furthermore, a multi-agent system is used to
control the voltage of the power system with co-ordination in [31].

Other distributed MAS-based solutions to grid control are also presented microgrids, islanded
microgrids, and multiple microgrids [8]. The applications of MAS in a microgrid is similar to the
smart grid control, e.g., Microgrid control, optimal energy exchange, and multi-level management,
but also link to buildings or demand-side management. For instance, [32] presents a MAS for Microgrid
control and a classical distributed algorithm. [33] proposes a MAS microgrid system for optimal energy
exchange between the production units of the Microgrid and local loads. based on MAS, [34] proposes
an Intelligent Distributed Autonomous Power System (IDAPS) to increase the reliability of the critical
loads. [35] proposes a multi-level management and control scheme for microgrid systems taking
into account the interaction among agents at different levels. [36] presents a consumption scheduling
framework in small residential areas.

3.2.2. MAS for Electricity Markets

MAS of the electricity markets concern market players and markets modeling, strategic bidding
and decision support [37]. Multi-agent-based simulation of the electricity markets usually combines
with artificial intelligence techniques and game theories and is not only simulation platforms but also
provides opportunities for the scenario comparison, future evolution study and sensitive analysis [38].

Several studies have applied MASs to model and simulate electricity markets [14]. For instance,
Li et al. [39] discuss the potential for developing Open Source Software (OSS) for power market
research. The Agent-based Modelling of Electricity Systems (AMES) is an agent-based OSS laboratory,
specifically designed for the experimental study of reconstructed wholesale power markets. The AMES
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simulation includes an independent system operator, load-serving entities, and generation companies
distributed across the transmission grid.

Another electricity market model is the Electricity Market Complex Adaptive System (EMCAS)
model [40] utilized by Koritarov [1]. The model is used to capture and investigate the complex
interactions between the physical infrastructures (generation, transmission, and distribution) and
the economic behavior of market participants [41]. Furthermore, the model applies an agent-based
approach where agents’ strategies are based on learning and adaption. This approach enables
simulations in different time periods, from real-time to decades including both pools and bilateral
contract markets. This approach also makes it possible to see the evolution of an electricity market
over time and stakeholders’ reaction towards changes in economy, finance, and regulation. The study
describes two methods of how the agents learn: observation-based and exploration-based learning.
In observation-based learning, the learning process is based on a structured process of past market
performance evaluation, future market status prediction, and investigation of other agents’ actions.
Agents decide either to keep or adjust their current market strategy or use a new strategy. Agents
based on exploration-based learning explore new market strategies, and these strategies are simulated
in a simulation tool. The results are observed, and the strategies are either accepted or rejected based
on the results and the agents’ goals.

Praca et al. [42] develop the Multi-Agent Simulation of Competitive Electricity Markets
(MASCEM) [43]. The model is developed to study the behavior and evolution of an electricity
market. The MASCEM is a modeling and simulation tool aiming to study the operation of complex
and competitive electricity markets [44]. The agents in the system represent the market entities, such
as generators and customers. The MASCEM allows agents to establish their own decision rules and
adapt their strategies as the simulation progresses based on previous events. As a decision-supporting
tool, the simulator includes different possibilities regarding electricity market negotiations [45,46].
The MASCEM is a flexible tool which makes it easy for users to define models including strategies,
types of agents and market types. For example, this flexibility is utilized by Santos et al. [3,47,48] for
modeling and simulating the EPEX (central European electricity market) and Nord Pool spot market
(Scandinavian electricity market). The MASCEM can also be used for modeling and simulation of
other electricity markets such as MIBEL (the Iberian electricity market), GME (the Italian electricity
market), and even markets outside Europe [48].

3.2.3. MAS for Demand-Side and Building Systems

MAS provides a flexible and reliable solution to manage and optimal loads at demand-side
with the consideration of energy cost minimization and user’s comfort maximizations [49,50].
MAS has been applied in automated building management systems (BMS) for energy-related building
research [16,51–53].

The automated BMS research in energy-related building systems mainly focuses on control
mechanisms of building loads and investigate possibilities and potentials of energy efficiency and
flexibility in buildings [54,55], and especially much equipment in buildings can be controlled and
deliver demand flexibility, e.g., lighting and HVAC, and can respond to the grid signals [56]. Although
complex control systems are important in building systems, these processes need to be optimal, flexible,
and automated.

Multi-agent-based modeling techniques have been used to integrate real-time intelligent
decision-making in building control. For instance, an indoor environment that actively supports
its inhabitants can be created with these techniques [57]. These modeling techniques also include
unpredictable user-behavior, fluctuating weather conditions, and grid imbalances [52,58]. For instance,
the study by Anvari-Moghaddam et al. [52] demonstrates how MAS is used to optimize management
strategies for a building through computer simulations in combination with third-party software
such as MATLAB and GAMS. Hence, studies show that energy consumption can be reduced without
compromising the inhabitants’ comfort level in residential buildings.
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In the study [52], a smart grid is simulated with several residential buildings, conventional
and RES. The residential buildings include underfloor heating, heat pumps, and energy storages.
The simulation incorporates meteorological data for the examined location together with technical
data, to estimate the power production from RES. The simulation result shows that it is possible to
reduce domestic energy consumption and meet the system’s objectives and constraints at the same time.
However, the study does not take fault-tolerant and uncertainty handling capabilities into account.

The study by Zeiler and Boxem [16] analyses how smart grid and building optimization can work
together and presents an ontology of a software system which acts as a bridge between BMS and a smart
grid. Several experiments are conducted in this study to test a HVAC system in a building environment,
including the interaction with a smart grid. The study also includes the dynamic behavior of the
occupants towards the systems in combination with an overall goal of energy efficiency. The study
finds that different elements depend on each other, e.g., changes in required heating affect the available
energy. The automated equipment, controlled and managed by the building, responds to demand
response requests from the grid to balance the grid condition [59]. The experiment also shows that the
comfort level increases while the energy consumption decreases in their MAS modeling.

Meanwhile, the study by Mousavi et al. [53] includes the unpredictable nature of the business
process in an office building in a simple model with only a few devices to control. This study does not
include a response to the grid conditions. Instead, the study investigates an energy automatic model
for office buildings to reduce energy consumption and increase the indoor comfort level. The model
is a MAS with the ontology based on the standard IEC 61499 (automation system standard) [60].
The goal of this study is to optimize the energy consumption in an office building where the ontology
provides the communication logic and allows agents in the model to share knowledge and data [61].
In the MAS model, agents communicate and collaborate towards a common goal. The method has
been applied to an office meeting room, where meeting activities and equipment can be automatically
controlled, including measurements of energy consumption. Based on the data gathered as a result
of the simulation, the study shows that it is possible to reduce 50 % of the room’s monthly energy
consumption by controlling the operation and preparation of the room automatically. The duration of
the meeting room simulation is 20 working days (1 working month). The simulated BMS automatically
acknowledges the meeting schedules and needs for shading, screen, and blackboard usage, etc.
The business process is combined with automated processes to overcome the inefficient use of energy
in buildings and lower the number of system failures.

3.2.4. MAS Tools for the Energy Domain

In a MAS of the energy system, agents can represent market players, network components,
or part of/a whole system [9]. Therefore, the multi-agent architecture of energy and power systems is
designed for dealing with the system complexity [9,23]. Meanwhile, multi-agent simulations allow
investigating the statics and changes of the physical systems, electricity market and market players’
behaviors. There are multi-agent simulators in the various domain for different purposes, e.g., CoABS
(https://www.cs.cmu.edu/~{}softagents/project_grants_coabs.html) grid [62]. The selected literature
shows that the multi-agent simulators in the energy system can be divided into three main areas:

1. Multi-agent simulators for smart grid:

• Mosaik (https://mosaik.offis.de/): [49,50] is a flexible smart grid co-simulation framework, and
allows to reuse and combine existing simulation models and simulators to create large-scale
smart grid scenarios [63]

• MASGriP (Multi-Agents Smart Grid Simulation Platform): models the internal operation of
a smart grid with the consideration of all involved players [21].

2. Multi-agent simulators for the grid communication, monitoring, and control:
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• Electric Power and Communication Synchronizing Simulator (EPOCHS) (http://www.cs.
cornell.edu/hopkik/epochs.htm): aims to solve network communication problems and avoid
potential costs and damages by the combination of the results of several simulators [64].

• Global Event-Driven Co-Simulation framework (GECO): models and simulates the control,
monitoring, and protection of the power systems and communication network [65].

3. Multi-agent simulators for electricity markets:

• Multi-Agent Simulator for Electricity Markets (MASCEM) (http://www.mascem.gecad.isep.
ipp.pt/overview.php/): can simulate many market models and player types, and enable
decision-support [21].

• Agent-based Modeling of Electricity Systems (AMES) (http://www2.econ.iastate.edu/tesfatsi/
AMESMarketHome.htm): simulates wholesale power market operation including load,
market participants, grid [66].

• Power Trading Agent Competition (Power TAC) (https://powertac.org/): is an open-source
platform that simulates future electricity market including broker types of energy retailers,
commercial or municipal utilities, or cooperatives [67].

• Electricity Market Complex Adaptive System (EMCAS) (https://ceeesa.es.anl.gov/projects/
emcas.html): simulates diverse participants’ strategies and behaviors in the electricity
market [68]

• Multi-Agent Negotiation and Risk Management in Electricity Markets (MAN-REM): simulates
electricity markets, and emphases the bilateral contracting and risk management [37].

• Adaptive Learning strategic Bidding System (ALBidS): aims to integrate market strategies,
evaluate performances under different contexts of negotiation, and provides decision support
to electricity markets negotiating players [69].

3.3. Ontology and Defined Ontologies in the Energy Domain

3.3.1. Definition of Ontology

The term ‘ontology’ is originally introduced by the Greek philosopher Aristotle [70] as a theory
about the nature of existence. Since the beginning of the 1990s, ontology has been adopted by
information scientists in the field of artificial intelligence and web and system modeling [71].
In computer science, the ontology is defined as: “a formal, explicit specification of a shared
conceptualization.” [72]. This explicit formal specification is domain-specific [73]. Ontology provides
a model to support the process in agreement with all parties that all parties commonly agree to refer to
the ‘specification’ of a conceptualization [74]. Uschold [75] identified different categories of ontologies:

• Communication between people. Here, an unambiguous but informal ontology may be sufficient.
• Inter-operability among systems achieved by translating between different modeling methods,

paradigms, languages and software tools;

In the Artificial Intelligence community, ontologies describe entities and their properties,
relationships, constraints and behavior that are not only machine-readable but also
machine-understandable [14,24]. According to [13], the functions of ontology are:

• Communication: ontology can provide common glossaries to communication among different
individuals.

• Interoperation: ontology can freely interpret and map among various modeling methods,
languages and software tools.

• Reuse: the ontology’s analyses clarify the structure of the field’s knowledge in order to lay a good
foundation for knowledge representation. Ontology can be reused, so the repetitious knowledge
analyses can be avoided.
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• Knowledge acquisition and sharing: to construct the system based on knowledge, the available
ontology can be used as origination and foundation to supervise the acquisition of knowledge,
which can improve its velocity and reliability.

To build an ontology, knowledge engineers need to talk with domain experts to analyze the
system and to make everything explicit, e.g., concept description with existing defined concepts and
the knowledge rules (i.e., the decision-making rules) in these formalized concepts [76]. There are seven
recommended steps to design an appropriate ontology. The developed ontologies provide the means
to exchange information that can be interpreted by software agents, knowledge representation and
sharing among the software agents [38]. Ontologies are also useful for sharing between modelers,
domain, experts, and users [14]. Meanwhile, ontologies also enable to infer knowledge from the
gathered information using a reasoner [38].

Many languages have been developed to build an ontology for different purposes. The Ontology
Web Language (OWL)(https://www.w3.org/OWL/) by W3C is one of the most popular standard
ontology languages. It possible to use OWL in a variety of applications such as knowledge sharing
and representation [77], semantic web [78], information system [79], ontology-based reasoning [80],
etc. An important requirement for the system interoperability is to reuse existing ontologies. There are
some libraries of reusable ontologies available online, such as Ontolingua (http://www.ksl.stanford.
edu/software/ontolingua/) and DAML ontology libraries (http://www.daml.org/ontologies/) [48].

3.3.2. Defined Ontologies in the Energy Domain

There are some ontologies already developed for specific energy domains [81,82]. For instance,
Kofler et al developed an ontology that focuses on energy consumption and energy provision [83].
Ma et al. [84] proposes 6 basal ontologies for energy management system:

• Cognitive ontology: the activity that agents analyze power systems.
• Physical entity ontology: the equipment that is used for transmitting electric energy and its

connecting topology.
• Data ontology: the magnitude that cognitive agent has apperceived to respond to physical entities.
• State ontology: the generalization of the current operation mode in an electric power grid.
• Event ontology: all aspects that create changes of state.
• Operation Ontology: the combination of all actual actions that a cognitive agent does on

physical entities.

The well-described ontologies in the energy domain are mainly found in the electricity market
domain. For instance, [85] develops an ontology for the electricity market named Electricity Market
Ontology (ELMO). It provides a shared, common understanding of concepts and procedures in the
electricity market operation. The ELMO ontology uses a multi-layered architecture divided into
highly maintainable, extendible, and reusable modules that can be used by organizations such as the
Hellenic Transmission System Operator (HTSO). The ontology is primarily developed specifically for
the electricity market of Greece, and the adaptation to other markets are thereby difficult.

Other examples are the studies of Santos et al. [3,47,48] that develop an Electricity Market Ontology
(EMO). The EMO is an upper ontology for the electricity market, from which other low-level ontologies
can be extended. It defines the main concepts of the electricity market, and the specific ontologies
extended from the EMO define requests, responses, and notifications. Ontologies for the EPEX [3] and
Nord Pool spot market [47] are developed as extensions of EMO. The research in [48] states that the
aims of EMO are to be extendable and reusable in the development of other low-level ontologies for
specific markets, such as MIBEL or IPEX (The Belgian and Dutch electricity market).
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3.3.3. Ontology Design

Gruber provides five design principles [86] for the development of ontologies: clarity, coherence,
extendibility, minimal encoding bias, and minimal ontological commitment. For ontology design, it is
necessary to consider the ontology representation languages including tools to create and manage
ontologies. Some standard ontology languages have been established with stable tools for the Semantic
Web community, e.g., the Resource Description Framework (RDF) [87], RDF schema (RDFS) [88] and
the Web Ontology Language (OWL) [88].

Several features of the Semantic Web languages are important for the ontology development, e.g.,
Open World Assumption (OWA), Description Logics (DL), and service representation. OWA assumes
that knowledge is always incomplete. It is very important because incomplete information is common,
and fragments of knowledge are often distributed within multiple ontologies [89]. Comparatively,
the Closed World Assumption (CWA) assumes that if a statement cannot be proved to be true then it
is false. DLs are formal languages designed for knowledge description and standard reasoning and
provide the underlying formal framework for OWL and RDF [90]. DLs are known as the basis for
ontology languages and are used to define, integrate, and maintain ontologies [89]. DLs are discussed
in [24,48,91].

Together with the introduction of the ontology design. Semantic web services are an integral part
of the Semantic Web and aim to be automatically discovered and invoked by computer programs [92].
Therefore, semantic web services must be able to describe the provided information and how this
information can be retrieved [93]. A number of languages are available to describe services, e.g.,
OWL-S [94], Web Service Modeling Ontology (WSMO) [95], WSDL-S [96], and FLOW [97].

• Categories of ontologies

Ontologies can be categorized into three levels: upper ontologies, domain ontologies, and
application ontology (shown in Figure 2) [98]. Upper ontologies provide common and consistent
concepts that are referenced by other ontologies. Several upper ontologies exist, e.g., Suggested Upper
Merged Ontology (SUMO) [99] and DOLCE [98]. Domain ontologies reuse or specialize concepts
from the upper ontologies, and specify terms, relationships that are relevant in a particular domain.
For instance, the domain ontology in [15] describes the concepts of the process dynamics, control,
automation and the services provided by the agents, and defines relevant classes of entities and
relations between entities. Application ontologies re-use and extend terms from one or more domain
ontologies to apply for a specific application, and generally cannot be reused for other applications.

Figure 2. Three ontology levels [98].

In the energy domain, ontologies for complex systems are often separated into a hierarchy
consisting of an upper ontology that is connected to several lower-level ontologies representing
specific subdomains [100]. The three MASs (MASCEM, ALBidS, and MASGriP) developed by
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Santos et al. [21,101,102]. Are all framed by an upper ontology, which allows communication between
the simulations. However, this approach requires universal acceptance from all entities involved,
and the low-level ontology for each layer still needs to be extended. Dam, Nikolic, and Lukszo [103]
propose the generic ontology and the case-specific ontology, where the case-specific ontology is
a specialization of the generic one and the generic ontology is a generalization of all underlying
case-specific classes shown in Figure 3. Dam, Nikolic, and Lukszo [103] also suggest how to decide on
the borders of the generic and domain-specific class in ontology. In [85], the ontology is divided into
smaller building blocks, which makes it easier to modify and reuse in other models. [16] proposes
a hierarchical ontology for the energy supply structure of buildings (shown in Figure 4). This proposed
hierarchical ontology aims to investigate the interaction between energy flows on different aggregation
levels within a building.

Figure 3. The border between generic and domain-specific class in an ontology [103].

Figure 4. A hierarchical ontology for the energy supply structure of buildings [16].

• Ontology mapping

MASs are usually developed independently and may not use the same upper ontologies. Therefore,
ontology mapping is needed when an application requires access to multiple individually created
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ontologies. The mapping between ontologies can take much work [104], and there are several ontology
mapping tools available [105]. Among the selected literature, ontology mapping is discussed and
presented in [9,21,49,91].

• Ontology development tools

There are many tools for developing ontologies [106], e.g., Protégé (https://protege.stanford.edu/)
and SWOOP [107]. Protege is well established and used by a large user community. For instance,
Protege is used in the selected literature [23,24,48,50].

• Ontology development process

Ontology development processes is a relatively new field of study, including ontology life cycles,
methods, and methodologies for building ontologies [89]. [108] introduces a methodology for ontology
development including three phases: specification, conceptualization, and implementation. Noy and
McGuinness [76] propose a more detail and practical ontology development process with seven steps
which have been popularly used:

Step 1. Determine the domain and scope of the ontology
Step 2. Consider reusing existing ontologies
Step 3. Enumerate important terms in the ontology
Step 4. Define the classes and the class hierarchy
Step 5. Define the properties of classes—slots
Step 6. Define the facets of the slots
Step 7. Create instances

3.4. MAS Design and Architectures

3.4.1. MAS Design Methodologies

According to [109], the MAS design usually consists of

(1) A conceptualization phase where the problem to be solved is specified;
(2) An analysis phase;
(3) A design phase that uses the results of the analysis phase to produce agent designs of varying detail

Although the majority of the selected literature not specifically present their phases of the MAS
design methodology, the introduction of the MAS architecture/structure in their cases is more or less
according to the Gaia methodology (shown in Figure 5). The Gaia methodology is popularly adopted
for the analysis and design of the agent-based system, it is used in [23,24,50]. Some other similar
methodologies are also used for the agent-based system design, e.g., High-Level and Intermediate
Models for Agent-oriented Methodology (HLIM), Modelling Agents and their environment (AUML),
MASE [24].

Another MAS design methodology proposed by the IEEE PES MAS working group(http://sites.
ieee.org/pes-mas/agent-technology/design/) is mentioned in [17]. This MAS design methodology is
proposed by [110] with six stages, and each stage of the methodology produces material that is input
to the next stage (shown in Figure 6):

• Requirements and knowledge capture stage: the MAS design usually begins with a particular
problem. To solve this problem, this stage specifies the system requirements and capture the
knowledge needed to fulfill those requirements. The system requirements and captured knowledge
is the input to the next stage.
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• Task decomposition stage: it transforms the requirements specification and captured knowledge
from the previous stage into a hierarchy of tasks and subtasks. These tasks may include the
functions performed by legacy systems.

• Ontology design
• Agent modeling stage: based on the task hierarchy and ontology design, it identifies a group of

autonomous agents performing the tasks in the task hierarchy. Each task in the hierarchy must be
attributed to at least one agent and one agent can encapsulate one or more tasks. The outcome is
a set of agent models that specify the tasks the agents perform. The tasks attributed to legacy
systems and generated new codes are also identified at this stage.

• Agent interaction modeling stage: it defines the interactions the identified agents support.
The output usually is the interaction diagrams.

• Specification of agent behaviors stage: it specifies the interaction functionality of the agent and
the control functionality of the agent.

Figure 5. The conceptual framework of the Gaia methodology [111].

Figure 6. Agent design methodology stages and their output used during the design of the PEDA
(Protection Engineering Diagnostic Agents) system [110].

Some MAS design also defines layers of the MAS architecture, e.g., [23] that the MAS
system architecture includes two layers: the management layer and the subjacent execution layer.
The management layer is responsible for functionalities that can be considered general in the frame
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and are covered by the agent control systems. The subjacent execution layer employs the automation
agents’ tasks.

• MAS Development environment

The MAS development environment in the selected literature is usually performed using JADE
(Java Agent Development Environment) [21], e.g., in [17,23,24]. JADE is one of the agent platforms
compliant with FIPA standards. JADE provides services such as agent management system, directory
facilitator, agent communication channel, etc., and supports the paradigm of avoiding SPOFs (Single
Point of Failures). JADE has limited support for Semantic Web technologies. Therefore, some extensions
are usually used to compensate for this issue. For instance, AgentOWL provides support for OWL
ontologies using JADE agents [112] and AgentScape attempts to deal with scalability issues [113].

3.4.2. MAS Architectures

The MAS architectures (sometimes also called MAS structure, or MAS organizational structure) in
the selected literature includes agent types and agent management framework/ system architecture,
followed by the agent communication and ontology design that are usually introduced together,
sometimes with agent interaction/activity diagrams.

• Agent types

The agent types are defined based on the system requirements, captured knowledge, and
decomposed tasks. For example, agent types represent the devices and units in a power system, e.g.,
building management agent and RES (Renewable Energy Resources) agent [8], distributed voting
agent and monitoring/resurrection agent [20], bus agent and switch agent [23]. In some MAS, the
agents control the corresponding equipment according to their objectives, the measured and collected
data, etc.

Agent types represent market players that especially for the electricity market, e.g., user agents and
energy market control agent [17], system operator agent and VPP (Virtual Power Player) agents [37].
Some agent types are also ontology related agents, e.g., translator agent and ontology Agent [53].
In [53], the translator agent communicates with the main controller function blocks, and the ontology
agent extracts knowledge from the ontology-based on requests.

Sometimes, the agent goals are also introduced together with the agent types. For instance, in [8],
the agents act to achieve three goals of system load supplying, energy cost minimization, and residents’
comfort maintenance.

• Agent management framework/ system architecture

The structure of a MAS usually is illustrated in the agent management framework/ system architecture.
For instance, the proposed agent management framework [8] including several components, e.g., the
agent platform, agent container, and directory facilitator, etc. The system architecture also can visualize
the multi-layered structure, e.g., [20], and the relations of agents and environment, e.g., [17], and relations
of agents and physical systems, e.g., [23].

3.5. The Application of Ontology in MAS Development

3.5.1. MAS Interoperability and Ontology

In a MAS, it is important to set up a communication language for meaningful conversations
between agents. The agents communicate through message exchange so-called Agent Communication
Language (ACL). ACL is the existing interaction language standard for exchanging knowledge between
agents. For a given Communication act «F(P)», the «F» part refers to the MAS and is regulated by the
ACL standard, and the «P» refers to the domain knowledge. In our case, «P» refers to the «Energy
Domain» or the «Energy Ontology» [114].
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However, even an agent development environment supporting the same Agent Communication
Language (ACL) and content language are implemented in two MASs, it does not mean that the agents
in the two MASs can share any useful information because different ontologies are used in the two
MASs [91].

As more applications of MAS in the energy domain for advanced functions and MASs are
not expected to operate in isolation from each other, the interoperability challenge raises due to
an increasing requirement for data and information exchange between systems. Therefore, there is
a need for full interoperability and open standards for the MASs in the energy domain [91]. The
interoperation issues of existing multi-agent systems have highlighted in the literature, particularly the
issues of the use of different ontologies. Meanwhile, it is important to establish the same language,
especially a common ontology for the communication between agents.

3.5.2. Agent Communication and Ontology

Agent communication in MAS can be accomplished in two ways: immediate communication
among agents and interaction in a unitive environment [13]. MAS usually implements higher-level
communication and supports reasoning abilities based on the Agent Communication Language (ACL)
and a common vocabulary defined in an ontology [115]. The agent communication and ontology
design in the selected literature is similar to the combined stages of ontology design, agent modeling,
agent interaction, and specification of agent behaviors stages proposed in [110], and usually consist of
standards for agent communication, interoperability, and ontology design.

• Standards for agent communication and interoperability

A standard for the communication between agents has been proposed by the Foundation
for the Intelligent Physical Agent (FIPA [116]. The FIPA standards have been popularly used
by MAS developers in the computer science community and FIPA was formally accepted as
a standards committee of the IEEE Computer Society In 2005 [109]. Such standardization promotes
open specifications for the interoperability between agents and MAS [117]. The FIPA standards
include specifications for the agent communication language, communicative acts, content languages,
and message transport protocols. It also includes a standard that proscribes the agents that a MAS
must implement to be FIPA compliant

The FIPA-ACL specifies the syntax, the content of the message provides the semantics of the
message including the content language and the ontology [118]. The messages built under the
ACL structure allow the definition of various elements (e.g., performative, sender, receiver, content,
language, and ontology, among others) and various communicative acts (e.g., agree, cancel, confirm,
not-understood, etc.) [9]. Meanwhile, the correct interpretation of the meaning of the message is
assured, the ambiguity is removed about the content [21]. The MASs in [3,47,48,52] all apply the
FIPA-ACL. There are other ACL investigated in the literature as well [119,120], e.g., Open Agent
Architecture (OAA) in the work of Praca et al. [42].

MASs developed by different platforms can interoperate with these FIPA standards, but it
doesn’t mean that useful information can be shared between agents if the MASs employ different
ontologies [21,91]. It requires MASs share a common vocabulary, so the messages may be interpreted
correctly among agents [47]. Therefore, ontologies are used to enabling the standardization of
communications and interpretation of concepts between MASs [48].

The IEEE standards committee has identified the challenge of interoperable protocols, data formats
and meaning and stated that open communication between smart devices using common protocols
is crucial to interoperability [121]. Some standards in the power systems promote interoperability
between devices within substations and open interfaces between energy management systems [91,109].
The most widely applied standard in the power system is the IEC 61970 Common Information Model
(CIM), and its distribution management extension IEC 61968 [122].
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IEC 61970 Standard is proposed by the International Electrotechnical Commission (IEC) to discuss
and plan a variety of electrician and electron standards in order to procure international cooperation.
IEC 61970 Standard defines the application program interface (API) of the energy management system
is promulgated by IEC No.57 technical commission (Group 13) [13]. There are five main parts in the
IEC 61970 standard: introduction and basic request, glossary, common information model (CIM), and
two levels of component interface specification (CIS).

The CIM is a three-layer domain model, it defines a common vocabulary to describe the basic
components used in electricity transportation and distribution [38], and CIM aims to facilitate power
management processes (e.g., outage management, asset management, and customer information
management) [50].

To achieve coherent and advantageous cooperation between different power systems, some
reference models and frameworks are also popular used, e.g., SGAM (https://sgam-toolbox.org/) (the
Smart Grid Architectural Model), USEF (https://www.usef.energy/) (the Universal Smart Energy
Framework), and SEAS knowledge model (https://www.the-smart-energy.com/) (Smart Energy
Aware Systems).

The Open Automated Demand Response (OpenADR) (https://www.openadr.org/) and
energy@home (http://www.energy-home.it/SitePages/Home.aspx) models are also highly discussed in
the literature. However, [50] states that ‘none of these standards cover the whole semantics involved
in a flexible urban energy network on its own, and they are not formally aligned with each other’.
For example, the term ‘equipment’ could refer to transmission system equipment, or domestic appliance
equipment [50].

• Ontology-based agent communication design

According to FIPA [107], semantic MAS interaction can be specified with three dimensions: 1)
Internal agent behavior: action selection and execution; 2) External (agent) interaction to exchange: a)
content of the interaction including both information and tasks; b) context of the Interaction and its
relation to an agent organization; 3) System, or platform, services: message transport, discovery, action
execution, management, and inter-platform interaction.

The FIPA (agent interaction) model (often referred to as the FIPA-ACL) is an Agent Interaction
Protocol Suite (AIPS). The AIPS contains several distinct semantic protocols for agent communication
including interaction process, communicative acts, content logic, and content ontologies (shown in
Figure 7) [107].

Figure 7. Foundation for the Intelligent Physical Agent (FIPA) specifies multi-agent systems (MAS)
interaction using specifications for an Agent Interaction Protocol Suite (AIPS) and MAS platform [107].
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The design of internal agent behavior and interaction in a MAS mainly concerns the agent
communication models as in the majority of the selected literature. The design of agent communication
usually includes messages (message content) and message exchange (protocol). Messages and protocol
are usually described in the UML diagrams as class diagrams and sequence diagrams, e.g., in [20],
the communication sequence and communication parameters are introduced. The content of a message
comprises two parts: content language (provides the syntax or grammar of the content) and ontology
(consists of the semantics or lexicon of a message) [91]. The ontology-based agent communication
model can be shown in Figure 8.

MAS developers usually use JADE to create agents because JADE agents communicate by
exchanging message in compliance with the FIPA ACL. The FIPA Semantic Language (FIPA-SL) is
popularly adopted as the standard content language [123]. In FIPA-SL, an ontology comprises a list of
concepts, predicates, and actions specific to the domain of communication. However, the structures
of ontologies in the selected literature are different. For instance, the ontology in [124] is defined in
the form of EBNF and includes seven parts (policy, modality, trigger, subject, behavior, target, and
constraint), and the ontology in [20] contains four parts (ID, type, parameter, and value).

When designing a MAS, developers usually introduce the syntax and semantics of the domain
ontologies and application-specific ontologies applied in the MAS and describe the purposes and
functions of the ontologies. For instance, [124] applies a policy ontology in their MAS. In [124], the policy
ontology regulates behaviors of agents including application activity, authorization activity, monitoring
activity, requesting-monitoring activity, discovery activity, and negotiation activity. This research
designs a policy engine within each agent who is the subject of obligation policies or the target
of authorization policies and the policy engine interprets and enforces the policy when the policy
is enabled.

Figure 8. The illustration of the ontology-based agent communication model [125].

The FIPA agent standards focus on specifying protocols for external interaction and platform
services rather than on the internal agent behavior [111]. It is because the internal agent behavior is are
often problem-specific or application specific, and not easily accessible and observable. In the FIPA
Ontology Service, an ontology agent is recommended to provide a number of ontology-related services
for solving the problem of using multiple ontologies [91].

However, this solution is difficult to be implemented due to challenges of the system integration
including between-ontology mapping, translation mappings, etc. Therefore, [91] recommends defining
a common upper ontology that represents the general concepts used in the domain of power system.
Meanwhile, related common standards in a domain can serve as a foundation for an upper ontology,
e.g., The power systems Common Information Model (CIM) [126]. The upper ontology for the MAS
interoperability of the electricity markets and demand side is well discussed by Santos et al. [3,47,48].

4. Discussion

The literature shows that there is an increase in MAS application in energy domain since the
distributed nature of MAS allows the energy system design to deal with complex systems [127].

17



Energies 2019, 12, 3200

In a MAS, complete knowledge about the system is not required, but each agent in the system acts
autonomously toward some predefined objectives to optimize the system performance [128]. Therefore,
agents have possibilities to represent different market participants, network components, or systems [9].
The agents’ individual goals decide the agents’ behaviors, e.g., either cooperate or compete with other
agents [127]. The behavior of the overall system is a result of the agents’ behaviors.

MAS is not necessarily a simulation tool, but simulations may be important for the study of
the energy domain, e.g., scenario comparisons, evolution studies, and sensitivity analyses. Several
MAS studies are found in the literature dedicated to the energy domain. For instance, the study of
Koritarov [1] demonstrates the application of the EMCAS in electricity markets. The model enables the
investigation of the physical infrastructure and the economic behaviors of the market participants.
The study of Li et al. [39] demonstrates the AMES simulation for the wholesale operations and market
participates strategies. In the building sector, the simulations of electricity consumption in an office
building are simulated by Mousavi et al. [53]. The study considers the unpredictable nature of business
processes. Meanwhile, the research by Zeiler and Boxem [16] simulate the grid conditions in their
study of building control.

All these simulations aim to solve problems in specific domains and are limited to an existing
system (do not allow for connections to external systems) or do not take advantage of the formal
exchange of knowledge. It is possible to solve problems that cover more complex domains if these
systems can communicate and exchange knowledge with each other.

The combination of different systems can simulate a complex system such as the energy system.
In such a system, stakeholders work together, interact, and negotiate with each other, while the
demand and supply of resources need to be managed. The heterogeneity among these systems
makes the interoperability complex, and the system may have different domains, concepts definitions,
programming languages, etc. In order for the MAS to be able to communicate with each other and
overcome their individual limitations, a mechanism for communication is important. This mechanism
should allow information and knowledge sharing. At the same time, the system should be flexible to
deal with several processes. Therefore, a communication standard should be defined, ensuring that
agents in the system use terms with the same meanings [129].

The FIPA is the de facto standard for agent development [9]. FIPA provides different interoperability
standards, e.g., the standard agent communication language (FIPA-ACL), which make it possible
to integrate different MASs [130]. However, it does not mean that agents belonging to different
MASs can share any useful information if the MASs use different ontologies. The ACL provides
a framework for the communication standardization between agents, but the standard only defines the
structure of messages and interactions. Therefore, agents speak the same language but do not share
the same vocabulary.

In an ACL, the content of messages must be understood by agents for the messages to be
meaningful. Catterson et al. [91] describe it as “ . . . the structure and meaning of the content are in
a format expected by the receiving agent so it can decode the sender’s intentions”. Agents exchange
information to achieve their goals and therefore must apply the same language to interact with each
other. But it also needs a common representation of concepts for agents, which ontology can provide.

The ontology describes the concepts and the relations among agents and therefore must be a part
of each agents’ knowledge base [131]. Ontology is described as a form of knowledge representation
of the world or some parts of it and “provides a shared vocabulary, which can be used to model
a domain that is, the type of objects, and/or concepts that exist, and their properties and relations” [132].
Meanwhile, Luncean et al. [131] states that “An ontology is used to represent knowledge that is shared
between different entities. It provides terms and vocabulary used to represent knowledge so that both
sender and receiver can understand” Several ontologies already exist in the energy field. In [16,52], the
main goal of ontologies is to support the interactions between energy management of buildings and
the smart grid.
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It is important to mention that the design of an ontology itself does not contribute to energy
savings or energy-neutral building environments. However, it brings several benefits to the design of
the software process of a MAS. First, it gives a deeper insight into the modeled domain and system
functionality. Secondly, it reflects upon the data types and required communication between agents.
These factors are useful when concepts are shared between different teams and systems, e.g., when
different domains need to be connected to a smart grid.

However, MASs in the energy domain are developed with their own ontology, which cannot be
directly integrated into other systems. A standard to solve the problem of multiple ontologies would
lower the cost and human effort when different systems need to be connected. In the literature [91],
several solutions for MAS integration are investigated. The FIPA ontology services the integration of
existing MASs by introducing an ontology agent. This agent provides ontology-related services, e.g.,
translating expressions between ontologies and identifying a common ontology to two agents [16].
However, ontology designers still need to identify the similarities and differences between ontologies
manually to translate the ontologies. This likely introduces more complexity and potential errors.

An upper ontology, as discussed in [21,103] could be an alternative to represent the general
concepts of the domain. Such ontologies provide the framework in which the low-level ontologies can
work. The upper ontology allows communication between different systems and each system with
separated low-level ontologies. An upper ontology can be defined through multi-layered architecture
or smaller reusable modules. The development and maintenance of MAS are easier and more efficient
by composing a large-scale ontology out of smaller ones. This makes the ontologies simpler to modify,
e.g., if legislation changes. The independent parts of an ontology must be well defined and separated.
Thus, it is possible to reuse the parts in similar applications. The layered architecture also makes the
ontology easier to be extended for other application domains and not just the intended domain [91].

An upper ontology for the energy sector can serve as an open standard that can assist the
development of multi-agent solutions. It should not be a standard for all applications, but a tool from
which the low-level ontologies can be extracted. Upper ontologies for the electricity domain are found
in the literature, but the integration with the entire energy sector is still missing. This integration is
necessary to fully understand and control the energy sector because the energy sector becomes more
complex and consists of multiple hybrid systems.

The literature reviewed in this study presents different energy domains and includes different
agents, data, and terms. This heterogeneity hinders the full adoption of these MASs and ontologies in
a real scenario. Hence, there is a need for developing a unified ontology that represents all energy
domains and provides a common terminology. In the literature, business models are separated from the
MASs in the energy domain. For a deeper understanding of the domain and related agents, business
models should be considered as part of MASs.

The combination of MASs, ontologies, and business models will enable simulations of the energy
sector for exploring the interplay of policy, economy, and technology. Furthermore, a standardization
of communication between agent will provide better knowledge- and data exchange between agent
and domains. However, better simulation tools which can be used for scenario comparison, prediction
of future evolution and sensitivity analysis are important, and it will make simulations easier to predict
future events, identify unmet needs and act deliberated to changes in the energy sector.

5. Conclusions

This study contributes a scoping review of literature on the application of ontology in the MAS
for the energy domain. It is evident from the literature highlighted in this study that multi-agent
ontology approaches are of emerging interests in the energy sector and that complex system modeling
is an essential tool in assessing control strategies and new policies for designing more efficient systems.

The selected publications show that the application of ontologies in the field of MAS for the energy
domain was mainly conducted after the year 2004, focuses on the sub-domain of grid control between
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2004 to 2014, and mushrooms into the sub-domain of electricity market since 2014. The discussion of
ontology and MAS in the selected publications can be divided into five categories:

• Definition of agent and MAS. The definitions of agent, intelligent agent and MAS and the
introduction of an agent structure are given in some selected publication. However, some
publications do not differentiate the agent-based system and multi-agent-based systems.

• MAS applied energy domains. The applied energy domains include grid control (also, microgrids),
electricity markets, demand-side and building systems. The applied MAS tools are also introduced
in some selected publication.

• Defined ontologies in the energy domain. Definition of ontology, functions of ontology and the
defined ontologies in the energy domain are introduced. The ontology design is introduced
usually together with the agent communication model. Although generic ontology and the
case-specific ontology, upper-level, and lower-level ontology, and ontology hierarchical are
introduced, a systematic discussion on the categories of ontologies (upper ontologies, domain
ontologies, and application ontology) is missing. Meanwhile, although ontology mapping
for inter-MAS communication and ontology development tools are introduced, the ontology
development process is not yet discussed in the selected literature.

• MAS Design and architectures. The MAS design methodology-Gaia methodology is introduced
and applied in some selected publication, and MAS design methodology proposed by the IEEE PES
MAS working group is introduced but not well discussed or applied in the selected publication.
The MAS Development environment, JADE, and its extensions are introduced but the design
detail with JADE is missing. The MAS architecture is commonly introduced with the description
of agent types and agent management framework/ system architecture.

• Ontology in the MAS development. The importance of ontology for the MAS interoperability
is emphasized and the application of ontology in the agent communication design is well
discussed in the majority of the selected publication. The standards for agent communication and
interoperability are discussed with two dimensions: standards for domain-specific, e.g., the SGAM
reference model, the power systems CIM and SEAS knowledge model in the energy domain are
discussed; The FIPA-ACL is applied for almost all MAS design in the selected publication.

5.1. Recommendation of the Ontology-Driven MAS Development for the Energy Domain

Based on the review result, this paper finds out the following aspects in the ontology-driven MAS
development for the energy domain should be further discussed, developed or emphasized:

• The ontology development process in MAS design

Although the importance of ontology in the energy domain has been emphasized, especially
for the MAS interoperability. However, from the ontology engineering perspective, the ontology
development process has not been addressed well in the MAS design, especially with the consideration
of the ontology categories. This paper recommends the further work can combine the categories
of ontology [98] and the ontology development process [76] into the MAS design with two aspects:
multi-agent communication and MAS interoperability.

• The detail design process and realization of the ontology-driven MAS development

The selected publications well discuss the ‘what’ and ‘why’ of their designed/developed MASs.
However, the ‘how’ is missing in the majority of the selected publication. Therefore, it is difficult for
readers to re-produce their methodologies of MAS development. Therefore, this paper recommends
the further work can focus on this aspect, and it is especially important for the MAS interoperability.

• Open standard implementation and adoption
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Open standards for both MAS design, agent communication and energy domain are discussed in
the selected publication, especially regarding the MAS interoperability. This paper finds that the MAS
interoperability issue is not solely due to the inter-MAS communication barriers, and upper ontology
design cannot solve this issue if the designed upper ontology or the selected open standard is not
adopted by other MASs. Therefore, further work on the open standard implementation and adoption
for the ontology-driven MAS development is recommended.

• Higher intelligent MAS development

The MAS interoperability is important for the distributed energy systems, and ontology
improvement (upper ontology or generic ontology) seems like the only solution in the majority
of the selected publications. This paper recommends the future work can consider developing higher
intelligent MASs that allow the ‘fuzzy communication’ between MASs.

• Inter-domain MAS development

Although this paper tries to search literature in the energy domain for both electricity and heating.
However, the search result only shows in the electricity domain, and the literature on MAS and
ontologies for the heating sector is missing. Heating is an important subdomain in the energy sector
and is also strongly connected to the electricity sector through combined heat and power generation,
and electrical heating. Hence, heating should be equally addressed in the studies of MAS and ontologies
for the entire energy sector. The priority for future work in this field should focus on the interoperability
with further external systems and cover the simulation of other areas in the energy system, including
heating. However, the inter-domain ontology design will be more complex and difficult compared to
only under the electricity-related domain.

• Agent listing

Agent types, roles, and interactions are well introduced in the selected publication. Meanwhile, the
domain analysis in the MAS design methodologies is introduced. Some studies have done illustrations
of agents in smaller scales, e.g., [3,47,48,52]. However, a systematic approach to list all related agents
with a clear MAS boundary is missing. In a MAS, agents are specialized to perform tasks based on
their individual goals [133]. Meanwhile, a MAS with stakeholder listing can give a good overview
of the whole system. The literature shows that there are different ways to illustrate the identified
agents together with their relationships. Some authors [53,81] introduce agents with descriptions, and
others [18,52] use diagrams to graphically present agents. One example of the graphical illustration
is the Harmonised Electricity Market Role Model by ENTSO-E [134]. This Harmonised Electricity
Market Role Model represents agents, their roles, and information flow between them. This role model
provides a common definition of roles and domains employed in the electricity market. It enables
a common language in the development of information interchange.

Another way to present and describe stakeholders is by using business models. The research by
Xia et al. [135] investigates the Swedish mobile phone business ecosystem. The stakeholder listing is
represented by the Osterwalder and Pigneur business model canvas. An overview of the agents, their
interrelations, and information flows can be illustrated in the business model canvas. The homogenous
setup provided by the business model canvas highlights and organizes the identified information.
This simplifies the information search. Furthermore, the business model canvas can easily be extended
with new stakeholders by following the canvas approach. Both stakeholder listing by diagrams and
the business model canvas provide well-organized information about complex systems. The canvas
approach makes it possible to include supplementary information about the stakeholders.

5.2. Limitations and Future Work

This paper applies a transparent scoping review methodology through the entire process. To ensure
a broad search of the literature, the search strategy includes four online databases, resulting in over
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1400 articles. However, the search result may still not identify all relevant articles in the literature
despite this paper attempts to be as comprehensive as possible. Ontology is a recently established
word in information science [71], therefore, an extension of the literature search including the terms
“domain knowledge” and “knowledge representation” may result in additional literature in the field
of MAS and ontology.

Furthermore, the fields of organizational theory and business ecosystem are not included in this
paper because the literature search only focuses on the energy domain. The energy domain consists of
multiple agents and can be considered as an ecosystem in which a community of organisms interacts
with each other and the surrounding inorganic environment. This biological definition of an ecosystem
is first introduced in [136] and is later adopted in the business domain [137–141]. A business ecosystem
is a network of players that are bound together through collective activities to produce an entity that
offers value for customers and meet their requirements. MAS in the smart energy domain is similar
to this since all types of stakeholders, e.g., electricity traders, building managers, and commercial
heat pump providers are connected and interact with each other to offer value for the entire system.
Meanwhile, the economic globalization, increasing number of transnational organizations, and rapidly
information technology changes increase the complexity of the energy domain, and computational
models provide opportunities to understand and respond to these changes [142]. Therefore, a review
of the organizational research and business ecosystem in the MAS-orientated energy domain should
be considered for future work.
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Abstract: Most existing energy markets (EMs) were not designed to take into account an active
participation of variable renewable energy (VRE). This situation results typically in imbalances and
substantial costs in balancing markets. Such costs are reflected both in the energy and the VRE
parts of the consumer tariffs. Both appropriate market products and new elements of market design
may largely facilitate the large-scale integration of VRE in EMs. Accordingly, this article presents
a new bilateral energy contract and introduces two new marketplaces that can contribute to reduce
the imbalances resulting from VRE producers. It also presents a study conducted with the help of
an agent-based tool, called MATREM. The results indicate a significant decrease in the imbalances
and the associated costs.

Keywords: day-ahead market; balancing market; bilateral trading; market design; variable renewable
energy; agent-based simulation; MATREM system

1. Introduction

Energy markets (EMs) are a complex and continuously evolving reality, meaning that new
players are emerging—chief among these are the producers of variable renewable energy (VRE)—and
new challenges need to be managed—such as the ones associated with the participation of VRE
producers in competitive markets [1,2]. Indeed, recent years have witnessed a substantial increase of
non-controllable or variable renewable energy, notably wind power and solar photovoltaic. VRE has
several unique characteristics compared to those of conventional generation, including significant fixed
capital costs but near-zero or zero production costs. VRE is also normally the marginal resource, since
it is operated at maximum capacity (taking into account the weather conditions). These characteristics
have a strong influence on the outcomes of EMs, reducing market-clearing prices [3]. Accordingly, the
research community has paid attention to the effectiveness of current market designs to determine if
they are still efficient to deal with the increasing levels of VRE (see, e.g., [4,5]).

VRE typically involves significant forecast errors, which may result in large imbalances.
The day-ahead market (DAM) closes normally at 12:00 p.m. (CET), and thus the bids of wind power
producers need to be calculated by taking into account power forecasts computed 12 to 36 h ahead.
As a result, an adjustment of the gate closure to a time closer to real-time operation seems to be
important to enable a fair participation of VRE producers. The differences between the quantities of
energy produced and the commitments resulting from the DAM need to be balanced in the intra-day
market and/or the balancing market. At present, the participation of VRE producers in balancing
markets (BMs) is still very limited, despite the technical feasibility and the (potential) motivation to
operationalize such participation.
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To address the issues associated with the participation of VRE producers in markets, adaptations to
the current market structure as well as new elements of market design have been proposed by theorists
and practitioners working on the area of competitive energy markets. For instance, the International
Energy Agency points out that the physical transactions of electrical energy in power systems with
high shares of VRE need to be made by considering auctions and centralized pools, and should not
take into account feed-in-tariffs or other supporting schemes. The process of trading energy also needs
to be improved by defining the terms of the transactions up to 30 min before real-time operation with
an interval up to 10 min [6]. This near real-time negotiation is also supported by the Clean Energy
Package (Article 7), published by the European Commission [7]. In this package, a new proposal for
regulating the Internal Market for Electricity is presented, with the main goals of stimulating the global
leadership of Europe in renewables, harmonizing markets rules, supporting the integration of VRE,
and increasing the general welfare of consumers (see [8] for a complete overview). Article 6 of the new
proposal indicates that market operators should develop new products to accommodate the increasing
levels of VRE and support demand-response programs.

Now, generally speaking, European markets typically allow bidding up to 5 to 30 min before
real-time operation, contributing to reduce the imbalances resulting from VRE producers. The markets
of North-America and Australia present some additional flexibility by including 5-min real-time
(sub-)markets. Despite this, most real-world markets operate by considering power (MW) and not
energy (MWh), thus allowing to some extent substantial deviations of VRE producers.

Against this background, this article presents a new bilateral energy contract, called short-term
energy (STE) contract, and introduces two new marketplaces that may allow to reduce the imbalances
resulting from VRE producers (we note that throughout the article the terms “new marketplace”
and “new market product” will be used interchangeably). The main aim is to enable an active
and competitive participation of VRE producers in energy markets, decreasing imbalances and the
associated costs, and to some extent avoiding the waste of energy. The new contract and the design of
the new marketplaces take into account the following aspects: legal basis, market time unit, minimum
bid quantity, transaction time horizon, type of market participant, and the role of participants in
the process of trading energy. The authors are aware of no similar market products in place in the
real-world.

Furthermore, the article presents a simulation-based study to analyze the behavior (and test) the
new contract and the design of the new market places in a real-world setting. The study involves
the participation of both wind power producers (WPPs) and retailers in markets, who prepare bids
according to different strategies. The simulations are performed with the help of the agent-based tool
called MATREM (see [9,10]). Six key performance indicators (KPIs) are considered, namely the value
of wind energy to the market, the global imbalances of the system, the imbalances and costs of WPPs
and retailers, and the total cost of the system.

The work presented here builds on our previous work in the areas of trading wind power in
markets [11,12] and portfolio optimization of retailers [13]. Specifically, in [11], we investigated the
benefits of the participation of WPPs in BMs at both economic and technical levels. In [12], we analyzed
the impact of the wind power forecast uncertainty and the change of the day-ahead market gate closure
on market outcomes. In [13], we introduced a model for optimizing the portfolios of retailers using the
Markowitz theory. In this paper, as noted, we present and test a contract and two marketplaces related
to the participation of VRE producers in energy markets.

The remainder of the paper is structured as follows. Section 2 presents the main features of
existing energy markets. Section 3 discusses the participation of VRE producers in balancing markets.
Section 4 presents the new energy contract and Section 5 the new marketplaces. Section 6 summarizes
the features of the MATREM system. Section 7 illustrates the trading behavior of WPPs by taking
into account the new contract and marketplaces. Section 8 presents the simulation-based study and
discusses the experimental results. Finally, Section 9 presents some concluding remarks.
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2. Energy Markets and VRE Producers

Day-ahead markets close typically at 12:00 p.m., 12 to 36 h before physical delivery. Market
participants trade energy on exchanges or pools using programs based on the system marginal pricing
theory. Prices and quantities are calculated in a specific day D for every hour of day D + 1. Intra-day
markets are essentially markets involving scheduling and pricing procedures a few hours ahead to
facilitate balancing in advance of real-time. Such markets may involve various sessions based on
auctions or may operate continuously (see, e.g., [14]). Most American markets also include a short
term market, generally referred to a real-time market, to set prices and schedules for 5-min periods
(but see [3]).

Derivatives are financial instruments that include forwards, futures, options and swaps [15].
These instruments are essentially contracts to buy or sell a specific amount of electricity at a certain
future time for a specific price. They may span from days to several years and allow market participants
to hedge against the financial risk inherent to day-ahead and intra-day prices [16]. Also, they may be
financial (involving a purely financial settlement) or physical (involving a financial settlement and
the physical delivery of energy), and are typically traded in derivatives exchanges. In short, market
participants submit orders to sell or buy electricity in an electronic trading platform. Orders include the
quantity and the price as well as several other parameters that are deemed appropriate. The trading
platform automatically and continuously matches the orders that are likely to interfere with each other
(typically, for a particular type of contract and a specific energy price). Also, apart from derivatives
exchanges, bilateral contracts—such as forwards and swaps—may be negotiated privately between
two parties. The terms of such contracts are very flexible and can be defined to meet the objectives and
needs of both parties (but see [17] for a more in-depth discussion).

Balancing markets are imposed by the European Network of transmission system operators and
allow to compensate the deviations from the schedules defined in day-ahead and intra-day markets,
as well as in bilateral contracts. The players that deviate typically need to pay penalties. The system
operators have access to reserve capacity for the provision of system services, namely primary reserve
(or frequency control reserve), secondary reserve (or fast active disturbance reserve), and tertiary
reserve (or slow active disturbance reserve). Primary reserve is the first to be activated, after grid
disturbances or imbalances between production and consumption. It must be activated up to 15 s and
the disturbances need to be controlled in 30 s. Secondary reserve should be fully activated in 30 s and
can continue active for a maximum of 15 min. Tertiary reserve is activated manually, up to 15 min, and
can continue active for hours (see, e.g., [8]).

Secondary and tertiary reserve are traded by system operators in day-ahead tenders. In short,
these agents define the needs of the power system for up and down-regulation, receive the proposals
of the authorized participants, and determine schedules and prices by using an algorithm based on
the system marginal pricing theory. Typically, different simulations are performed for computing the
price for up and down-regulation. Now, apart from bilateral contracts and derivatives exchanges,
balancing markets are most important for the work described here, and the next section is devoted to
the participation of VRE producers in such markets.

3. Participation of VRE Producers in Balancing Markets

3.1. Status of some European Countries and Product Analysis

Considering the technical feasibility of the participation of wind power producers in balancing
markets, several authors acknowledge this possibility, in case the current market rules and product
specifications are adapted (see, e.g., [18–20]). In this way, and although with some restrictions,
notably the fact that WPPs need to prepare bids aggregated with conventional generation, Spain [18],
Germany [19] and Denmark [20] have already allowed the participation of WPPs in BMs (although for
downward regulation only).
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Great Britain allowed WPPs to participate in two curtailment products, namely “manage
constraint” and “rebalance system”, receiving 40% more money to curtail energy than to produce it,
which is often not considered an efficient way to use VRE (but see [21]). In Belgium, some researchers
studied the participation of WPPs in BMs, considering the downward automatic-activated frequency
restoration reserve (aFRR), obtaining a reliability higher than 90% (see [22]). And for the case of EU-28,
a study considering the participation of WPPs, solar producers and other renewable energy producers
in BMs, indicated a reduction of 6% in the costs associated with such markets [23].

Now, considering existing and emerging market products associated with VRE producers and
BMs, the provision of reactive power may be considered an important product [24]. Also, primary
reserve is a potential product for VRE producers, contributing to compensate the disadvantage of
a reduced inertia in power systems with high levels of VRE [25]. Photovoltaic systems do not have
mass inertia and can adjust their output within milliseconds. Wind turbines can deliver primary
reserve faster than is currently required. Also, wind turbines can deliver synthetic inertia, which
can solve the problem of the reduced inertia of the grid due to high shares of VRE [26]. In this way,
the well-known ramping products [27] and the P2X solutions [28] are important aspects to explore. We
note, however, that fast ramping schedules in frequency control ancillary services (FCAS) can avoid
the curtailment of VRE, although some limitations prevent an adequate participation of VRE producers
(e.g., fixed sloping schedules). Also, the prices associated with power to X solutions (P2X), such as
power-to-hydrogen, are currently very low.

All of the mentioned “products”share a common shortcoming: they contribute to an increase of
the waste of energy or curtailment of VRE, by making VRE producers participating in non-optimal
schedules. Furthermore, all of them consider the technical capabilities of VRE, instead of the optimal
use of VRE without curtailments, wasting energy and allowing a large (short-term) interaction between
market participants, notably VRE producers, retailers and transmission system operators (TSOs).

3.2. Bid Preparation and Energy Deviations

The participation of VRE producers in balancing markets involves the preparation and submission
of bids, typically for a period of one hour, creating large difficulties for producers to keep a stable and
efficient operation without curtailments or deviations. Specifically, WPPs need to bid their expected
active power, Pbid(T), in day-ahead and intra-day markets, based on forecasts that use time horizons
between 18 h and 42 h (for DAMs), and between 2 h and 7 h (for intra-day markets), ahead of real-time
operation. At real-time, considering the data obtained from wind parks, there is the possibility to
compute the average production, Pavg(T), for a particular period of time T.

From the point of view of the grid, WPPs produce instantaneous power, p(t), based on the wind
speed, the characteristics and power of wind turbines and the configuration of wind parks. The energy,
E(T), produced during a period of time T, is computed as follows:

E(T) =
∫ T

0
p(t)dt = T × Pavg. (1)

The deviation, Edev(T), in period T is given by the following formula:

Edev(T) = T × Pavg − T × Pbid = T(Pavg − Pbid). (2)

Figure 1 illustrates the relation between these variables for a particular hour of operation (T = 1).
It shows the traded/scheduled power, Pbid(T), of a particular wind power producer in the day-ahead
market (red curve). The corresponding energy, Ebid(T), is represented by the orange area. The real
production of the wind power producer is given by p(t) (solid blue curve). The difference between
the instantaneous power and the scheduled power gives the energy deviation, Edev(T), which is
represented by the light blue area.
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Figure 1. Bids of wind power producers and the associated deviations.

Considering now that wind power producers are allowed to make only single bids in the balancing
market (i.e., bids without considering aggregation of WPPs), the maximum expected power that they
can submit, PBMbid(T), is defined by the difference between the minimum instantaneous deviation
and the traded power:

PBMbid(T) = (−1)c × (min (|p(t)|)− Pbid(T)) (3)

where t = 1, . . . , 60, and the bid is of the type upward regulation, i.e., c = 0 (for a downward regulation
bid, consider the maximum instead of the minimum, and c = 1).

Figure 1 shows that the submission of PBMbid(T) to the balancing market, and its subsequent
acceptance by the system operator, results in a waste of energy (the difference between the dashed and
solid blue curves). For the particular case of the secondary reserve market, the waste of energy may
be even larger than that. Accordingly, existing products associated with the balancing market may
not be considered adequate to deal with the variability and uncertainty of VRE. A possible solution
to overcome the problem is to consider aggregated bids involving VRE producers and conventional
generation. However, not all power systems allow aggregated bids, specially for the case of BMs.

4. The Short-Term Energy Contract

The short-term energy (STE) contract is a new type of bilateral contract—and to some extent
a new market product—that presents some similarities with the aforementioned bilateral contracts,
although there are obvious differences. The specifications of the contract are shown in Table 1. It has
the goal of allowing agents to reduce/avoid imbalances and consequently the potential payment of
penalties—that is, it is not a profit-seeking product. Accordingly, the energy price is pre-defined as the
market-clearing price (DAM price) for the period under consideration. The minimal energy quantity is
0.1 MWh. Agents submit to a trading platform bids involving specific energy quantities for periods
of 15 min (and not one hour). Bids may be new or associated with energy deviations and should be
submitted up to one hour prior to real-time operation. Buy and sell bids likely to interfere with each
other generate transactions and new contracts. To this end, the trading platform takes into account
energy quantities only (quantities may be either fully or partially matched). Bids associated with
deviations have priority over new bids and are matched according to a principle of equity. Physical
delivery is done in strict accordance with transmission system operators, who are informed about the
terms and conditions of new contracts (energy price, energy quantity, etc.).
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Table 1. Main specifications of the short-term energy contract.

Characteristic Details

Trading
procedure/period Auction/year-round

Time unit 15 min (of each day)

Description Electronic trading managed by exchanges; agents offer their energy deviations
in exchanges, informing TSOs of deals

Match type Full or partial

Key feature Different contracts for positive and negative energy

Bid submission Till 1 h prior to the balancing period

Key bid elements Energy quantity, match type, etc.

Energy quantity Minimum of 0.1 MWh; traded quantity based on an equity principle

Type of bid Bid associated with an energy deviation or a new bid; deviations have priority
over new bids

Payment scheme Day-ahead price

Participants VRE producers, conventional generation producers, retailers

Now, an important feature—and to the best of our knowledge—a novel feature of the STE contract
is the inherent aspect of considering energy and not power. Figure 2 illustrates this aspect by depicting
bids involving either power (green line) or energy (blue line). Bids are assumed to be simple and consist
of quantities and other parameters that are deemed appropriate (e.g., match type). The settlement
period has the duration of 15 min. Existing bilateral contracts consider typically a quantity based on
power, meaning that power plants should follow a constant production schedule during the settlement
period (green line of Figure 2, corresponding to a quantity of 50 MW). This may not be adequate for
wind power producers and other VRE producers due to the uncertainty and variability of renewable
generation. Accordingly, the SET contract considers a quantity based on energy—that is, power plants
do not necessarily need to follow a constant production schedule during the settlement period (orange
line of Figure 2, corresponding to an average quantity of 12.5 MWh). This typically leads to a decrease
of the imbalances and the associated costs (but see the real-world study presented in Section 8). Overall,
despite the existence of a number of contracts traded in energy markets worldwide, such as daily
future contracts or even 15-min base and peak contracts (see, e.g., [29,30]), it is especially noteworthy
that we are aware of no contracts similar to the short-term energy contract. At this stage, we note that
an appealing alternative to the short-term energy contract involves the submission of both energy price
and energy quantity (instead of energy quantity only). However, energy would be traded at different
prices and, to some extent, some transactions would not be considered due to the mismatch of price.

Figure 2. Real production of a hypothetical variable renewable energy (VRE) producer (orange line)
and bids of power (green line) and energy (blue line) for a settlement period of 15 min.
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Table 2. Important features of the renewable power band marketplace.

Characteristic Details

Trading procedure/period Auction/year-round

Market time unit 15 min (of each day)

Description
VRE producers use their frequency control capacity at balancing markets
by offering a power band that can help system operators solving
demand-supply imbalances

Key feature Power interval

Bid submission Till 15 min prior to the balancing period

Key bid elements Positive and negative power

Bid quantity Minimum of 0.1 MW; Power interval

Payment scheme Selected producers receive the secondary reserve price

Participants VRE producers

5. Trading Reserve Capacity

5.1. Renewable Power Band Marketplace

As noted earlier, the work published in [11] analysed the benefits of the participation of wind
power producers in balancing markets at both economic and technical levels. We found that a reduction
of the market time unit from 1 h to 15 min is beneficial to WPPs. Accordingly, this section considers
a market time unit of 15 min—that is, WPPs submit bids for periods of 15 min, and not for periods
of 1 h. In other words, capacity reserve is traded for 15-min periods. To this end, we also consider
that VRE producers participate in this marketplace by using the frequency control capacity, offering
a power band for each 15-min period, and thus participating with scarce real-time instantaneous
power. The upper limit should be lower than the expected optimal power, and the lower limit
should be higher than the technical capacity of VRE producers to reduce generation from an optimal
(or intermediary) level to a lower one. Also, bids may involve either positive or negative power
intervals and not necessarily intervals ranging from negative to positive values, as typically happens
in existing secondary reserve markets. Market participants are allowed to submit bids till 15 min prior
to real-time operation. They are remunerated by the secondary reserve price. Table 2 presents some
important features of this marketplace. Figure 3 illustrates the trading behavior of VRE producers,
by showing the different bids and the associated deviations, for a period of one hour.

Figure 3. Bids associated with an hypothetical VRE producer for a period of one hour (four periods of
15 min).
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Figure 3 is, to some extent, similar to Figure 1, which shows the traded/scheduled power, Pbid(T),
the corresponding energy, Ebid(T), the real production of a wind power producer, p(t), and the
energy deviation, Edev(T). In addition, Figure 3 also shows the lack of deviations resulting from the
participation in this marketplace—that is, the deviations that are avoided by WPPs—represented by
the green area (see also Section 8).

VRE producers should guarantee that they are able to comply with their bids (in order to avoid
the payment of penalties). Accordingly, for each 15-min period, the maximum power that they can bid,
PRPBbid, is given by the difference between the minimum deviation and the traded bid (see Equation (3)).
The wasted energy associated with the accepted bids is equal to the area between the solid blue curve
and the dashed green curve (see Figure 3).

5.2. Energy Reserve Marketplace

Again, as indicated in the previous subsection, the market time unit is assumed to be 15 min—that
is, VRE producers submit bids for periods of 15 min. Specifically, WPPs offer their energy (MWh) at
a near-zero price—that is, bids involve energy, instead of power—and the other market participants
typically submit bids at higher prices. All bids are ranked with increasing price (merit-order).
The transmission system operator, a non-commercial organization, independent of commercial players,
constitutes the demand side. In case this agent is procuring up regulation, the up-regulation bids with
lowest prices are activated until the procured quantity is reached. The price of the last up-regulated
quantity sets the up-regulation price. The bids with prices below the up-regulation price have a profit,
equal to the difference between the final regulation price and the offered price. A similar procedure is
used to find the down-regulation price. Players are allowed to submit bids till 15 min prior to real-time
operation. They are remunerated by the market-clearing price (tertiary reserve price). Table 3 presents
some important features of this marketplace.

Table 3. Important features of the energy reserve marketplace.

Characteristic Details

Trading procedure/period Auction/year-round

Market time unit 15 min (of each day)

Description VRE producers submit their deviations to balancing markets and inform
the system operators of the magnitude of errors

Key feature Different products for positive and negative reserve

Bid submission Till 15 min prior to the balancing period

Key bid element Energy

Energy quantity Minimum of 0.1 MWh

Energy price Near-zero price

Payment scheme Selected producers receive the tertiary reserve price

Participants VRE producers

Overall, VRE producers submit their deviations (MWh) to this marketplace and inform TSOs
of the magnitude of the errors, thus avoiding to some extent the payment of large penalties (but see
Section 8). It is worth noting that to increase competition in the market VRE producers may submit
bids including a higher price (i.e., a price higher than a near-zero price). Specifically, for up-regulation,
the price may be equal to the price of the first ranked offer (minimal price). For down-regulation,
the price could be defined in a similar way (i.e., the price of the first ranked offer, or maximal price).
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6. Main Features of the MATREM System

MATREM (for Multi-Agent TRading in Electricity Markets) is an agent-based tool for simulating
the behavior of competitive energy markets. In [9], we present a detailed description of the system,
and in [10] we classify the system according to a number of dimensions associated with both electricity
markets and intelligent agents. The remainder of this section gives an overview of MATREM.

The system supports a day-ahead market (DAM), an intra-day market (IDM), a futures market,
and a balancing market (BM). The DAM is a central market where generation and demand are traded
on an hourly basis [31]. The IDM is a short-term market that involves several auction sessions.
Both markets operate according to the marginal pricing theory and are controlled by a market operator
agent. Two pricing mechanisms are supported: system marginal pricing (SMP) and locational marginal
pricing (LMP). The futures market is a market to hedge against the financial risk (i.e., the price
volatility) associated with the DAM and the IDM. It is an organized market for both financial and
physical products, which may span from days to years. The balancing market is a market for the
provision of system services. MATREM considers three types of reserve, namely primary reserve,
secondary reserve and tertiary reserve. The stability of the power system is a task associated with
a system operator agent, who is responsible for the operation of this market.

The system also supports a marketplace for negotiating tailored (or customized) bilateral
contracts, notably contracts defined to cover the delivery of large amounts of electrical energy over
long periods of time. Two types of contracts are considered: forward contracts and contracts for
difference [32]. The negotiating parties are equipped with a model that handles two-party and
multi-issue negotiation. The negotiation process is an iterative process involving an exchange of offers
and counter-offers [33–35].

Market participants are modeled as software agents and include generating companies, retailers,
aggregators, traditional consumers, coalitions of consumers, market operators and system operators.
VRE aggregators allow the participation of WPPs and other VRE producers in the aforementioned
markets. Coalitions of consumers are essentially alliances of end-use customers with the main goal of
increasing their bargaining power. The system platform is a 32/64-bit computer running the JAVA
programming language and the JADE platform [36].

7. Trading Behavior of Wind Power Producers

As noted earlier, most existing energy markets, including the Iberian electricity market [37],
were not designed to deal with large levels of non-dispatchable generation. MIBEL includes
a day-ahead market and an intra-day market, managed by the Spanish electricity market operator
(OMIE [38]), as well as a derivatives market, managed by the Portuguese electricity market operator
(OMIP [39]). Market participants submit hourly bids to trade energy in the day-ahead market. The IDM
involves six auction sessions, with gate-closures between 1 and 5 h ahead of real-time operation.
The derivatives market allows private parties to trade standardized bilateral contracts.

Figure 4 shows the typical trading behavior of WPPs in the DAM and the IDM, which takes into
consideration the most reliable meteorological data, in order to minimize deviations. WPPs submit
wind power forecasts in the day-ahead market during day D−1, and make commitments to produce
specific quantities of energy for day D. The bids to submit to the intra-day market are essentially
deviations—that is, they are computed by taking into consideration the actual commitments and the
current updates of the wind power forecasts.

In this work, the forecasts are obtained by considering the Neural Network Toolbox and the
artificial neuronal networks (ANN) approach [40]. ANN is typically organized in layers, namely the
input, hidden, and output layers. Each layer covers one or more nodes that represent the basic unit of
information process (also known as the neuron). The main advantage of the ANN is the capability to
deal with nonlinear relationships by learning the association between the predictors and predictions.
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Figure 4. Trading behavior of wind power producers in the day-ahead and intra-day markets.

Numerical weather prediction (NWP) models present systematic errors, which are mainly
associated with the following: (i) initial and boundary meteorological conditions (ICs), (ii) a poor
representation of the physics of the models, and (iii) a failure to solve sub-grid scale phenomena,
such as the sea-land interaction. The data to feed the NWP model to enable wind power producers to
participate in the day-ahead market are based on ICs from 06:00 UTC, representing a time horizon for
the meteorological forecast ranging between 18 to 42 h ahead. For the case of the intra-day market,
the time horizon for the forecast ranges from 2 to 7 h (depending on the auction session).

The meteorological data (ICs) are updated every six hours, namely at 6:00, 12:00, 18:00 and
24:00 (see the small light-blue arrows of Figure 4). This data needs to be processed to get the wind
power forecasts, involving a computation time of nearly 2 h (see the dotted green lines of Figure 4).
The updated forecasts are represented by the vertical orange arrows, meaning that the bids of WPPs
to intra-day sessions 1, 3, 5 and 6 are based on updated data, and the bids to the other sessions take
into account the available data only. Also, the bids of WPPs for a particular intra-day session involve
the first hours of that session only—that is, the hours until the beginning of the next session (see the
horizontal dark yellow arrows of Figure 4). Such bids include a quantity and a price. The quantity
refers to the excess of energy. The price is 0 e/MWh.

Overall, WPPs submit bids to the day-ahead market, make commitments to produce energy during
day D, and submit their deviations to the various sessions of the intra-day market. After that, in case
WPPs still expect deviations, they can make use of the new bilateral energy contract to eventually
reduce the imbalances. Following this, WPPs can participate in the aforementioned marketplaces.
At the end, in case WPPs still expect deviations, they need to assume their balance responsibility and
(eventually) pay penalties for their imbalances.

8. Simulation-Based Study

This section presents a simulation-based study carried out by using the MATREM system.
It involves the simulation of the day-ahead and intra-day markets, as well as the use of the new
contract and the simulation of the new marketplaces.

8.1. Data, Agents and Scenarios

The following sources of data are considered: (i) hourly prices and quantities of the day-ahead
and intra-day Iberian markets (data published by the Spanish electricity market operator, OMIE [38]),
(ii) hourly prices and quantities submitted to the Portuguese balancing market (data reported by
the Portuguese system operator, REN [41]), and (iii) hourly deviations and prices of the imbalances
for producers and retailers (data reported by REN [41]). Also, the study makes use of real wind
power data from a set of wind parks located in the central region of Portugal, which is available from
1 January 2009 to 31 December 2010.
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The (software) agents are 12 producers (with several production units), representing the
supply-side of Portugal, five retailers, representing the demand-side of Portugal and Spain,
and one aggregated wind power producer, with 249 MW of installed capacity (representing 10%
of the Portuguese installed capacity in 2010). To get expressive results, the data was upscaled to
2490 MW of installed capacity, by multiplying all values by a constant factor.

Table 4 presents several key features of the producer agents. As noted earlier, the forecasts for the
day-ahead and intra-day markets (time horizon ranging from 18 h to 42 h, in case of the day-ahead
market, and from 2 to 7 h, for the intra-day market), were obtained by considering a numerical weather
prediction model coupled with an artificial neuronal networks approach. Both the numerical prediction
model and the artificial neuronal approach were calibrated for the region under consideration.
The normalized root mean square error of the day-ahead forecast is around 13.5%. For the new products,
the wind power forecasts were obtained using the historical time series and the ANN approach.

Table 4. Key features of the producer agents.

Agent
Identifier

Iberian
Country

Generation
Technology

Maximum
Capacity (MW)

Marginal Cost
(e/MWh)

P1 Portugal Wind 2500 0
P2 Portugal Renewable mix 2000 0
P3 Portugal Hydro 4500 [30, 60]
P4 Portugal Coal 1800 ≈30
P5 Portugal Gas Combined Cycle 3000 ≈55
P6 Portugal Fuel oil 2000 ≈70
P7 Spain Renewable mix 30,000 0
P8 Spain Hydro 16,500 [30, 60]
P9 Spain Coal 10,000 ≈30
P10 Spain Nuclear 7500 ≈30
P11 Spain Gas Combined Cycle 22,000 ≈55
P12 Spain Fuel oil 4000 ≈70

The study involves the following seven scenarios:

• S1: Wind power producers participate in the day-ahead market only (baseline scenario);
• S2: WPPs participate in both the day-ahead and the intra-day markets;
• S3: WPPs participate in the DAM and the IDM, and make use of the STE contract; also, retailers and

conventional generation participate in the DAM and the IDM, and make use of the STE contract;
• S4: WPPs participate in the day-ahead and intra-day markets, as well in the energy

reserve marketplace;
• S5: WPPs participate in the DAM and the IDM, as well in the renewable power band marketplace;
• S6: WPPs participate in the DAM, the IDM, and the renewable power band and energy

reserve marketplaces;
• S7: WPPs participate in the DAM, the IDM, use the STE contract, and participate in the renewable

power band and energy reserve marketplaces; also, retailers and conventional generation
participate in the DAM and the IDM, and use the STE contract.

For all scenarios, we consider that the agents assume their balance responsibility, including the
wind power producers, meaning that all agents pay penalties for their imbalances. To quantify the
relevance of both the new contract and the new marketplaces, several important parameters are
simulated, notably:

• Deviations of wind power producers and retailers;
• Deviation costs of wind power producers and retailers;
• Wind energy value to the market.
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8.2. Results and Discussion

Tables 5 and 6, and Figures 5 and 6 summarize the results obtained by simulating the behavior of
the day-ahead and intra-day markets with the help of the MATREM system, as well as considering the
new contract and the new marketplaces. In particular, Table 5 shows the main results for the wind
power producers, namely the energy value, the deviations and the remunerations. The table indicates
that the STE contract (scenario S3) substantially reduced the deviations of the wind power producers,
namely 56% in relation to the base scenario (see also Figure 5). In this way, the use of this contract
decreased the cost of the deviations of WPPs by nearly 59% (see also Figure 6). However, WPPs were
remunerated by the day-ahead clearing price, which was normally less attractive than the price of the
tertiary reserve market (mFRR market). The participation of WPPs in the energy reserve marketplace
(scenario S4) also increased the wind energy value (16% in relation to the base scenario S1). This result
is explained by the high remuneration received by WPPs in the mFRR market, for their excess of energy
(according to the actual operation of the Iberian market). In relation to the participation of WPPs in
the renewable power band marketplace (scenario S5), they obtained a high levelized remuneration
from energy. However, in comparison with the other scenarios, WPPs trade a lower quantity of energy,
which results in a lower remuneration, and a higher cost with deviations.

Table 5. Simulation results for the wind power producers (energy value, deviations and remunerations).

Scenario
Energy Value

(e/MWh)
Deviation
(MW/h)

Deviation
Cost (ke/h)

Remuneration
(Energy)

(e/MWh)

Remuneration
(Power)
(e/MW)

Liquid Profit
(e/MWh)

S1 28.05 281.53 4.54 — — —
S2 29.51 210.05 3.13 — — —
S3 31.29 123.10 1.83 −15.00 — 14.99
S4 32.58 148.61 2.00 −7.14 — 36.48
S5 31.57 195.83 2.89 64.26 29.06 25.07
S6 34.31 142.00 1.88 −2.50 29.06 34.61
S7 33.25 98.66 1.40 −11.52 28.83 18.74

Table 6. Simulation results for the retailer agents.

Scenario
Deviation
(MW/h)

Deviation
Cost (ke/h)

Remuneration
(Energy) (e/MWh)

Liquid Profit
(e/MWh)

S1 — — — —
S2 431.91 6.07 — —
S3 262.67 3.75 18.14 5.24
S4 — — — —
S5 — — — —
S6 — — — —
S7 262.67 3.75 18.14 5.24

Table 5 indicates that the use of the STE contract and the participation of WPPs in the energy
reserve marketplace (scenarios S3 and S4) are particularly important, compensating their real-time
lack of energy (i.e., wind power forecast underestimations). An analysis of the fifth column of the table
shows that WPPs need to buy energy to fulfill their commitments with the DAM and the IDM. For the
case of scenario S5, involving the participation of WPPs in the renewable power band marketplace,
the benefits are not substantial for situations involving wind power forecast underestimations. In such
situations, WPPs receive money for their excess of energy, instead of paying for their lack of energy.
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Figure 5. Simulation results (reduction of deviations of the wind power producers).

Figure 6. Simulation results (reduction of deviation cost of wind power producers).

The sixth column of the table reflects to some extent the price of the secondary reserve market
(aFRR market). WPPs receive a higher remuneration for power (scenario S5, corresponding to
29.06 e/MW), in comparison with the remuneration resulting from scenario S7 (28.83 e/MW),
involving the new contract and the participation in the new marketplaces. This result is associated
with a reduction in deviations that is not attractive, leading to a reduced power band (and bid).

Overall, the results of Table 5 show that the use of the new market products are beneficial to wind
power producers. Accordingly, both market operators and independent system operators should take
them into consideration, possibly with particular adaptations and/or extensions, in order to allow
an effective participation of VRE producers in liberalized markets—that is, to provide the flexibility
needed to integrate the increasing levels of renewable generation, maintaining the security of the
power systems.

Table 6 shows the simulation results for the particular case of retailers. These agents use the STE
contract only. The results indicate that the retailer agents reduce the deviations in 39% and the costs
with deviations in 38%. Also, the results for scenario S7 show that the use of the STE contract and the
participation in the new marketplaces by WPPs, as well as the use of the new contract by retailers,
result in a significant decrease in the global imbalances (−49%) and the associated costs (−51%).
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9. Conclusions

This article presented a new bilateral energy contract (STE contract) and new marketplaces
designed to allow wind power producers to (eventually) reduce their deviations. The contract and
the marketplaces were to some extent tested in a real-world study conducted with the help of the
multi-agent system MATREM.

The software agents were 12 producers, representing the supply-side of Portugal, five retailers,
representing the demand-side of Portugal and Spain, and one aggregated wind power producer.
The data involved hourly prices and quantities of the day-ahead and intra-day Iberian markets, hourly
prices and quantities submitted to the Portuguese balancing market, and hourly deviations and
prices of the imbalances for producers and retailers. Seven scenarios were considered, involving the
participation of wind power producers in the new marketplaces, and also using the new contract.

The simulation results indicated that the new contract and the new marketplaces are beneficial
to WPPs at both technical and economical levels, reducing the imbalances and increasing the wind
energy value to the market. Also, the STE contract led to a reduction in the imbalances of retailers,
resulting in a reduction of their costs with imbalances. Accordingly, market operators and system
operators should take into consideration the new products presented here, possibly with particular
adaptations and/or extensions, to allow an effective participation of VRE producers in liberalized
markets, thus contributing to a new paradigm involving no feed-in tariffs nor other supporting
schemes—that is, the paradigm expected in the near future, involving near 100% renewables.
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Abbreviations

aFRR Automatic-activated frequency restoration reserve
ANN Artificial neural networks
BM Balancing market
CG Conventional generation
CET Central European time
DAM Day-ahead market
EM Electricity market
EU-28 The European Union before Brexit
GFS Global Forecast System
IC Initial and boundary conditions
IDM Intra-day market
KPI Key performance indicator
LMP Locational marginal pricing
mFRR Manually-activated frequency restoration reserve
MATREM Multi-Agent TRading in Electricity Markets
MIBEL Iberian electricity market
NWP Numerical weather prediction
OMIE Spanish electricity market operator
OMIP Portuguese electricity market operator
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REN Portuguese TSO
STE Short-term energy contract
SMP System marginal pricing
UTC Coordinated universal time
VRE Variable renewable energy
TSO Transmission system operator
WPP Wind power producer
Indices

t Time (minutes)
T Time period (hour)
Parameters

Pnom Nominal capacity
Variables

c Parameter of Equation (3)
D Day
E(T) Energy
Ebid(T) Energy bid
Edev(T) Deviation
p(t) Instantaneous power
Pavg(T) Average power
Pbid(T) Power bid
PBMbid(T) Balancing market bid
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Abstract: Capacity challenges are becoming more frequent phenomena in residential distribution
networks with new forms of loads, distributed renewable energy resources (RES) and price-responsive
applications. Different types of demand response programs have been introduced to tackle these
challenges through iterative changes in price and/or contractual participations based on incentives.
In this research, a dynamic network tariff-based demand response program is proposed to address
congestion problems in low-voltage (LV) networks. The formulation takes advantage of the scalable
architecture of the agent-based systems that allows local decision making with limited communication.
Energy consumption schedules are developed on a day-ahead basis depending on the expected cost
of overloading for a number of probable scenarios. The performance of the proposed approach has
been tested through simulations in the unbalanced IEEE European LV test feeder. Simulation results
reveal up to 82% reduction in congestion on a monthly basis, while maintaining the quality of supply
in the network.

Keywords: congestion management; dynamic tariff; agent-based distribution networks;
demand response

1. Introduction

Fundamental changes are expected in the power systems in terms of increasing shares of renewable
energy resources (RES)-based local distributed generation (DG) units and price-responsive residential
flexible loads. Due to the intermittent nature of the DG units and reduced diversity of the loads,
more and more operational challenges are appearing in residential LV networks in terms of voltage
variations, thermal overloading and power quality issues [1]. Congestion or thermal overloading
result from power flows through a network asset (lines, cables, transformers) exceeding its transfer
capability. Even though the network assets are usually designed to withstand power flows beyond a
defined margin, continuous overloading leads to ageing and subsequent failure of the distribution
cables and transformer windings [2,3]. The conventional approach of reinforcing the network assets to
tackle such issues necessitates a huge investment, and it is also deemed redundant, as the frequency of
such issues is unpredictable [4]. In order to avoid the huge costs, different types of demand response
(DR) mechanisms have been studied and developed worldwide for the procurement of flexibility
from end-users in order to solve these operational challenges. These mechanisms can be roughly
subdivided into direct and indirect load control methods. In direct methods, end-users are compensated
through an appropriate contract, which enables automatic or manual shift in consumption of electricity
based on the requirements of the network operator. Indirect methods, on the other hand, invoke
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flexibility through a market-based coordination and/or dynamic price signals [5,6]. An overview
of such mechanisms has been presented in [7–12] for various types of smart grid domains such as,
for instance, microgrids, load balancing services, smart electric vehicle (EV) charging and residential
energy management.

A centralized coordinated home energy management system, which implements daily power
based network tariffs to mitigate network congestion due to the high demands of heat pumps (HPs) and
EVs, is described in [13]. In contrast to conventional centralized methods, a number of decentralized
approaches have been proposed in order to adequately address the comfort of the end-users for
scheduling the energy consumption of dynamic inputs [14–17]. Such decentralized approaches aim to
enable the end-users to take autonomous actions with no or limited communication with other entities.
Contrary to the centralized approaches, they offer a more robust and reliable operation due to the
lower vulnerability for communication failure.

A local market based framework has been presented in [18] that supports the network operators
and prosumers to fully utilize the available flexibility and, thus, enhance the operational efficiency of
the network. Dynamic tariff schemes that consider the high level penetration of EV and HP have been
discussed in [19–21]. In order to tackle congestion in distribution networks, a dynamic subsidy (DS)
method is presented in [22] to motivate aggregators to adjust the load profiles and to take network
constraints into consideration. DS is inherently an incentive or reward that the distribution system
operator (DSO) is willing to pay to the aggregators who would reschedule their energy profiles.
Sensitivity analyses and linear approximation methods have been applied in [23] to develop a pricing
model, considering EVs as a flexible load and accounting for three-phase and single-phase voltage
variation, network losses and overloading of network components. For the identification of barriers,
potential solutions and opportunities, a generic method is applied in the Netherlands [24]. The applied
method focuses on market integration aspects and tries to access the flexibility procurement mechanism
through the aggregators. As an outcome of the study, an analysis on relevant issues for market
integration with reference to the Dutch system and European Grid codes is presented and a lack
of proper communication system between users is identified. Authors of [25] have performed an
analysis to understand the network pricing methodology most suitable for prosumers in the future,
and they concluded that contracts would be economically efficient when retailers have access to the
full range of devices, which helps them to convert wholesale electricity pricing in retail contracts,
and second, the wholesale price associated with customers must represent the short term marginal
cost of electricity production.

However, for a market-based DR mechanism, a sound methodology for congestion management
is important to reflect the realized ageing of the network assets to a representative financial loss.
An integrated congestion management mechanism has been proposed in [2,16] for the residential
networks that involve the dynamic loading model of a distribution transformer. In reality, procurement
of flexibility can be a more complex problem involving multiple involved actors in the same network.
This work extends the market-based control proposed in [16] for day-ahead scheduling of the residential
appliances that considers the dynamic network tariff to avoid thermal overloading of the MV/LV
transformer. The tool developed in [16] has been used for estimating the overloading cost for different
scenarios of imminent day-ahead loading, and a more realistic approach has been adopted of changing
the network tariff dynamically for various scenarios of loading. Thus, the new approach becomes
robust for uncertainties associated with day-ahead scheduling. The method will take advantages of
Multi-Agent Systems (MAS) for a scalable architecture and distributed intelligence in a multi-actor
setting. In principle, the method allows for local decision making and dynamic scheduling of the
appliances with limited communication and a smaller number of iterations among the actors. Key
contributions of this article can thus be listed as follows:

• Day-ahead market-based congestion management through agent-based scheduling of the
residential appliances;
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• The estimated incurred cost of overloading is determined through the dynamic loading model of
the transformer and used as the trigger for the procurement of flexibility;

• The dynamic network tariff has been calculated through a robust formulation considering
uncertainties in loading and correlation among loading in different time steps.

The rest of this paper is organized as follows: Section 2 highlights the overall approach and system
architecture; Section 3 presents the problem formulation along with the description of the proposed
methodology; Section 4 provides the description of the simulation test case and the assumptions
adopted. Finally, simulation results are discussed in Section 5, before summarizing and concluding
with Section 6.

2. Approach

2.1. Overview

With the increasing adoption of flexible domestic appliances and small-scale generation
technologies like rooftop solar PV, market-based control of the LV network has been drawing extensive
research attention in recent years [26–28]. This has principally paved the way for new market actors
(e.g., aggregators, energy service companies), novel business models, innovative control algorithms
and in general, a more decentralized operation of the future power system [4].

Transactive energy frameworks have been developed to incorporate the flexibility of residential
appliances with a range of scopes and aims [29,30]. In this context, market-based mechanisms with
local flexibility services have attracted notable interest for ancillary services and network congestion
management [6]. However, in a market-coordinated network with a considerable penetration of
price-responsive appliances, the overall peak loads tend to be significantly higher due to the higher
coincidence of loads in low-price hours. These peak loads may lead to more frequent occurrences of
network congestions in the LV networks.

In this work, we aim to incorporate a variable network tariffwith the day-ahead dynamic price,
as discussed in [6]. The market-based control is coordinated by a commercial market actor such as
an aggregator. Aggregators are usually responsible for managing the flexibility in their cluster of
end-users and providing the DSO with a schedule of the loading for the following day. Case congestion
is expected, and the dynamic price levels are adjusted by varying the network tariff to shift the flexible
demand in order to relieve the congestion. Conventional market-based mechanisms try to adjust the
day-ahead price based on the network or market issues. These processes need to be carried out by
market actors, like aggregators or energy suppliers, who need to be compensated for the provided
services and the adjustment in the portfolio. On the contrary, the proposed approach focus on the
network tariff part of the price and does not have to depend on the market parties.

The application of such an approach relies on robust and reliable communication among different
entities in the whole value chain. An MAS-based system architecture is adopted in this work that
provides for an efficient platform for smooth coordination among the involved actors. An overview of
the distributed system architecture and related interactions are presented in the following subsection.

2.2. MAS-Based System Architecture

A hierarchical MAS-based architecture is adopted in this work (as shown in Figure 1), consisting
of device agents, household agents, an aggregator agent and a network agent. The connected loads and
DG units are represented by device agents (DAs). The DAs are responsible for the energy optimization
of respective appliances based on the given price signals and associated constraints. DAs of each
house are coordinated by a house agent (HA) that interfaces with the external market and network
agents through an aggregator. The aggregator coordinates the end-users through dynamic prices and
supports the DSO with the required flexibility during network issues.
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Figure 1. Multi-Agent Systems (MAS)-based system architecture.

The transformer agent (TA) represents a network agent that monitors and controls the MV/LV
transformer. The agent-based architecture enables the system to be sufficiently scalable, since more
end-users and their appliances can be easily included in the system in terms of new agents. At the
same time, the platform can be expanded to wider network areas by implementing more transformers
in terms of additional TAs. A more detailed description of the system architecture can be found in [16].

The interactions among the agents in the MAS environment are depicted in Figure 2. In normal
operations, the HA adjusts overall energy consumption by optimizing the predicted consumption of
the DAs. The final day-ahead profile is sent to the TA to check network security constraints. In case
the TA detects an imminent overloading of the transformer, the tariff-based DR phase is triggered
(as depicted in Figure 2b). At this phase, the TA calculates the resulting ageing and thermal overloading
cost. Based on the cost, it determines required changes in the network tariff at different time instants of
the day while keeping the daily average constant. The updated network tariff is sent to the HAs as a
flexibility request through the aggregator for an iterative solution of the problem.

Figure 2. Interaction among the involved agents.
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3. Modeling

In this section, the modeling of the proposed mechanism is discussed in detail. At any given time,
the total available flexibility depends upon the type of loads in the network. Therefore, in order to
procure the required flexibility, the behavior of the loads for different price levels needs to be taken
into consideration. The Markov Chain Monte-Carlo method is applied in this regard to perform the
modeling of household loads [31].

The day-ahead scheduling of the appliances has two aspects. First, the response of the devices
needs to be modeled for dynamic prices, and then their behavior needs to be adjusted for changes in
the price if flexibility is requested by the TA.

3.1. Response to Dynamic Pricing

The household appliances can be broadly categorized into four groups, i.e., non-controllable,
buffer appliances, time shifting and curtailable appliances [32]. The non-controllable appliances are
mostly commonly known as the base load and include the devices that do not offer controllability for
different levels of price. Buffer appliances represent devices with integrated storage facilities in terms
of thermal (e.g., freezers, heat pump) or electro-chemical energy (e.g., batteries, EV). Time-shifting
appliances can shift their consumption in time based on price and include the washing machine,
dishwasher, etc. Finally, the curtailable appliances refer to the devices that can be interrupted based
on predefined contracts for different purposes (e.g., solar PV system for voltage violation or network
congestion). Each type of these appliances would react differently to the incoming price levels. The HA
tries to optimize the energy cost of the house by utilizing the available flexible loads, and the associated
optimization problem could be expressed as:

min
|A|∑

a=1

NT∑
t=1

pt × Pt,a × Δt (1)

where A is the set of all appliances within a single household, NT is the number of time steps in a day,
pt is the price at time t, Pt,a is the power of appliance a at time t and Δt is the duration of each time step.

The buffer and time shifting appliances need to optimize their profiles based on the dynamic price.
Since the devices are categorized in different groups, their energy use can be considered independent
of each other. Equation (1) can thus be re-written as:

|A|∑
a=1

min
NT∑
t=1

pt × Pt,a × Δt. (2)

The behavior of the buffer appliances can be formulated as:

min
NT∑

t

pt × Pt,a × Δt ∀a ∈ Ab f (3)

subject to,
t=k∑

k+xa

Pt,a =
t=k∑

k+xa

P0
t,a ∀a ∈ Ab f , k ∈ T (4)

minTP0
t,a < Pt,a < maxTP0

t,a ∀a ∈ Ab f , t ∈ T (5)

where xa is the maximum buffer time for appliance a, P0
t,a is the original load of appliance a at time

t, T is the set of the time steps in a day and Abf is the set of the buffer appliances. The constraints in
Equations (4) and (5) control that the total energy consumed by the device will remain constant and
buffer time, xa, could be altered depending on the price.
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For time shifting devices, the behavior can be represented as the following optimization problem:

min
NT∑
t=1

pt × Pt+τ,a × Δt ∀a ∈ Ats (6)

subject to,
NT∑
t=1

Pt,a =

NT∑
t=1

Pt+τ,a ∀a ∈ Ats (7)

τmin,a < τ < τmax,a ∀a ∈ Ats (8)

where τ is the time shift of the appliance, τmin,a and τmax,a are the limits of the maximum allowable
time shift and Ats is the set of all time shifting appliances. The optimization problem of the time
shifting appliances needs to use the time shift τ as the decision variable rather than the power at each
time instant.

In this work, PV systems have been considered as curtailable only, and their behavior has been
considered inelastic to dynamic price signals. More information of the device level modeling can be
found in [6].

3.2. Price Adjustments

Generally, day-ahead dynamic price for an end-user consists of three distinct parts: the day-ahead
market price (pD

t ), a flat network tariff (pDSO) and taxes (ptax). Thus, the day-ahead price at any given
time, pt can be expressed as,

pt = pD
t + pDSO + ptax. (9)

In the Netherlands, the day-ahead market price for a particular day has an hourly resolution and
is available at 12:00 on the day before after the closure of the day-ahead market. The network tariff is
usually fixed and is around EUR 150 per year. On top of these, the energy tax is applied based on the
volume of energy consumption [5].

In this work, we aim to vary the flat network tariff to influence the end-users for shifting the
flexible appliances from the peak hours to off-peak moments.

3.2.1. Overloading Cost of the Transformer

Overloading of a transformer occurs due to higher loads at connection points such as, for example,
with charging a large number of EVs or the operation of domestic HPs. Thermal overloading generally
affects the insulation of the transformer windings; however, the involved dynamics in the loading
enable the transformer to be overloaded for some time. Consequently, the amount of flexibility that
needs to be procured should be aligned with the thermal status and the respective cost of overloading
of the transformer.

Based on the provided load-profiles and historical values of the transformer load, the TA generates
a set of probable loading scenarios to tackle the inherent uncertainties. For each of these scenarios,
it estimates the imminent loss-of-life and respective overloading cost of the transformers. To do so,
the following steps are followed:

Step 1: In this step, the TA generates the set of scenarios for probable loading. This is to counter
the uncertainties associated with real-time loading, deviations from day-ahead schedule and forecast
errors of the local generation technologies. In reality, correlations exist between the loads of consecutive
hours. Therefore, instead of calculating single values for each time step, pseudo-random profiles of
loading are generated based on Copula theory [33].

A copula is a multivariate probability distribution where the marginal-distributions are uniform.
According to the Sklar’s theorem, if those marginal distributions are continuous, the copula is unique.
Let F be a 24-dimensional distribution function with continuous margins, (F1, F2 . . . . . . , F24). A copula
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can be fitted, using the cumulative distribution functions (CDFs) of the historical load and the expected
load profile provided by the aggregator. The marginal distribution here is the cumulative distribution
functions generated by a Kernel Density Estimator (KDE). Then, the CDFs are used as inputs to generate
the copula reflecting the correlation between the loads at different time steps. Next, the synthetic
profiles generated from the fitted copula are transformed back to the original scale by applying the
inverse cumulative distribution function. The whole process of scenario generation can be summarized
by Figure 3.

 
Figure 3. Generating day-ahead loading scenarios using copula.

Step 2: The expected load is converted to the resulting hottest-spot temperature, θH, of the
transformer. According to IEEE Std C57.12.00-1993, the hottest-spot temperature is defined as the
highest temperature of the winding at the operating condition, and is the main element for calculating
the expected life of a transformer [34]. To determine this, a ratio called the load multiplex, K, is calculated
and then used to calculate the top oil temperature rise, ΔθTO, and the hottest-spot temperature rise,
ΔθH, as:

K =
Expected load

Rated load
(10)

ΔθTO = ΔθTO,R

[
K2R + 1

R + 1

]
(11)

ΔθH = ΔθH,RK2 (12)

where ΔθTO,R is the top oil temperature rise at rated load, ΔθH,R is hottest-spot temperature at the
rated load and R is the ratio of load loss at rated load to no-load loss at rated load. Then, θH is found
by summing the ambient temperature θA with the above mentioned temperature rises.

θH = θA + ΔθTO + ΔθH (13)

Step 3: In this step, the ageing acceleration factor (FAA) and equivalent ageing factor (Feqv) are
calculated for the particular combination of loads and temperature for a duration of thirty min. This
is due to the fact that degradation of the insulation is realized when the transformer is generally
overloaded for half-an hour.

FAA = e[
15000

383 − 15000
θH+273 ] (14)

Feqv =

∑N
n=1 FAAΔtn∑N

n=1 Δtn
(15)

where N is the number of time intervals, the duration of each is Δtn hours and normal insulation life of
the transformer is Tinl hours. According to IEEE standards, the normal insulation life of a well dried,
oxygen free distribution transformer is 180,000 h or 20.55 years [2,16].
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Step 4: Based on the calculated equivalent factor, per unit loss of life of the transformer Tlol is
determined.

Tlol =
Feqvt
Tinl

(16)

The aging cost Cag can be determined by the loss of life with the total owning cost (TOC) Co of the
transformer. The TOC method is considered to be one of the most cost and resource efficient methods
for economic analysis of a transformer [35]. In addition to the initial cost of the transformer, TOC
considers the operation and maintenance cost of the transformer and is calculated over the life span of
the asset. The TOC can be determined from purchase cost CP, cost of no-load loss CNL and cost of load
loss CLL of the transformer [35].

Co = CP + CNL + CLL (17)

Cag = TlolCo (18)

If Cag is greater than the aging cost at nominal rating of the transformer Cag,R, then the overloading
cost COL is determined from the arithmetic difference. Otherwise, the overloading cost is assumed to
be zero.

COL =

⎧⎪⎪⎨⎪⎪⎩
Cag −Cag,R when Cag > Cag,R

0 otherwise
(19)

3.2.2. Calculation of Dynamic Tariff

The TA calculates the dynamic tariff that satisfies the thermal constraints for each of the loading
scenarios s ∈ S. This can be mathematically presented as the following optimization problem:

min
s=sN∑

s=1,s∈S

t=tN∑
t=1,t∈T

(pDSO
t − pDSO)Ps

t ∀s ∈ S if (COL
t,s > 0) (20)

subject to,

pDSO
t = pDSO (21)

pDSO
t =

1
5

t+2∑
t f =t−2

pDSO
t + padj if COL

t f ,s > 0 (22)

padj,t ≤ max
(
COL

t,s ). (23)

pDSO
t is the decision variable and denotes the dynamic network tariff at each time step. Ps

t is the load at
time t ∈ T in scenario, s. Constraints in Equation (21) dictate that the average network tariff should be
the same for both normal operations and tariff-based DR cases. Constraints in Equations (22) and (23)
limit the range of tariff adjustment in time and monetary values, respectively.

The resulting dynamic network tariff is sent to the Aggregator for updating the price for the
end-users. This process is continued as an iterative process until the issues are resolved. In this work,
we have limited the process to up to ten iterations. The whole process can be represented by the
flowchart as shown in Figure 4.
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Figure 4. Flowchart depicting the processes.

4. Simulation Setup

4.1. Load Modeling

A bottom-up approach is adopted for the simulation test case. The residential loads are classified
into seven categories: base load, EV, PV, heat pump, washing machine, dishwasher and refrigerator.
The base load is considered to be comprised of the non-controllable devices. The required EV charge
is modeled based on the driving distance, arrival and departure time [36]. The charging rate is
assumed to range between 3 and 8 kW. For the PV, the rated power varies between 2 and 5.5 kW per
household. The heat pumps have a rated power of 0.7 kW to 2 kW, with an additional 2 kW resistive
heating element. The washing machine, dishwasher and refrigerator have a rated power in the range
of 0.6–2 kW, 0.5–1.11 kW and 0.035–0.140 kW, respectively. For more information about the loads,
the reader is referred to [6]. A flat network tariff of EUR 0.06 is considered for pDSO [37]. The network
tariff is adjusted in such a way so that the daily average is kept fixed at EUR 0.06.

4.2. Network

A modified version of the IEEE European LV test network is used for the case study [38].
The network hosts 55 households with single phase connections. A 250 kVA, 11 kV/0.416 kV
transformer supplies the LV segment from the MV bus. The resistance and reactance of the windings
are 0.4% and 4% of the base values at the MV side, respectively. An additional LV feeder with an
aggregated peak load of 100 kW is assumed at the substation. A constant power factor of 0.95 is used
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for the power flow calculation. Per unit values in the results are calculated considering the transformer
rating as the base value.

4.3. Simulation Platform

The simulations have been performed with a time step of 15 min. The MAS-based coordination is
done in a MATLAB environment. Due to the relatively simpler form of the local optimization problems,
the MATLAB Optimization Toolbox has been used to solve them. The power flow calculations are
performed using the EPRI distribution system simulator, OpenDSS [39].

5. Numerical Results

In this section, simulation results are presented. First, the generated scenarios are briefly discussed,
followed by a discussion on the effect of dynamic price on residential demand. Next, the impacts of the
dynamic network tariff are explained, followed by the monthly performance of the proposed approach
in terms of overall efficiency of managing the congestion.

5.1. Scenarios of Loading

Figure 5 shows the scenarios generated based on the historical loading data of the transformer
and the scheduled demand for the following day based on the day-ahead dynamic price, as supplied
by the aggregator. First, a set of 1000 scenarios are generated using Gaussian copula to represent the
correlation among different time steps based on the data of previous one month. In order to simplify
the calculation, this set of scenarios is reduced to 20 that closely represent the behavior of all the
members of the set. Figure 5c shows that the set of reduced scenarios can capture the dynamics of all
the time steps of the following day based on the day-ahead price. Thus, the set of reduced scenarios
can address the uncertainties with the loading of the following day.

Figure 5. Transformer loading, (a) historical values of one month previous and based on scheduled loads
for the following day, (b) generated scenarios based on Gaussian copula to represent the correlation
and (c) reduced scenarios and the scheduled load.
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5.2. Effects of Dynamic Market Price

Figure 6 illustrates the effects of the dynamic market price on the network load as a whole.
The initial load profile represents the projected profiles of the households. The HAs adapt the initial
profile based on the identical price from the aggregator. The price-adjusted profile shows distinct peaks
when the price levels are lower. The HAs essentially minimize the total energy cost by optimizing the
daily usage of all the appliances. To this end, the flexible appliances are mostly scheduled at times of
lower price. Consequently, a reduced domestic energy cost is realized by the dynamic price levels at
the expense of higher overall peak load.

 
Figure 6. Effects of dynamic price on day-ahead scheduled load.

5.3. Dynamic Network Tariff for Peak Reduction

In order to resolve the congestion, the TA requests flexibility from the aggregator. This is done by
introducing the variable network tariff, as discussed in Section 3.2. As the coordinator of the demand
flexibility, the aggregator adjusts the price sent to the HAs by adding the variable tariff instead of the
flat counterpart. Flexible appliances of the end-users react to this newly available price and try to shift
loads from the peak moments. Figures 7 and 8 show the change in price and the resulting adjusted
load profiles for two consecutive days, respectively. To make use of the decreasing price at the evening
of the first day, EVs start charging almost simultaneously and, as a result, they cause congestion in the
transformer. Similarly, the coincidence of the HP operations with the conventional evening peak leads
to congestion on the second day.

Based on the overloading cost and expected loading scenarios, the TA changes the network tariff.
The off-peak price level is further reduced due to lower tariff in order to maintain a constant daily
average. The HAs respond to the new price levels by re-optimizing the flexible loads. The effect of the
increase is reflected in the loads, as the peak load on the first day is lowered to 0.98 p.u. from 1.04 p.u.
In both cases, the total energy consumption remains 4.95 MWh, since the flexible loads are merely
shifted in time.
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Figure 7. Electricity price breakdown in different cases.

 
Figure 8. Simulated network load for two consecutive days.

5.4. Monthly Assessment

The overall monthly performance of the proposed approach is analyzed in terms of the congestion
duration, network peak load and total supplied energy. This ensures the efficiency of the approach
for resolving the congestion while maintaining the quality of supply. Table 1 depicts the comparative
values of the uncontrolled load, the price-based scheduling and the proposed tariff-based DR scheme.
The congestion duration is considerably reduced with the proposed approach at the expense of a
drop in supplied energy. This happens due to the fact that some of the flexible appliances shift their
energy consumption at later hours (possibly the next day) and, hence, were not considered within the
simulation time window. The average monthly energy cost of the end-users has been reduced for the
proposed method, although the objective of the proposed approach is to tackle imminent congestion in
the network, and not to reduce the energy cost of the end-users. In reality, the end-users will not have
to face the effect, since the daily average of the tariffwill be the same. In other words, they will keep
paying the same amount for the network tariff as before. The change in the cost is generated from the
differences in day-ahead price at corresponding time steps.

Table 1. Comparative monthly assessment among different schemes.

Performance Indicators Uncontrolled Load Price-Based Scheduling Tariff-Based Dr

Maximum load (p.u.) 1.07 1.07 1.05
Duration of congestion (h) 11.50 9.75 1.75
Supplied energy (MWh) 148.22 148.34 148.07

Average domestic cost (EUR) 43.88 41.23 42.02

The effects are also evident in the monthly load duration curve, as shown in Figure 9. The controlled
case demonstrates a notable reduction in the peak demand and shifts the loads when the network tariff
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is lower. Since the total energy consumption is of similar order, the comfort levels of the end-users
were also ensured.

 
Figure 9. Monthly load duration curve.

6. Conclusions

A dynamic network tariff has been introduced in this paper that utilizes a hierarchical MAS-based
architecture with distributed intelligence. The price-responsive behaviors of the loads have been
modeled using a detailed bottom-up Markov Chain Monte Carlo approach. The loads are scheduled
based on the dynamic prices available from the aggregator. If a case of network congestion is expected,
the DSO adjusts the network tariff part of the price by varying it throughout the day. This is done on
the basis of an estimated overloading cost resulting from the probable loading scenarios. The loading
scenarios are generated using the Gaussian copula of the expected load from the aggregator and
historical loading values of one month previous. The network tariff is raised around the peak hours
while keeping the daily average fixed.

The proposed approach has been evaluated through simulations for 55 households in a modified
form of the IEEE European LV test feeder. Simulation results reveal a notable relation between the
dynamic price and congestion, which has been reported by a number of previous studies. The proposed
approach appears to be efficient at managing congestions, as the total monthly congestion duration has
been reduced up to 82%. The monthly simulation has been performed on an Intel Core i7 computer
with 8 GB of RAM. The proposed approach requires a simulation time of approximately 15 min
compared to 12 min for the uncontrolled case.

Future research on this topic will be directed to efficient methods for local voltage control.
The functionalities of the aggregator will be further updated with smarter learning techniques for more
accurate price adjustments.
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Nomenclature

List of Abbreviations

CDF
Cumulative Distribution
Function

KDE Kernel Density Estimator

DA Device Agent LV Low-voltage
DR Demand Response MAS Multi-Agent Systems
DS Dynamic Subsidy MV Medium-voltage
DSO Distribution System Operator PV Photovoltaics
EPRI Electric Power Research Institute RES Renewable Energy Sources
EV Electric Vehicle TA Transformer Agent
HA House Agent TOC Total Owning Cost
HP Heat Pump
List of Symbols

Indices θH hottest spot temperature
a index of appliances θA ambient temperature
t index of time steps FAA ageing acceleration factor
bf index of buffer appliances Feqv equivalent factor
ts index of time shifting appliances Cag ageing cost
D index of day Tlol loss of life
s index of scenarios COL overloading cost
Sets Parameters

A set of appliances Nt number of daily time steps
T set of all time steps Δt duration of a time step in hour
S set of all scenarios x buffer time
Variables τmin lower limit of allowable time shift
p electricity price τmax upper limit of allowable time shift
P active power ΔθTO,R top oil temperature rise at rated load
k time shift of buffer appliances ΔθH,R hottest-spot temperature at rated load

τ
time shift of time shifting
appliances

R ratio of load loss to no-load loss

K load multiplex Tinl normal insulation life of transformer
ΔθTO top oil temperature rise CP purchase cost
ΔθH hottest spot temperature rise CNL, CLL cost of no-load loss and load loss
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Abstract: The real-time operation of the energy management system (RT-EMS) is one of the vital
functions of Microgrids (MG). In this context, the reliability and smooth operation should be
maintained in real time regardless of load and generation variations and without losing the optimum
operation cost. This paper presents a design and implementation of a RT-EMS based on Multiagent
system (MAS) and the fast converging T-Cell algorithm to minimize the MG operational cost and
maximize the real-time response in grid-connected MG. The RT-EMS has the main function to
ensure the energy dispatch between the distributed generation (DG) units that consist in this work
on a wind generator, solar energy, energy storage units, controllable loads and the main grid. A
modular multi-agent platform is proposed to implement the RT-EMS. The MAS has features such
as peer-to-peer communication capability, a fault-tolerance structure, and high flexibility, which
make it convenient for MG context. Each component of the MG has its own managing agent. While,
the MG optimizer (MGO) is the agent responsible for running the optimization and ensuring the
seamless operation of the MG in real time, the MG supervisor (MGS) is the agent that intercepts
sudden high load variations and computes the new optimum operating point. In addition, the
proposed RT-EMS develops an integration of the MAS platform with the Data Distribution Service
(DDS) as a middleware to communicate with the physical units. In this work, the proposed algorithm
minimizes the cost function of the MG as well as maximizes the use of renewable energy generation;
Then, it assigns the power reference to each DG of the MG. The total time delay of the optimization
and the communication between the EMS components were reduced. To verify the performance of
our proposed system, an experimental validation in a MG testbed were conducted. Results show
the reliability and the effectiveness of the proposed multiagent based RT-EMS. Various scenarios
were tested such as normal operation as well as sudden load variation. The optimum values were
obtained faster in terms of computation time as compared to existing techniques. The latency from
the proposed system was 43% faster than other heuristic or deterministic methods in the literature.
This significant improvement makes this proposed system more competitive for RT applications.

Keywords: smart microgrid; energy management system; multi-agent system; real-time optimization;
immune system algorithm; economic dispatch

1. Introduction

Technology has shaped our modern life in many aspects: starting by smart TV, passing by smart
phones and ending by Smart Grid. The power system which is conventionally structured as generation,
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transmission and distribution is reshaped as an agglomeration of Microgrids (MGs). The idea behind
such a new structure is the increasing distributed energy resource (DER) mainly renewable energy that
has been installed in the low voltage (LV) networks. Injecting power into the distribution power system
is a new phenomenon which must be dealt with. This is where the smart cyber systems interfere.
Information technologies has been integrated with the power system enabling, as consequence, the
smart control of DG and make it possible for the MG to operable autonomously without being
connected to the grid. Besides, such structure favorizes the interaction of the costumer to become an
active player in the system and control its load depending on the distribution network operator.

The information system responsible for the control and economical optimization of MG is known
as the energy management system (EMS). The EMS comprises three parts. The primary, secondary and
tertiary control. More details on the primary, secondary could be found in [1,2]. This work focuses on
the tertiary control. One of the most crucial tasks of a real-time EMS in grid-connected MG is to satisfy
the minimum total operation cost while meeting the energy balance between different DER, storage
units, controllable loads and the power exchanged with the main grid under their specific constraints.
This is called in the literature review as the economic dispatch problem or the economic load dispatch
problem. To solve this issue, several optimization methods have been used in the past decades. All of
them can be categorized into two main categories: Classical and evolutionary algorithms.

In the conventional power system, the problem is modeled as a quadratic cost function which
is solved by classical methods such as Lagrange multiplier method, base point participation factor,
lambda iteration, Newton’s method, gradient method, mixed integer linear programming, and linear
programming [3]. Most of previous works presented a power dispatch of thermal generators which
makes the cost function considered not suitable for MG optimization [4,5]. Besides, some of those used
technics suffer from some limitations such as the assumption that the incremental cost curves of the
generation units are monotonically increasing piecewise linear functions and the high dependency
on the specific mathematical model. Even if dynamic programming could be used to solve the
economic dispatch, it presents a complex solutions that is not appropriate for real time application [6].
Furthermore, it is not possible to apply such methods in real time specially with a MG containing a
large number of components.

In this respect, evolutionary algorithms were introduced to overcome those limitations. The
heuristic evolutionary algorithms are inspired from the natural and social behavior of animals and
organisms [3]. For instance, genetic algorithm, improved genetic algorithm were based on genes
behavior, while evolutionary programming, ant colony metaheuristic, artificial bee colony, particle
swarm optimization and artificial neural network are based on swarm behavior of insects and
micro-organisms. However, even if some of these methods present competitive results, still some of
them suffer from the curse of local optimality in some cases [7]. The literature review reveals that most
of previous work were considering a day ahead optimization and not taking the real time constraint
into consideration [8]. More recent works present the real time operation of energy management in
MG [9,10]. However, some of the work were based on simulations and did not experiment the RT
operation in real testbed, while other work did not consider the point of single failure of the system.
A RT framework for EMS of MG using MAS were considered in [11], however there was no cost
optimization in the system.

Since deterministic optimization methods are time consuming to reach the optimal solution for
problems with large dimensions, evolutionary algorithms were introduced to overcome this limitation.
The main advantage of these solutions is that they solve complex problems with non-deterministic
polynomial problem. Furthermore, in the MG context, while the EMS is running in real time, solving
the ED optimization time is also a crucial parameter. Thus, looking for a fast optimization technique
is essential.

In this work, the T-Cell algorithm is presented as a heuristic method inspired by immunobiology
to solve ED in RT. The algorithm was first introduced in [12]. The T-Cell algorithm is inspired by the
mediated immune cells in the human body. The T-Cell or as known in the immunobiology, helper
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T-Cells play a key role in the adaptative immune response. During their life, helper T-cells experience
three phases. During the first phase of their life, they develop in the Thymus, then they immigrate
and start circulating between the bloodstream and lymphoid tissue. At this stage, they are known as
a naïve helper T-cells. Then in the second phase, the naïve T-cells encounter an antigen-presenting
cell. This latter binds to the peptide and protein receptors at the cell surface which results in the
T-Cell activation. Once activated, the cell starts proliferating and differentiating. This is the third
phase. Helper T-Cell differentiate into either T helper 1 or T helper 2 effector cells, depending on their
environment’s composition. Each type of effector cell helps to eliminate the antigen presented in the
activation process [13]. Therefore, during an antibody intrusion, the T-Cells proliferate by generating
other clones of themselves; then, each clone differentiates by acquiring new proprieties to destroy
the intrusion [14]. The authors in [15] tested the performance of T-Cell algorithm compared to other
optimization heuristics. The algorithm presents a competitive result in term of convergence and
execution time.

However, the optimization is just one part of an EMS. The EMS in the context of MGs deals with
all management aspects of MG. It must coordinate between different DERs, supervise the network
in case of load or generation fluctuation and make sure that energy balance is satisfied all time. A
multi-agent system (MAS) is well suited in this context. MAS knew lot of improvement during last
years. The nature of the modular and decentralized structure increase researchers’ interest to apply
them in power system context [16]. An agent is nothing but a cyber or cyber physical entity that can
act autonomously according to its environment, take decisions and achieve its goals and interacts with
its peers [17].

The distributed nature of MAS makes it suitable for MG environment. Furthermore, their flexibility,
extensibility, and fault tolerance have pertinently justified their adoption. Flexibility refers to the
agent’s ability to choose the most appropriate action; extensibility means the system can be extended
easily; fault tolerance refers to the inherent redundancy mechanism build in MAS [18]. The central
management of MG has been criticized for a long time by its drawback the single point of failure.
However, using a multiagent platform that implements fault tolerance capabilities would resolve this
issue. For these reasons, MAS was adopted in many areas of the power system. The classic bidding
mechanism of electricity, for instance, used the MAS as an efficient negotiation tool [19–22]. Finally,
MAS was also implemented as a fundamental MG and smart building management platform [10,23–26].

For these reasons, this work harvests the advantage of using heuristic algorithm that is inspired
from the immune system, to optimize the ED and reaches the optimum in less time even in complex
system with large dimensions. Besides, the use of MAS makes the system overcome the drawback of
single point of failure and adds fault tolerance feature in addition to the ability of easy extensibility in
case of future system growth.

1.1. Target

The present work’s target is to implement the T-Cell algorithm as optimization methods for DED
within MG based on agents’ paradigm, and interoperability capabilities. The main contributions of
this work are as follows:

• The implementation of an enhanced version of the T-Cell algorithm for RT-EMS within MG;
• The integration of the Multiagent EMS with the testbed lab using DDS;
• Fault tolerance implementation of the multiagent EMS;
• The experimental validation and implementation of this architecture into a real MG;
• Competitive time delay optimization for real-time application.

This work presents a new optimization algorithm in the MG context. Although, some heuristic
optimizations were used in the EMS in MG, other system’s features were not taken into consideration
such as the central aspect of the EMS or the failure case management. Excluding the fault case scenario
makes the system vulnerable and suffers from the single point of failure. Moreover, the authors
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objective is to design a comprehensive system that tackles several aspects of the MG EMS: Optimization
and communication as a cyber physical system.

1.2. Materials

The present work uses different materials to implement the proposed system. The MAS was
adopted for the EMS within the MG. The multiagent platform comprises three main agent’s categories.
Management agent, backup agent, and interoperability agents. The management agent comprises the
MG optimizer (MGO) and the MG supervisor (MGS). The backup agent is the MGO backup agent.
The communication agents correspond to MG unit agents that manage communication between the
RT-EMS and the real components of the MG. Presentation of each agent will be explained in section
four with more details.

The Data Distribution Service (DDS) middleware was also proposed as interoperability solution
between the agent part and the hardware part is assured by the. The DDS is a middleware protocol
and standard for data-centric communication for distributed real-time applications. It facilitates the
development and integration of a distributed system and data exchange. The RT-EMS integrates the
DDS components to communicate the computed references to the hardware part.

1.3. Method

The optimization of the DED in this work is solved by using the T-Cell heuristic algorithm
inspired by the body immune system. This algorithm mimics the human body defense mechanism.
The heuristic technics based on biological process has several advantages compared to classical
deterministic methods. One of the main advantages of these solutions is that they solve complex
problems with non-deterministic polynomial problem. The execution time of the optimization is
improved and the same time an optimal solution is reached. These reasons are behind the motivation
of using the T-Cell as techniques to solve our DED. Besides, the comparison of our algorithm to other
existing ones shows better results in term of optimum computation and time delay which makes it
competitive for RT applications.

Section 2 will cover the problem statement that includes the mathematical implementation of
dynamic economic dispatch (DED). Section 3 describes the T-Cell algorithm that is implemented in
the energy management system (EMS). Section 4 of this paper discusses the proposed multiagent
platform that was designed in this study. Lastly, Sections 5 and 6 present and address the findings and
concluding remarks on applicability, reliability, and time delay.

2. Problem Formulation

As mentioned before, the EMS is the information system responsible for the economical
optimization and the steady operation of the MG. Its main function at a single MG is to ensure
the dynamic economic dispatch (DED) between generators of the system. The DED problem consists
of allocating the total demand among generating units so that the production cost is minimized [27].
However, it is important to stress that the DED in MG context is more straightforward than the DED in
a conventional power system. Indeed, the MG has much fewer units than the whole system. Also, the
DED in MG does not have a wide variety of conventional fuel generators and at the same time, tries to
integrate more renewable energy RE resources. The hypotheses considered in this work are as follows:

• The distribution of power losses neglected;
• The electric water heater is considered a controllable load;
• The reactive power flow is neglected;
• The MG is operating in connected mode.

The objective function of the DED optimization problem is defined as:
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min
m∑

t=1
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m represents the optimization period. Fpv
t and Fw

t represent the cost function of the PV panels
and the wind turbine respectively; FES−

t and FES+
t represent the cost function of the battery storage in

discharging and charging mode respectively; FG−
t and FG+

t represent the cost function of the power
imported from the grid and exported to the grid respectively; Fl

t and Fcl
t represent the cost function

of the of non-controllable loads and controllable load of the EWH respectively. The generation cost
function of each unit is determined by:
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where πk,pv
t , πk,w

t depict the offer prices by the kth PV panel and the wind turbine respectively; npv,
nw, nES indicate the number of PV panel, wind turbines and ES installed in the MG; πk,ES−

t , πk,ES+
t

represent the electricity cost of the kth storage unit during discharging and charging mode respectively;
θES is a binary number equal to 1 if the battery is charging and 0 otherwise; πG−

t , πG+
t depict the

power price of the power imported from the grid and exported to the grid respectively; θG is a binary
number equal to 1 if the MG is exporting to the grid and 0 otherwise; πk,l

t , πk,cl
t represent the power

cost of the of non-controllable loads and controllable load of the EWH respectively. nl, ncl indicate the
number of the of non-controllable loads and controllable load; Pk,pv

t is the power generated by the kth
PV panel during time period t; Pk,w

t is the power generated by the kth wind turbine during time period
t; Pk,ES−

t , Pk,ES+
t are the power generated and consumed of the kth storage unit during discharging and

charging mode respectively; Pk,l
t and Pk,cl

t are the power generated and consumed by non-controllable
loads and controllable load of the EWH respectively.

The objective function must be minimized subject to the following constraints:
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• Power balance
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t +

nl∑
k=1

Pk,l
t +

ncl∑
k=1

(
1− θk,cl

)
· Pk,cl+

t

−
ncl∑

k=1
θk,cl· Pk,cl−

t

(10)

• The renewable energy resources

0 ≤
npv∑
k=1

Pk,pv
t ≤ Pmax,pv

t (11)

0 ≤
nw∑

k=1

Pk,w
t ≤ Pmax,w

t (12)

where Pmax,pv
t , Pmax,w

t are the maximum available power from PV panels and wind generators during
the period t.
• ES unit [28]:

Maximum discharge limit:
θES·PES−

t ≤ PES−
max , PES−

t ≥ 0 (13)

Maximum charge limit:
(1− θES)·PES+

t ≤ PES+
max , PES+

t ≥ 0 (14)

When the battery is in discharging mode θES = 1, the power discharged cannot go beyond the
maximum discharging power of the battery PES−

max ; similarly, the power charging the battery cannot go
beyond the maximum power that could be consumed by the battery PES+

max .
Maximum discharge limit considering the total stored energy:

(θES·PES−
t ·Δt) ≤ EES

t−1 (15)

• Maximum charge limit considering the total stored energy:

((1− θES)·PES+
t ·Δt) + EES

t−1 ≤ EES
max (16)

• Energy balance in ESS:
EES

t = EES
t−1 + (PES+

t − PES−
t )·Δt (17)

The inequality (16) formulates the energy constraint for the battery in a way that the discharged
should not exceed the available power. Similarly, the energy charging the battery should not exceed
the upper battery limit. During the battery operation, the available energy EES

t should always be
between the upper and lower limits EES

min, EES
max respectively as showed in Equation (18) [29].

EES
min ≤ EES

t ≤ EES
max (18)

• State of charge of the battery:

SOCt =
EES

t

EES
tot

(19)

• The interconnection with the grid [30]:

(1− θG)·PG+
t ≤ PG+

max, PG+
t ≥ 0 (20)
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θG· PG−
t ≤ PG−

max, PG−
t ≥ 0 (21)

PG−
max is the maximum power that could be injected in the grid; PG+

max is the maximum power that
could be imported from the grid.

3. Proposed Algorithm for the Real-Time Optimization

Among classical techniques to solve the DED are the dynamic programming [31,32] or the
Lagrangian relaxation [4,33,34]. However, most deterministic optimization techniques are not suited
for real-time optimization since they need more time to reach the optimum. Heuristic techniques, on
the other hand, may reach a sub-optimum solution, but their computational time is very competitive,
which make them adequate for real-time application. Much progress was made in heuristic techniques
that have proven their efficiency as competitive optimization methods in power system [3,5,7,35–37].
The artificial immune algorithm is inspired from the biological process of immune cells defense
mechanism. The search process of this optimization approach is fast and robust, which, not like the
particle swarm and the genetic algorithm, search for potential solutions in the overall shape space and
don’t fall into the trap of sub-optimality convergence [38]. This work proposes the T-Cell algorithm as
a variant of immune system algorithm to solve the DED in real time MG operation.

The T-Cell algorithm is inspired by the mediated immune cells in the human body. These cells are
called lymphocytes and develop in the Thymus as group of white blood cells [14]. They play a central
role in cell-mediated immunity. They have receptors called T-Cell Receptors (TCR) that interact with
proteins in their environment. Through this interaction, the T-Cells suffer two stages to get activated:
proliferation then differentiation. In the first process, T-Cells proliferate by generating other clones of
themselves; then, in the second process, each clone cell acquires new propriety; this is the so-called
activation process [15]. This algorithm implements this process:

Each cell has nine characteristic values:

• Pt represents the decision variables of the dispatch problem;

Pt =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

P1,pv
t . . . P

npv,pv
t

P1,w
t . . . Pnw,w

t
P1,ES−

t . . . PnES−,ES−
t

P1,ES+
t . . . PnES+ ,ES+

t
PG−

t
PG+

t
P1,cl−

t . . . Pncl−,cl−
t

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(22)

• The objective function value for Pt;
• The proliferation is the number of clones that the cell will generate;
• The differentiation is the number of decision variables that will be changed when the differentiation

process takes place;
• The power generated by Pt;
• The equality constraint violation (ECV) for Pt (|P− Pl|);
• The inequality constraints violation (ICV) sum;
• The feasible propriety indicates if the cell is feasible or not. A cell is considered as feasible if:

ECV = 0 and ICV = 0. This means that if a solution generates less than the demanded power
(ECV < 0) or more than needed (ECV > 0), or the decision variable are in a prohibited zone
(ICV < 0) or (ICV > 0) then it is considered as infeasible.

The required parameters for the T-Cell algorithm are: Number of objective function evaluations,
population size and probability of the redistribution operators. The appropriate values of each
parameter were chosen from the analysis result of this study [15].
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Figure 1 describes the T-Cell algorithm execution steps.

 

Initialize Population()

Evaluate Constraints()

Evaluate Objective Function()

Initialize Population()

while number of evaluations not reached

Proliferation Population()

Differentiation Population()

End While

Start

t = t +1

Wait next period t ()

Figure 1. T-Cell algorithm process.

4. Proposed Multiagent EMS Platform

This section presents the MAS implemented for MG management and will present the developed
agents and the proposed management strategy.

The agents are implemented in the Java Agent Development framework (JADE) platform. This
platform respects the Foundation for Intelligent Physical Agents’ (FIPA) standards that are considered
as the reference for MAS standards used by computer science developers’ community. JADE platform
has the default Agent Management System (AMS) that controls the platform, creates and destroys other
agents. The default Directory Facilitator (DF) is the agent responsible for registering all connected
agents of the platform. Thus, if another agent wants to communicate with his peer, he has to ask
the DF who will provide him with the name of the connected agent. In addition to these agents, the
Agent Communication Channel also called the Message Transport System, is the agent in charge of
transferring messages between agents of the platform [39]. JADE also provides graphical management
service for platform management and control through the remote management agent (RMA). Any
agent created in JADE is hosted in a container. This latter has all services for executing and hosting
agents. Figure 2 presents the structure of the JADE platform, according to the FIPA agent management
reference model.

 

Agent 1

Message Transport System

Agent 2 AMSDF

Agent 1

Message Transport System

Agent 2 AMSDF

Figure 2. Jade platform architecture.
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The MG considered in this work is composed of wind generators, PV panels, storage units,
controllable load, and non-controllable load. The MG is operating in grid-connected mode. Each one
of these components has a specific agent. There are three agent categories: The management agents,
backup agent, and communication agents.

The MAS implemented is illustrated in Figure 3.

Figure 3. MAS architecture.

4.1. Management Agents

The first category comprises agents that ensure the proper operation of the MG. The MG optimizer
(MGO) is the agent responsible for running the optimization and ensuring the seamless operation of the
MG in real time. The T-Cell algorithm is implemented in this agent. This agent gets the forecast data of
the wind, PV, and load power and computes the references of each generation unit and controllable
load at each time step 15 min. However, during this period, an unpredictable load variation can occur,
which can jeopardize the MG operation. So, instead of running the optimization every few seconds
which is resource consuming, this work presents a solution to implement a specific agent that checks
continually if the load power has gone beyond permissible limits during the time step.

The MG supervisor (MGS) is the load supervisor agent. When the MGS intercepts sudden high
load variations, it contacts the MGO that launches a new optimization cycle and computes the new
optimum operating points of the generators and controllable loads.

4.2. Backup Agent

The Main Container (MC) is the special node which the agent platform relies on. It coordinates
between the other nodes and hosts the AMS and the DF. Since this node is very critical, if it terminates
or fails to connect to other containers, some vital operational features can become unavailable, and
this severely hampers the platform [40]. In order to strengthen the agent platform and make it more
reliable, a fault tolerant structure is implemented. It can be observed from Figure 4 that there are two
MC in the agent platform. Replication support for MC has been introduced. Using this support, it is
also possible to duplicate as many as MC in the system. These MC arrange themselves in a logical ring
so that whenever one of them fails, the others will notice and act accordingly [18].
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Main container
AMS DF RMA

Container 3
DDSAgent 1
DDSAgent 2

...

Container 1
MGO

Container 2
MGS

Main container
AMS DF RMA

Container 3
DDSAgent 1
DDSAgent 2

...

Container 1
MGO

Container 2
MGS

Backup MC 
AMS DF RMA

Figure 4. The fault tolerance mechanism in MAS platform.

4.3. Interoperability Agents

The main function of interoperability agents is to ensure the communication between the MAS
platform and the physical hardware. The communication is based on the data-centric publish-subscribe
(DCPS) model.

There are two main distributed communication models that could be implemented in MG
context: Data-centric communications and object-centric communication model. In data-centric
communications, data distribution between communicating entities is the fundamental concept. This
model is based on data publishers and data subscribers. Publishers pass data of known types to
subscribers through a common channel. In the opposite, in object oriented communications, instead of
focusing on the data, the main concern is the interface between entities. An interface comprises of a
list of predefined methods ready to be used. An object oriented system is based on server and client
interface communication. The client interface invokes methods on a named server interface, which the
server responds accordingly [41]. Even though the two approaches are complementary, middleware
built on data-centric communication are more competitive in the RT applications.

RTI DDS Connect was implemented as middleware for RT interoperability between the agent
context and the hardware of the testbed. As explained earlier, data-centric communication is based
on data sharing between publishers and subscribers. The RTI DDS Connext allows to user to create
publishers and subscribers independently of the programming language. Publishers and subscribers
are connected by ‘Topics.’ A Topic corresponds to a single data type that allows identifying which data
is being to be shared between which publishers and subscribers [42]. For instance, if publisher A is
publishing value ‘x’ in Topic 1, subscribers who want to get the ‘x’ value should connect to the same
Topic 1.

In this work, a publisher for each generation units and controllable load were implemented in
the MAS context. The MGO computes the references and sends them to the corresponding publisher
agents. Once the data is published, the subscribers implemented in the SCADA system of the testbed
read the data and operate accordingly. Figure 5 illustrates how the agents implemented in the agent
context publish data in RTI DDS topics, and how each generation unit reads the published data
through subscribers.
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Figure 5. Interoperability Communication Setup.

5. Results

5.1. Description of the Cyber-Physical Setup

This section describes the implemented configuration of the testbed for the multi-agent RT-EMS
experimentation in the Energy Systems Research Laboratory (ESRL), Florida International University.

The MG considered in this study is composed of a wind generator and PV system, each one is
emulated by a synchronous generator, a storage unit emulated by a DC power supply, a controllable
load, load, and connection to the grid.

Each generating station has five different types of motor drives, acting as five different prime
movers to enable the implementation of various generation control strategies. These generators are
equipped with frequency drives, Automatic Voltage Regulator (AVR) and synchronizer systems to
control these different prime movers. The voltage regulators and automatic power control module
controllers enable the system to operate as real-time generators. An automatic synchronizer connects
each generator and controls the switching and measurement busses. The control and setup of each
generation station are described in Figure 6.

 

Figure 6. Generation station hardware and control.

The DC zone that emulates the DC storage unit is represented by a DC bus, where its voltage was
set to 380 V and XR SERIES DC power supply offered by the MAGNA-POWER ELECTRONICS, which
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emulates the charging/discharging battery characteristics. It is interfaced with the DC bus through
the DC-DC boost converter. The converter controllers are implemented in SIMULINK environment
and executed in the DSpace 1104 real time interface. The system topology can be changed by using
eight controlled switches. The switches have two states on and off. A control signal is sent to these
switches to change their state which changes the equivalent circuit. The control is initiated from a
virtual instrument (VI) program implemented in LabVIEW environment. The card PCI 6025E sends
the control command to the circuit. This circuit is an inverting buffer module sn7406n of TEXAS
INSTRUMENT. This module contains six inverters with open collector output. The RMS values for
the voltage in the AC zone is set to 208 V. The AC bus is connected to the utility grid at PCC. Also,
different load models were designed to represent the AC load pattern. Figure 7 shows the control of
the power supply.

Figure 7. Control of DC power supply.

The testbed is controlled and monitored through the LabVIEW SCADA interface, as shown in
Figure 8. The connected components for this experiment have switches with light green color.

 
Figure 8. SCADA interface in ESRL.
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5.2. Experiment Results

This section presents the results obtained from simulation and experimentation of the multi-agent
RT-EMS. Three case studies are considered. The first case study presents the implemented load
supervision mechanism of the MAS. The second case study describes the operation of the fault
tolerance mechanism in the MAS. The third case study compares the results of the experimentation
and the simulation and presents the competitivity of the implemented RT-EMS in terms of time delay.

5.2.1. Case Study 1

This case study presents the implemented RT load supervision mechanism. The MGO conducts
the optimization every 15 min based on the forecasted PV, wind, and load data. However, due to some
exceptional event, the load value can occasionally make a high variation from the forecast value, which
affects the stability of the MG operation. For this reason, the MGS was conceived to supervise the
high load variation in RT. The MGS is a cyclic agent that executes every 2 s. It computes the variation
between the RT load and the forecast values. When the computed difference exceeds 30%, the MGS
sends a signal to the MGO to start another optimization cycle based on the new sensed load value.

Figure 9 shows the communication mechanism implemented in Jade platform between the MGO,
MGS, and other publisher agents.

 
Figure 9. Communication between MGO, MGS and other agents.

At line 241, the MGS detects a high variation of the load. Then, the MGS sends a request to DF
agent to send him references of connected MGO. Once credentials are delivered, the MGS send to the
MGO the signal to start a new optimization cycle in line 243. An optimization communication cycle
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starts from line 244 to line 262. The MGO at the beginning of each cycle sends the parameters of the
current cycle to the MGS. Then, the MGO launches the optimization based on the T-Cell algorithm. At
the end of the optimization, the computed references are sent to the publisher agents.

5.2.2. Case Study 2

This case study describes the implemented operation of the fault tolerance mechanism in the
MAS. As explained in Section 3, the Main Container (MC) is a special node in the JADE platform that
coordinates between other containers and agents hosted in these containers. In order to implement
a fault-tolerant mechanism, a backup agent of the MC was created. The two main-containers are
arranged in a unidirectional ring. The MC is considered as the master MC while the backup agent
is considered as the slave. Once the master MC fails, the slave MC detects the failure and takes
the appropriate recovery actions. Three containers were created in this case study. By default, the
AMS and DF agents are affected to the master MC, which is the ‘Main-Container’ in our case. The
‘BackupContainer’ is created, and ‘Container-1’ hosts the MG agents. ‘Mg1’ is the MGO while other
agents are the interoperability agents of each MG components. Figure 10 illustrates the MAS platform
before and after the fault test. A manual failure event was introduced while the RT-EMS was running.
Through the Jade user interface, the MC was terminated. Automatically and instantaneously, the
backup agent detects the event, changes its status to the new master MC and transfers the AMS and
DF from the faulty MC to its container. As a consequence, the list of all alive agents and containers in
the multi-agent platform remain updated and the RT-EMS continues its normal operation.

Figure 10. Fault tolerance mechanism in the JADE platform.

5.2.3. Case Study 3

This case study compares the results of the conducted experimentation and the simulation of the
RT-EMS and presents the performance of this system compared to previous work.

The experimental validation of the implemented T-Cell based RT-EMS developed in a MAS
environment was tested in the Energy Systems Research Laboratory at Florida International University.
Three different scenarios were taken into consideration to validate the efficiency and performance of
the proposed algorithm:

• Scenario 1: Normal operation of the MG. In this case, the system is running without sudden event.
The MGO is computing and sending references of the generation units according to forecast data
without any incident;

• Scenario 2: Generation drop. This case tests the ability of the system to operate after a significant
shift in power generation. For this matter, the wind generator has been shut down during the
period 6:00–7:00;
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• Scenario 3: Sudden load variation. This scenario challenges MG operation when there is a sudden
load increase. It is reflected in the period 15:00–16:00, where the load increases from 1500 to
2400 W.

Table 1 presents the parameters of the considered system. It presents the interval values of each
system variable. The energy storage is considered operating between 0.4 and 0.9 to protect the battery
from the deep discharging and overcharging.

Table 1. Microgrid parameters.

Variable Meaning of the Variable Limit Values

Ppv The predicted power generation of the PV system 0 W ≤ Ppv ≤ 700 W
Pw The predicted power generation of the wind turbine 0 W ≤ Pw ≤ 1500 W
Pbat The predicted charging or discharging power of the battery −1500 W ≤ Pbat ≤ 1500 W
SOC State of charge of the battery 0.2 ≤ SOC ≤ 0.9

Pl Active power load 0 W ≤ Pl ≤ 2700 W
Pcl Controllable load Pcl = 0.2 Pl

Figures 11 and 12 illustrate the power profile of the wind and PV systems. As explained in
Section 4.1, both wind and PV were emulated by two synchronous generators. It is noticeable from the
two profiles that at the beginning of each period, there is a power fluctuation due to system transients.
The power measured during the experiment is also slightly below simulated values because of the
system losses. The wind generator was supposed shut down during the period 6:00–7:00 and the
PV power profile was also assumed to be null before 7:00 and after 20:00; yet due to experimental
constraints the generators were kept running at the minimum level. However, in Figures 13–15, the
experimental profile of the energy storage, the load and the controllable load matches the simulated
values. The wind and PV profiles data used in this experiment are available in [43] and [44], respectively.

Figure 11. Comparison between simulated output and testbed measured values of wind power.
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Figure 12. Comparison between simulated output and testbed measured values of PV power.

Figure 13. Comparison between simulated output and testbed measured values of energy storage power.
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Figure 14. Comparison between simulated output and testbed measured values of load power.

Figure 15. Comparison between simulated output and testbed measured values of controllable load.

Figure 16 describes the power exchange with the grid. Unlike the PV and the wind emulators
that receive the reference from EMS, the power exchange with the grid is automatically imported or
injected depending on the system consumption and generation. For this reason, all system errors are
compensated by the grid power which creates, in some cases, a mismatch between the experiment and
simulation values. It also should be mentioned that the simulation shows the RMS value without any
transient, but the experimental result demonstrates the actual values along with transient of the power
system which includes the compensation within the generators, reactions and power grid losses.
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Figure 16. Comparison between simulated output and testbed measured values of grid power.

Figure 17 illustrates the MG dynamic during a day of operation going through the three scenarios.
From 00:00 to 2:00, the MG is supplying the load from the wind and the grid. As soon as the load
decreases from 2:00 to 6:00, the proposed algorithm allows charging of the energy storage with the
excess power. During the shutdown of the wind generator from 6:00 to 7:00, reflected by a drop
of the wind power (scenario 2), the needed power was supported by the energy storage and the
controllable load. The following day’s hours match more load increase, which is supplied by the grid,
wind, controllable load, and the increasing PV power. From 13:00 to 15:00, the PV power is at the top
generation, which allows charging the energy storage with excess power. Scenario 3 is tested from
15:00 to 16:00 in which the load suddenly raises from 1500 to 2400 W. The algorithm compensates the
deficit power using the energy storage and controllable load. The MG continues its normal operation
and uses the available power from the energy storage until it reaches its minimum value; then, the
power needed is imported from the grid and the available wind power.

Through the 24 h of operation in different scenarios, the proposed T-cell based RT-EMS has proven
his effectiveness and capability of maintaining the stability and balance of the MG.

The proposed T-Cell algorithm that has been implemented for the EMS optimization is coded in
Java language using the Eclipse programming environment. The environment integrates the JADE
tool kit and the DDS interoperability agents. Before implementing those agents, it is important to
define the data model for the MG. In our case, the data model consists of four variables of type double
that represents the reference computed by the MGO. These four variables are published through
the DDS agents into four topics, as illustrated in Figure 18. In the other side, the LabVIEW SCADA
system implements the subscribers for these topics. Once the new data is published, it is automatically
intercepted by the subscribers and sent to the appropriate generator or controllable load.
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Figure 17. Experimental results of the MG powers during 24 h operation.

 
Figure 18. DDS Connext view.

The RT-EMS has been tested using a computer with the following specifications: 4GB of RAM
and 2 GHz of CPU. In this configuration, the average execution time of the T-Cell algorithm is 231 ms.
However, when executed in a computer of 6G of RAM, the average execution time is 60 ms. In both cases,
the T-Cell algorithm presented better performance than mixed integer nonlinear programming (MINLP)
and multi-period artificial bee colony algorithm (MABC) that have 8.23 s and 1.14 s respectively [10].

The execution time is very crucial for RT-EMS in MG context and not as important as in day ahead
management where the optimization is run a day before. The notion of real time that has been reported
in different papers is between 3 to 5 min. The reason behind choosing this time is because it is less
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than the time needed for the adjustment of protective relay such as over/under voltage relay. Besides,
PV systems and wind generators usually need more than 5 s to be affected by atmospheric variations.
Although the implemented RT-EMS could be executed every 5 min and still presents better results than
previous works, it is executed every 15 min. The main reason is that the system has the MGS, which
is continually checking for high load variation and in this case, launches a new optimization cycle.
This way, system resources are used optimally. The MG under study has an RS232 serial connection
network for the control of the testbed components and the SCADA system, as illustrated in Figure 5.
The latency time for sending data from the LabVIEW SCADA system to the generators and controllable
loads in the testbed is 1 s [45].

Furthermore, for a measurement message size of 32 bytes and message rate of 1000 Msg/s, the
average latency for DDS middleware is 243 μs with 90% below 269 μs [46]. The T-Cell optimization
algorithm executed in a computer of 4GB of RAM and 2 GHz of CPU has an average latency of 231
ms. Therefore, the total latency of the RT-EMS is 1.3 s on average, which is way less than the 3 min
presented in [10].

Another positive point could be stated. As the MG size increases and additional components
are connected, the system variables will increase. This would be reflected in the execution time that
would increase too. However, the proposed immune algorithm was tested along with fast, chaotic
particle swarm optimization (PSO) and independent component analysis based PSO in the case of the
small and medium power network, and the T-Cell algorithm reached a better optimum in minimum
time [15].

5.3. Discussion

The proposed RT-EMS has several features that make it easy to implement in MGs as well as in
smart buildings. The MAS makes it easier to extend the system and add other components. New
agents can be designed for new components and integrated in the agent platform and then added in
the optimization system. In addition, the DDS makes it very easy to integrate any type of hardware
to the existing MG. For instance, a new PV system in a smart building, can interfaced to the SCADA
using a new publisher and a new topic for this new PV system. Thus, the RT-EMS is modular and easy
to extend for larger MGs.

Nevertheless, the system can be improved by considering the distribution losses and constraints
in the optimization. Since the present work focuses on small scale MGs e.g., smart home, where all
generations and consumption units are in the same location, the losses are not significant; for this
reason, this assumption was made. However, one of the future improvements of the present work is
to take it into consideration. The authors considered the water heater as a controllable load as it can
be easily turn on and offwithout affecting costumer comfort. Besides, the relatively small size of the
controllable power used in this work make it comparable to a water heater. However, in a large Mg,
the controllable loads could be considered as the centralized air conditioner, the washing machine or
dishwasher which present a bigger power to control. A second optimization layer between MGOs that
negotiate the best option for buying or selling the power depending on the market prices could be
added. Besides, the grid connected mode was considered in this study. Future works can consider the
islanded mode of operation that updates the RT-EMS parameters accordingly.

6. Conclusions

Smart cities are no longer a future vision but a reality. Technologies are not only shaping our
modern life but also helping us to preserve the environment and adopt a more sustainable life. Several
cities around the world launch programs aiming to preserve the environment. While some cities choose
to promote the use of applications to ease the city traffic and therefore reduce gas emissions, others
present incentives to its citizens to produce renewable energy and reduce their consumption during
peak hours; In this context, developing a comprehensive EMS that would enhance cities sustainability
agenda is a hot topic. Our proposed solution that incorporate fast real time optimization would be a
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good asset for sustainable cities. A multiagent RT-EMS based on T-Cell algorithm was implemented and
successfully experimented in the smart grid testbed at Florida International University for optimally
managing a MG. Three scenarios were tested to show the effectiveness and optimal operation of the MG
using the proposed technique. Comparison of simulations and experimental results show the ability of
the proposed multiagent T-Cell based RT-EMS in maintaining the stability and smooth operation of
the MG. In addition, the modularity and fault tolerance features were easier to implement through
the MAS JADE platform. The DDS middleware also allows the interoperability between different
components of the system. The results obtained by the multiagent RT-EMS highlight the effectiveness
of the proposed algorithm and demonstrate a faster convergence time compared to previous works.
The optimum values were obtained faster in terms of computation time as compared to existing
techniques. The latency from the proposed system was 43% faster than other heuristic or deterministic
methods in the literature. This significant improvement makes this proposed system more competitive
for RT applications. Therefore, our proposed EMS could be envisioned as a real solution for future RT
operating MG. Furthermore, this EMS could also be implemented in smart homes or smart buildings
that integrate RE and need RT EMS. Through the use of RT-EMS, the MG operator not only guaranties
reduction of energy consumption cost, but also, assure the maximum utilization of available RE. As
a consequence, the system is more resilient and participate in reducing the negative environmental
impact. The RT-EMS also apply DR when needed, which have a positive impact on the distribution
system during peak hours.
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Abstract: Challenges in the coordination between the transmission system operator (TSO) and the
distribution system operator (DSO) have risen continuously with the integration of distributed energy
resources (DER). These technologies have the possibility to provide reactive power support for
system operators. Considering the Portuguese reactive power policy as an example of the regulatory
framework, this paper proposes a methodology for proactive reactive power management of the DSO
using the renewable energy sources (RES) considering forecast uncertainty available in the distribution
system. The proposed method applies a stochastic sequential alternative current (AC)-optimal power
flow (SOPF) that returns trustworthy solutions for the DSO and optimizes the use of reactive power
between the DSO and DER. The method is validated using a 37-bus distribution network considering
real data. Results proved that the method improves the reactive power management by taking
advantage of the full capabilities of the DER and by reducing the injection of reactive power by the
TSO in the distribution network and, therefore, reducing losses.

Keywords: decision-aid; distributed energy resources; distribution system operator; reactive power
management; uncertainty

1. Introduction

The implementation of renewable energy sources (RES) and the deployment of distributed
energy resources (DER) have created a trend of evolution in the distribution network that requires the
adaptation of the conventional practices to handle the behavior that is related to the RES [1]. These new
procedures are compelled to have a more proactive role by the distribution system operator (DSO),
controlling and/or contracting DER to deal with voltage and line/transformers congestions problems [2].
Incorporating forecast in the system operation of the DSO, as well as creating contract services with
the DER, where the power flexibility is enabled to change the expected operating point, can contribute
to resolve the network operational problems [3]. The power flexibility may be divided for active or
reactive power, which can assist in the network problems at a certain cost. This will ensure that the
DSO can maintain the ability of granting network access to consumers and producers, with power
quality, safety, and stability.

The transmission system operator (TSO) and DSO coordination may be a path to explore as DSO
finds here the opportunity to coordinate a reactive power service with the TSO. This coordination
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intends to avoid voltage and/or congestion problems in the transmission system assuring that the
distribution continues working without problems. Depending on the policies and agreements, this
service can be remunerated given an extra advantage to the DERs. In fact, preventive reactive power
management models are emerging as a potential solution for improving the coordination between the
DSO and the TSO, while ensuring proper levels of voltage control in the system, as shown in [4].

There are many literature examples regarding approaches on reactive power management with
fixed active power injection as in [5,6]. These, however, do not consider networks with strong RES
penetration. A stochastic approach for ensuring voltage stability is proposed in [7]. The method considers
a two-stage stochastic model with multi-objectives, such as minimization of power losses, operation,
and management costs and wind power costs. Similarly, [8] proposes a stochastic model for corrective
voltage control under severe contingencies, considering the uncertainty of wind power producer and
consumer demand. A coordinated active and reactive optimization of an active distribution network
considering energy storage systems and relaxed optimal power flow is proposed in [9]. It proposes a
multi-objective function for minimizing power losses, operation costs and voltage deviation, however,
the reactive power provision to assist in the TSO/DSO coordination is disregarded.

Most of these works disregard the full behavior of the distribution grid, introducing approximations
and linearized versions of the full alternative current optimal power flow (AC-OPF). This can lead
to sub-optimal solutions that may be infeasible. Thus, [10] proposes a voltage sensitivity analysis
for adjusting the reactive power setpoint of DER in order to improve voltage stability and provide
reactive power to upper levels of the network. Complementarily, [11] models an adaptive control of
the reactive power setpoints of wind farms to assist the TSO/DSO coordination, minimizing the losses
while ensuring proper level of reactive power provision. Still, none of these works can schedule in
advance adequate reactive power setpoints for DER, considering the uncertain and variable behavior
of RES.

In this scope, the main objective of this paper is to propose a stochastic reactive power management
model to assist the DSO in the reactive power management ahead of the operating hour. The main
contributions of this paper are threefold:

• To design a two-stage stochastic reactive power management model considering a full AC-OPF.
It has the purpose of aiding the decision-making of the DSO under the uncertain and variable
behavior of RES connected in the distribution network;

• To propose a reactive power service provided by the DSO to the TSO in advance of the operating
hour. This service can be used by the TSO in the transmission system management, defining a
reactive power operation in the TSO/DSO boundary substations. This can help the TSO in different
services like the voltage control and congestion management in the transmission system;

• Take into account the Portuguese reactive power policy on distribution grids, assessing the
behavior and applicability of the proposed model.

This paper is structured as follows: Section 2 describes the Portuguese reactive power policies
and introduces the sequential AC-optimal power flow (SOPF) tool model; Section 3 presents the
mathematical formulation of the stochastic approach for reactive power management; Section 4
validates the proposed model based on a 37-bus distribution network with real data; Section 5 presents
the most important conclusions.

2. Reactive Power Policies

2.1. Portuguese Reactive Power Policy

The Portuguese reactive power policy for the distribution network is based on the total inductive
and capacitive reactive power that a generating unit produces in an hour [12]. The reactive power is
dependent on the active power injected by the generating unit in the form of tan φ. The reactive power
must have a deviation of less than +/−5% from the defined tan φ.
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Each day is divided into four periods: peak, full hours, valley and super valley. Yet, reactive
power has only two classifications: peak and off-peak. There are two different schemes referring to the
generating units. The ordinary scheme encompasses conventional units, whereas the special scheme,
RES, industrial and urban waste, cogeneration and micro-producers. The ordinary scheme is limited
to tan φ = 0.4 for the peak period and tan φ = 0 for off-peak hours.

For the special scheme, Table 1 illustrates the relationship between active and reactive power.

Table 1. Reactive power policy for the special scheme [12].

Voltage Level
tan φ

Peak Period Off-Peak Period

High Voltage 0 0
Medium Voltage (P > 6MW) 0 0
Medium Voltage (P ≤ 6MW) 0.3 0

Low Voltage 0 0

Similarly, there is a contractual agreement between the TSO and the DSO whereby the upstream
connection will have a profile of tan φ as regulated for the special scheme. This means that between
seven–22 h the tan φ should be within −0.3 and 0.3 and in the remaining hours tan φ = 0, with a
deviation of less than +/−5% of the tan φ. Failure to do so results in a penalty applied to the entity
responsible for the failure. This penalty is modelled in steps of tan φ infringement for peak hours.
Equation (1) illustrates the current 3 steps violation of the limits penalties [13,14]:

0.3 ≤ tanφ < 0.4,
0.4 ≤ tanφ < 0.5,

0.5 ≤ tanφ
(1)

with penalty factor applied to the reference price of reactive power of 0.33, 1 and 3 for each respective step.

2.2. Proactive Reactive Power Management

Though DERs are applying current reactive power policies, the distribution system does not
take full advantage of DER’s technical capabilities (especially RES) or consider their variable and
intermittent behavior. More precisely, the uncertain DERs production is often overlooked, and their
reactive power contribution is as well. This may lead to difficulties in reactive power management,
especially in distribution networks with a high level of DER integration. In this scope, the SOPF tool
proposed in this paper utilizes a two-stage stochastic reactive power management model (presented
in Figure 1) to account for the uncertainty and variability related to the DER. The model has been
developed for single period simulation using information from a representative set of scenarios for the
DER. Stochastic optimization is used as a means to handle the uncertainty of DER. Such a probabilistic
approach is integrated into the reactive power management problem through scenarios of active power
generation of the DER. As DER’s active power generation is uncertain, reactive power can be as well.
Still, reactive power generation curve depends on the level of active power generation, and therefore,
the reactive power can be constrained by tan φ.
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Figure 1. Two-stage optimization model embedded in the sequential AC-optimal power flow (SOPF)
tool [15].

In the first stage, the DSO will contract in a day-ahead operating stage, the upward and downward
reactive power flexibility that will be used during the operating stage. This represents the maximum
reactive power fluctuation of the expected reactive operating point of the DER.

As for the operating stage, the second stage of the model, the DSO will activate the reactive power
flexibility needed to overcome the system requirements, respecting the reactive power policy and the
technical characteristics of the network (i.e., voltage and thermal limits).

The SOPF tool will then have as its output the amount and type of flexibility the DSO may need
to operate the distribution system in expectation, ahead of the operating hour, outputting the upward
and downward reactive power flexibility. The upward reactive power flexibility stands for increasing
reactive power injection or decreasing reactive power absorbing in the grid, while downward reactive
power flexibility stands for the opposite of the upward reactive power flexibility. Note that the reactive
power flexibility should be contracted to the distributed generation to maintain the reactive power
profile agreed with the TSO while outputting the optimal scheduling of the static equipment (capacitor
banks and transformers with on-load tap changer—OLTC) managed by the DSO.

Nevertheless, the SOPF tool is scalable to consider distribution networks with hundreds of nodes,
DER, and scenarios at the expense of computational effort. In addition, it does not consider network
reconfiguration (which is a common tool for distribution grid management) but can be adapted to
include it. Still, this would lead to increased complexity of the tool, hence the computational effort.
Therefore, a tradeoff between system complexity and computational effort must be performed to ensure
reliable solutions within the DSO operating window for day-ahead simulation.

3. Mathematical Formulation

The proactive reactive power management accounts for the uncertainty factor of renewable energy
sources (RES). By utilizing the policies mentioned in Section 3.1, the proposed tool aims to manage
the reactive power of the distribution network and to provide reactive power control according the
TSO needs.

3.1. Objective Function

The objective Function (2) aims to minimize the operating costs of the DSO to maintain the
distribution grid operating within the limits. It includes the costs related to each of the stages, in
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which the first stage (FDA) comprises the here-and-now decisions and the second-stage (FRT) the
wait-and-see decisions.

min FDA + FRT (2)

where FDA and FRT are described as in (3) and (4).

FDA =

NG∑
g=1

(
CQ,UP

DER(g)
RQ,UP

DER(g)
+ CQ,DW

DER(g)
RQ,DW

DER(g)

)
+ pQ,UP

TSO RLXQ,UP
TSO + pQ,DW

TSO RLXQ,DW
TSO (3)

FRT =
Ω∑
ω=1
π
(ω)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

NG∑
g=1

(
Cact

DER(g)

(
rQ,UP

DER(g,ω)
− rQ,DW

DER(g,ω)

)
+ Ccut

DER(g)P
cut
DER(g,ω)

)
+ prlx, act

TSO

(
rlxQ,UP

TSO(ω)
− rlxQ,DW

TSO(ω)

)
+ pExtra

TSO(ω)
rlxExtra

TSO(ω)
+

NL∑
l=1

(
CDR
(l) PDR

(l,ω)

)
+

NCB∑
cb=1

Nlevels∑
lv=1

CCB(cb)ZCB(cb,ω,lv) +
NTRF∑
tr f=1

Nlevels∑
lv=1

CTRF(tr f )ZTRF(tr f ,ω,lv)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4)

FDA represents the first-stage decision of contracting reactive power flexibility. Here, DER provides
cost inflicted, upward and downward reactive power flexibility. It is mathematically presumed that the
TSO request of reactive power may be needed to be relaxed (represented by RLX). This mathematical
relaxation proposes the possibility of a certain deviation of the requested tan φ value in the upstream
connection and is affected by its own penalty. The tan φ value is dependent on agreements between
the TSO and the DSO.

Concerning FRT, it portrays the real-time operating costs of the distribution network. By the
cost of an activation price, generators may change their reactive power operating point. In cases of
higher need of flexibility (when the DSO cannot entirely provide the service), a different relaxation is
activated through the binary variable rlxExtra allowing the DSO to provide part of the TSO request.
By applying an even greater cost, it is possible to curtail the generators active power for relaxing
situations where active power is creating problems in the distribution network. Demand response can
also be contemplated to decrease the active power consumption, which in turn will reduce the reactive
power consumption, under even greater penalties for this relaxation. These alternatives options will
ensure that DSO prioritizes DER and consumers over providing the reactive power service to the TSO.

Capacitor banks and the transformers OLTC ability are also considered with a cost related to the
lifetime degradation of the equipment by changing the tap set point [16].

3.2. First-Stage Constraints

The first-stage constraints, seen in (5) and (6), represent the DER flexibility for upward and
downward reactive power. Similar constraints are applied to the mathematical relaxation of the
external supplier flexibility.

RQ,UP,Min
DER(g)

≤ RQ,UP
DER(g)

≤ RQ,UP,Max
DER(g)

, ∀g ∈ {1, . . . , NG} (5)

RQ,DW,Min
DER(g)

≤ RQ,DW
DER(g)

≤ RQ,DW,Max
DER(g)

, ∀g ∈ {1, . . . , NG} (6)

3.3. Second-Stage Constraints

The second-stage constraints refer to the operating stage constraints that are introduced by the
uncertainty of RES production. DER active power relates to its operating point for the energy schedule.
This value is assumed as fixed by the conditional mean forecast for active power generation. This leads
to the active power curtailment in the operating stage to be limited by:

Pcut
DER(g,ω) ≤ Pop

DER(g)
+ ΔPDER(g,ω), ∀g ∈ {1, . . . , NG},∀ω ∈ {1, . . . , Ω} (7)

The difference of active power between the realization scenario and the expected forecast in each
scenario is represented as ΔP. The active power flowing from the upstream connection (TSO) is limited
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by the contracted boundaries between the TSO and the DSO and by the capacity of the transformers at
the substation interconnection. Active power can be injected/absorbed by the TSO as seen in (8).

− PMax
TSO(ω)

≤ PTSO(ω)
≤ PMax

TSO(ω)
, ∀ω ∈ {1, . . . , Ω} (8)

In addition, the second-stage also includes the bounds of the second-stage variables and the
non-anticaptivity constraints, given by:

rQ,UP
DER(g,ω)

≤ RQ,UP
DER(g)

, ∀g ∈ {1, . . . , NG},∀ω ∈ {1, . . . , Ω} (9)

rQ,DW
DER(g,ω)

≤ RQ,DW
DER(g)

, ∀g ∈ {1, . . . , NG},∀ω ∈ {1, . . . , Ω} (10)

Constraints (9) and (10) are also applied to the mathematical relaxation represented through
external suppliers.

Each DER has the possibility to provide inductive or capacitive reactive power under the operation
limits defined in the Portuguese regulation.

−
(
Pop

DER(g)
+ ΔPDER(g,ω)

− Pcut
DER(g,ω)

)
tanφ ≤ Qop

DER(g)
+ rQ,UP

DER(g,ω)
− rQ,DW

DER(g,ω)
≤
(
Pop

DER(g)
+ ΔPDER(g,ω)

− Pcut
DER(g,ω)

)
tanφ,

∀g ∈ {1, . . . , NG},∀ω ∈ {1, . . . , Ω}
(11)

In (12) and (13), it is represented the upward/downward activation of the mathematical relaxation
for the TSO. This relaxation considers a high penalty because the main goal is to provide the service for
the TSO request.

rlxQ,UP
TSO(ω)

≤ RLXQ,UP
TSO , ∀ω ∈ {1, . . . , Ω} (12)

rlxQ,DW
TSO(ω)

≤ RLXQ,DW
TSO , ∀ω ∈ {1, . . . , Ω} (13)

As a last resource to find a solution for congestion and voltage problems, demand response is
used by the DSO, being constrained by:

PDR
L(l,ω) ≤ PL(l), ∀l ∈ {1, . . . , NL},∀ω ∈ {1, . . . , Ω} (14)

Then, the actual reactive power consumption of consumer l is given by:

QL(l,ω) =
(
PL(l) − PDR

L(l,ω)

)
tanφ, ∀l ∈ {1, . . . , NL},∀ω ∈ {1, . . . , Ω} (15)

where tan φ can be settled at 0.3 as assumed in [17].
Regarding the capacitor banks and transformers with OLTC, these devices are owned by the DSO

and located in the substation. This means that the DSO has the knowledge of their characteristics.
Capacitor banks are used to provide reactive power being modelled by levels of reactive power as in
(16) and (17).

QCB(cb,ω,lv) = Qlevels
CB(cb,lv)XCB(cb,ω,lv), ∀cb ∈ {1, . . . , NCB}, ∀ω ∈ {1, . . . , Ω},∀lv ∈ {1, . . . , Nlevels} (16)

Nlevels∑
lv=1

XCB(cb,ω,lv) = 1, ∀cb ∈ {1, . . . , NCB},∀ω ∈ {1, . . . , Ω} (17)

The cost of changing the tap of the capacitor banks is multiplied by ZCB, which represents the
difference between the tap selection in the present period with the previous one, which is constrained by:

Xt−1
CB(cb,ω,lv) −XCB(cb,ω,lv) ≤ ZCB(cb,ω,lv), (18)
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XCB(cb,ω,lv) −Xt−1
CB(cb,ω,lv) ≤ ZCB(cb,ω,lv), ∀cb ∈ {1, . . . , NCB},∀ω ∈ {1, . . . , Ω},∀lv ∈ {1, . . . , Nlevels} (19)

The transformers with OLTC constraints for voltage control are modelled as:

ΔVTRF(tr f ,ω,lv) = Vlevels
TRF(tr f ,lv)XTRF(tr f ,ω,lv), ∀ω ∈ {1, . . . , Ω},∀tr f ∈ {1, . . . , NTRF},∀lv ∈ {1, . . . , Nlevels} (20)

Nlevels∑
lv=1

XTRF(tr f ,ω,lv) = 1, ∀ω ∈ {1, . . . , Ω},∀tr f ∈ {1, . . . , NTRF} (21)

Vsb(ω) = Vre f
sb(ω)

+

Nlevels∑
lv=1

ΔVTRF(tr f ,ω,lv), ∀ω ∈ {1, . . . , Ω},∀tr f ∈ {1, . . . , NTRF} (22)

where ΔVTRF represents the voltage level to be activated in the transformer by the DSO. Vlevels
TRF is a

parameter representative of all possible taps of the transformer, and XTRF is the binary variable for
selection of a unique tap level. Vre f

sb is the reference of voltage magnitude at the substation before
the use of OLTC ability by the transformer, while the final voltage value at the substation is denoted
by Vsb. In addition, the cost for changing the tap of the transformer is included in the objective
function (5), where ZTRF is the linearization of the absolute function, as the capacitor banks. Thus, the
constraints are:

Xt−1
TRF(tr f ,ω,lv) −XTRF(tr f ,ω,lv) ≤ ZTRF(tr f ,ω,lv), (23)

XTRF(tr f ,ω,lv) −Xt−1
TRF(tr f ,ω,lv) ≤ ZTRF(tr f ,ω,lv),∀tr f ∈ {1, . . . , NTRF},∀ω ∈ {1, . . . , Ω},∀lv ∈ {1, . . . , Nlevels} (24)

Moreover, an AC-OPF is used to model the power flow in the distribution network. Therefore,
the active power balance in each bus is modelled as:

NG∑
g=1

(
Pop, i

DER(g)
+ ΔPi

DER(g,ω)
− Pcut

DER(g,ω)

)
+P i

TSO +
NL∑
l=1

(
PDR, i

L(l,ω)
− Pi

L(l)

)
= GiiV2

i(ω) + Vi(ω)

∑
j∈TLi

Vj(ω)

(
Gij cosθi j(ω) + Bij sinθi j(ω)

)
,

∀i ∈ {1, . . . , NBus},∀ω ∈ {1, . . . , Ω},θi j(ω) = θi(ω) − θ j(ω)

(25)

Additionally, the reactive power balance is given by:

NG∑
g=1

(
Qop, i

DER(g,ω)
+ rQ,UP, i

DER(g,ω)
− rQ,DW, i

DER(g,ω)

)
−

NL∑
l=1

Qi
L(l,s) +

NCB∑
cb=1

Nlevels∑
lv=1

Qi
CB(cb,ω,lv) + Qop, i

TSO(ω)
+ rlxQ,UP, i

TSO(ω)
− rlxQ,DW, i

TSO(ω)
+ rlxExtra, i

TSO(ω)
=

Vi(ω)

∑
j∈TLi

Vj(ω)

(
Gij sinθi j(ω) − Bij cosθi j(ω)

)
− BiiV2

i(ω), ∀i ∈ {1, ..., NBus},∀ω ∈ {1, ..., Ω},θi j(ω) = θi(ω) − θ j(ω)

(26)

There is also the consideration that the energy flowing through the distribution lines has a thermal
limit that should not be exceeded, being limited as in (27) and (28).

∣∣∣∣Vi(ω)

[
yijVij(ω) + ysh (i)Vi(ω)

]∗∣∣∣∣ ≤ SMax
TL , Vij(ω) = Vi(ω) −Vj(ω), ∀i, j ∈ {1, . . . , NBus},∀ω ∈ {1, . . . , Ω}, i � j (27)

∣∣∣∣Vj(ω)

[
yijVji(ω) + ysh ( j)Vj(ω)

]∗∣∣∣∣ ≤ SMax
TL , Vji(ω) = Vj(ω) −Vi(ω), ∀i, j ∈ {1, . . . , NBus},∀ω ∈ {1, . . . , Ω}, i � j (28)

Voltage magnitude must stay between the limits established by the DSO, assuming the slack bus
voltage magnitude as fixed.

Vi
Min ≤ Vi(ω) ≤ Vi

Max, ∀ω ∈ {1, . . . , Ω} (29)

4. Case Study

This section presents the case study used to apply and test the model developed for the Portuguese
reactive management policies. The simulation has been carried out with MATLAB and GAMS tools.
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4.1. 37-Bus Distribution System

The present case study is based on a 37-bus distribution network (originally presented in [18])
that was adapted to support five DER in the form of three combined heat and power (CHPs) and two
wind turbines, as one can see in Figure 2.

 
Figure 2. 37-Bus distribution network (adapted from [18]).

The distribution network is connected to a high voltage network through two power transformers
of 10 MVA each. It also possesses 22 consumption points that represent 1908 consumers (1850 residential
consumers, two industrial consumers, 50 commercial stores, and six service buildings) [18], with the
consumption characteristics and profile being adopted from [19]. The total active and reactive power
consumption in the network is summarized in Table 2.

There are two transformers and two capacitor banks being considered in the network. More
precisely, the transformers have OLTC ability with a maximum voltage deviation of 0.1 p.u. In addition,
the capacitor banks also have steps with a total capacity of reactive power production of 5.4 MVAr
(one capacitor bank with 4.5MVAr and the other with 0.9 MVAr). The cost reflecting the use of the
transformers and capacitor banks (with the OLTC ability that reduces the equipment lifetime) is
determined by [16]. It is assumed that both types of equipment are owned and managed by the DSO.

The network is composed of different DER. More precisely, three CHP units and two wind turbines
which can provide reactive power flexibility, accordingly to their technical limits.

It is assumed that the DER active power generation should be fully absorbed by the network,
following the standard regulation. Therefore, Table 3 shows the generic characteristics of the DER,
including the expected operating point (e.g., wind power forecast).

The DER characteristics, as well as the cost for upward and downward reactive power flexibility,
are given in Table 4.
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Table 2. Active and reactive power consumption characteristics.

Load.Bus
Active Power Consumption (kW) Reactive Power Consumption (kVAr)

Min Mean Max Min Mean Max

1 3 373.2 677.9 1190.5 112.0 203.4 357.2
2 4 206.1 591.2 1015.6 61.8 177.4 304.7
3 6 88.4 599.0 1029.8 26.5 179.7 308.9
4 7 394.7 716.9 1259.1 118.4 215.1 377.7
5 9 539.0 761.8 1089.0 161.7 228.5 326.7
6 10 298.7 636.6 1040.9 89.6 191.0 312.3
7 12 323.0 586.5 1030.1 96.9 176.0 309.0
8 14 387.0 1110.4 1907.4 116.1 325.4 567.1
9 16 745.6 1589.1 2598.3 223.7 425.6 779.5
10 18 509.7 720.3 1029.8 152.9 169.7 308.9
11 20 88.4 599.0 1029.8 26.5 152.1 308.9
12 21 373.2 677.9 1190.5 112.0 190.9 357.2
13 23 365.1 778.1 1272.3 109.5 208.4 381.7
14 24 539.0 761.8 1089.0 161.7 179.5 326.7
15 26 323.0 586.5 1030.1 96.9 165.1 309.0
16 28 178.3 511.6 878.8 53.5 149.9 261.3
17 29 74.4 503.8 866.2 22.3 128.0 259.9
18 31 314.0 570.2 1001.4 94.2 160.5 300.4
19 32 290.4 618.9 1011.9 87.1 165.8 303.6
20 34 93.5 633.4 1089.0 28.1 160.9 326.7
21 36 217.9 625.3 1074.1 65.4 183.2 319.3
22 37 323.0 586.5 1030.1 96.9 165.1 309.0

Table 3. General characteristics and operating point for distributed energy resources (DER).

DER Number of Units Total Installed Power
Operating Point Pop (MW)

Min Mean Max

CHP 3 2.5 (MVA) 1.0 1.15 1.5
Wind 2 20 (MVA) 11.31 14.01 15.34

Transmission system operator (TSO) 1 20 (MVA) - - -

Table 4. DER reactive power costs.

DER
Upward Cost Cup (m.u./kVAr) Downward Cost Cdw (m.u./kVAr)

Min Mean Max Min Mean Max

CHP 0.02 0.04 0.06 0.02 0.04 0.06
Wind 0.02 0.025 0.03 0.02 0.025 0.03
TSO 1 1 1 1 1 1

RESs are modelled through stochastic variables. Thus, upward and downward reactive power
flexibility is constrained by their technical limits. In [20,21] can be found the scenarios used to model
the uncertainty of wind power forecast. A set of 10 scenarios were extracted for each wind generator.
In this case study, the standard reactive power policy of the DER is subjected to the Portuguese
regulation, following Table 1.

Regarding the upstream connection, it must be established the tan φ agreed between the TSO
and the DSO for the substation of interconnection. In this case, it has been considered that the tan φ
varies throughout the day according to the regulation established in [12]. More precisely, the TSO
must provide a tan φ of 0 with +/−5% of deviation between 22:00 and the 07:00. In the remaining
period, the tan φ is expected to be 0.3 with +/−5% deviation. Note that the tan φ can vary from these
values, taking into account specific agreement between the DSO and the TSO for a specific substation
of interconnection. The case study was constructed assuming that active power from DER can be
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greater or less than the load on the network. Thus, the TSO can either inject or absorb active power
depending on the realization of wind generation over time.

4.2. Results

The tool will attempt, by using capacitor banks, transformers with OLTC and DER, to contract
optimal reactive power flexibility and with this, meet the desired reactive power profile defined by
the DSO.

It is important to note that active power production in the DERs is fixed according to the previous
forecast of the energy dispatched for each hour. Wind power plants have a forecast point determined
for the next 24 h along with 10 possible hourly scenarios, as in Figure 3.

 
Figure 3. Point forecast and scenarios of the wind power plant 1 throughout 24 h.

Using wind active power as an input and considering the flexibility limits, the expected reactive
power production operation is determined by the tool for each operation hour point. The tan φ of both
wind power plants is kept within the +/−5% range in every scenario. Figure 4 shows the evolution of
tan φ overtime for the wind power plant 1.

 
Figure 4. Forecasted and realized tan φ of the wind power plant 1 throughout 24 h.

Figure 5 depicts the tan φ profile at the substation. As was predicted, the tan φ values are as close
as possible to 0.3 between 7–22 h and a value of 0 for tan φ for the other hours, for every scenario, to
guaranty that no penalties to be applied to the DSO. DERs reactive power generation, the capacitor
banks and the transformers with OLTC ability have an important role in securing this result.
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Figure 5. Forecasted and realized tan φ at the main substation throughout 24 h.

Figure 6 shows the reactive power production of capacitor bank 1. The level of reactive power
varies according to the DSO needs. For periods between 22:00 and 07:00, the level of reactive power
production is high, reaching the maximum production in some periods. During the day, the reactive
power production of the capacitor bank comes to zero, since the TSO is injecting a significant amount
of reactive power which is sufficient to support the system. It is also worth mentioning that the
step position does not change more than four times per day, which reduces equipment degradation
over time.

Figure 6. Reactive power production of capacitor bank 1 throughout 24 h.

Capacitor bank 2 follows the same behavior as capacitor bank 1, as can been seen in Figure 7.
In fact, as capacitor bank 2 is much smaller than capacitor bank 1, the capacitor bank 2 is often used to
complement the reactive power between steps of the capacitor bank 1.

101



Energies 2019, 12, 4028

 
Figure 7. Reactive power production of capacitor bank 2 throughout 24 h.

As with the capacitor banks, OLTC tap changes are reduced, even maintaining the same position
throughout the 24 h. It is noteworthy that as the optimization considers the day-ahead forecast point,
it leads to the modification of the OLTC tap hourly positions (Figure 8). Note that both transformers
present the same behavior as presented in Figure 8.

 
Figure 8. Transformer 1 with OLTC ability throughout 24 h.

5. Conclusions

This work proposes a new tool to be used by the DSO in reactive power management, exploiting
DER flexibility. It explores the use of a two-stage stochastic model that manages the uncertainty of wind
power producers. With this tool, TSO reactive power requirements can be provided by contracting the
service to the DSO, which may be an alternative to investments in reactive power control equipment in
the transmission network. Simulations were done for a 37-bus distribution network, whose results
demonstrate the feasibility of the proposed tool. The selection of the DER that could provide reactive
power flexibility, under the different operation conditions introduced, was proven and the service was
provided to the TSO.
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Nomenclature

Parameters

ΔP Power deviation in each scenario
B Imaginary part in admittance matrix
C Cost
G Real part in admittance matrix
N Number of unit resources
p Penalty for external supplier’s flexibility
y Series admittance of line that connects two buses
ysh Shunt admittance of line that connects two buses
Variables

θ Voltage angle
P Active power
Q Reactive power
r Reactive power flexibility used in the operating stage
rlx Reactive power relaxation in the operating stage
R Reactive power flexibility contracted at day-ahead stage
RLX Reactive power relaxation at day-ahead stage
S Apparent power
V Voltage magnitude
V Voltage in polar form
Vsb Voltage at slack bus
ΔV Voltage level activated by the DSO in the transformer
X Binary variable
Z Auxiliary variable for absolute function linearization
Subscripts

ω Index of scenarios
cb Index of capacitor bank units
CB Capacitor bank abbreviation
g Index of generators units
i, j Bus index
l Index of load consumers
L Load consumers abbreviation
lv Index of levels (tap changing) for capacitor banks and transformers
TSO Transmission system operator
t Time index
tr f Index of transformer units
TRF Transformer abbreviation
Superscripts

act Activation cost of resources in real-time stage
cut Generation curtailment
Max Maximum limit
Min Minimum limit
op Operating point of the power resource
Q, DW Downward reactive power flexibility
Q, UP Upward reactive power flexibility
DR Demand response of consumer l
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Abstract: The development of efficient electric vehicle (EV) charging infrastructure requires a
modeling of customer behavior at an appropriate level of detail. Since only limited information
about real customers is available, most simulation approaches employ a stochastic approach by
combining known or estimated customer features with random variations. A typical example is
to model EV charging customers by an arrival and a targeted departure time, plus the requested
amount of energy or increased state of charge (SoC), where values are drawn from normal (Gaussian)
distributions with mean and variance values derived from user studies of obviously limited sample
size. In this work, we compare this basic approach with a more detailed customer model employing
a multi-agent simulation (MAS) framework in order to investigate how a customer behavior that
responds to external factors (like weather) or historical data (like satisfaction in past charging sessions)
impacts the essential key performance indicators of the charging system. Our findings show that
small changes in the way customers are modeled can lead to quantitative and qualitative differences
in the simulated performance of EV charging systems.

Keywords: EV charging; multi-agent system; digital twin; customer satisfaction indicator

1. Introduction

With an increasing number of electric vehicles (EVs), an improved charging infrastructure is
required in order to deliver the necessary energy for mobility while at the same time reducing the
costs of operating said infrastructure. For the development of such charging systems, developers have
to optimize a number of system parameters like the number, location, and type of charging stations
(CSs). A key factor in this analysis is an accurate representation of customers and their charging
requirements. In the majority of prior literature (for example [1,2], see also [3,4]), customers were
modeled passively via their charging process with an arrival and departure time of the car plus an
energy requirement. These values are typically described as a Gaussian probability distribution with
a defined mean and variance. An example customer could be described as arriving at the charging
station at 9:00 h ± 30 min, leaving at 17:30 h ± 10 min, and requesting 8± 0.5 kWh energy. For example,
the work in [5] studied the psychological aspects concerning the charging behavior of electric vehicle
drivers. During a six-month study with 79 EV users, charging data were collected. Typically, users
drove almost 40 km per day and recharged three times weekly, with a high remaining battery energy
level at the time of charging.

This approach has a number of benefits. It requires limited information about customers, can easily
be scaled, has a low computational expense (data tables can be computed upfront) and is easy to
investigate. The drawback is that with increasing numbers of customers, normal distributed variations
level out, thus only covering average conditions, potentially overlooking rare, but serious extreme
conditions. In addition, as we will show in this work, there are individual effects that cannot be
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accurately modeled with the conventional approach. In order to show this, we extend the standard
approach for modeling EV customers in two separate steps. In a first step, we introduce an EV
sensitivity to the current weather conditions. We assume that under very cold or hot conditions,
EVs have an increased energy demand, requiring more energy than usual (e.g., due to air conditioning,
heating, or battery properties). The quality of the charging process is evaluated using a customer
satisfaction indicator (CSI) that compares the result of the charging process (the reached SoC) with
the customer requirements. We hypothesize that depending on the increase in energy demand,
the mean CSI degrades on certain days. We call this the Temp scenario. The second studied extension
(CSI sensitive) is that we assume that customers have a memory of past charging sessions, in the form
of CSI values. If CSI values degrade below a threshold, customers will stop using the charging station,
and the system will be used by fewer EVs.

The study system used in this work is a charging infrastructure of a medium-sized company.
We assume that some of the employees are using EVs to commute and use the low-cost electricity at the
company for most of their charging demands. In order to minimize CO2 emissions, the company uses a
large-scale PV system to generate inexpensive, CO2 -free energy for the charging station, supported by
a low level of grid power. The drawback of the approach is that during days without sunshine, only a
small level of extra charging power from the grid is available. This approach minimizes CO2 emissions
and energy costs (especially peak load costs), but is sometimes not able to satisfy all customer (EV
user) demands.

The practical implementation of customer models that respond to external conditions and
historical data is done via a multi-agent system (MAS) approach, where each customer, electric vehicle
(EV), and charging station (CS) is represented as a computer program that can respond to current and
past conditions. Using this approach, it is possible to replicate the conventional approach with normal
randomly-distributed requests, but also to investigate other more realistic scenarios. In our study,
we employ the NetLOGO framework.

Using the baseline and the two extended scenarios, we show how the characterized modeling
framework can lead to new perspectives and insights on the more complex interactions between
charging infrastructure systems and their customers.

1.1. Related Work

Multi-agent systems have been used intensively in recent year in the energy sector. In [4], the
impact of the variation of charging prices on the behavior of electric vehicle users was investigated,
comparing benefits when using variable and fixed charging prices. With the goal of generating a
realistic population of customers, an EV usage simulator was developed that models the effects of city
size. Offering variable prices showed good results and could be a promising approach where EV users
have different prices when deciding the location of their next charging spot.

Xydas et al. [6] built a MAS for charging controllers and EVs. The objective of the controller
was to operate the CS in order to perform peak shaving, valley filling, maximizing income, and for
the EV to minimize costs in two different scenarios, one where the agent is reacting to variations
of electricity prices, and one for charging processes irrespective of price signals. The aim of the
research presented in [7] was to measure user satisfaction and their adaptability to new vehicle
technologies (specifically, full electric vehicles). The work in [8] presented a simulation framework
for electric vehicles in terms of energy consumption. In [9], vehicle behavior was simulated by an
agent-based transportation simulation tool with detailed routes on a map of Zurich for the simulation
of vehicle behavior with realistic vehicle energy consumption profiles. The approach uses multi-agent
transportation simulation (MATSim). Sweda et al. [10] looked at the strategic investment in new
charging infrastructure considering private EV usage and driving patterns. The study was done using
an MAS to simulate user behaviors.
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1.2. Multi-Agent Simulation Systems

In the literature, different MAS frameworks have been employed. In [11], the authors used an
MAS for investigating the issue of avoiding grid congestion in scenarios with a large number of EVs.
The simulation was based on the JACK framework in conjunction with MATLAB/Simulink.

In [12], the authors briefly summarized multi-agent simulation tools and specifically evaluated
MASON and NetLOGO via a test implementation for human modeling (We briefly cite one of their
main conclusions: “NetLOGO has proved its reputation as an ABS platform where the simulation
models can be implemented quickly and straightforwardly. . . . Had we simply looked for a handy
standalone agent-based simulation tool for a limited number of agents, NetLOGO easily could have
been our choice. . . ”). NetLOGO was also employed in [13] to simulate human behavior.

Another comparison study on MAS tools as [14]. They also came to the conclusion that NetLOGO
was surprisingly efficient for the task (“Perhaps because NetLOGO is clearly designed for one type
of model (Section 3.1) and uses a simplified language, scientists tend to assume it is too limited for
serious ABMs. We originally intended to exclude NetLOGO as too limited for full treatment in this
paper, but found we could implement all our test models (Section 2.1) in NetLOGO, with far less effort
than for other platforms.”).

2. Methods

In this section, we outline the relevant components of the tool chain, the first being the simulation
environment for the energy system, which employs a commercial tool (SimulationX [15]) based on the
Modelica [16] standard. The simulation communicates via a functional mockup interface (FMI) [17]
with two external programs, the charging controller implemented in Python and the multi-agent
simulation tool NetLOGO.

2.1. Modelica Simulation Environment

SimulationX is a multi-physics program package for modeling, calculation, simulation,
optimization, and reliability analysis of technical components and systems. It is based on the
object-oriented programming language Modelica and supports the standardized interface FMI for
communication between SimulationX and external programs. We also employed the GreenCity
extension library that contains components for the simulation of a complete energy system with a
focus on renewables. The main benefit of this simulation approach is that the engineering know-how
implemented in the library can easily be accessed so that developers can directly focus on their key
research areas (for example, controller development). Simulations of a complete year run on time-scales
of seconds to minutes and can be parallelized for parameter optimization [18].

2.2. Functional Mockup Interface

FMI is a software standard to facilitate co-simulation approaches in complex simulation tasks
involving several domains. The basic idea of FMI within a co-simulation is to integrate two or more
simulation tools into a common simulation environment. The data exchange takes place at defined
communication times. In the time between the communication points, the tools simulate their models
independently of each other. A component that has implemented the FMI standard is called an FMU.
The FMU is a compressed archive file (*.fmu) containing a model description and the corresponding
libraries (*.dll). For more information, see [17,19] or www.fmi.org.

2.3. Charging Controller

The charging controller is a tool written in Python. It contains all the parameters of the charging
processes and is responsible for controlling the charging processes according to predefined algorithms
The controller thus receives information on the physical conditions of the charging stations, the
physical parameters of the arriving vehicles, and information on the usage of the charging station.
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3. Multi-Agent Simulator

This section briefly describes the basics of multi-agent simulation (MAS). NetLOGO was chosen
as the tool for the implementation of the MAS, which will be explained further below. In Section 3.3,
the most important elements of the programmed MAS are presented concisely.

3.1. Basic MAS Philosophy

Multi-agent systems are comprised of autonomously-operating agents and the environment in
which they are located. The goal of the systems is to solve complex problems through specializations
and division of labor. Well-known examples from biology are bee swarms and ant colonies. In these
collectives, a clear differentiation takes place between the individual member groups. In the MAS,
an agent can be defined as a “[. . . ] separable and definable software unit, that interacts flexibly and
autonomously with its environment and other agents, so as to achieve the predefined goals of the user
or developer, ultimately adhering to his interests.” (translated from [20], see also [21]).

3.2. NetLOGO

NetLOGO is an independent programming language, which includes a programming
environment that is, however, fundamentally based on JAVA. This tool offers the possibility to be
accessed by superordinate JAVA programs. We integrated it into co-simulation by creating a wrapper
software which accesses the NetLOGO API and wraps it into an FMU (functional mock-up unit).
A main disadvantage is the limited visual representation of the simulation. Methods need to be
programmed independently; however, the programming language can be quickly learned by novices.
This tool has gained popularity in the fields of teaching and research. NetLOGO contains a large
library of complete exemplary models that can be used and expanded (the download of the software
and further information can be found on the following website: http://ccl.northwestern.edu/netlogo/
index.shtml).

3.3. Key Features of Our Implementation

The model contains three different agent types and a model environment. All agent
types differentiate themselves in their fundamental characteristics, features, actions, and their
communication. Of each agent type, multiple individual agents can exist. In this specific model
example, 30 agents of the type “e-vehicle”, 21 agents of the type “charging point”, and 30 of the “driver”
agent type were implemented. The model additionally contains the “environment”. This encapsulates
all actions and parameters that are agent independent or not agent specific (e.g., time of day).

The agent “driver”, largely simplified, represents the human driver. He/she uses his/her vehicle
and the appropriate charging infrastructure to accomplish his/her daily routine. The daily routine is
based on statistical and normal distributed random numbers. The emphasis is on getting from A to B
with sufficient battery capacity. This means that a vehicle does not charge at every opportunity, but only
when the driver considers it necessary. In concrete terms, this is implemented in that a charging decision
is made when the SoC falls below an individual threshold value SoCLimit. This threshold value depends
on where the vehicle is located, meaning whether it charges at the company (SoCLimit = 75%) or at an
external charging infrastructure (SoCLimit = 20%). The agent “e-vehicle” (EV) is a digital representation
of a real electric vehicle. These agents have a reduced pool of parameters, which are necessary for the
simulation. These include information on charging infrastructure, consumption, and charging status.
The vehicles have rudimentary functions such as “driving”, “parking”, and “loading”. Within these
methods, the vehicle’s batteries are emptied or charged accordingly. Furthermore, simulation-relevant
information such as ambient temperature or charging power is transmitted to the agent via the FMU.
The agents of the type “charging point” (CP) each represent a single charging point in the real charging
infrastructure. These agents have individual charging parameters, allowing the “driver” agents to
charge the “e-vehicle” agents if the parameters match between EV and CP. Particularly important
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is the role of the CP agent as the model interface enabling the saving and export of all the charging
process information from the model.

4. Scenarios

In this work, we shall compare three different scenarios, based on different customer behavior.
The first scenario represents conventional static usage profiles based on normal distributed charging
demands. This type of customer modeling could be implemented without an MAS approach; however,
we decided to also employ our MAS framework for better comparability. The second scenario is
a minor extension of the basic scenario where the energy demand on hot or cold days is increased.
We assume that for technical reasons, the energy demand of the EV increases due to the battery
chemistry or additional A/C and heating demand. In the third scenario, the customer shall stop
using our charging infrastructure if past charging processes were not to the customer’s liking. This is
modeled by a customer satisfaction indicator that is computed based on the difference of targeted and
actual reached SoC for past charging sessions. The assumption is that if the charging infrastructure
repeatedly failed to charge the EV to the requested level, the customer would switch to a different
charging operator. More details on the three scenarios are given below.

4.1. Building Scenario

Our test system was a medium-sized company with NE = 30 EVs, NCS = 21 charging stations,
and a photovoltaic (PV) system with a peak power of PPV = 490 kW (for the output of the PV system
over a year, see Figure 1). The rest of the facility was not modeled in detail. Charging stations and EVs
have different maximum charging power between 10 kW and 150 kW.

Figure 1. PV system output during the year.

4.2. Charging Controller

We used a simple charging controller in this project. The controller first computes the currently
available charging power: Pa:

Pa(t) = PPV(t) + PBase , (1)
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where PPV is the current power production from the PV system and PBase additional power taken from
the grid. In order to minimize peak loads and to reduce costs and CO2 emissions, one would try to
minimize PBase. Here, we have chosen PBase = 30 kW, but also consider two extreme scenarios with
PBase = 0 kW and PBase = 1 MW (MAX scenario). These values were chosen to cover three interesting
conditions: one where only PV power is available (PBase = 0 kW), which means 100% green energy,
the additional availability of on average 1 kW per EV (PBase = 30 kW), and finally, a setting for virtually
unlimited grid power (PBase = 1 MW). These values both span a wide range, but also appear realistic
under different ecological or economic constraints.

As an example, we note that at our facility, peak costs of approximately 100 Euros/kW occur,
so that PBase should be kept as low as possible.

In the next step, the available power Pa was evenly distributed between all EVs until they reached
their target SoC. If an EV was provided with more charging power than what was technically feasible,
this surplus power was returned to the system and made available for vehicles with higher potential
charging power. Only when all EVs reached their target SoC values, then all vehicles were charged
from the target SoC to 100%, again evenly distributed.

Note that our simple controller did not consider the current SoC in the EV to prioritize EVs with
low SoC levels, since this would increase the complexity of the controller and also raise issues of
fairness. We also neglected the impact of the charging strategy on the battery state of health (SOH).
While the simulator performed a basic SOH modeling depending on cyclic and calendaric aging,
these effects were not considered in the controller and our analysis.

4.3. Customer Satisfaction Indicator

In contrast to prior work [22], we only employed a single function for computing the CSI value of
a charging process. Based on the desired SoC given by the user (SoCd), the SoC at the arrival (SoCini),
and the achieved SoC at the customer’s departure (SoCa), the CSI is computed as:

CSI =

⎧⎨
⎩

(SoCa−SoCini)
(SoCd−SoCini)

, i f SoCa < SoCd

1, else
(2)

4.4. Modeling Customer Behavior

In our basic scenario, we modeled EV users via their arrival time tA and departure time tD at
the charging station, plus their average energy demand (specifically, the SoC at arrival SoCini). We
also assumed a fixed target SoC of 80%. For each user, the specific values for tA, tD, and SoCini were
drawn from a normal distribution with mean 9:00 for arrival time, 17:00 for departure time, and 30%
for initial state of charge at arrival. The standard deviations were selected as follows: 60 min for tA
and tDand 10% for SoCini.

Before the start of the simulation, we first generated a set of NE users with the above given
statistics, so that user (EV) u had an individual value tA(u), and so on. Based on these data, we
calculated the charging demands for each EV and each day by determining arrival time, departure
time, and initial SoC, again from a Gaussian distribution. The mean of the distribution was taken from
the user characterization for each u, e.g., tA(u), with a variance that was half the inter-user variances
(i.e., 30 min for tA and tD and and 5% for SoCini).

This means that there were both variations in the average values between users, as well as daily
variations. Note that in addition to charging demands, weather conditions will differ, so that typical
CSI values will vary over different days. The process for computing the daily charging demands
is depicted in Figure 2. As one can see, it is also part of the user behavior that the vehicle can also
be loaded externally to the company and that the user has to wait when there are not enough free
charging stations. This also has an effect on tA and the CSI calculation.
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Figure 2. Modeling of the charging process in the MAS.

4.5. Extension to Weather Dependency

As a first extension of the basic scenario, we added a sensitivity in the charging demands to
external conditions, which become visible at run-time. Specifically, we added a change in electrical
energy demand of the vehicles dependent on the ambient temperature T. For simplicity, a simple
relationship between outside temperature T and the additional vehicle energy consumption ESpec due
to air conditioning, heating, and battery behavior was assumed (see [23,24] for more information):

ESpec =

⎧⎪⎪⎨
⎪⎪⎩
−1.4458T + 21.255, (−20 < T ≤ 14)

0, (14 < T ≤ 20)

1.25T − 25, (21 < T ≤ 40)

(3)
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This means that vehicles with a lower SoC arrive at the charging point and more energy is needed
to fully charge the battery. The relation between energy demand and outside temperature is shown
in Figure 3.

Figure 3. Temperature-dependent energy demand (in kWh/km) of EVs.

4.6. CSI Response Scenario

In the third scenario, we modeled a CSI sensitivity for all agents. After every charging process,
the MAS computes the CSI value for the last charging session of each user. If for EV u, this values
is under 80%, more than n f = 3 times, the agent u will not use the charging system anymore due to
frustration. Obviously, this is a very simple scenario, but visualizes the potential impact of adaptive
customer behavior.

5. Results

We simulated the three scenarios defined above for a complete year using weather data for a
city in Germany. Now, we want to take a look at the total charged energy in the CSI scenario for
different values of PBase in Figure 4. We see that PV power on its own was not sufficient since the
transferred energy increased substantially when PBase was increased. However, the selected value of
PBase = 30 kW covered 87% of the maximum charging energy amount.

Looking at the impact of different scenarios on the total charged energy in Figure 5, we observed
a small increase in the temperature-dependent usage scenario and a strong decline to about 65% of the
base demand for the CSI scenario.

The daily charging power for the three different scenarios is shown in Figure 6.
The dependency of the number of daily charging processes is shown in Figure 7 for different

scenarios and in Figure 8 for different values of PBase. We see that in the CSI scenario, the number
of charging processes fell strongly in the first few months. In the final month (December), the mean
number of charging processes for the CSI scenario was 47% lower than for the base scenario. An
increasing grid energy supply (Figure 8) increased the number of long-term charging processes
(customers), but even unlimited charging power did not avoid the effect of disappointed customers.
This was due to charging requirements that were sometimes too demanding given the limited charging
power of the CS or their EVs.
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Figure 4. Accumulated charging energy over time for different values of PBase for the CSI scenario.

Figure 5. Accumulated energy demand over time for different agent scenarios (with PBase = 30 kW).
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Figure 6. EV charging power (for all vehicles) for different scenarios.

Figure 7. Number of daily charging processes for different scenarios.
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Figure 8. Number of charging processes each day in the CSI sensitive scenario for different values
of PBase.

A boxplot of CSI values for all three scenarios is shown in Figure 9. Note that this plot only shows
charging processes with a CSI of <1.0. In fact, 93–98% (depending on scenario) of all charging processes
provide full customer satisfaction. Differences for the three scenarios were very small, with the CSI
scenario even having the best average values and the Temp scenario the worst values. The changes for
the CSI scenario when adapting PBase are shown in Figure 10. We note an increase in CSI values with
more base charging power (taken from the grid). However, due to limited charging power, customer
satisfaction might still be suboptimal even when a very large grid supply is available.

Finally, we study the total number of unsatisfying (CSI < 0.8) charging sessions. Figure 11 shows
variations for different scenarios and Figure 12 the impact of PBase in the CSI scenario. Assuming that a
CSI level below a threshold (0.8 in our simulations) indicates that the corresponding charging session
led to customer frustration, these plots show the development in the number of weak charging sessions.
These numbers might for example in real usage be related to the number of customer complaints. It
is interesting to observe that in the CSI scenario, the number of low CSI charging sessions increased
much slower than in the other two scenarios (Figure 11). After about two months, there was only a
moderate increase in the total number, while in the Base and Temp scenario, those numbers increased
much faster. This was due users with more difficult charging requirements switching to a different
charging location, leaving the remaining users with a more suitable solution. A possible implication of
CSI-sensitive behavior compared to the other scenarios is that a charging operator might substantially
overestimate the required effort for handling customer complaints.

As expected, the temperature-dependent charging demand also increased the number of low
CSI sessions relative to the baseline. A quite surprising finding in Figure 12 was the low difference
in the number of final low-quality charging sessions at the end of the year for different PBase values
(101 for 0 kW, 76 for 30 kW, and 68 for Max power (1 MW)). In terms of service efficiency (providing
high CSI level charging sessions), even large variations in PBase had a rather small impact. In contrast,
the response of the customers seemed to add actually some self-regulating feature to the overall system.
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Figure 9. Average CSI values over a year for different scenarios for the standard (30 kW PBase) setting.
Note that only charging processes with a CSI value of less than 1.0 are reflected here.

Figure 10. Boxplot of yearly CSI statistics for different values of PBase in the CSI-sensitive scenario.
Note that only charging processes with a CSI value of less than 1.0 are reflected here.
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Figure 11. Accumulated number of low (<0.8) CSI charging processes for different scenarios
(with PBase = 30 kW).

Figure 12. Accumulated number of low (<0.8) CSI charging processes in the CSI-sensitive scenario for
different PBase values.

117



Energies 2019, 12, 2858

6. Discussion

In this work, we used a multi-agent system approach for the assessment of the performance
of a charging system. EV users were modeled at different levels of detail. In contrast to standard
pre-calculated, table-based approaches, an MAS can allow agents (users) to respond to external factors
like weather conditions, but also to the results of previous charging sessions.

In an example study, we investigated two different effects: an outside temperature-dependent
charging energy demand and a customer satisfaction- sensitive charging behavior.
The temperature-sensitive scenario was selected as an example of a technical dependency of
the charging demands on external (environmental) conditions, while the CSI-sensitive scenario was
considered as a very basic human response pattern that has been often ignored in the analysis of
charging systems. The two scenarios led to substantial differences in the key performance values of
the system (charged energy, number of daily charging sessions). The CSI-sensitive customer scenario
even led to qualitatively different results, although low quality charging processes were very rare. It
also turned out that increasing the base power from the grid had a positive influence on the charging
performance, but did not generally avoid the issues with unsatisfied customers. It might therefore be
better to accept a certain number of discontented customers to provide a better and less expensive
service to the others.

In prior work [25,26], we proposed a dynamic pricing scheme, where charging station operators
offer different prices to customers depending on the customers’ flexibility. The framework proposed in
this paper could be used to better understand the impact of different pricing schemes on user behavior.
This is especially relevant if additional constraints like fairness need to be accurately modeled [27].

Another interesting venue is to analyze the resulting real-world multi-agent system consisting of
grid operators, aggregators, EVs, customers, and other agents, from a more fundamental system level
along the lines of [28].

We conclude that a more complex user modeling, as facilitated by MAS, is an essential component
in any simulation-based development and testing environment for smart charging systems. A key
issue that needs to be solved is how to obtain the necessary user data to feed the agent models in
the MAS. This is a specifically difficult topic for the energy domain, where due to rapidly changing
structures, customer behavior is likely to change over time. Furthermore, not much data on general
users of EVs (in contrast to early adopters and members of research institutions) is available.

7. Materials and Methods

Due to technical, license, and IP-property-related issues, we are unable to provide the underlying
simulation framework. However, we are happy to share simulation output data on demand.
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The following abbreviations are used in this manuscript:

MAS multi-agent system
EV electric vehicle
SoC (battery) state of charge
CS charging station
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CSI customer satisfaction indicator
FMI functional mockup interface
FMU functional mockup unit
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Abstract: In this study, a Wireless Sensor Network (WSN) energy model is proposed by defining the
energy consumption at each node. Such a model calculates the energy at each node by estimating
the energy of the main functions developed at sensing and transmitting data when running the
routing protocol. These functions are related to wireless communications and measured and
compared to the most relevant impact on an energy standpoint and performance metrics. The energy
model is validated using a Texas Instruments CC2530 system-on-chip (SoC), as a proof-of-concept.
The proposed energy model is then used to calculate the energy consumption of a Multi-Parent
Hierarchical (MPH) routing protocol and five widely known network sensors routing protocols:
Ad-hoc On-demand Distance Vector (AODV), Dynamic Source Routing (DSR), ZigBee Tree Routing
(ZTR), Low Energy Adaptive Clustering Hierarchy (LEACH), and Power Efficient Gathering in
Sensor Information Systems (PEGASIS). Experimental test-bed simulations were performed on
a random layout topology with two collector nodes. Each node was running under different
wireless technologies: Zigbee, Bluetooth Low Energy, and LoRa by WiFi. The objective of this
work is to analyze the performance of the proposed energy model in routing protocols of diverse
nature: reactive, proactive, hybrid and energy-aware. Experimental results show that the MPH
routing protocol consumes 16%, 13%, and 5% less energy when compared to AODV, DSR, and ZTR,
respectively; and it presents only 2% and 3% of greater energy consumption with respect to the
energy-aware PEGASIS and LEACH protocols, respectively. The proposed model achieves a 97%
accuracy compared to the actual performance of a network. Tests are performed to analyze the
consumption of the main tasks of a node in a network.

Keywords: energy consumption; routing protocols; performance parameters; Wireless Sensor
Network (WSN)

1. Introduction

Presently, houses, buildings, parks and, cities in general, involve several electronic devices
working with different wireless technologies. The type of application determines the appropriate
combination of standards and protocols to be used. One of the main characteristics of these wireless
devices is their power requirements.
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Wireless Sensor Networks (WSNs) involve devices characterized by small nodes, low energy
consumption, limited battery life, low task processing, and low storage capacity. These self-configuring
networks are easy to implement and to deploy. In these networks, communications through channels
with multiple interferences and computing capabilities to operate at low energy are assessed. Sensor
networks should exhibit an optimal performance with reduced delays and provide reliable information
with a minimum energy consumption in order to provide valuable information for long periods [1].
However, energy consumption may become a major issue because of the low-battery power. The life
span of the nodes should be as long as possible to avoid constant human intervention due to the harsh
environment of some of their applications, such as in the study of natural behavior, risk areas, medical
industry, domotics, agriculture, battlefields, and home networks [2].

Considerations on energy consumption are critical in sensor networks because their
implementation must be simple, enduring, and resilient to topology or configuration changes.
All these factors significantly influence the energy expenditure of a network and are represented
by its performance parameters.

In this study, an efficient energy model for sensor networks is implemented with the aim of
quantifying energy consumption during the execution of the main tasks of a node within a network [3].
The types of energy considered by this model correspond to the following phases of operation:
turning on, channel auditing, receiving packets, sending packets, switching activities, microcontroller
processing, and turning off. The novelty of this model is that it features a simple design scheme capable
of characterizing energetic behavior against possible network anomalies in which consumption levels
exceptionally increase, as it can be seen in [4]. In the proposed model, energy is considered to be an
indicator of a typical behavior for a network exposed to interference attacks. In addition, it is an easy
scheme to implement in a node, which provides reliable responses to modifications in node behavior.
In this way, it is also possible to optimize energy consumption for specific node activities as well as for
the overall network performance. The model allows for scalability and demonstrates the main reaction
modes of a network node.

This paper intends to test the proposed energy model and observe its repercussions on proactive
and reactive sensor network protocols. The analysis is described quantitatively by observing the
performance metrics that would positively or negatively affect such model. This is where the
contribution of this work becomes relevant: the proposed model quickly shows changes in the network
performance, its implementation is simple, and it does not represent higher processing consumption.
The proposed model is then compared against the performance of network sensors under some
widely known protocols: Ad hoc On demand Distance Vector (AODV) [5], Dynamic Source Routing
(DSR) [6], ZigBee Tree Routing (ZTR) [7], Low Energy Adaptive Clustering Hierarchy (LEACH) [8]
and, Power Efficient Gathering in Sensor Information Systems (PEGASIS) [9]. These protocols will
also be compared against the Multi-Parent Hierarchical (MPH) routing protocol proposed, designed,
and implemented by the authors in a previous work [10].

There are also other protocols analyzed in the literature, such as Cluster-based Energy Efficient
Location Routing Protocol (CELRP), which is a hierarchical protocol with nodes distributed in clusters
and arranged in quadrants. Each quadrant contains two clustering, which would be like the master
nodes, and other nodes transmit data with two hops data transmission. Another similar protocol is
Position Responsive Routing Protocol (PRRP), which is more energy efficient. This protocol makes a
choice of the cluster head based on distance from the sink, energy level, and the average distance of
neighboring nodes from the candidate master node. PRRP is similar to the LEACH protocol in which
any node can communicate with the sump and the data transmission mechanism is the time-based
schedule. In PRRP, the number of nodes of the branches of the hierarchical tree and the distance
from the non-leaf node is smaller compared to LEACH and CELRP. This makes energy conservation
candidate for optimization [11]. The PRRP protocol dramatically increases data transfer and provides
a better solution to the routing problem focused on energy efficiency, due to the efficient selection
and distribution of gateways. Another important protocol to mention is the Energy-Efficient data
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Routing Protocol (EERP) for WSN [12], which selects a set of good roads, and chooses the one based
on the node state and the road cost function. In EERP, each node has several neighbors through which
packets can be routed to the base station. A node bases its routing decision on two metrics: status and
cost function.

In this study, AODV, DSR, ZTR, LEACH, and PEGASIS are quantitatively compared and assessed
based on several efficiency metrics that analyze how these routing protocols optimize energy through
various schemes in order to find the best routes in the shortest possible time. As the hierarchy
algorithms, such as the ZTR, denote simple and fast routing that reduce network overloads, they are
reliable and have a distributed addressing scheme that only permits neighbor tables, not long, and
elaborated routing tables. The performance of WSN is closely related to that of the routing protocol,
because routes can vary dynamically over time. Energy-aware protocols such as LEACH and PEGASIS
seek to increase the lifetime of the network. They propose to find sub-optimal paths to allow a more
equitable distribution of the network’s energy consumption. Hierarchical protocols such as ZTR
and MPH have advantages in terms of scalability and efficiency in communications. Particularly
for WSN, nodes with higher energy can be used to process and send information, while those with
lower energy are used to monitor the environment and send the information to the node with greater
energy capacity. Finally, proactive type protocols, which establish routes before there is a real traffic
demand, are suitable for real-time traffic, since they have low latency; however, they waste bandwidth
due to periodic updates and they are not energy efficient. The MPH protocol is a hybrid protocol,
i.e., it is a combination of reactive and proactive nature protocols. The AODV and DSR protocols are
two protocols widely recognized in WSN for their rationality and the ZTR protocol is a proactive
protocol par excellence. Therefore, we believe that the comparison between protocols of natures of the
same type is relevant. In addition, we wanted to complement our study with energy-aware protocols
because the main objective of this work is to demonstrate and analyze the higher energy costs in the
sensors, according to the type of tasks they perform on the network.

This paper proposes a simple energy model, which quickly shows changes in the network
performance, its implementation is simple, and it does not represent higher processing consumption.
In the WSN literature, there are few energy models [13,14] and some energy-aware protocols that seek
to optimize the energy of networks. The need for an energy model that impacts the performance metrics
of a network is an advantage that not all models exhibit. This indicates that we can know, according to
each type of task that the node performs, what is the major and minor impact on parameters such as:
resilience, overhead, packet retransmissions, listening retries to the communication channel, delay,
and many others.

The energy consumption problem is not the same for all network nodes [15]. This is due to the fact
that there are several collector nodes that cluster information around them. This coordinating collector
node is robust, with its own energy supply and with greater processing resources than other nodes in
the network. Consequently, this node has the capacity to process all the information gathered from
the nodes of the network and subsequently, obtains results when assessing the information received.
When there are one or more collector nodes and there are nodes nearby that forward all network
traffic, they are more likely to exhaust faster their energy. This problem is known as the energy hole
problem [16] and generates a high amount of packet losses, which will be represented by collisions.
Unequal energy depletion causes the expiration time to unexpectedly generate loss of information
from the network.

A possible solution to this problem, as per the literature, is the creation of groups to promote
network scalability and the problem of zoning [17]. The analysis of the network areas is distributed in
concentric rings to stimulate traffic between nodes as they approach their destination. The authors
in [18] study variables such as constant bit rate, where the nodes are uniformly and randomly
distributed. Performance parameters are analyzed to establish relationships between the different
rings located near and far away from the collector node. In this study, the concept of node zones
is used to observe energy repercussions based on accurate and reliable performance metrics that
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directly influence energy expenditure and are presented as reliable evidence of network changes
or anomalies. The link load imbalance problem is addressed through tree-type topology protocols
aimed at minimizing packet delays and the number of jumps in the path to the root node or collector
node. This imbalance is reflected as a non-uniform energy expenditure on the nodes. This failure is
compensated in reactive protocols by adding more links, but this is prone to greater delays or outdated
routes and their maintenance may become a challenge [19]. The work in [20] shows a method for
balancing network traffic and ensuring uniform use of destination node routes. Nezhad et al. [21]
propose a protocol in which the collector node has a global view of the network topology to maximize
the life span of each node and the use of a load balancing algorithm to select the best routes.

Herein, some energy consumption performance metrics are proposed and used to compare the
MPH routing protocol against other known sensor network protocols: AODV, DSR, ZTR, LEACH,
and PEGASIS, all as per the IEEE standard 802.15.4/ZigBee. Node shutdown tests are performed to
study how the network behaves according to the routing protocol implemented and its response
capabilities [22]. The results of the simulation show how performance, reliability, and energy
consumption are affected within the communications network. In this light, MPH is shown to be an
efficient protocol as it presents the best performance among the protocols under evaluation. Compared
to AODV, MPH routing exhibits a 26.9% decrease in overall energy consumption and a 41.2% increase
in the protocol’s ability to recover the topology after a failure event. In addition, an energy model
for the CC2530 chip is proposed and used in the simulations of the four protocols aforementioned,
resulting in a 16%, 13%, and 5% reduction in energy consumption for the MPH routing when compared
to AODV, DSR, and ZTR, respectively. The proposed model allows us to determine that between MPH,
LEACH and PEGASIS there is only a difference of 3% and 2% energy savings for the last two protocols.
Thus, the model analyzes the energy impact of each type of energy for optimization of the algorithm
in various protocols of the literature. These protocols and the energy model are implemented in an
event simulator programmed in C++. The proposed energy model is implemented in the simulator for
each routing protocol to observe the impact of the performance parameters and how they influence
energy consumption in each protocol. This proposal resembles the MPH routing protocol [10], which
is a hybrid that combines proactive and reactive protocols and energy conservation properties at the
same time. It is used in this work as a protocol with hierarchical topology for optimizing the sending
of information, maintaining a smaller number of routes, and monitoring them to determine whether
they remain valid or have become obsolete [23].

Figure 1 shows a conceptual scheme for a hierarchical topology with a sink node or information
collector. This scheme is widely used in WSN for low power consumption [24]. The problem described
here is that energy is not distributed equally throughout the topology and there are different energy
levels called crowns [25]. Energy increases in the nodes that form information bottlenecks. Therefore,
in this work we classify the types of energy to establish compensations in the busiest nodes of the
network. This scheme overviews the energy consumption of a many-to-one network. The coordinator
or sink node is the sole destination of the network nodes (there may be more than one coordinator
node), which makes it a single failure point. The nodes send traffic to the coordinator node. As the
nodes are closer to the coordinator, they have to forward traffic from other network nodes. Therefore,
with this scheme, we want to represent an ideal scenario of energy behavior of the nodes from the
coordinator node to the nodes farthest from it. Being the darkest color the higher energy consumption
nodes and the lightest, the lower energy consumption ones.

1.1. Motivation

This work presents a simple energy model based on the detailed analysis of the main types of
energy consumed during the different tasks performed by sensor within a network while in active
mode. This model is capable of performing a detailed breakdown of such types of energy according
to the node hierarchy in the network considering at the same time both high and low consumption
sources. This energy model is characterized by being simple and providing evidence of the energy
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used by the main tasks of a node in the network. In addition, it reflects the impact of each type of
energy on the performance metrics of a network, with which we could optimize routing protocols
according to the conditions of the network and its local expenditure (at node level).

Figure 1. Conceptual energy consumption model in a hierarchical topology.

The results in this proposal are established by assigning a node hierarchy based on the traffic load
due to the node’s proximity to the coordinator node. The novelty in this proposal is the possibility of
obtaining the skeleton of each energy expenditure in the network and establishing optimizations for
higher consumptions. Furthermore, these network consumptions are classified by the proposed energy
model according to their dependency in data packet sending. For example, if the unit’s microcontroller
is detected to be of high consumption, it can be replaced by a smaller one or for a chip with a better
wireless technology. Similarly, if the consumption during data reception or transmission is high, it can
be an indicator that the channel exhibits high interference and intermittent links. This way, this simple
and easy to implement model intends to be the starting point for specific task node optimization
methods and sleeping algorithms.

1.2. Scope of Routing Protocols in Sensor Networks

Most of the nodes in a sensor network have a limited power supply and do not have the ability to
generate their own energy. Therefore, the design of energy efficient protocols is critical for the longevity
of the network. A protocol for sensor networks must be configured in such a way that its operation
does not require human attention. The IEEE 802.15.4 standard is used by virtually all wireless sensor
devices today. Since a direct link between any node in the network and the coordinating node cannot
necessarily be established, a multi-hop network topology and an algorithm are required to determine
the route the messages follow. These are dynamic topologies with nodes that can stop operating due
to physical failures or lack of batteries, with bandwidth restrictions, links with variable capacities,
and equipment that can operate with energy restrictions. All these factors result in reconfigurations
or unpredictable changes in the topology that handles the routing protocol. On the basis that many
routes can communicate to a node with the base station or coordinating node, the objective of an
energy-aware algorithm is the selection of those routes that maximize the lifetime of the network.
In consequence, those routes composed of nodes that have greater autonomy are marked as preferred.
Presently, some of the hierarchical protocols widely used in sensor networks are: LEACH (Low Energy
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Adaptive Clustering Hierarchy) [26,27], PEGASIS (Power-Efficient Gathering in Sensor Information
Systems) [28], TEEN (Threshold-sensitive Energy Efficient Protocols) [29], and PAMAS (Power-Aware
Multi-access protocol with signaling) [30], among others.

LEACH is a cluster-based protocol that randomly selects a few nodes and treats them as master
nodes. Its objective is to distribute the energy load evenly throughout the network. PEGASIS is an
improvement of the LEACH protocol. Its main idea is to extend the life of the network by restricting
node communication only to the closest neighbors and taking turns for communicating with the
coordinating node. PEGASIS assumes that each node must be able to communicate with the base
station directly. The TEEN protocol is used in applications where a rapid response is required against
sudden changes in the parameters to be measured in the network. In TEEN, the nodes monitor the
medium permanently, but the data transmission is sporadic. Since the transmission of messages
consumes more energy than their capture, the consumption is lower than in proactive networks.
PAMAS is a containment-based protocol where one of the main objectives is related to efficiency in
energy consumption. This protocol adds separate channels for the control of RTS/CTS packets and data
packets. “A busy tone” is attached to the signaling channel so that the nodes that do not participate in
the communication turn their radio transceivers off. This way, PAMAS tries to avoid over-listening
between neighboring nodes and does so by adding a second low power radio in their devices.

In communication networks, depending on the way the source creates a route to the destination,
the routing protocols are classified into three groups: proactive routing protocols, reactive routing
protocols, and hybrid protocols.

When nodes are under a reactive protocol, they ask for a single route as required. This implies a
high latency for the first packet and some independence between the routes. Two common examples
are the AODV and DSR protocols. These routing protocols are characterized by their reactive nature.
That is, they both begin their search activity on demand routes. The difference between them is that
DSR uses source routing, while AODV uses hop-by-hop routing by maintaining tables and sequence
numbers in the destination nodes.

The AODV routing protocol is based on the routing efficiency of ad hoc wireless networks with
a large number of nodes and uses a mechanism for route discovery in broadcast mode. AODV can
transmit in unicast or multicast mode, uses bandwidth efficiently, and quickly responds to network
changes avoiding network loops [5]. Each node in the network has a sequence number and a unique
identifier in the network. This guarantees the absence of loops and avoids counting packets to infinity.
To maintain and track routes to the neighbors, nodes periodically send HELLO messages. The nodes
have a lifetime each time a node receives a packet from a neighbor. At this time, the neighbor’s entry
is updated in the routing table. If no entry has been defined for this neighbor, the node creates a new
entry in the routing table. Therefore, information from the HELLO packet is used by neighbors to notify
other nodes that the node itself is still active. This information is used by the neighbors to update the
timers associated with that node or, alternatively, to disable the entries that are not responding. In fact,
AODV maintains time-based states in each node’s routing tables. A routing table entry expires if it
has not been used recently. The timer function prevents using links which status has been marked as
unknown for a long time. Some advantages of AODV are high reliability and low bandwidth costs.
However, there are some disadvantages such as high complexity, additional calculations required,
extra memory costs, and the fact that this protocol was designed to work in a network where there are
no malicious nodes. In sum, it is not a secure protocol.

The DSR protocol is also a reactive protocol. This protocol routes from the source node including
a header in the packets. This header indicates which nodes may need to be crossed to arrive at a
destination since the originating node is responsible for calculating the complete route to the destination
node. This process is called Source Routing. DSR does not require any periodic message. In this way,
it reduces message overload. For this, when the origin node moves or the topology of the network
changes, the algorithm perceives the modifications and adapts accordingly. In addition, DSR handles
unidirectional links and asymmetric routes. Each node in the network has a cache memory that stores
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all the routes obtained through the discovery processes from the node itself, which may consume
slightly additional processing. If there is no current route to a specific destination, the node starts a
reactive route discovery just like AODV.

The route table or route cache is constantly monitored to detect invalid routes and repairs them
as the network topology changes. This process is called Route Maintenance. DSR features some
advantages such as that nodes can obtain multiple routes to a specific destination but requesting only
one route. DSR allows the network to be completely self-configurable, without a specific architecture
or topology. In addition, it is a good choice in scenarios where the number of mobility nodes is reduced.
This protocol adapts quickly to routing changes when a node is frequently moving and decreases
network overload.

Next, we study a hybrid (proactive and reactive) routing protocol previously proposed, called
MPH, which creates a hierarchical network logical topology where node hierarchy is proactively given
by its location in the tree. Basically, the root hierarchy (sink or collector node) has the highest hierarchy.
When a node has a hierarchy level, it can only have links from parents or children, directly connected.
The hierarchical topology minimizes the number of hops and optimizes the routes to the coordinating
node. The advantage of this protocol is that it combines features of both proactive and reactive nature
and presents redundancy without losing simplicity in the algorithm. The coordinator can also send
packets to the network nodes. An origin routing approach is adopted so that traffic is sent from the
collector to any node, because the coordinator node has more resources and capacity than the rest.
This means that information may be easily collected from the network, such as sensor-generated data,
link quality metrics, neighbor node tables, and other variables that may be used to locate routes and
for performance analysis and network optimization. If a node sends a packet to the destination or
collector node, it searches for its parents in its Neighbor Table, selects a route, and sends the message.
This process is repeated hop by hop until the destination. The sink node knows the complete topology
of the network through frequent query packets at times previously established in the network nodes.
These packets are sent through the hierarchical branches and request each node to send its information
to the coordinator node. This protocol takes advantage of the proactive controlled route maintenance
but combines the agility of having more than one route per node. This makes it more versatile and
adaptable to other topologies.

ZTR is a simple protocol that establishes parent-child links with the nodes always carrying
information to their parent. This protocol features a tree topology, is easy to implement, fast, and
is proactive. ZigBee networks require at least one full-function device. That is, a robust device
acting as a network coordinator, but the final nodes of the star may have low specifications to reduce
costs. Before transmitting to a channel, the node must measure the energy level in a specific channel.
This measurement only indicates if the channel is busy, but the node is not able to identify whether
that energy corresponds to another device under the IEEE 802.15.4 standard. Here, the child node
would be the one that most recently entered the network. The parent node is the node that has given
the child access to the network. In this way, parent-child links are created, but each child can only have
one parent. Some of the advantages of ZTR are balance between cost per unit, battery expenditure,
and implementation complexity to achieve an appropriate cost-performance ratio for the application.

1.3. Significance for Study of Energy in Wireless Sensor Networks

To evaluate the network performance, one may consider parameters that evidence proper network
operation directly influencing the energy consumption of each node. There are local and global
parameters. Global parameters display the total energy costs for the network considering each type
of energy for each specific activity. In contrast, local parameters provide total energy consumption
rates for a single node. This energy depends on the location of the node within the topology regardless
of how near or far they are located from the coordinator node and how much traffic is transmitted
through it [31].
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An energy-efficient routing protocol decreases the consumption of the nodes by routing data
through paths that display the least amount of energy. There are some special mechanisms to achieve
this goal such as optimization of jumps to the destination node, maintenance of optimal and valid
routes, reduction of transmission delays, and reduction of packet retransmissions and attempts to
listen to the channel [32,33]. In this paper, we assess the aforementioned aspects to compare against
four sensor network protocols.

Concerning the communication channel, it is a factor that significantly influences the energy
consumption because the protocol executes a series of listening attempts to determine whether the
channel is already busy with other information packets. The carrier senses multiple accesses with the
collision avoidance (CSMA/CA) protocol [34] and works as follows: first, a node begins listening to
the wireless channel and if it is free, the node begins transmitting. If the wireless channel is not free, the
node recalculates a random delay, waits, and listens again. We are using the MAC-level protocol used
for all extensions of 802.15.4 (including the original version), which is the CSMA/CA that guarantees a
high data rate. A network recognition is being carried out at all times to check the status of the channel
(carrier detection). Only when free, data can be sent. In the 802.11 standard, the physical layer polls the
energy level over the radio frequency to determine whether or not there is transmission. If the channel
is busy, a random timer starts (with a maximum of five back off periods), the timer only discovers time
with free channel, transmits when it expires, and finally, if it does not receive ACK, it increases the back
off. This metric is known as CSMA/CA retries. If these CSMA/CA retries are frequent, the channel is
busy most of the time. Consequently, there might be several collisions due to overload. In addition,
when the wireless channel is permanently busy with information packets, there are many collisions
and retransmissions of packets. This fact influences energy consumption because the nodes spend
more time and capacity retransmitting over and over.

In a network layer, overloads are an important factor that influence energy consumption.
The efficiency of the routing protocol may also be measured by the number of packets the protocol
needs to route to its destination. A protocol with many control packets will contribute to packet
collisions and overall performance reduction. In terms of route discovery, in all the protocols
considered, the nodes exhibit capacity to know their neighbors. In AODV and DSR, the nodes
update the routes as required. However, in ZTR and MPH routing, nodes periodically update routes.
Known neighbors helps nodes to establish valid destination routes to forward messages and to reduce
the number of retransmission packets required. The metric named ’valid routes’ consists of paths
that are not damaged and these routes are immediately available and ready to be used for sending
information. If nodes are able to handle several valid routes, it is more likely that packets will be
forwarded and will not be retransmitted continuously, thus saving energy resources.

Another important metric is found in the tables where the routes to different network destinations
are located. These routes may either be valid or obsolete. Hence, their maintenance is essential to
prevent loss of information within the network. Network energy consumption is directly related to
the complexity in the administration of routing or neighbor tables. As sensors execute huge routing
processes, energy consumption increases if these routes have not been properly updated. This is why
it is also important to assess route delays; they are directly related to the number of jumps that a node
takes to reach a destination.

This work seeks to further advance the study of performance metrics in the analysis of sensor
networks. One of the most important contributions of this work is the relationship between metrics
and their influence on energy consumption in a WSN, as well as the comparison of how these metrics
perform in widely known routing protocols with respect to a protocol proposed by the authors.
An important assessment of these parameters is that routing tables provide critical information about
network reliability and the number of valid routes available to the nodes for sending information.
These metrics will directly influence packet loss rates in the network as well as information delivery
reliability. The aforementioned study is implemented in a sensor network for each routing protocol in
which the proposed energy model is also implemented, as described in Table 1. This model is based
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on the operation of the Texas Instruments CC2530 sensor [35] in active mode and stable conditions.
Besides, for nodes under LoRa technology and WiFi, we use the model described in [36].

Table 1. Energy model base for each of the main tasks in a node [37].

Voltage (mV) Current (mA) Time (ms)

Turn on mode 120 12 0.2
Microcontroller 32-MHz clock 75 7.5 1.7
CSMA/CA algorithm 270 27 1.068
Switching from reception to transmission 140 14 0.2
Switching from transmission to reception 250 25 0.2
Radius in reception mode 250 25 4.1915
Radius in transmission mode 320 32 0.58
Turn off mode 75 7.5 2.5

Global parameters denote the energy rates that each node spends for all activities performed
within the network. These types of energy include the energy consumed by the microcontroller, which
is regulated by the time the sensor remains on; the CSMA energy used when the node is listening to
the channel to determine whether packets may be transmitted or received and the node is executing
the CSMA/CA algorithm; the switching energy consumed when switching between activities, i.e.,
changing from transmission to reception or vice versa; transmission and reception energy used to
transmit or receive a packet, respectively; awakening energy used when the node turns on; and the
shutdown energy consumed when the node turns off.

All of these energies will promptly report how nodes save or consume energy, as the case may be,
together with the routing protocol. Each type of energy is provided as an overall network metric. In
other words, each energy is incorporated to observe possible points of interest or zoning in the network.

Local energy balance depends on the proximity of a node to the destination node. In the scope
of this work, the final destination is the coordinator or collector node. As a local aspect, the energy
consumption at each node is calculated, which denotes consumption depending on the distance
between the node and the coordinator. Thus, the nodes closest to the collector will send their packets
and also retransmit packets coming from other nodes. For this reason, the relational position of a node
within the network significantly matters.

2. Description of the Energy Model

We propose a simple energy model under the basic tasks or activities that nodes perform in
the network [38]. Figure 2 conceptually describes this scheme. This model considers all the energy
components that contribute to the overall energy consumption under active mode. First of all, a node
remains at start time (tON) to turn on. Then, it takes a switching time (tSwitching) to change status
before sending a packet to the medium. Here, the node first runs the CSMA algorithm using a CSMA
time (tCSMA). Next, the node transmits an information packet expending a transmission time (tTX).
Now, the node takes a switching time (tSwitching) to change activities, it remains inactive (tInactive) and
changes task again. In addition, it takes a switching time (tSwitching) to start receiving information and
reporting a reception time (tRX). The node performs these activities as many times as it sends and
receives information (messages) during the sampling period. Finally, the node turns off expending
a shutdown time (tOFF). All of this while the microcontroller remains in active mode. This process
measures the energy required for each main node activity in the network. Depending on the task and
the time a node takes to execute it, this corresponds to a given voltage and current, so that the total
energy used by each node can be obtained for each of the activities run for the network based on the
previous model [37].
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Figure 2. Conceptual energy scheme.

To compare the performance of the energy model, we used two types of sensors: CC2530 and
CC2650 from Texas Instruments. We have coded the proposed model in a wireless sensor simulator
programmed in C ++ based on the previously tested events [10]. The wireless module with antenna
CC2530 nodes have 256 KB Flash and 8 KB of RAM sufficient for the implementation of widely known
protocols in WSN. They have an IEEE 802.15.4 RF transmitter/receiver in 2.4 GHz high sensitivity
(102 dBm). These sensors have four modes of operation in terms of energy savings and 21 general
purpose pins, which cover the needs for connection of extra sensors. The CC2650 nodes are ultra-low
power 2.4 GHz devices. An active and very low MCU and RF current and a low power mode current
consumption offer excellent battery life. These devices contain a 32-bit ARM Cortex-M3 processor that
operates at 48 MHz as the main processor and a set of extensive peripheral functions including an
ultra-low power single sensor controller ideal for interconnecting external sensors.

Table 2 presents some results to verify the accuracy of the proposed energy model in predicting
the total energy used by each node. We have taken as a basis the consumption for each type of
energy proposed in the model. The described scenario is a configuration of 25 randomly and evenly
distributed nodes and one of them is the coordinating or concentrating node. We left the nodes running
from Monday to Sunday (seven days) on a university campus in an area of 500 × 500 m2 under the
conditions described in Table 3. We observed that the model described in Table 1 can be a reliable
parameter to measure the general consumption of a wireless network of small to medium sensor size
if the nodes are in active mode and the types of energies described give a faithful ideal of the main
functions of a node in a network, taking approximately 4 to 5% margin of measurement error.

In this paper, an analytical model is proposed and exemplified by the operation parameters of
the Texas Instruments CC2530 chip [35], which has a radio interface as per the IEEE 802.15.4 standard.
This model shows the energy expended for each of the activities performed from the moment a node
is added to a network and becomes part of it, listens to the channel, receives and sends messages,
executes the link layer algorithms data, and changes states, ending with the energy consumed when it
turns off and disconnects from the network.
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Table 2. Energy model tested on two scenarios.

Scenario EMC (J) EON (J) EOFF (J) ECSMA (J) ESwitching (J) ETX (J) ERX (J)

Simulator for CC2530 9.6398 2.9342 14.1883 78.4582 7.4382 59.9173 264.1783
Real network for CC2530 9.2578 2.5573 14.0123 78.9362 7.8625 59.1173 264.8746
Simulator for CC2650 8.4677 2.3891 12.1903 77.3274 6.1248 56.4702 260.9471
Real network for CC2650 8.4677 2.6891 12.1903 77.3274 6.1248 56.4702 260.9471

The energy used by the microcontroller depends on the node’s operation mode. For example,
techniques for turning nodes off reduce energy consumption by setting the microcontroller in idle
mode for certain time intervals [39]. However, for this analysis, it is assumed that the mentioned SoC
at each node operates in continuous active mode at 32 MHz (the microcontroller’s clock frequency) to
better study how energy consumption behaves under a specific routing protocol without the influence
of techniques used for turning nodes off. Thus, the total energy used by the microcontroller will be
given by (1):

EMC = TMC × IMC × VMC, (1)

where TMC is the time (seconds) taken by the microcontroller unit to consume VMC (Volts) and IMC
(Amperes).

The starting energy is estimated based on the voltage, current, and time nodes required to turn on
and be ready for the network, as described in (2):

EON = TON × ION × VON , (2)

where TON is the time (seconds) that it takes to turn a node on and is given by VON (Volts) and ION
(Amperes).

The model also describes the energy consumed when nodes turn off when the network time has
ended (the sampling period). This energy is given by (3) and it is called shutdown energy.

EOFF = TOFF × IOFF × VOFF, (3)

where TOFF is the time (seconds) that it takes to turn a node off and is given by VOFF (Volts) and
IOFF (Amperes).

Switching energy is expended when the node changes from receiving to transmission mode or
vice versa. It is given by (4):

ESwitching = TSwitching × ISwitching × VSwitching, (4)

where TSwitching is the time (seconds) that it takes a node to change from the reception mode to the
transmission mode or vice versa and it is given by VSwitching (Volts) and ISwitching (Amperes).

The CSMA/CA algorithm states that each time a node intends to transmit, it first checks if the
channel is free from other transmissions. If it is, then the node proceeds to transmit. Otherwise,
it calculates a random waiting time before attempting to listen to the channel again. The energy
consumed by the CSMA/CA algorithm is given by (5):

ECSMA = TCSMA × ICSMA × VCSMA, (5)

where TCSMA is the time (seconds) in which a node computes the CSMA/CA algorithm and is given
by VCSMA (Volts) and ICSMA (Amperes).

Transmission energy depends directly on the distance and interference. In this case, the nodes
transmit their packets or forward packets from other nodes. Transmission energy is described as (6):

ETX = PLength × TTX × ITX × VTX , (6)
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where PLength is the length of the packet (bytes), TTX is the time (seconds) that it takes a node to send a
byte and is given by VTX (Volts) and ITX (Amperes).

As with the transmission mode, a node expends receiving energy when it receives packets.
This energy is determined using (7):

ERX = PLength × TRX × IRX × VRX . (7)

where PLength is the length of the packet (bytes), TRX is the time (seconds) that it takes a node to receive
a byte and is given by VRX (Volts) and IRX (Amperes).

The values of (1)–(7) are presented in Table 1.
Therefore, the total energy can be calculated with (8):

ETotal = EMC + EON + EOFF + ECSMA + ESwitching + ETX + ERX . (8)

The simple energy model shown by the aforementioned equations estimates the energy expended
by the main tasks of a node within a WSN for any system, where those functions related to wireless
communications are the most important from an energy standpoint.

This model can assess global and local energies. A generic case is presented to interpret the
analysis of the model. The energy of the node i is represented as EnergyNodei, which is obtained by
adding up the energy consumed by a node i to perform each task along the active network. When a
node connects to the network, it has consumed zero energy initially, so that EnergyNodei = 0.

For this energy model, we segregate energies that depend directly on the number of packets
transmitted or not. The energies related to the packets are: ETX, ERX, ESwitching and ECSMA.
The energies that depend exclusively on node operation are: EON , EOFF, and EMC. Therefore,

EnergyNodei =

Dependent on packets︷ ︸︸ ︷
ETXi + ERXi + ESwitchingi

+ ECSMAi +

Independent on packets︷ ︸︸ ︷
EMCi + EONi + EOFFi .

(9)

Now, to calculate the energy consumed by each node starting with packet-dependent energies,
ETXi will be the energy transmitted in the node i, so,

ETXi = (PLength × TTX × ITX × VTX)× (PTXi + PRTXi ), (10)

where PTXi is the total number of messages transmitted by node i. PRTXi is the total number of packets
retransmitted by node i, because a packet receipts acknowledgment, ACK, was not received.

In addition, ERXi will be the energy transmitted in the node i, so,

ERXi = (PLength × TRX × IRX × VRX)× PRXi , (11)

where PRXi is the total number of packets received by node i.
In the same way, ESwitchingi

is the switching energy consumed when a node changes from
transmission to reception or vice versa. The ESwitchingi

energy for node i is given by (12):

ESwitchingi
= (TSwitching × ISwitching × VSwitching)×

(PTXi + PRTXi + PRXi ),
(12)

The term (PTXi + PRTXi + PRXi ) represents the number of times there is switching or changing in
state activity from the time the packet is sent to the time the packet is received or vice versa. Therefore,
the best option is when a node sends a packet to a channel that is free and an acknowledgment ACK is
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received. Then, PTXi = 1 and PRXi = 1. If the node receives the ACK, it does not retransmit the packet
and PRTXi = 0. This switching operation is performed in two different stages: the node uses switching
energy to change state, transmits the information, uses again switching energy, and receives the packet
information.

Transmission and receiving energies are considered by (10) and (11), respectively.
For each packet transmitted, the node i executes the CSMA/CA algorithm. The corresponding

energy consumed, ECSMAi is given by (13):

ECSMAi = (TCSMA × ICSMA × VCSMA)×
(PTXi + PRTXi + NRTi ),

(13)

where NRTi is the number of times that the CSMA/CA algorithm goes back to calculate a delay from
the time the channel was found to be busy. This is a random variable. That is, it takes a different value
for each transmission. The (PTXi + PRTXi + NRTi ) term implies that before each message transmission,
the channel auditing process must be executed (CSMA/CA algorithm). In the best case, PTXi = 1 in
the (PTXi + PRTXi + NRTi ) term, because the channel was free. Then NRTi = 0, (there were no retries
listening to the channel, i.e., CSMA retries), and the packet is transmitted successfully with PRTXi = 0
(without retransmissions). However, the network conditions are not always ideal and there will be
collisions causing packet retransmissions and retries when listening to the channel. Then, the NRTi and
PRTXi variables will exhibit non-zero values.

Throughout the sampling time (TSampling), the node consumes energy from the microcontroller in
active mode for this model. Therefore,

EMCi = TSampling × IMC × VMC. (14)

Now, when the sampling time begins, all nodes turn on. Then, the initial energy consumed by the
node i is EONi = TON × ION × VON . Finally, when the time has finished, node i turns off, consuming
shutdown energy, so EOFFi = (TOFF × IOFF × VOFF).

At the end of the sampling period, the node reports the total energy consumed by all the functions
it performed during the network processes, which will be the local energy of the node. Thus,

EnergyNodei = EONi + EMCi + EOFFi+

ESwitchingi
+ ECSMAi + ETXi + ERXi .

(15)

To obtain the total node energy to assess the global energy of the network, we add the total energy
of each node when the sampling time has ended as shown in (16):

TotalEnergy =
TotalN odes

∑
i=1

EnergyNodei, (16)

where totalNodes is the total number of nodes.
Equation (15) describes the actions performed by node i since it turns on (consuming initial energy

EONi ), and becomes part of a network, until the moment it turns off. The most complex stage is when
the node listens to the channel. This activity causes the node to decide whether to transmit packets.
All packets sent (either transmitted or retransmitted) imply that the node must first listen to the channel.
That is, the node executed the CSMA/CA algorithm using CSMA energy (ECSMAi ). If the channel is
free, the node consumes transmission energy (ETXi ) to transmit the packet (PTXi ). If the channel is busy,
the node generates a retry variable (NRTi ) because it has to execute the CSMA/CA algorithm again.
After the node sends the packet, it receives an acknowledgment, ACK, using reception energy (ERXi )
and receives the packet (PRXi ). On the contrary, if the node does not receive an ACK, it retransmits the
packet generated as a retransmission (PRTXi ). For all activity changes, the node consumes switching
energy (ESwitchingi

). After this basic single packet cycle, the node continues to receive, listen, transmit,
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and changes states until the simulation time has ended and the node turns off using shutdown energy
(EOFFi ). During all the processes performed by a node as part of a network, the node is in active mode
and the microcontroller remains active throughout the sampling period, consuming microcontroller
energy (EMCi ).

Algorithm 1 shows the model operation pseudo-code for each of the energies previously exposed
in the main processes executed by a node within the network.

Algorithm 1: Algorithm for the proposed energy model.

E_ {ON−Tota l } = 0
E_ {MC−Tota l } = 0
E_ {OFF−Tota l } = 0
E_ { Switching−Tota l } = 0
E_ {CSMA/CA−Tota l } = 0
E_ {TX−Tota l } = 0
E_ {RX−Tota l } = 0
FOR{ Every node i }
Node i turns on with a coverage radius ;
E_ {ON−Tota l } = E_ {ON−Tota l } + E_ { ON_i }
E_ {MC−Tota l } = E_ {MC−Tota l } + E_ {MC_i }
Node i l i s t e n s to the channel ;
E_ {CSMA/CA−Tota l } = E_ {CSMA/CA−Tota l } + E_ {CSMA/CA_i }
E_ {MC−Tota l } = E_ {MC−Tota l } + E_ {MC_i }
IF { channel i s f r e e }
Send neighbor acknowledgment packet ;
E_ {TX−Tota l } = E_ {TX−Tota l } + E_ { TX_i }
E_ {RX−Tota l } = E_ {RX−Tota l } + E_ { RX_i }
E_ {MC−Tota l } = E_ {MC−Tota l } + E_ {MC_i }
ELSE
I n c r e a s e delay and re−check channel ;
E_ {MC−Tota l } = E_ {MC−Tota l } + E_ {MC_i }
END IF
Node i populates i t s neighbors t a b l e ;
IF {Node i r e q u i r e s sending information }
Find a route in neighbors t a b l e ;
IF { channel i s f r e e }
Send neighbor acknowledgment packet ;
E_ {TX−Tota l } = E_ {TX−Tota l } + E_ { TX_i }
E_ {RX−Tota l } = E_ {RX−Tota l } + E_ { RX_i }
E_ {MC−Tota l } = E_ {MC−Tota l } + E_ {MC_i }
ELSE
I n c r e a s e delay and re−check channel ;
E_ {MC−Tota l } = E_ {MC−Tota l } + E_ {MC_i }
END IF
END IF
IF { Simulat ion Time == end }
E_ {OFF−Tota l } = E_ {OFF−Tota l } + E_ { OFF_i }
E_ {MC−Tota l } = E_ {MC−Tota l } + E_ {MC_i }
END IF
END FOR
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2.1. Limitations of the Energy Model

This subsection describes some of the limitations of the proposed energy model. This model
comprises the main types of energy required for a node to perform generic functions within the
network. However, this model does not describe specific energies related to the anomalous behavior
of the nodes, yet it is capable of predicting strange behaviors in the network due to the alteration
of typical node functions. These behaviors are due to situations of stress, such as node connections
and disconnections due to channel intermittence. Likewise, these situations can be represented as a
result of other types of energy. For example, in network areas with intermittent nodes or links, nodes
frequently disconnect. This situation reflects in increased retransmissions, channel auditing retries,
and packet collisions. These changes increase the transmission, reception, switching, and energies of
the CSMA/CA algorithm. Thus, the proposed model can identify anomalous behavior observed in
these types of energy and draw conclusions regarding risk areas or potential attacks.

The main function of a WSN is sending information to one or more collector nodes and detecting
the conditions of the channel to find the optimal route. Then, in these networks, it is possible to
implement different sleeping node techniques. That is to say, there are periods of time in which a
certain number of nodes enter into passive mode, consuming less energy than they normally do.
In this study, we do not look into sleeping node energy. However, the model can be extended, adding
this energy equation, if the voltage and current of a sensor in a given time interval are available.
For these reasons, the proposed model is simple, easy to implement, and quite scalable as per analysis
requirements.

3. Analysis and Results under the Simulation Tool

One of the objectives of this work is to assess critical metrics in WSNs. In this section,
the performance of the MPH routing protocol is compared against three sensor network protocols:
AODV, DSR, and ZTR. The performance metrics used for comparison are the total energy consumption,
delay, overload, resilience, valid routes, and number of jumps. This analysis is performed to analyze
the influence of these parameters on energy consumption.

This is used to assess possible anomalies in a network or an area at risk of attack. The delay and
energy consumption in a network are directly related to the complexity of the routing algorithms.
When a routing protocol uses many algorithms and processes to send a packet, the sensor nodes will
introduce long delays and incur in high-energy consumption. The MPH routing protocol is not only
characterized by its hierarchical topology, but also by the origin touting and fast reconfiguration of its
topology when faced to an unexpected change. This has to do with the resilience of the network (the
network’s ability to recover from unexpected changes).

A routing protocol provides reliability when nodes exhibit in their tables (either routing or
neighbor tables) valid routes, i.e., routes that have not expired or that have not been invalidated by a
node disconnection. Overloading the routing protocol will affect the channel’s occupation because it is
constituted by the control packets that a routing protocol needs for the reliable delivery of information.
The lower the overload, the lower the probability of collisions and, in turn, the lower the number of
packet retransmissions. A small overhead ensures that the information will be delivered more quickly
and reliably.

For simulations, a grid layout with 22 nodes described in Figure 3 is considered. The nodes are
located randomly in an area of 300 m × 300 m and nodes have a coverage range of 15 m. A data rate
of 250 kbps and a packet length of 22 bytes were taken. Table 3 shows the simulation parameters.
Each node contributes a traffic of 10 packets per second. There are two coordinator nodes marked in
red color. All network nodes can send packets to the coordinator nodes directly (one hop) or indirectly
(multiple hops that form a route). There are nodes near to the coordinator and all other nodes must
send packets through these nodes, causing them to drain their batteries faster because they constitute
the network bottlenecks.
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Figure 3. The network topology considered.

Table 3. Simulation and real network parameters under CSMA/CA carrier sense multiple access with
collision avoidance [34].

Parameter Value

Physical Layer Parameters

Sensitivity threshold receiver −94 dBm
Transmission power 4.5 dBm

MAC Layer Parameters

Maximum retransmission number 3
Maximum retry number 5
Maximum number of tries to reach
a node from the collector

9

Packet error rate 1%
Average frame length 22 bytes
Maximum number of backoffs 4
MAC protocol IEEE 802.15.4
MAC layer CSMA/CA

Network Layer Parameters

Number of nodes 22
Maximum data rate 250 kbps
Scenario Static nodes

Figures 4–9 show, for some well-known protocols in the literature, the energy types per crown for
the distribution shown in Figure 3. These graphs show the numerical analysis for each type of energy
described in the proposed energy model. A 24 h/7 day execution of 22 sensors was carried out in an
area of 300 × 300 m2 of the university campus of Universidad Panamericana in Guadalajara, Mexico.
A set of high-level wireless communication nodes CC2650 and CC2530, based on the IEEE 802.15.4
standard, were used. The space covered by the sensors is an area with trees, buildings, traffic of people
and vehicles with both indoor and outdoor spaces. The distribution structure of the sensors is the
one shown in Figure 3. We aimed at taking six representative protocols in WSN such as: AODV, DSR,
LEACH, PEGASIS, MPH (proposed protocol), and ZTR. Crowns were formed by the proximity of the
nodes with respect to the coordinating node. A crown has the characteristic that the nodes belonging
to it have similarity with respect to their performance parameters, i.e., with approximately the same
distance to the coordinating node, the nodes have more or less the same traffic and forwarding packets
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to their destiny. This is why the nodes are grouped into categories called crowns, which make them
take a specific level of similarity in the network. For these graph results, the network will only have
a coordinating node and this will be node 1. It is important to note that crowns are formed based
on the amount of links that each routing protocol forms; not all protocols have the same number of
crowns to analyze. The proposed energy model lets us know exactly how much energy an average
node spends on each crown. The energy model is applied to the programming and operation of the
sensors to establish their energy consumption separately, depending on the type of energy. As the
model is validated, it allows global and local knowledge of the energy of the nodes according to the
performance parameters such as: the proximity to the coordinating node, the number of established
links, the collisions that generate the amount of traffic and control packets, the delay in the delivery of
information, and the processing of resources at the node level.

In Figure 4, the AODV protocol presents six crowns of nodes. This may be because AODV is
a reactive protocol that forms links in all directions, so the network becomes a mesh with widely
redundant links. However, the fact of having so many links may produce an increase in packet
collisions and protocol control packets, which generates more packet retransmissions and listening
attempts to the communication channel. The advantage of presenting several crowns or levels of nodes
with similar performance is the redundancy and the amount of different routes that a package can
take to reach its destination. The disadvantage presented by this number of packets administered
by the routing protocol is the high-energy consumption due to the possible loss of packets and their
retransmission. In AODV, the crowns with the highest energy load are 1 and 2, which are the closest
nodes to the coordinating node. This is understandable because they are the nodes that forward the
traffic of the other nodes in the network and the coordinating node generates a bottleneck. We observe
that between the last crown (crown 6) and the first two crowns, the difference in energy expenditure is
48%, which shows that nodes farther from the coordinating node have less traffic load, less collisions
and less retries listening to the channel, then the CSMA algorithm runs in less times. Due to the energy
model, we can also note that in crowns 1, 2, 3 and 4 the transmission and CSMA energies are similar.
This may be due to the strong weight of the network that is located at the center of the topology;
the AODV protocol creates a mesh and not a link tree.
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Figure 4. Energy types per crown for the AODV protocol.

In Figure 5, the DSR protocol presents a structure and a quantity of crowns similar to AODV.
These two protocols are the highest energy consumers of all the protocols studied in this work, with a
15% higher expenditure of energy in the nodes. Crowns 1 and 2 have the highest energy expenditure
due to the redundancy of the protocol links. Although in DSR the links form a mesh in the network
and there is a large amount of packet flow, this protocol, unlike AODV, has a more marked energy
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expenditure per crown; the first being the most consumed, and the last, the one that consume the
less. For DSR, the energy difference between the first and the last crown is 42%. In addition, due to
the topology configuration that DSR generates, there are many surrounding packets in the network
(traffic and control), which generate packet losses, retransmissions and therefore, listening retries to
the communications channel to determine if it is already available or still in use. This can be noted
with the fact that CSMA energy is similar in almost all crowns. The AODV and DSR protocols, being
both reagents, have a similar energy expenditure with a difference of only 6%, even though in the last
crown, the transmission energy decreases in DSR because the crowns are more scaled than in AODV.
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Figure 5. Energy types per crown for the DSR protocol.

In Figure 6, the LEACH protocol uses techniques to reduce collisions between clusters and within
the clusters themselves. Data collection is centralized and runs periodically, which is a characteristic
of a proactive protocol. The protocol configuration for this scenario points that for one third of each
day, a node near the lower left corner of the topology (near node 1) will be the coordinating node,
for another third of the day, it will be a node in the middle of the topology, and finally, for the remaining
third, it will be a node near the top right corner of the topology (near node 22). Due to the imbalance
that is established in these changes of roles of the nodes, there is less crowns in the network and
almost all have approximately the same energy expenditure. The above allows stating that all nodes
belong to the same crown. LEACH assumes that all nodes transmit with sufficient power to reach
the coordinating node and that each node has sufficient computing power to support different MAC
protocols. In practice, this is complicated and, as it can be seen in real cases, the first crown differs
energetically from the last one by 6%. However, the existence of cluster and various roles of the nodes,
allows reducing energy by 13% with respect to reactive protocols such as AODV and DSR. In LEACH,
the transmission energy is almost the same in all crowns, except for the last one, with a difference of
5% with respect to the others.
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Figure 6. Energy types per crown for the LEACH protocol.

In Figure 7, the PEGASIS protocol extends the life of the network by limiting the nodes
communication only to their closest neighbors and take turns communicating with the coordinating
node. This protocol uses networking techniques and allows only local traffic between nodes that
belong to the same region or crown to reduce bandwidth consumption. One of the great advantages
of PEGASIS is that the distance between the nodes is calculated based on the intensity of the signal;
the links are really strong, thus preventing packet retransmissions. We observe that the difference
in energy consumption between LEACH and PEGASIS is 14%, with PEGASIS demonstrating the
greatest savings. Energy improvement occurs by avoiding overload caused by LEACH’s dynamic
generation of the cluster and by minimizing the number of packet transmissions and receptions using
the data aggregation technique. PEGASIS assumes that each node must be able to communicate with
the coordinating node directly and that each node contains a complete database of the location of the
other nodes in the network. This reduces network performance a bit by making processing slightly
heavier. The energy of the crowns is similar, only with a difference between them of 5% and due to the
role relay in the nodes; the crowns are not scaled from higher to lower consumption.
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Figure 7. Energy types per crown for the PEGASIS protocol.
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In Figure 8, the MPH protocol is a hybrid protocol (predominantly proactive). It establishes link
hierarchies based on the proximity of a node to the coordinating node. This hierarchical tree topology
only allows a few links, but there is a sufficient degree of redundancy. In MPH, we observe five crowns
scaled around the coordinating node with an energy difference of 10% between the first and the last
one with a similar transmission/reception energies in all crowns. MPH takes advantage of the fact
that there are no links among nodes of the same hierarchy level, which decreases the cost in processing
the neighbor tables and decreases the amount of protocol control packets. The difference in energy
consumption between AODV and DSR with respect to MPH is 40% in favor of MPH.
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Figure 8. Energy types per crown for the MPH protocol.

The ZTR protocol, shown in Figure 9, is a proactive protocol, simple, and easy to implement.
It consists of an algorithm with limited resources that performs multi-hop routing without route
discovery procedures and is based on a hierarchical distribution scheme. As in MPH, we note that
five scaled crowns are established from the highest to the lowest energy consumption. ZTR has a 5%
energy saving with respect to MPH because its links are simpler and the nodes cannot have more than
one parent node. The small difference in energy expenditure that is established between MPH and
ZTR, being ZTR so simple, is because several packages can be lost due to the low redundancy of links
but this fact is compensated with the ZTR’s speed of information delivery.
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Figure 9. Energy types per crown for the ZTR protocol.
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Now, having tested the energy model for the random scenario, Figure 10 shows the energy
distribution of the nodes for each observed protocol: AODV, DSR, LEACH, PEGASIS, MPH, and ZTR.
This scenario is based on the topology presented in Figure 3. The packet sending rate is 10 packets per
second and the links have a packet loss between 0.5 and 1.5%, measured on a one day window with an
average per hour for each node. According to the results, it can be observed that approximately 75%
of the nodes in MPH and ZTR present values below 0.10 Joules while for AODV, 75% of the nodes
distribute their energy in values between 0.14 and 0.19 Joules. Regarding DSR, the energy values for
the 75% of the nodes are distributed between 0.16 and 0.19 Joules. The MPH and ZTR protocols present
some extreme values that show their proactive nature, in which the creation of hierarchical routes and
the amount of energy can be concentrated in the nodes near to the collector nodes. We can also note
that the MPH protocol has a more compact energy distribution between randomly distributed nodes,
even more compact than ZTR since both have lower energy consumption compared to AODV and
DSR. Compared to DSR, AODV has a marked distribution of energy between nodes; this indicates that
the crowns, which nodes forward packets and are around the coordinator nodes, have more significant
differences in energy consumption in AODV than in DSR. LEACH and PEGASIS present the most
compact distribution of energy in the network nodes. The values of 50% of the nodes range between
0.06 and 0.078 Joules for LEACH and their most extreme value falls to 0.042 Joules, this can occur in the
crowns furthest from the coordinating node. In this protocol, the farthest nodes from the coordinating
node can lead to a shorter survival time and generate greater packet delays. For PEGASIS, 50% of the
nodes have energy values between 0.06 and 0.07 Joules and have an outlier at 0.041 Joules. Due to the
propagation of chain packets, this protocol is the most efficient in energy consumption. This protocol
reduces both the bandwidth requirement and the overhead.
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Figure 10. Energy distribution in the nodes for each evaluated protocol.

In Figure 11, energy transmission is varied in order to increase the coverage radius. Its aim is to
show how energy behaves in each of the studied protocols. These conditions can also evaluate some
type of resilience in the network according to each protocol. The fact of increasing the coverage radius
generates more collisions in the network. Although the routes can be compensated, because they are
shorter, nodes have a greater number of directly connected neighbors. Even so, the energy model
shows that the MPH protocol has similar characteristics to ZTR, the latter being extremely simple and
not scalable but quite fast and efficient. MPH shows an average energy saving of 10% with respect to
ZTR, 24% with respect to DSR, and 28% compared to AODV.
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In addition, we observe that LEACH and PEGASIS have similar behaviors with a difference of
3% between them. These are the protocols that have the lower energy consumption in face of the
stress caused in the network. When the transmission power is increased, these protocols maintain the
rotation of roles in the nodes and therefore, both the energy and the network overload are balanced.
The above is perfectly combined with the fact that both are hierarchical protocols further enabling
packet traffic. PEGASIS presents a decrease in the total energy for each radio due to its approach of
sending packets in chain, unlike the establishment of clusters exhibited in LEACH. MPH differs from
LEACH and PEGASIS by 30%. This may be due to the proactive nature of MPH, in which from time to
time, the tables of neighbors are updated and generate greater overhead. If the radius increases, the
tables of neighbors become bigger and their update more complex.
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Figure 11. Energy according to the increase in the coverage radius of a node.

Figure 12 shows two comparative conditions for the six protocols under study: stable network
conditions working properly and adverse network conditions under the topology referred in Figure 3.
For the study, we took an average of energy at the same hour (noon) for 7 days for each of the nodes in
the network. Nodes transmit at a rate of 70 packets per second. To generate interference and create
adverse conditions in the network, we put 5 nodes close to the majority of nodes in the network that
were emitting the same reactive jamming frequency, thus increasing the loss of packets along the
links as it is shown in Figure 13 with unnumbered jammer nodes marked in blue. The network has a
stress zone and a high focus on packet loss. This was made to analyze how the network reacts with
each routing protocol and how this influences the energy of each node having both local and global
perspectives regarding energy consumption of the network.
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Figure 12. Energy at each node of the network under both stable and adverse conditions for the four
protocols studied.
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We observe that node energy in the surroundings of that half greatly increased in adverse
conditions for AODV and DSR. ZTR and MPH try to stabilize the energy of the network nodes and
redistribute the packet losses. LEACH and PEGASIS have a similar energetic behavior that does not
necessarily behave by crowns from greater to lesser overload. These protocols react very well before
adverse conditions because in more than 50% of the nodes, the energy expenditure is similar in both
stable and adverse states. These protocols have a similar energy expenditure between them with a
difference of 5% in favor of PEGASIS and a difference of only 3% with respect to MPH and ZTR. This is
reflected in the fact that the average energy per node in adverse conditions for the network are 0.1990,
0.1968, 0.1805, 0.1741, 0.1671, and 0.1150 Joules for AODV, DSR, LEACH, PEGASIS, ZTR, and MPH,
respectively. The above figures show that MPH has an energy expenditure similar to ZTR, which is a
simple and fast algorithm; still MPH exhibits the advantage of route maintenance and redundancy.
ZTR and MPH have similar natures, both having proactive characteristics. However, when there is a
large number of packets in the network, there are more collisions and packet loss. The ZTR protocol can
lose links and some isolated nodes might remain causing an increase in energy consumption. For this
reason, the energy difference between MPH and ZTR is 31%. MPH, having multi-parent links, shows
greater redundancy and increases the amount of valid routes that continue to function for changes in
the network. This can be interpreted taking into account that MPH was designed to combine the best
design features of a proactive protocol with the redundancy of the reactive protocols and the foregoing
together with the verification of the proposed energy model, which allows visualizing easily and with
concise data possible anomalies in specific areas of a network.

In Table 4 a sampling period of 100 seconds was taken for the simulations. Tests were performed
every 10 seconds, which is the percentage of Packet Delivery Ratio (PDR). The PDR is a metric that
indicates the number of packages delivered in a given time and indicates the collisions present in a
network that cause packet loss. This performance metric is directly related to the energy and provides
an idea on how nodes behave in the network; for example, if there are connections and disconnections
of nodes, interference and quality of the links, among other features that show the performance of the
routing protocol. As aforementioned, AODV and DSR have a similar behavior because their reactive
nature. Initially, the network nodes do not know the routes to the destination, so they send request
packets implying a large number of control packages, which increases the overhead. The LEACH
and PEGASIS protocols try to make the route to the coordinating node efficiently through clusters
or changes in the role of the coordinating nodes; this increases the assertiveness of the nodes in the
package delivery, a consequence that is reflected in energy consumption. The difference in PDR in
this initial stage between AODV and DSR with respect to LEACH and PEGASIS is approximately 23%
in favor of the latter protocols. MPH and ZTR are proactive protocols, so at the initial stage, nodes
behave the same as in stable state because the neighbor tables are periodically renewed and not when
the routes require it. One of the big differences between MPH and ZTR is multi-parent links, which
allow the packets to have greater redundancy in MPH and a reliable delivery. The difference in PDR
between AODV and DSR with respect to MPH and ZTR is 28% in favor of MPH and ZTR.
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Table 4. Percentage of Packet Delivery Ratio (PDR).

TIME (s) % PDR

AODV DSR LEACH PEGASIS MPH ZTR

10 72 73 92 93 98 93
20 81 84 90 93 98 89
30 92 91 91 94 98 89
40 97 97 91 93 98 90
50 93 91 92 94 96 91
60 83 84 93 95 97 91
70 86 86 93 93 99 91
80 93 93 90 93 98 90
90 96 97 90 93 96 89

100 92 93 90 94 98 91

Concerning the rate of transmitted packets, we analyze the measurement impact of the energy
model when we vary the packet transmission rate. Tests were carried out for 1 day (24 h). In particular,
on a Wednesday; the day in which we can find regular traffic of people and vehicles on campus, and
therefore, more operating wireless devices. We show these results in Table 5.

Table 5. Effect of packet transmission rate (PTR) variation on energy.

PTR (kbps) Total Energy (J)

AODV DSR LEACH PEGASIS MPH ZTR

50 33.4 31.3 20.4 20.1 21.1 20.2
100 35.4 34.7 23.8 24.3 25.4 23.1
150 42.3 41.5 30.4 27.4 32.5 31.2
200 44.6 43.2 32.1 30.2 34.2 34.5
250 45.8 43.1 32.3 31.4 34.6 35.1

We note that, for five different packet transmission rates, the most drastic variation is found in the
rates of 50 and 100 kbps, with a 37% difference with respect to energy at 250 kpbs. The difference in
energy expenditure with the change in packet transmission rates is 43% higher for reactive protocols,
compared to other protocols. The difference between proactive protocols and energy-aware protocols
is only 5% in favor of the latter.

3.1. Experimental Scenario

To validate the tests done by the simulator, we intended to recreate a scenario with real sensors
on the university campus of the Universidad Panamericana in Guadalajara, Mexico. We considered an
area of 300 × 300 m2 surrounded by a two-story building, a green area, living rooms, and free area
with a terrace, as shown in Figure 14.

Figure 15 shows the top view of the engineering building at the university campus and the location
of the sensors in this building. This plan helps to better visualize the walls and the specifications of the
construction to give a better idea of the traffic routes of people, location of computer equipment, lights, etc.

There is a Gateway with LoRa technology and WiFi, which is the general hub of all the nodes.
This Gateway receives data from all devices and sends the information to a platform called the things
network. The devices that are held as nodes are divided into three technologies: Bluetooth, LoRa,
and Zigbee.

Zigbee nodes are a set of high-level wireless communication protocols, based on the IEEE 802.15.4
standard, i.e., communication using the 2.4 GHz frequency. The CC2530 device is configured as the
coordinator; its main function is to create the network in mesh topology. The other four devices can be
connected to the network and have communication between them, allowing the possibility to have
devices withdrawn from the coordinator because the information packet passes through the other
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devices to the coordinator. Each of the devices contains a temperature sensor, allowing measuring the
ambient temperature in different locations of the university campus. The coordinator sends a signal to
know which devices are connected to the network and in turn, these send their temperatures every
5 min. After obtaining all data, the coordinator sends the information through another protocol called
LoRa to the Gateway.

Figure 14. The test area at Universidad Panamericana (Mexico).

Figure 15. Top view of the test area (engineering building at Universidad Panamericana, Mexico).
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For LoRa nodes, LPWAN is a specification for low power and wide area networks designed
specifically for low power consumption devices operating in local, regional, national, or global
networks. In Mexico, LoRa uses the 915 MHz frequency. The topology of LoRa is point-to-point; there
is a gateway or hub and one or more nodes. The Gateway is in charge of reading all the packets
that are on that frequency. The nodes are devices that transmit small information frames to avoid
high-energy consumption.

The created network consists of five different devices: garbage sensor, light sensor, accelerometer
sensor, gyroscope sensor, and environmental sensor. The Gateway is the device that acts as connection
interface between devices and allows resource sharing between two or more computers. The Gateway
used contains the LoRa and WiFi protocols. It obtains all the transmitted data through the LoRa
protocol; data are then transmitted via WiFi allowing them to be found on the ThethingsNetwork
platform. In this platform, it is possible to display the data separately from each node, knowing when
the last transmission was made, the frequency of transmission of each device, and its measurements.
This device obtains all the data transmitted by the Zigbee coordinator, all the data transmitted by the
LoRa nodes, and also the data transmitted by the Bluetooth concentrator.

For Bluetooth nodes, Wireless Personal Area Networks (WPAN) is an industrial specification
operating on the frequency of 2.4 GHz as well as Zigbee. There are Bluetooth nodes that work as
beacons (low power consumption devices that emit a broadcast signal). In this case, each node has a
light sensor and they are constantly sending light values. In addition, there is a fifth device, which
works as beacon scanner. The function of this device is to receive all the data coming from the other
nodes, decode them, and send them through LoRa using another module that contains that protocol.

Figure 16 describes the devices used for the real scenario according to the wireless technologies
mentioned above. A communications sniffer was also used in addition to the application interface
www.thethingsnetwork.org. In the middle of the figure, two devices act as coordinating nodes.
The distribution of the nodes in real space is shown in Figure 17 where we have an area of
approximately 300 m × 300 m that is displayed in Figure 14. We show an approximate radius
of coverage of the sensors of 40 m. However, it can vary according to the antenna. Empirically it can
be smaller by the amount of collisions according to wireless technology.

Figure 16. Devices used for the experimental validation [40].
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          Coordinator node
          Sensor node

300 m

300 m

Figure 17. Distribution of nodes in the test space.

Figure 18 shows an example of the plot of the packets with some wireless technology, in this case,
LoRa. The package and console display interface is www.thethingsnetwork.org, which allows us to
observe the quality parameters of links, frequencies, lost packets, etc. Thanks to this analysis and the
energy model, we can sharpen the precision of the model and further refine the types of energy to
detect possible inefficient expenses of actions in the network nodes.

Figure 18. Example of frame for performance metrics.

Table 6 shows three useful performance metrics for analyzing the behavior of a network.
The results for three different types of protocol are described: reagent (AODV), hybrid (MPH), and
proactive (ZTR). The overall performance is better in the MPH protocol because it has route redundancy
yet, it does not have so many routes to generate too much overhead and network collisions. We also
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note that the simulator has the ability to accurately reproduce (approximately 2% difference) the real
scenario under the specific conditions on each node according to the wireless technology used. In this
way, different routing protocol rules suitable for coexisting networks in a wireless medium can be
tested and energy optimization models can be generated according to the technology used and the
target application. This makes the simulator an effective tool in predicting packet routing and power
consumption models.

Table 6. Performance metrics for the real scenario and the simulation.

Metric Real Scenario Simulation

AODV MPH ZTR AODV MPH ZTR

Energy (J) 265.87 140.51 166.64 262.37 142.94 160.73
Delay from the furthest node (s) 1.9456 1.1567 1.0123 1.8955 1.1166 1.0573
PDR (%) 72 90 81 70 88 79

Using this simple energy model, we can implement energy saving techniques in some of the
activities carried out by the nodes and we are capable of quantifying their impact on the total
expenditure. For Figure 19, we implemented the MPH protocol in order to contrast the energy
expenditure of each type of energy in the model under both stable and adverse conditions. For the
four different wireless technologies, the rules of the MPH hybrid protocol were used. We observed
that when there were adverse conditions such as shutting down, 15% of the nodes were turned off for
10 min every two hours, implying that the energies that have the greatest consumption impact are:
CSMA energy, transmission energy, and receiving energy, increasing their value approximately by 40%.
In these kind of situations, the model allows the use of routing protocols suitable for the operation of
the network.
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Figure 19. Energy under stable and adverse conditions for 22 nodes for each type of the energy model.
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3.2. Extrapolation of the Experimental Scenario

The experiments carried out with 22 sensors were then expanded to 100 sensors and 200 sensors.
This is in order to predict the results of the energy model by means of an event-based simulator,
programmed in C ++ and previously tested in [10].

Next, it is interesting to analyze how the energy model behaves when the network begins to grow
in its number of nodes. Table 7 shows three representative protocols out of the six we have studied in
this work. Two predominant types of energies were analyzed based on the scalability of the network,
from 22 to 300 nodes. Simulations were run for a full day and for nodes which parameters are detailed
in Table 3.

Table 7. Energy model scalability for AODV, PEGASIS, and MPH protocols.

Protocol 22 nodes 100 nodes 150 nodes 200 nodes 250 nodes 300 nodes

AODV ERX = 151.35J ERX = 301.73J ERX = 403.23J ERX = 567.85J ECSMA = 425.02J ECSMA = 431.86J
ETX = 186.84J ETX = 298.77J ETX = 404.11J ETX = 572.45J ETX = 681.05J ETX = 703.42J ETX = 721.33J

PEGASIS ERX = 99.32J ERX = 125.23J ERX = 200.61J ERX = 301.53J ECSMA = 342.55J ECSMA = 415.55J
ETX = 86.23J ETX = 98.45J ETX = 110.48J ETX = 144.67J ETX = 211.43J ETX = 368.26J ERX = 402.56J

MPH ERX = 73.94J ERX = 101.45J ERX = 192.37J ERX = 265.11J ERX = 325.38J ERX = 404.88J
ETX = 90.46J ETX = 111.52J ETX = 193.44J ETX = 203.78J ETX = 287.09J ETX = 382.31J ETX = 440.03J

Results in Table 7 show the two predominant energies for each network and for each of the three
protocols studied. Here, we highlight the utility of the proposed model, which breaks down the total
energy into the basic energy types of a node. This information becomes relevant when analyzing the
skeleton of what is happening in the node with respect to performance metrics such as overhead,
collisions, packet loss, interference, complexity of handling neighbor or routing tables, etc.

Analyzing the data, we observe that, when the network is large (about 300 nodes), the AODV and
PEGASIS protocols present predominantly CSMA and TX energies. This may suggest that PEGASIS is
not a protocol for networks that are too large because the route chain to reach the destination node
becomes complex and packets can be lost. Below the 200 nodes, the three protocols under evaluation
present the energies of RX and TX as preponderant. Visualizing in detail the network of 100 nodes,
the difference between AODV and MPH is 67 % in favor of MPH, and the difference between MPH and
PEGASIS is 58% in favor of MPH for the reception energy. This is an example that shows that MPH has
a hierarchical topology and that the neighbor tables of the nodes become more manageable thanks to
the periodicity of their update. The AODV protocol has the highest energy expenditure and this may
be due to the fact that it has a greater number of control packets and if the routes expire or become
obsolete, the nodes must start the entire route request process again. In this case, when the networks
increase in size, the proposed energy model is very useful because, according to the characteristics
of the network, it can establish weak points of behavior and detect possible gaps in energy loss.
For example, if CSMA power is increased too much, this may be showing that the communication
channel is continuously busy or that this is combined with multiple packet retransmissions, which
implies that the processing time increases and the performance of the device is impaired. Then, the
breakdown of energies performed by the model can detect abnormal increases or decreases in the
behavior of the nodes, as occurs, for example in the PEGASIS protocol when the network is very large.

4. Conclusions

Unlike other types of wireless networks, Wireless Sensor Networks (WSNs) involve low-cost
and low-processing devices, which send information to a collector node or base station (coordinator
node). Due to the small size of nodes, the saving of energy consumption is vital since it is very
difficult to recharge batteries and these networks aim to achieve maximum efficiency in the delivery of
information in the harshest environments.
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This paper has proposed the design and implementation of a simple and easy to develop energy
model, which aim is to observe locally and globally the energy of the nodes in a network under almost
any routing protocol. It has been verified that this model yields clear and concrete results for the main
tasks performed by a node in the network. Based on this analysis, it could detect some anomalous
behavior and know exactly in which phase of execution a problem is happening.

Another fundamental contribution is the analysis of performance metrics, not so common or
obvious, because during the transmission of information, the processing of routes, and the observation
of the means of communication, the nodes present valuable information when some strange behavior
is occurring and this is immediately reflected in metrics such as: retransmissions of packets, listener
retries to the communication channel, delays, overload of control packets, hop numbers, valid routes to
a destination, among others. These metrics are directly related to energy and to the application of the
proposed model. Changes or different behaviors are clearly observed in specific areas of the network.

The MPH protocol works very well in terms of processing, efficient information delivery, and low
energy consumption, maintaining route redundancy. The detailed energy model shows that AODV
and DSR have route backups and extensive routing tables, therefore a node can reach almost any point
in the network. The model also shows that ZTR has low redundancy, is prone to failures, and has a
small number of valid routes. However, it is simple, fast, and consumes a small amount of energy.
The combination of a hierarchical topology with auto-configuration mechanisms and maintenance
of the MPH protocol makes the nodes capable of optimizing network processes, reduce delays by
up to 25%, take short routes to the destination, and reduce network overload even in a 30%. All this
is reflected in the successful delivery of information. In addition, the proposed model allows us to
understand that between MPH and LEACH and PEGASIS there is only a difference of 3% and 2%
energy savings for the last two protocols. Thus, the model analyzes the energy impact of each type of
energy for optimization of the algorithm in various protocols of the literature [5–10]
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Abstract: Presently, the Internet of Things (IoT) concept involves a scattered collection of different
multipurpose sensor networks that capture information, which is further processed and used in
applications such as smart cities. These networks can send large amounts of information in a
fairly efficient but insecure wireless environment. Energy consumption is a key aspect of sensor
networks since most of the time, they are battery powered and placed in not easily accessible locations.
Therefore, and regardless of the final application, wireless sensor networks require a careful energy
consumption analysis that allows selection of the best operating protocol and energy optimization
scheme. In this paper, a set of performance metrics is defined to objectively compare different kinds
of protocols. Four of the most popular IoT protocols are selected: Zigbee, LoRa, Bluethooth, and WiFi.
To test and compare their performance, multiple sensors are placed at different points of a university
campus to create a network that can accurately simulate a smart city. Finally, the network is analyzed
in detail using two different schemes: collaborative and cooperative.

Keywords: energy consumption; wireless sensor network; cooperation; collaboration

1. Introduction

The Internet of Things (IoT) is based on the connection of multiple devices to the Internet and data
sharing between them. Data is first sent to the cloud where it is processed using analytics, and then
sent back to other devices. This process depends completely on a centralized architecture. A Wireless
Sensor Network (WSN) is considered the most critical element of the IoT model. In the context of IoT,
these wireless networks play an essential role in increasing the ubiquity of networks [1] since wireless
technology is the fundamental way in which “intelligent objects” communicate with each other and
the Internet. In this sense, WSNs allow IoT scalability and provide enough functionality to support
its integration with the current Internet architecture. Moreover, it is essential to study the scalability
and the adaptation methods of the network in the face of packet transmission failures and topology
changes [2].

IoT provides smarter services by the interconnection of various objects. Providing intelligent
services requires data to be collected from different places, areas, and devices. Hence, in these kinds
of applications, energy consumption is a key factor; sensors can be in remote zones and they can be
challenging to access, so it is not possible to replace their batteries continuously. Due to the limitations
of battery life, the nodes are designed to save as much energy as possible and most of the time they are
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in sleep mode (low power consumption mode). It is thus essential to know the factors that have an
impact on battery life [3]. Regarding the wireless medium, aspects that contribute to the deterioration
of the information transmission must be taken into account as the channel parameters depend directly
on the characteristics of the transmission medium. These characteristics affect the medium and the
duration of the useful life of the batteries because there might be connections and disconnections of
some nodes in the network. The conditions of the medium also influence the packet retransmission
and listen attempts to the channel. This causes the routing protocol to increase its control messages
and deteriorate its overhead [4].

WSNs are multi-functional, low-cost, and low-power networks that rely on communications
among nodes or from sensor nodes to one or more sink nodes. Sink nodes, sometimes called coordinator
nodes or root nodes, may be more robust and have larger processing capacity than other kinds of nodes.
Sensor networks can be widely used in various environments even the hostile ones. Some of the many
applications of WSNs are in the medical field, agriculture, monitoring, and detection, automation,
and data mining. The key element of the IoT is that different devices are connected within the same
environment being able to transmit and receive information about their immediate environment and
interaction with users. The accuracy of the location allows interactions and data sharing between
devices that automate and simplify tasks that generate comfort and facilitate daily work practices.
Continuing developing technologies that combine IoT and location will lead to the development of
better services for automation and support of daily life tasks.

Adaptive methods for wireless networks have been studied because of the introduction of many
technologies for using different technical standards [5]. The concepts of coexistence and cooperation
are currently booming in the literature. Both have to do with how the nodes relate to each other and
to the network itself. A balanced network seeks to match the load of information traffic and routes,
adapting the rules of routing protocol by means of control packages. Coexistence and cooperation offer
an idea on how the device puts its functions at the service of the network regardless of the technologies
or protocols in use. One of the challenges when analyzing these concepts is interference. There are
different metrics that indicate the quality of links in wireless networks.

To analyze the terms that describe the relationship of the devices among them and with the
network, it is important to define the degree of intelligence that these nodes possess, a term that
is included in technological convergence. When talking about heterogeneous environments, we
can mention different network topologies so that the devices exist in an environment that has
different characteristics.

• Cooperative networks use self-configuration capabilities to dynamically adapt on demand, since
they can respond to the needs of a specific user, within the policies defined by the operator, while
optimizing the general resources of network.

• Cognitive networks work on the physical level of the protocol stack, handling emission
frequencies and modulation parameters. Cognitive networks exhibit relevant characteristics
such as: (1) identification of spectrum access opportunities, (2) selection of frequency bands to be
used, (3) coordination among users for access to spectrum, and (4) spectral mobility.

The main disadvantage of cooperative networks lies in the shared management and
interdependence of networks that are in an environment with common conditions. Cognitive networks
have an agile cognitive process with which they can determine the current conditions of the network,
in order to plan, decide, and act. The network can learn from these adaptations to make future
decisions taking into account the final objectives: to develop communication protocols.

Motivation

The motivation of this work is to evaluate the performance of different wireless technologies, such
as: Zigbee, LoRa, Bluetooth Low Energy, and WiFi. These technologies have been widely spread in
industrial applications due to their low cost and low power consumption. The comparative relations
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of performance parameters intrinsic to different routing protocols are established to achieve the
interconnection of networks of sensing devices with communication Long Range Wide-area network
(LoRaWAN, sub-1 GHz) and BLE, in order to emulate an intelligent campus. Each network will have
its own sniffer for the acquisition and analysis of the packets sent between the nodes, connectivity
between BLE and LoRa devices through a gateway with the possibility of sending data to the cloud.

2. Related Work

The current revolution towards a universal connection between things, named IoT, is considered
part of the Internet of the future. The long-term plan is to have approximately 28 billion connected
devices by 2021 [6].

IoT is currently considered to be one of the most outstanding areas of future technology. In the
following subsections we explain about the global applications in this area from smart houses, smart
campuses, and smart cities; then we explain some research work focused on identifying the main
challenges dealing with IoT. We conclude the section detailing previous works that have performed
comparative studies between wireless protocols.

2.1. IoT Applications

A typical IoT application is a smart house where the refrigerator can report the current status of
the food; the temperature of each room sets according to the preferences of the people occupying such
space; and all devices working on identifying possible catastrophes such as a gas leak.

Another application is a smart campus which can use the new generation of information
technology such as IoT, cloud computing, and big data to perceive, store, manage, and analyze
all the key information of campus system; all of these can serve, for example, to save energy and
assisting the staff such as faculty, students and administrative in decision making [7].

The evolution of IoT, starting from smart house, through smart campus and joining with other
technologies such as big data, data analysis, among others, have paved the way to smart cities.
This concept brings a bigger picture from the houses into a whole city where public transportation,
energy, water supply, and environmental factors are at stake.

For example, there is a large number of different devices designed for IoT, but also modern
smartphones can work since they include multiple sensors, communication standards, and can store
data. The authors in [8], have looked at a different perspective by using smartphones to create the
next generation of civil infrastructure monitoring systems. However, Esposte et al. [9], have identified
that there are not enough tools to design the cities of the future. Therefore, they created InterSCity,
which is a smart city platform that focuses on collaborative development of services, applications,
and systems. Unfortunately, it is complex and requires a lot of time and a large budget to do enough
testing to actually identify opportunities.

Consequently, researchers are now focusing on working on smart campuses, which is a
bridgework between smart homes and cities.

A campus is large enough to provide challenges related to device positioning and at the same
time it allows a safe environment to collect data from the parking lot, the usage of rooms, the amount
of water and electrical energy during the day and monitor other aspects as well.

Thus, the authors in [10] used an agent-based computing paradigm to gather data from
their smart university campus where they could test communication issues and solve them as a
decentralized system.

Another example is [7] where key data is stored and analyzed to provide useful information to
teachers, students, and staff. Monitoring a classroom to identify how much time is used and by how
many people, can help take better decisions on how to assign classrooms to different groups in such a
way that it is optimized.

Lghoul et al. [11] have mainly focused on profiling energy usage in campus buildings, setting
power distribution system architecture, and pinpointing key micro-grid components. They propose
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a general Microgrid (MG) testbed and simulate the operation of proposed MG model/architecture.
They delineate relevant pros and cons towards a futuristic real-world/physical MG deployment in a
university campus.

IoT is gaining a special moment and the application in smart campuses (respectively smart cities)
requires essential technologies for the deployment of successful products and services as described by
Lee and Kyoochun [12]. Such essential technologies are:

(a) Radio frequency identification (RFID);
(b) Middleware;
(c) IoT software application;
(d) Cloud computing; and
(e) Wireless sensor networks (WSN).

In the following subsections we put our attention in WSN.

2.2. Energy and Power Consumption

There are challenges to solve in IoT, for instance, the amount of energy that each accessory
requires and the coexistence of thousands of wireless devices that may use different technologies
for communicating [13]. In particular, coexistence is a severe threat to IoT, since the devices that are
trying to communicate may collide with each other resulting in data lost, rendering the sensors useless.
While there is substantial work on coexistence for Bluetooth, WiFi, and IEEE 802.15.14 standards [14],
the forecast includes thousands of devices in a narrow range. This also considers the application of IoT
to manufacturing and much more, which is called Industrial Internet of Things (IIoT), and it is based
on the possibility of creating large-scale deployments. Consequently, some approaches include using
a modified Medium Access Control (MAC) protocol. Nevertheless, there are multiple limitations as
described by [15].

Another challenge of IoT is power consumption, in this sense, Mahmoud and Mohamad [16],
have presented a study of wireless technologies for IoT applications. Their study was focused
on the importance of using low-power wireless techniques by introducing a comparative between
different low-power wireless communication techniques such as ZigBee, Low-Power WiFi, 6LowPAN,
and LPWA.

2.3. Signal Interference and Collision

Interference and collisions are also important challenges in IoT. An approach sensing the spectrum
to identify interference in IIoT devices is [17], but in practical use it takes a large amount of time to
identify the issue and provide a solution. A more recent method [18] uses support vector machines
that can sense under 300 ms and classifies external interference. In other words, a management system
is required to minimize the amount of collisions and increase the effectiveness, such as [19] that uses a
self-learning system based on reinforcement learning. Adeyemi et al. presented in [20] a robust data
exploration study performed on daily Internet data traffic generated in a smart university campus for
12 consecutive months.

2.4. Comparison between Wireless Protocols

The comparison of different wireless technologies to decide which one is the best, has been
very attractive for a sector of researchers. For example, the authors in [21], provide a comparative
study of Bluetooth, Ultra-wideband (UWB), ZigBee, and WiFi wireless communication standards.
They presented an overview evaluating the main features and behaviors of the standards in terms
of various metrics: transmission time, data coding efficiency, complexity, and power consumption.
The work did not draw any conclusion regarding which one is better because the authors concluded
that more factors must be considered such as network reliability, roaming capability, recovery
mechanism, chipset price, and installation cost.
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Other work focused on finding a solution to the problem related to the selection criteria of a better
wireless communication technology face up to the constraints imposed by the intended application
and the evaluation of its key features is that of Chakkor Saad et al. [22]. They presented a comparative
performance analysis of the following wireless protocols: WiFi, WiMax, UWB, Bluetooth, ZigBee,
ZigBeeIP, and GSM/GPRS. They developed a quantitative evaluation with respect to transmission time,
the data coding efficiency, the bite error rate, and the power and energy consumption. Their conclusion
is that in order to determine which one is the most suitable, other factors must be taken into account
such as network reliability, the link capacity between several networks with different protocols, security,
the chipset price, the conformity with the application and the cost of installation.

More recently, Naidu and Kumar [23] have carried out a description on the wireless technologies
importance, features, and a comparison about Bluetooth, ZigBee, WiFi, and Z-Wave; mainly
focused on Self-organizing/Optimization Networks (SONs). The work of these authors was
focused on home automation devices, integrating them with a smart hub. The authors describe
WiFi SON, they concluded that it is a guaranteed network, offering quality of service and eliminating
human interventions.

One of the characteristics of this type of WSN/IoT networks is the sleeping techniques that can be
applied to optimize the energy consumption of the sensors. These types of techniques help to reduce
the power of each part of the node, a task that consists essentially of turning off or bringing the device
to a low-power mode when it is not used, while when in use, it is activated or awake. By reducing the
consumption of each part of the node, the overall consumption is reduced and, therefore, the battery
life is extended. In this work, sleep techniques are not properly applied; however, these mechanisms
can resemble the connections and disconnections of the nodes that we analyze as a performance metric.
Similarly, it must be taken into account that when a node falls asleep it is not necessarily disconnected
from the network, but in some cases, depending on the applications, the nodes can temporarily turn
off their microcontroller unit and thus, optimize their energy to the maximum and the power of the
network. A recent approach to reduce the energy consumption in WSNs is through the setting of sleep
scheduling. In addition, a relevant proposal is minimizing the number of nodes to cover a constrained
area. Good results in terms of complexity, working-node ratio, scalability, and the time of network
duration were obtained in [24].

Unlike the previously mentioned works, our research is concentrated in offering a comparison
under a collaborative and cooperative scheme between the following wireless technologies: Zigbee,
LoRa, Bluetooth Low Energy, and WiFi. These technologies have gained wide acceptation in industrial
applications due to their low cost and low power consumption. Our experimental scenery is a campus,
since we are looking for emulating a smart campus.

3. Wireless Communication Networks

We define a wireless communication network (WCN) as the association of wireless elements (WE)
to share information with a specific task. The nature of WE defines the association schemes and the
network features. A WE can be defined as an electronic artifact that possess sensing, acting, signal
processing, and/or communication abilities to perform a specific work [25].

Technology integration in WE allows exploitation of different platforms for establishing WCNs.
The network features are defined by the nature, status (Active/No Active), capacities, and relationship
of WE considering their physical and technological limitations such as size, power transmission, energy
consumption, computing capacity, frequency of operation, sensibility of interference, etc.

The networks are based on schemes, models, and protocols that establish the technology,
transmission agreements, architecture, and management. This way, we can describe the association
schemes according their functions. Two classes of schemes can be distinguished.

• Collaborative scheme. It consists of sharing resources and functions only if the WE has availability
and does not jeopardize its operation, i.e., WE priorities are over Wireless Network (WN) priorities.
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There are no strong commitments among their elements [26].
• Cooperative scheme. Its scheme is defined to share assigned resources and perform specific functions

for all the elements in the networks. All the tasks must be performed through strict rules or
protocols, i.e., WN priorities are over WE priorities. In this case there are strong commitments
among their members [27].

WN can be classified as a WCN considering different aspects such as nature, management strategy,
topology, coexistence scheme, and type of WE. Figure 1 shows a chart with basic concepts and aspects
about WCN.

Figure 1. Concepts and aspects of Wireless Communication Networks.

The design of a WCN is motivated or influenced by some of the following requirements:
Redundancy of information: the high density of devices makes the data obtained in one of them
redundant with respect to other nodes of its environment. Limitation of resources: design and
implementation of wireless networks must take into account resource limitations: energy, power,
memory, and bandwidth. In addition to being generally limited in size, the devices will depend on
their batteries and the power they can extract from the environment for their operation. Topology and
dynamic environments. The conditions in which a sensor network is deployed is not fixed, but there
may be node movement and even Disappearance or addiction of others. Wireless networks must be
able to reconfigure themselves autonomously. Unreliable transmission medium: The use of wireless
communications has a considerably higher error rate than the wired communications. Security and
privacy: these factors are especially important in military and surveillance applications. Therefore,
denial of service, intrusion, or data manipulation attacks on these applications must be foreseen.

Networking is the mechanism to construct networks, where each node obtains information about
their neighbors and the rules of communication that define the schemes, strategies, and protocols
used to establish communication model among their members. Thus, we can describe, in wide sense,
the networking process in following phases:
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• Observation. Nodes must explore the channel conditions with the purpose of perceiving the
existence of other nodes and noise. For this reason, each node must continuously sense the channel.

• Recognition and identification. Nodes can recognize information signals from the channel noise,
as well as being a process that allows identification of the neighbors and the rest of members
of networks.

• Association scheme. At this phase, the agreements about the guidelines and rules define the
relationship of each node with the rest of nodes.

• Transmission agreements. Transmission power, modulation format, and frequency of operation are
some examples of parameters agreed in this phase.

• Topology and routing. The interconnection network defines the topology, i.e., the available
communication links among nodes establishing the architecture, while routing defines the paths
that follow the information to reach its destination.

• Management scheme. There are schemes that ensure the operation, access to channel, and control of
transmission parameters.

Presently, dynamic and intermittent behavior of WE represent relevant challenges for networking,
so the new requirements of WCN such as flexibility in architecture, mobility, and high traffic play a
very important role for modern networks. Reconfigurable ability is considered a prominent network
paradigm for future WCN [28]. Besides, high density of WE also represents additional challenges
due to closeness of WE and the phenomena that it involves, e.g., multiuser channel access problem,
multiuser, and multiple access interferences.

Reconfigurable wireless networks (RWN) are dynamic networks suitable for the frequent changes
in topology, connectivity, routing, WE status, and wireless channel conditions. These networks have
the ability of modifying their configuration, with or without infrastructure, that establish the allocation
decisions; self-organization networks imply an intelligence process, which can have centralized or no
centralized management, that make them attractive to networks as sensors and ad-hoc.

The access to resources and multiple transmissions in WCN face important challenges such as:

• Coexistence. It consists of the study of the presence of WE in a given area, the communication
among WE, and their influence in the wireless communication channel. Coexistence schemes
ensure the communication of multiple WE through the management and distribution of resources.

• Energy efficiency. It refers to the efficient use of energy by WE. Strategies seeking to extend the
lifespan of battery due to the limited source of energy. Thus, there are strategies based on efficient
routing, schedule, low processing systems, and topology and traffic control which reduce the
energy consumption from different aspects.

• Interference. The received signals from wireless channel can be distorted due to the presence
of interference which can be caused by natural or transmission factors. Hence, techniques for
mitigation, avoidance, cancelation, and management interference play an important role.

• Reception algorithms. It refers to strategies used to extract the information from the channel.
The study of algorithms based on reception and detection strategies are proposed which can be
classified according to the techniques and methodologies used [29].

• Security. Protocols and strategies that provide privacy and authentication of information to avoid
vulnerabilities due to malicious eavesdropping.

• Complexity. It refers to the difficulty of resolving computational problems through
efficient algorithms.

Communication systems used for RWN use orthogonal or semi-orthogonal multiple access
channel techniques to avoid multiple users channel problems. They consider temporal, spectral,
and spatial dimensions to separate users. However, their implementation requires to control the access
to resources using elaborated schemes and protocols to ensure the communication.
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These devices have limited resources such as low power, computing capacity, narrow bandwidth
transmission, so on, high sensibility to interference, and autonomous behavior. New trends incorporate
a communication system that allows the formation of temporal wireless reconfigurable networks
(WRN), i.e., sensors and ad hoc networks, that share information by establishing communication links
through technologies and schemes that ensure their operation in free bands or unlicensed, e.g., BLE,
ZigBee, and WiFi in the bands 2.4 and 5 GHz.

The high density of WDs leads the multiuser channel problem, which occurs when multiple users
share spectrum resources. The multiuser channel is divided in two types, the first is the broadcast
channel where a single WD transmits signals to many WD receivers e.g., the relationship between the
base station (BS) and user equipment (UEs) in cellular networks. Secondary, the multiple access channel
uses schemes that distribute the resources and permit the transmission among many transmitters with
one receiver [30,31].

The access to the multiuser channel employs schemes to allocate users with conditions to
communicate. The schemes based on random allocation is known as random multiple access (RMA)
scheme that is widely used e.g., in satellite networks and large wireless networks without signaling
overheads [32]. On the other hand, the schemes based on multiple access allocation assign dedicate
channels to users using orthogonal or semi-orthogonal division of resources [31,33]. This way, some
techniques based on multiple access schemes have been proposed to provide uniformly the resources
considering the temporal, frequency and spatial parameters or combinations to separate users [34,35].

The presence of multiple WDs in a given area is widely studied because it can change the
transmission considerations in the wireless channel. Multiple access schemes are useful techniques
that require previous agreements. This way, the schemes can be described in temporal, spectral, spatial
or combinations.

• Temporal. This scheme establishes transmission periods which can be used orderly or
opportunistically. For example, time division multiplexing (TDM) techniques are orderly schemes
due to the fact that time is divided in intervals with the same length that are assigned to each
active user. Cognitive Radio technologies is an opportunistically scheme due to the fact that
the channel is used by secondary users only when it is possible without disturbing the primary
user transmission.

• Spectral. This scheme consists of assigning sub-bands to each communication link. They can be
assigned one-per-user or flock-per-user during a communication session, i.e., single-carrier (SC)
or multi-carrier (MC) basis systems. Frequency division multiplexing (FDM) and multi-carrier
technologies are some examples of this kind of scheme.

• Spacial. This scheme consists of spatially separating the resources considering their coverage area
forming clusters, cells, or sectors coverage to allow their reuse. These schemes are widely used in
satellite communications and wireless mobile telephony systems.

3.1. Energy Efficiency

The efficient use of energy is a very important challenge in WCNs due to the limited source
(battery). For this reason, energy considerations have been focused on maximizing the lifetime of the
batteries of the WDs that form the WCN. According to [36], the energy efficiency protocols proposed
can be classified into four strategies considering the battery outage, the time to unavailability of
applications functionality and the time of the first network partitioning, This way, the strategies to
energy efficiency are classified as:

1. Energy efficiency routing that reduces energy consumption for each end-to-end transmission.
2. Scheduling the WDs status to save energy and ensure the network and application functionalities.
3. Topology control by turning node transmission power to find the optimum transmission power

with the minimum energy consumption that ensures the connectivity.
4. Strategies that reduce the volume of information transferred.
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3.2. Interference

The received signals from wireless channel can be distorted due to the presence of interference,
which are caused by natural or transmission factors. Hence, techniques for mitigation, avoidance,
cancelation, and management of interference play an important role. The interference caused by
multiple transmissions are of interest as example.

• Multiple access interference (MAI) occurs when multiple communications links access to channel.
• Multipath interference (MPI) is produced by different propagation paths to reach a

specific receiver.
• Multiuser interference (MUI) occurs when simultaneous communication links exist in the same

channel from different WDs. Two particular cases can be identified: Exposed and Hidden terminals.

3.3. Synchronization

It is the process where the WDs define the alignment of transmission parameters, which allows the
establishment of communication links, i.e., to define the information necessary to ensure the hookup
and linkup among WDs. This process plays an important role given that it has impact in both physical
and higher levels.

3.4. Security

The dynamic and flexibility of RWN represent a challenge for implementation of security schemes
due to frequent changes in the network status, e.g., sporadic connectivity, variable number of active
WDs, temporal topology, etc. In addition, it is desirable to provide authentication and privacy
requirements to avoid vulnerabilities due to malicious eavesdropping devices. Commonly, the schemes
require associative mechanisms, security protocols which can be proactive or reactive and involve
cross layer functions or coding signals [37,38].

3.5. Complexity

It refers to the difficulty to resolve computational problems analyzing the algorithms implemented
in the WDs and the use of resources as memory, storage, energy, time, etc., [39]. The challenge in
complexity is to implement efficient algorithms for wireless systems that permit to reduce the power
consumption and the size of devices while decreasing its manufacturing cost. However, the simplicity
must ensure the quality of service (QoS) and privacy.

4. Performance Metrics Study

Metrics of the network layer are fundamental because they show the performance and usefulness
of a routing protocol. Each routing protocol is designed for specific applications and certain scenarios.
These metrics indicate how the bandwidth use is affected by the overhead of the routing protocol in use.
In addition, the availability of effective routes and the ability of the network for self-configuration show
the capacity of the protocol to recover from topology changes [40]. Recovery times have an impact on
the latency in the network, and even though the networks conform with different technologies, it is
highly essential to understand and evaluate the performance metrics as shown in [41]. This analysis
allows network customization to improve its different aspects and provide better communication.

Therefore, using these metrics the proactive and reactive protocols can be compared. To perform
such comparison a simulated and a real scenario were implemented. The next section describes
the simulation.

Figure 2 describes performance metrics in a general way. The measurement and control of these
performance parameters provide the network optimization because some parameters influence others,
allowing the information in a wireless network to be delivered reliably.
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Figure 2. General performance metrics.

Sensor networks usually have similarities, so it is necessary to know some comparison criteria
that allow us to decide which of them is the most suitable to implement and thus, solve our problems.
The most important and useful metrics for comparing sensor networks are the following:

• Response time: The speed at which the data packets are sent among the different nodes.
• Network lifetime: The durability and resistance of the devices and, in general, of the network, must

be considered if a budget is allocated or limited or both.
• Security: Security is vital in any field, but, in wireless networks, it is complicated to secure

information. However, it is relevant to assess the risks or vulnerabilities that the network
may experience.

• Types of data that can be transmitted: Wireless technologies such as WiFi or ZigBee, do not transmit
the same types of data. It is important to select and analyze the data that it is desired to send to
choose the most appropriate one. Packets that carry the information in the network are traffic
packets, while the control packets are those used by the routing protocol to establish the network
rules. These control packages constitute the overhead of the network, so if a network has a high
overhead, there will be a higher probability of collisions.

• Battery life: One of the main issues in sensor networks is the energy required by the components
of the masses. The life of the batteries is expected to be extended by using the application of a
sleep technique to the nodes of the system.

• Packet retransmission: In WSNs a sensor node may need to transmit a packet multiple times to
ensure delivery. This may be due to packets which have been either damaged or lost and needs
to be resending or just for forwarding packets to other nodes. The indiscriminate use of packet
retransmission has a negative impact on battery life.

• Resilience: It is the network ability to face faults or changes in its normal operation maintaining an
acceptable level of service.

• Complexity and cost: The complexity represented by the installation of the sensor network is
considered one of the most important criteria. From this, the cost can be derived, this being an
agent of great relief in any project.

• Listening to the channel retries: According to each data link layer algorithm, the nodes listen to the
channel before transmitting to know if there are collisions. After a specific number of attempts,
the packet is dropped. If the number of listening tries is high, it means that the channel has high
interference.
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• Packet loss: It occurs when information packets do not arrive in the expected way. Some of the
causes can be damaged hardware. Hardware capacity (bottlenecks): when some component of
the network cannot assume a certain amount of traffic, thus encouraging data flow. Congestion
in the network: when a device is at 100% capacity, generating a queue waiting to be discarded
after a particular time if it is a long time, the difference with bottlenecks is that it can be a general
problem and not just a device. Bugs in the software of network devices: When the software
of the devices has errors. Other: interference or “noise” in the wireless network, proximity to
other wireless devices, distance, physical elements (walls), etc. Then, the packet loss leads to the
following problems: Information out of date (delay in the information received), slow loading,
interruption of loads, closure of connections, incomplete information.

5. Energy

A wireless sensor network is a set of devices distributed in such a way that the sensors
implemented in such network are capable of transmitting the parameters to which they are exposed,
for example, temperature, pressure, humidity, etc.; in this way, a network of sensors is composed of
the following elements:

• Sensors
• Radio transmitter/receiver
• CPU/memory
• Power source, usually a battery.

Regarding the energy problem, there are some aspects that directly affect node battery
consumption. The term unbalanced energy depletion, shown in [42], describes a situation where
the nodes that are closer to the coordinator node carry more traffic, and so they consume more energy
than those nodes further away from the root node. This imbalance causes the overall energy to
be distributed non-uniformly in the network, making some nodes to run out of power faster than
others [43].

6. Model

There is a gateway with LoRa technology and WiFi which is the general hub of all the nodes.
This gateway receives data from all devices and sends the information to a platform called the things
network. The devices that are held as nodes are divided into three technologies: BLE, LoRa, and ZigBee.
The LoRa modules make the direct transmission to the gateway, each LoRa node contains its own ID
allowing the things network to distinguish which device is making the transmission. The BLE modules
work as beacons, this allows any BLE module that is running like a beacon scanner to receive data,
but in order to read the information it is necessary to decrypt the packets, this scanner contains a LoRa
transmitter, this way it is possible to communicate with the main gateway and send all the information
of the BLE modules. Zigbee nodes work in the same way, there is a mesh topology in which everyone
communicates with each other, but there is a coordinator who creates the network, this coordinator
has a LoRa module that allows communication with the gateway.

The developed network consists of four parts:

• Zigbee Nodes: A set of high-level wireless communication protocols, based on the IEEE 802.15.4
standard, i.e., communicating using the 2.4 Ghz frequency. It consists of five devices, a device
is configured as coordinator, the main function of this device is to create the network in
mesh topology, in this way the other four devices can be connected to the network and have
communication between them, allowing an additional device withdrawn from the coordinator
because the information packet passes through the other devices to the coordinator. Each of the
devices contains a temperature sensor, allowing measurement of the ambient temperature in
different locations within the university. The coordinator sends a signal to know which devices
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are connected to the network and these send their temperatures every 5 min. After obtaining all
data, the coordinator sends the information through another protocol called LoRa to the gateway.

• LoRa nodes: It is a specification for low power and wide-area networks, LPWAN, designed
specifically for low power consumption devices, operating in local, regional, national, or global
networks. In Mexico, LoRa uses the 915 MHz frequency. The topology of LoRa is point-to-point,
there is a gateway or hub and one or more nodes, the gateway oversees reading all the packets
that are on that frequency. The nodes are devices that transmit small information frames to avoid
a high consumption of energy. The created network consists of five different devices:

1. Garbage sensor: This device contains a sensor called Time of Flight, which measures distance
by means of infrared. The main function of this device is to measure the amount of garbage
that is in a boat, in this way you can anticipate that the boat will be full, and the garbage will
fall. The device makes a constant monitoring every 3 min and goes back to sleep to lower its
consumption. Those monitors take a measurement of the sensor and send the value of that
measurement to the gateway, after sending it back to sleep.

2. Light Sensor: This device also using the Time of Flight sensor knows the amount of
environmental light, so it is possible to know if it is day or night, if a door is open among
other applications. The functionality of this device is very similar to that of garbage with the
variation of the data sent to the gateway.

3. Accelerometer sensor: The node contains an accelerometer sensor, which function is to
mediate accelerations in x, y, z. This way, it is possible to know if there was displacement or
some change of state of an object. This node takes a measurement every 5 min to know if
there was any change in its location, if so, it sends a message to the gateway notifying with
the values in x, y, z to know what its displacement was.

4. Gyroscope Sensor: It is a mechanical device used to measure, maintain, or change the
orientation in the space of an appliance or vehicle. It is essentially composed of a body with
rotational symmetry that rotates around the axis of such symmetry. It informs if there was
any movement on the device’s own axis. The node takes a measurement every 5 min if there
is no change in the sensor and sends a value. If a change occurs before the measurement is
taken, the device wakes up to carry out a transmission.

5. Environmental sensor: This node presents humidity and temperature sensors allowing
knowledge of the temperature and humidity in a certain space. This node takes a sensor
measurement every hour due to the little change that occurs in that period of time.

6. Gateway: it is the device that acts as a connection interface between devices and allows
sharing resources between two or more computers. The gateway used contains the LoRa
and WiFi protocols. This gateway obtains all the transmitted data through the LoRa
protocol, these data are then transmitted through WiFi allowing them to be found on the
ThethingsNetwork platform. In this platform it is possible to display the data separately
from each node. Knowing when it made its last transmission, the frequency of transmission
of each device and its measurements. This device obtains all the data transmitted by the
ZigBee coordinator, all the data transmitted by the LoRa nodes and the data transmitted by
the BLE concentrator.

• BLE Nodes: It is an industrial specification for Wireless Personal Area Networks (WPAN), which
operates on the frequency of 2.4 Ghz as well as ZigBee. There are four BLE nodes that work as
beacons, it is a low-consumption device that emits a broadcast signal, i.e., they are devices that
are constantly sending data. In this case they have a light sensor and they are constantly sending
the value of light. In addition, there is a fifth device which works as beacon scanner, the function
of this device is to receive all the data of the other nodes, decode them and send them through
LoRa using another module that contains that protocol.
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In Figure 3, a representative scheme of the sensors according to the wireless technology and
their respective application is presented. Coordinating nodes are observed that will serve as a bridge
between three of the studied technologies: WiFi, ZigBee, and Bluetooth Low Energy (BLE).

Figure 3. Network sensors under each technology.

In Figure 4, a satellite map of the university campus of the Universidad Panamericana in
Guadalajara, Mexico is shown. We have an outline of the approximate positions of the main sensors,
so that it serves as a basis for taking measurements. This map is useful to get an idea of the green areas,
buildings, or constructions, pedestrian and vehicular routes and the approximate total area where the
sensors are located.

Figure 4. Network sensors position along the university campus.
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The coexistence between Bluetooth and BLE in the same device is ensured by the common MAC
layer. This layer also performs channel quality measurements (such as Received Signal Strength
Indication (RSSI), Quality of service, and packet loss rate for Bluetooth) to update the channel map
with “good” channels and eliminate those channels marked as “bad”.

Scenario

Analyzing altogether the four technologies studied, we can say that BLE is used for short-range
wireless connectivity with a transmission rate lower than that achieved by WiFi. BLE is characterized
by transmitting small amounts of information at low frequency and allows creation of mesh networks
with low energy consumption. This advantage of mesh networks takes advantage of some devices
as repeaters. With respect to WiFi, there is currently an extensive infrastructure already installed
that transfers data and can handle large amounts of data to provide broadband connectivity. In this
technology, there is a greater loss of information, although there is greater sensitivity. In the network
of the common networks of a business or academic environment, the network is saturated because
there are usually many connected devices. It is an adequate standard for file transfer, but it consumes
too much energy to develop IoT applications. WiFi is optimized to have many nodes connected to the
same access point without causing too much packet saturation. ZigBee is a wireless technology focused
on domestic and industrial applications and has significant advantages such as low consumption in
complex systems, superior security, robustness, high scalability, and capacity to support many nodes.
Zigbee works in the same frequency band as BLE with low data rate. One of the great advantages
of ZigBee is that it presents a mechanism for a node to know when to transmit depending on the
communication channel. This reduces collisions when there are multiple devices simultaneously.
LoRaWAN is designed to implement wide-area networks (WANs) with specific characteristics to
support mobile, bidirectional, economic, and secure communications for IoT, Machine to Machine
(M2M), smart cities, and industrial applications.

The considered network is composed of a sink node and a set of homogeneous sensor nodes,
which are randomly scattered in the interested area. Figure 5 is an example of one of the sensor
installations on the front of a tree in a building near the entrance to the university campus. The nodes
have a plastic protection box and are of easy installation.

Figure 5. Sensor in a tree in the center of a building near to the entrance of the university campus.

Figure 6 shows an example of the frames captured in the thethingsnetwork web application
(www.thethingsnetwork.org). In this interface, through the console tab, we can see the applications
that we have activated and properly configured. In each of them, an Application ID is configured
to differentiate the device and a description of it. In the Data tab the configuration of the packets
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transmitted and received by the sensor can be found. Within the characteristics of the packets, there
are the reception and transmission times, the packet count ID to know which packet is lost and the
sensor data to observe the changes depending on the application. If we detail the Uplink or Downlink
tabs, we find the data presented in Figure 7. Here the components of the Fields and the Metadata are
described. In the Fields, we have important information about the variables that we are analyzing,
such as the sensor’s battery. In the Metadata, we find parameters of physical layer performance, MAC
layer, and network layer, such as frequencies, modulations, interference and other parameters also
related to the gateway for each technology.

Figure 6. Data for network packets.

Figure 7. Frame of metadata for network packets.
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7. Results

In the network we have implemented, the most severe aspects to be analyzed under coexistence
are presented among the BLE, WiFi, Lora, and ZigBee devices, because LoRa can be configured for
other frequencies. ZigBee allows the dynamic selection of channels, a scanning function goes through
a list of compatible channels in search of beacon, receiver energy detection, indication of link quality.
A feature called frequency agility is specified in the ZigBee standard to improve the robustness of
ZigBee networks. According to this function, if an interference is detected in the current channel,
a ZigBee network can move to a clear channel depending on some mechanisms. The ZigBee operation
in the 2.4 GHz band is favored by the choice of the 16 available channels. The frequency agility feature
facilitates the use of these additional channels. When a network is integrated for the first time, the node
looks for a channel with the least noise or traffic. If additional overtime traffic appears or if there is
noise, the host application looks for a better channel and moves the entire network to the new channel,
allowing the network to adapt to changes in Radio Frequency RF environments. Table 1 shows the
specifications of the studied wireless technologies.

Table 1. Specifications of the studied wireless technologies.

Technology Standard Frequency Range Typical Transfer Ratio

ZigBee IEEE 802.15.4 2.4 GHz 10–100 m 250 kbps
LoRaWAN LoRaWAN 433 MHz, 868 MHz and 915 MHz 2–15 km 0.3–50 kbps

WiFi 802.11n 2.4 GHz and 5 GHz 50 m 150–200 Mbps
BLE IEEE 802.15.1 2.4 GHz (ISM) 50–150 m (Smart/LE) 1 Mbps (Smart/LE)

Tables 2 and 3 show the results of the different protocols under the cooperative and collaborative
schemes. The metrics used together with the results should be analyzed together as they affect each
other. When a node connects to the network the route discovery stage starts, in the case of ZigBee the
gateway must assign an ID to the connected node. On the other hand, some protocols send control
messages so that other nodes respond them, and in this way, the new node creates its neighbor tables
and depending of the configuration also creates its routing tables. Hence, the more percentage of
disconnected nodes the discovery process will occur more times.

Table 2. Nodes under the cooperative scheme.

Metric SD (%) Zigbee SD (%) LoRaWAN SD (%) WiFi SD (%) BLE SD (%)

Transmission rate (Kbps) 250 NA 27 NA 165,000 NA 25,000 NA
Delay end-to-end (s) 2.52 1.12 3.44 1.13 2.87 1.08 3.09 1.23

Retransmissions 1.67 1.02 2.33 1.13 2.40 1.2 1.93 1.15
Channel retries 1.93 1.12 2.60 1.21 3.11 1.04 2.44 1.22

Disconnection nodes (%) 1.00 1.03 2.30 1.18 3.00 1.21 1.20 1.09
Packet loss (%) 6.00 1.01 4.00 1.06 6.0 1.10 5.00 1.02

Available routes (%) 70 1.12 80 1.13 75 1.18 90 1.02
Overhead (%) 30 1.14 35 1.08 40 1.13 30 1.21
Resilience (s) 3.00 1.24 2.50 1.12 3.00 1.26 2.20 1.22

Energy consumption (J) 2.96 1.29 3.50 1.21 5.00 1.02 4.50 1.20
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Table 3. Nodes under the collaborative scheme.

Metric Zigbee SD (%) LoRaWAN SD (%) WiFi SD (%) BLE SD (%)

Transmission rate (Kbps) 250 NA 27 NA 165,000 NA 25,000 NA
Delay end-to-end (s) 2.81 1.14 3.92 1.13 3.04 1.14 3.50 1.15

Retransmissions 1.82 1.14 2.63 1.24 2.55 1.14 2.21 1.14
Channel retries 2.04 1.10 2.84 1.20 3.33 1.11 2.61 1.06

Disconnection nodes (%) 0.89 1.09 2.15 1.22 2.83 1.22 1.06 1.23
Packet loss (%) 9.00 1.13 12.0 1.08 10.0 1.19 11.00 1.20

Available routes (%) 65 1.11 74 1.21 65 1.22 83 1.14
Overhead (%) 33 1.04 40 1.08 45 1.10 38 1.20
Resilience (s) 3.20 1.20 2.80 1.11 3.50 1.21 2.90 1.22

Energy consumption (J) 3.05 1.17 3.80 1.14 5.10 1.18 4.70 1.19

Moreover, when a node tries to connect to the network, control messages are sent, therefore,
the higher the percentage of disconnection of nodes, the greater the overhead. In the same way, having
a greater number of packets in the network will result in more collisions and as a consequence in a
greater number of retransmissions, the channel will be busier and will increase the channel retries.
It is important to note that the channel retries occur when a node access the channel to verify if it is
free, and if so transmit the packet. Finally, by increasing the disconnected nodes, retransmissions and
channel retries the energy consumption will increase.

Otherwise, when a node is disconnected from the network some routes are canceled and new
routes are created, when the node reconnects, the network enters a non-stable state, the time it takes to
pass from non-stable state to a stable state is known as resilience. Therefore, the lower the resilience,
the higher the energy consumption, since the network will take longer to configure and achieve
new stable routes. This is directly related to the available routes, when this metric is low, there is a
greater possibility of packet loss, which causes a greater number of retransmissions and finally energy
consumption increases.

Tables 2 and 3 show results of performance metrics to observe the behavior of the network under
the cooperative and collaborative schemes. Samples were taken from the network running for 24 h.
The tests are carried out during a weekday so that the number of users and the vehicular flow is
that of a normal day with activity on campus. Metrics are an average obtained every hour by all the
sensors that work under each technology. The tests are carried out in an area of 300 square meters
with indoor and outdoor sensors. No battery change was made for any of the sensors. The maximum
number of packet retransmissions is 3, before the packet is discarded. The maximum number of retries
to listen to the channel is 5, before the packet is discarded. It is well known that cross traffic affects
adversely the network parameters. Thus, the scenarios experimented in this work, in practical terms,
the traffic is only related to sensor network and it is expected that variation tends to be small value.
A slightly variation is observed during experimentation and it can be observed that is independent of
protocol. The data of the metrics studied present a standard deviation between 1 and 1.3% for the four
technologies presented in each performance metrics for the cooperative and collaborative schemes.
This shows that the measurements taken over 24 h can reflect a similar behavior with a small variation
in the morning hours, where the traffic of people and vehicles decreases remarkably.

Specifically, Table 2 describes the results of the main performance metrics for the nodes under
the cooperative scheme, i.e., when the technologies studied are in operation in the same geographical
area and the priorities of the network are above the priorities of the sensor. The result of the
metrics described is an average of the sensors that are under the wireless communication protocol.
With respect to the end-to-end delay, ZigBee is the fastest due to its topology and message concentration.
Subsequently, WiFi follows the speed of information delivery due to the greater sensitivity of the
WiFi antenna and this gives an advantage, in addition to the fact that bandwidth is greater. On the
other hand, the protocol with most retransmissions is WiFi, it is important to mention that a high
retransmission rate increases delay and energy consumption. Additionally, retransmission as well as
control packets contribute to the network overhead, being WiFi the protocol with the highest overhead,
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so it has a higher probability of collisions. Another important metric is resilience, in this case BLE and
LoRa have the best response times, since after a failure they return to a normal operating state in a
shorter time than WiFi and ZigBee.

In the collaborative scheme specified in Table 3, which consists of sharing resources and functions
only if the sensor has availability, the sensor priorities are over the network priorities. In comparison
with the results of Table 2, the end-to-end delay increases; however, the ZigBee remains the fastest.
Following this trend, retransmissions as well as lost packets increase. Because the retransmissions
increased in all the protocols, it is expected that the percentage of overhead will also increase, since
mores packets are sent. Finally, it is important to mention that in critical applications where safety
becomes a priority, two characteristics of the network are of high importance: resilience and availability.
However, Table 3 shows that the resilience time increased with respect to the configuration of Table 2,
therefore in collaborative scheme, it will take more time to achieve a normal operating state after a
failure, a key factor in critical systems. On the other hand, the energy consumption directly affects the
availability, most of the sensors are battery powered, i.e., the more energy they consume the faster the
battery will run out. In this aspect, the collaborative scheme is better, since it consumes less energy,
being ZigBee the protocol with the lowest consumption.

These Figures 8 and 9 show random measurements (11 for each wireless technology). These figures
are intended to show the intensity of the received signal. In this way, we can see under which scheme
we can determine if a signal is sufficient to establish a wireless connection when other technologies
and diverse environmental situations are present. Then, each of these measurements helps us to know
the strength with which the devices listen or could hear the signal at that specific point. Likewise, we
observe that for both schemes, WiFi is the technology with higher RSSI levels (in dBm), which shows
that there are areas of very low signal coverage, while the technology that exhibits the best levels
(very good coverage) presents is LoRa, possibly because its operating frequency is different and faces
fewer collisions. The position of each measurement was performed in a uniformly distributed manner
throughout the area of the university campus, where the sensors were located. For the cooperative
scheme shown in Figure 8, the average RSSI value in dBm for BLE is −90.36, for ZigBee it is −85.36,
for WiFi it is −99.09 and for LoRa it is −68.36. For the collaborative scheme shown in Figure 9,
the average RSSI value in dBm for BLE is −92.73, for ZigBee it is −87.91, for WiFi it is −100.73 and for
LoRa it is −71.82. We can then state that both schemes differ between 8 and 10% with the cooperative
scheme being less interfering. It is important to bear in mind that the best transmission signals are
observed in values close to −75 dBm. This makes sense considering that the LoRa technology is the
one with the best coverage and, therefore, will present the least number of collisions. The one that
presents worse coverage is WiFi and is understandable due to the large number of devices connected
to campus networks, it is logical that the characteristics of a campus present a smaller scale than the
characteristics of a city. Of the three technologies that are in the same frequency band, ZigBee has
better signal coverage (between good and medium coverage). These figures help to better understand
Tables 2 and 3 due to the metrics related to the interference of the channel such as: collisions, packets
retransmissions, resilience, among others.
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Figure 8. Received Signal Strength Indication (RSSI) values in dBm under cooperation scheme for
each technology.
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Figure 9. RSSI values in dBm under collaboration scheme for each technology.
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As mentioned above, one of the key metrics in any sensor network is energy consumption.
Figures 10 and 11 show a summary of the energy consumption for each protocol under the cooperative
and collaborative schemes.
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Figure 10. Energy in Joules under cooperation scheme for each technology.
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Figure 11. Energy in Joules under collaboration scheme for each technology.

Figure 10 shows that under the cooperative scheme the protocol with the lowest energy
consumption is ZigBee, where the minimum consumption value is 0.2 Joules, but most of the sensors
consume between 0.8 and 2.1 Joules, with the median being 1.5 Joules. Zigbee consumes about half
of the LoRa protocol, since the latter has an average value of 2.4 Joules; however, 50% of the sensors
consume between 2.4 and 4.3 Joules. On the other hand, BLE and WiFi have very scattered data,
reaching to consume values as low as 1.1 Joules up to 6.8 Joules as in the case of WiFi, with the median
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value of 3.2 Joules for BLE and 4.8 Joules for WiFi. In this way, it is clear that the protocol with the
best consumption is ZigBee, additionally it has less dispersed data so that a more exact battery life
calculation can be made, otherwise in WiFi the scattered data would cause different battery life time
for each sensor.

By contrast, Figure 11 shows the protocols under the collaborative scheme; however, the results
are very similar to those in Figure 10, with the ZigBee protocol having the lowest energy consumption.
It is important to mention that in a comparison between schemes, the cooperative has a lower energy
consumption in all protocols except for WiFi, in which values are very similar. The biggest difference is
the dispersion of the data, for the ZigBee protocol the range in the cooperative scheme is 3.6 Joules and
in the collaborative scheme is 0.7 Joules, something similar occurs for both LoRa and BLE. This low
dispersion indicates that all the sensors consume practically the same energy (at least in ZigBee), so that
the lifetime of their batteries will be very similar, being able to program a more efficient maintenance
of the network.

8. Conclusions

The main motivation of this work is to contrast low-consumption wireless technologies applied
to IoT that are characterized by transmitting small amounts of information in a reliable and flexible
way, consume little battery in devices, and have great scalability in the communications system.

Concerning data, we can control the information management of applications in our computers
such as photos, videos, mails, etc. But for IoT, it does not work in the same way. It captures information
at every moment it considers necessary, instead of capturing it when requested. People usually become
subjects for data collecting, instead of users of IoT services, and most cases they are not aware of it.
Because it is not easy for people to know when sensors are activated. The privacy stack framework
bridge of today’s Internet of Things between IoT and user, starts with awareness. It concerns on how
IoT services might open communication channels to users and subjects. The IoT protocol work has
not gone into privacy data standardization, in other words, the bridge between privacy and public
status is minimal. Second, the inference part proposes users to be conscious of the constantly grow of
inferences, because data and IoT learning techniques rise their capabilities every day. Inferences helps
users to understand what IoT devices learn about them and helps the system to improve privacy with
a natural language to understand which are our privacy preferences.
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