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Preface to ”Filter Design Solutions for RF systems”

Nowadays, technology developments and system integration capabilities are leading to the

definition of innovative architectures and modules that require the re-design of many electronic

components. Among them, one of the more critical at the system level is filters. In practice, these are

difficult to integrate, and in many cases they perform poorly due to the technological limitations of

passive elements. Tunability and calibration are often difficult to achieve as well. Different solutions

are currently available on the market, and these have already been presented in the literature,

depending on the operational frequencies and applications. For instance, modern communication

systems have strict performance requirements from electronic devices and components, and these

requirements lead to the choice of the technology solutions and component topology to adopt.

Filters can be designed at the electrical, mechanical or electromechanical level; they can be

conceived as discrete or distributed components, and among the electrical ones, they can be realized

with passive or active circuits. Furthermore, tunability is often a desired characteristic, especially in

modern re-configurable systems, but it is usually difficult to achieve. It can be obtained in mechanical

filters with screws driven by micro-motors, and in electrical ones by means of voltage-controlled

variable components. In any case, it is not trivial to obtain a good tunability and to preserve the same

shape factor in the full tuning bandwidth. A further criticism relates to the calibration of these filters,

mainly at the industrial level, since the complete characterization of these components is usually

obtained with a trial-and-error approach, but this is dependent on the expertise of the technicians.

In this regard, automatic test systems optimized for the calibration of the device under test might be

very fruitful.

This Special Issue, named “Filter Design Solutions for RF systems”

(https://www.mdpi.com/journal/electronics/special issues/filter design) will focus on the

state-of-the-art results in the definition and design of filters for low- and high-frequency applications

and systems. Aspects related to both the theoretical and experimental research in filter design, CAD

modeling and novel technologies and applications, as well as filter fabrication, characterization and

testing, are covered.

Leonardo Pantoli , Vincenzo Stornelli

Editors

ix
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Abstract: Active inductors are suitable for MMIC integration, especially for filters applications, and
the definition of strategies for an efficient design of these circuits is becoming mandatory. In this work
we present design considerations for the reduction of DC current in the case of an active filter design
based on the use of active inductors and for high-power handling. As an example of applications,
the approach is demonstrated on a two-cell, integrated active filter realized with p-HEMT technology.
The filter design is based on high-Q active inductors, whose equivalent inductance and resistance can
be tuned by means of varactors. The prototype was realized and tested. It operates between 1800 and
2100 MHz with a 3 dB bandwidth of 30 MHz and a rejection ratio of 30 dB at 30 MHz from the center
frequency. This solution allows to obtain a P1 dB compression point of about −8 dBm and a dynamic
range of 75 dB considering a bias current of 15 mA per stage.

Keywords: active filters; active inductor; MMIC; tunable filters

1. Introduction

On-chip passive filters are affected by the limited Q-factor of inductors and capacitors, due to
ohmic and substrate losses, even on low-loss substrates as Gallium Arsenide. Tunable passive filters
are also affected by the limited Q of varactors, normally used for tunability. Moreover, the bandpass of
the filter is affected by the combination of constant passive inductance and variable capacitance in the
tuning range. Active filters can be realized with several approaches [1–3]; many of them are usually
based on active inductors (AIs), that can achieve very low or even negative equivalent resistance, and
therefore a high filter Q. The AI can be tuned both in terms of equivalent inductance and of equivalent
resistance, yielding constant bandpass with limited losses or positive gain.

In general, active filters usually have limited power handling capabilities also due to the
nonlinearities of the active elements, and they are prone to instability due to the negative resistance
required for the compensation of the losses of the passive elements in the circuit.

In order to increase the dynamic range, usually a high bias current is required for the active devices.
This can lead to higher power consumption that is often unacceptable for integrated circuits and also
not allowed at system level. A possible means to reduce the bias current is provided by Class-AB
bias, which has already been demonstrated [4]. However, this approach is not always possible or,
at least, it experiences some drawbacks depending on the characteristics of the technology process
(e.g., the availability of complementary transistors, highly linear active devices).

In this paper, we present a design approach of integrated active inductor and its applications
in filters realized in GaAs technology that allows the minimization of bias current, still maintaining
Class-A operations that usually ensure high-power handling capability. Concerning the filter AI base
design, the proposed approach is based on AIs coupled with shunt capacitors in order to realize an
equivalent high-order filter with good performances in terms of shape factor and dynamic range [5–8].

Electronics 2020, 9, 1232; doi:10.3390/electronics9081232 www.mdpi.com/journal/electronics1
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The topology of the AI is such that only a fraction of the bias current is effectively drawn by the active
device and it is useful to provide the required negative resistance. In addition, each cell makes use of a
single transistor, reducing power consumption and minimizing possible instability concerns.

An example of application is proposed in MMIC technology, potentially tunable in the frequency
range between 1.8 to 2.1 GHz, with a tuning bandwidth of about 15%. The −3 dB bandwidth is almost
constant and equal to 30 MHz, while the out-of-band rejection is significant thanks to the high shape
factor equal to 2.5 for a 30 dB/3 dB bandwidth ratio. The chip has been designed with a standard
process provided by HSRI Foundry that implements 0.13 μm GaAs pHEMT devices. Both simulations
and on-chip measurement results are presented with a good agreement between them.

Currently; however, no varactor diodes are available in this technology. Therefore, a fixed-capacitor
version was implemented, with different values of the capacitors. In fact, our aim is to provide a
feasibility proof demonstrating the tunability capability of the filter by replacing the unavailable
varactors with fixed capacitors. A version with the varactors will be implemented and fabricated
as soon as the technology is available. However, good performances with varactors have already
been demonstrated in a hybrid implementation [5], that indicate the possibility of a successful
implementation with varactors also in monolithic technology.

Noise figure has not been considered in this design since noise performance requirements were
not so strict in the proposed application (as later discussed); therefore, it is quite high. However, noise
reduction techniques have been developed and patented [7] that yield a relatively low noise figure.
They will be dealt with in a future publication.

In the following, the topology and principle of operation of the active inductor is briefly
summarized in Section 2. Section 2 illustrates also the proposed low-current design approach on
an active filter, while in Section 3 the MMIC design and measurement results are shown. Finally,
the conclusions are drawn (Section 4).

2. The Active Inductor Architecture

Active filters can be realized by one or more cells, each including an AI-based shunt resonator
(Figure 1). Both the shunt capacitor and the AI are tuned in order to maintain both insertion loss and
bandpass almost constant across the tuning range. Thus, it is straightforward to notice that the AI is
the centerpiece of the filter, as it is also able to control the losses of the cell and; therefore, the overall
quality factor of the filter.

 
Figure 1. Topology of a single cell for bandpass active filters.

The traditional structure of the AI is shown in Figure 2a. The input voltage is sampled by a non-inverting
transconductance amplifier, that drives a current into the capacitor. The voltage generated in the capacitor
is sampled by the inverting transconductance amplifier, that draws an inductive current from the input
of the active inductance. The relations between voltages and currents in the active inductor can be better
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understood in the complex phasor plane (Figure 3). Phases are referred to that of the input voltage Vin.
The capacitor voltage VC has a 90 degrees delay (capacitive delay) with respect to the input voltage and the
inverting transconductance introduces a further 180◦ phase shift, so generating an inductive current Iind with
respect to the input voltage Vin. An overall excess phase of the output current with respect to the purely
inductive 90◦ phase shift gives an equivalent negative resistance in addition to the equivalent inductance,
while an insufficient phase shift gives a positive equivalent resistance. The amplitude of the inductive
current with respect to the input voltage determines the value of the equivalent inductance. This amplitude
can be changed, for instance, by tuning the value of the transconductance(s).

 

(a) 

 

 

(b) 

Figure 2. Active inductor architecture: (a) Traditional topology, (b) improved topology.
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Figure 3. Phasors of voltages and currents in the AI of Figure 2 in the complex phasor plane. Vin is
the input voltage, VC the current across the capacitor (Figure 2a) or at the output of the phase shifting
network (Figure 2b), and Iind the current drawn from the inverting transconductance amplifier.3.
Low-current design of GaAs active filters based on the proposed AI.

An improved topology of the AI is shown in Figure 2b [5]. The input voltage is sampled at the input
of a phase-shifting passive network, then transferred to the input of the inverting transconductance
amplifier, that in turn draws the current from the input port. The relations between voltages and
currents are approximately the same as in Figure 3; however, some phase shift is also introduced by the
inverting transconductance amplifier, given the high operation frequencies. In this improved topology,
the amplifier is a fixed-bias, class-A linear amplifier, stable and with fixed gain. The tuning of the
phase and amplitude is; therefore, performed by the phase-shifting passive network that includes
varactors. This approach allows one to obtain stable and easily tuned AI, and consequently filters with
a relatively high gain compression point.

For relatively high-power handling, the current in an AI, conceived with a class-A polarization,
may become relatively high. With class-A operation, this requires a high bias current in the active
device, where the whole output current flows. A possible means of reducing the DC current is the use
of a class-B or class-AB amplifier in the AI [4]. This is certainly a feasible approach that significantly
reduces the DC power requirements of the filter, even if it may cause some concerns on intermodulation.
However, this approach is not always possible, depending on the characteristics of the active device.
For instance, a very sharp pinch-off of the transistor makes the class-B or AB impractical; therefore,
a different approach is here proposed and successfully applied to the design of an active filter.

In order to have a high-Q filter, the current at the input of the active inductor must be purely
inductive, or nearly so, that is, with a 90 degree phase relation with respect to the voltage across it.
The current through a passive inductor has less than 90 degrees with respect to the applied voltage,
due to losses. This current can be seen as the vectorial sum of a purely inductive current, and of a
purely resistive current in phase with the applied voltage, much smaller in amplitude, due to the losses
in the inductor. The compensation of the losses can be obtained by summing another current, opposite
in phase with respect to the resistive current and; therefore, equivalent to the current of a negative
resistance. This negative resistance current will be therefore much smaller than the total current in
the inductor.

A possible topology that implements this approach is shown in Figure 4. The current from the
input of the AI flows through a passive inductor (IL in Figure 4), because the capacitive current that
enters the gate of the active device is relatively small and can be neglected. Then, the main part of this
current (Ipassive in Figure 4) flows through a relatively large capacitor Cg, that has a smaller impedance

4



Electronics 2020, 9, 1232

compared to the passive inductor. Therefore, this current is mainly inductive with respect to the input
voltage, but also has a resistive component, due to the losses in the capacitor and in the inductor. From
the plot in Figure 5 its resistive nature is apparent from its phase relation to the input voltage.

 

Figure 4. Improved topology of the AI for class-A low bias current.

Figure 5. Phasors of voltages and currents in the AI of Figure 3 in the complex plane. Vin is the input
voltage, IL the current through the inductor L. Ipassive is the current through the capacitor Cg and Iactive

the current drawn from the transistor through the phase-shifting network. Their vectorial sum gives
the current through the inductance IL.

A smaller part of the current through the passive inductor flows through the phase-shifting
network (Iactive in Figure 4). This current can have a negative resistance component with respect to
the input voltage, because it ultimately comes from the active device. The size of the active device,
and the delay introduced by the phase-shifting network must be designed in such a way, that the
negative-resistance component of the Iactive current compensates the resistive component of the Ipassive
current through the capacitor. In this way its amplitude is kept to a low value compared to the total
current flowing into the AI. Therefore, the current through the active device is minimized, compared
to the standard design, where all the current flowing into the AI comes from the active device. As a
consequence, bias current and overall power consumption in minimized.

The value of the equivalent inductance is easily tuned by varying the value of the capacitance Cg,
that can be implemented with a varactor; given the relatively high value of the capacitor, the series
L - Cg is inductive, because the operating frequency is higher than the resonant frequency of the LC
series. By changing the value of the capacitor, also the equivalent inductance of the LC series is varied.
Another varactor can be used also to implement the resonating capacitance Cres of the single cell
(Figure 1). The simultaneous tuning of the resonating capacitance and of the equivalent inductance

5
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yields a constant bandpass across the tuning frequency range, while the low losses or possibly small
negative equivalent resistance of the AI allow to enhance the Q-factor of the filter.

The proposed design approach has some similarities with the negative impedance converter (NIC)
approach [9,10]. However, the negative resistance is not designed as a one-port, additive network,
but is obtained by suitable phasing of the active inductor loop. Moreover, the very simple AI topology
here addressed, based on a single transistor per cell, greatly reduces the current requirements, and
makes stability enforcement quite straightforward, ensuring at the same time also high-power handling
together with low-power consumption.

When properly implemented, the proposed approach does not cause any reduction in the tuning
range or increase in losses with respect to the traditional approach. The main result is the reduction of
the current required from the active device, with consequent increase of power handling with the same
active device.

It is also important to notice that the proposed design approach is not based on equations but
on the optimization of network parameters (currents, voltages, equivalent impedances) at both small
and large signals. It suggests a suitable architecture for the realization of active filters based on
active inductors. An analytical approach is hard to realize since the filter makes use of AIs that are
implemented as closed loop circuits. In addition, it is not useful from a practical point of view also
considering that at these frequencies circuits usually make use of distributed elements that are difficult
to analytically describe. So the description is strictly related to the network configuration and cannot
be generalized.

3. MMIC Design and Test

Following the above proposed design strategy and making use of the new architecture shown in
Figure 4 for the AI, a two-cells example filter has been designed, considering for each cell the same
architecture shown in Figure 1. However, the core of the proposed work is the AI design and the filter
performance are strictly dependent on the active inductor characteristics. The AI should be applied
also to different filter families (e.g., Butterworth, Chebyshev, etc.) [11] that make use of grounded
inductors. In this example, the filter has been fabricated on a GaAs technology provided by HSRI,
realized and tested for demonstration. The standard PDK from HSRI includes 0.13 μm pHEMT devices
that exhibit low noise figure, high gain and high-power density (0.7 W/mm). Varactor diodes are not
currently available in this technology; the design will be updated with inclusion of varactors as soon as
they are available in the future. The proposed design method can be applied with any technology
process and into the millimeter-wave band. It is also important to note that the performances of the
example filter have been designed for the replacement of an existing passive filter used as post selector
in base station unit for mobile communications, and so could be improved further.

The filter acts exactly as a resonator. Its ease of realization represents its effectiveness. More in
detail, Cres and Lres in Figure 1 define the resonant frequency, that is the center frequency of the filter.
The quality factor of the filter depends mainly on the quality factors of the components used in the
resonator. Cdc and Ldc realize series resonators that have decoupling effects and are helpful to tighten
the filter bandwidth. The same architecture has been widely described in [11–13]. The filter has been
realized replying twice the same cell. Each single cell includes an active inductor that realizes Lres.
The embedded AI in each cell has been realized with a transistor, whose dimensions are 6 × 25 um,
in common source configuration. A self-gate bias architecture has also been implemented in order to
limit the number of the bias pads and to reduce the temperature dependence of the filter characteristics.
The bias current per transistor is 15 mA, while the total power consumption is 120 mW with a DC
voltage supply of 4 V. It is straightforward to notice that the DC power consumption is not very low;
but in this example this design choice was not critical. In general, it depends on the desired linearity
and dynamic range of the filter, in addition to the available technology. Considering the HAMLA13B
Model Handbook from HSRI, in particular the recommended bias voltages and the IV-curves of the
active devices, a drain voltage of 4 V and a bias current per transistor of 15 mA are suitable choices,
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considering the required power handling and the connected voltage and current swings. Obviously,
by using different technology processes and considering different design specs power consumption
should be different, but still in the same order of magnitude if you use the same transistor topology.
In addition, it may be reduced also changing the number of cells, so allowing to have a lower shape
factor of the filter.

In Figure 6, the complete schematic of the single cell is reported, while in Figure 7, the simulated
results of the proposed IC design are shown for a fixed tuning state. The insertion loss is about 6 dB,
while the 3 dB bandwidth is 30 MHz. It is worth noting that given the active nature of the filter there is
no problem in principle to obtain very low attenuation, close to zero, but this was not the aim of this
work since the proposed circuit has been designed for the one-to-one replacement of an existing passive
post-selector filter, and therefore it had to have the same performances. In that application the insertion
loss is not a critical parameter, and has not been improved. However, active filters may reduce the
attenuation to zero or even have amplification, at the expense of stability. Typically, an insertion loss of
0.5 dB can be reached with still a good stability margin. The insertion loss is defined properly balancing
the negative resistance introduced by the active inductor and losses of passive components of filtering
network. So, it is of primary importance the definition of a suitable shape for the input impedance of
the AI that allows to provide low losses, out-of-band rejection and tunability versus an external control
voltage. As shown in Figure 7, the shape factor achievable with the proposed solution is typical of
higher-order passive solutions [11], and the quality factor is approximately equal to 90. It is important
to remark that the circuit is stable, as evident from the behavior of the stability factor K and Delta
parameter in the same figure [14]. The stability has been checked not only between the external RF I/O
pads, but also at transistor level in each stage with the approach proposed in [8]. This is necessary due to
the presence of feedback networks (Figure 4) that may generate inner instability problems. In particular,
the amplifier in each active inductor is unconditionally stable at all frequencies. Additionally, each cell
is unconditionally stable at all frequencies, because the small negative resistance of the active inductor
is compensated by the losses of the resonating capacitor and of the connecting lines. Therefore, no
oscillations can take place due to reflections between cells. In Figure 8, the simulated output power and
attenuation vs. input power are shown for the circuit tuned at 1800 MHz, for a −7 dBm compression
point. In Figure 9, the simulated dynamic load lines of the transistor for the same tuning frequency are
also shown for several input power levels, demonstrating class-A operations.

Figure 6. Schematic of the single cell.

7
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Figure 7. Simulated S-parameters and stability parameters of the two-cell filter for a single frequency.

Figure 8. Simulated compression of the filter tuned at 1800 MHz.

Figure 9. Dynamic load line of the transistor of the filter tuned at 1800 MHz, for different input power
levels up to −9 dBm.

At the considered frequencies, better performance can be achieved by using, for instance,
SAW devices. However, SAW filters [15] have a limited integration capability and cannot be used at
very high frequencies. Additionally, an active chip filter has potential tunability, and smaller size and
cost compared to a SAW filter.

8
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A photograph of the fabricated chip is shown in Figure 10a. The chip size is 3 × 1.5 mm,
and obviously may be further reduced in next redesign. The two cells are coupled by LC-series
elements. The single cell is magnified in Figure 10b, where also some voltages and currents components
are reported to better illustrate the proposed approach.

 

 
(a) (b) 

Figure 10. The fabricated active filter: (a) Photograph of the chip, (b) a single cell where the currents of
Figure 4 are indicated.

The behavior of the same electrical parameters is shown in the follows in order to prove the design
consideration introduced in the previous Section. The main inductance L in Figure 4 in this example is
replaced by a length of line in each cell. Since standard PDK from HSRI does not include varactors,
it has not been possible to use variable capacitors, so in this first run they have been replaced by fixed
capacitances, for a first assessment of the design approach and in order to avoid further uncertainties
that may be introduced by the nonlinear models of the devices. In fact, our aim is to provide a feasibility
proof demonstrating the tunability capability of the filter by replacing the unavailable varactors with
fixed capacitors. So, three different chips with different capacitance values of the capacitor Cg in
Figure 10b have been fabricated, each tuned to a different center frequency. However, the values of the
fixed capacitances have been designed with a capacitance ratio of 3:1 for the full tuning bandwidth,
making them suitable to be replaced by real varactors. Obviously, there are minor adjustments to
be made when the fixed capacitors are replaced by varactors, mainly in term of losses. But we have
already verified in different discrete prototypes that the replacement is still possible and does not
significantly affect the overall performance of the filter. This is possible thanks to the active nature of
the inductors, that can be slightly tuned to compensate the additional losses introduced by varactors.

In Figure 11, comparison between simulated and measured S-parameters for a fixes tuning state is
reported demonstrated a good agreement; while measured results of the S-parameters of the three
chips, centered at the center frequency and at the two extreme frequencies in the tuning range, are
reported in Figure 12. As shown, bandwidth and quality factor are approximately constant at all
frequencies. The currents in the active inductor and the corresponding voltages, as indicated in
Figure 10b, are plotted in Figures 13–15 vs. time. All quantities refer to the cell tuned at 1800 MHz
and at compression level. More in details, in Figure 13 the voltage (Vcell) and current (Icell) at the
input of the cell are shown. It is apparent that the cell has resistive behavior, but very low losses, as
indicated by the very low current. In Figure 14 the currents (Ires) in the resonating capacitance and in
the active inductance (IL) are shown, together with the voltage at that node (Vres). The sum of the two
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currents (Ires and IL) is almost zero since they are in anti-phase, indicating their almost total cancellation.
In Figure 15, the inductor current IL, the current Ipassive through the capacitor Cg and the current Iactive
from the transistor are shown, together with the voltage at the corresponding node. As stated in the
previous section, it is apparent that also in this example the main contribution of the inductor current
flows through the capacitor Cg to ground, and that it is a passive current, as indicated by the phase
relation between voltage and current.

Figure 11. Comparison between simulated and measured S-parameters at center frequency.

Figure 12. Measured S-parameters of the two-cell filter at three frequencies in the tuning range.

Figure 13. Simulated voltage and current at the input of the resonating cell (see Figure 10b).
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Figure 14. Simulated currents IRES in the resonating capacitance CRES and in the active inductor IL,
together with the voltage VRES at the corresponding node (see Figure 10b).

Figure 15. Simulated voltage and current at the input of the resonating cell (see Figure 10b).

A minor contribution comes from the transistor, and it is an active current. Their combination is a
slightly active current, corresponding to a negative equivalent resistance, that compensates for the
losses in the resonator capacitance (Cres). Thus, these real waveforms illustrate and confirm the design
approach represented in Figures 4 and 5, that minimizes the RF current in the transistor and; therefore,
the bias current requirement for the transistor itself.

The noise figure of the filter has not been measured, since it was not optimized in this design.
Simulations give a noise figure in the order of 12 dB. However, reduction techniques [6] should reduce
it to approximately 8 dB, approaching the noise figure of a filter with similar losses. Noise reduction
techniques will be specifically addressed in a successive design.

It is also important to notice that in the proposed design example of Figure 6, passive components
are optimized for the considered frequency and they change accordingly to the operational bandwidth.
In any case, as showed in the layout photograph of Figure 10 the area waste due to both the number of
components and their values is minimal; in addition some passive components can be also replaced by
distributed elements moving at higher frequencies, so further reducing the chip area. In general, the same
networks definition may change moving the design to different frequencies, since it strictly depend also on
the technology and specs, but still preserving around the same area occupation and realizing the same
design principle illustrated in Figure 4. The proposed design is also robust towards tolerances and spread
effects. It has been verified also measuring different chips and all of them show similar performance.
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So the design choices allow to obtain a good reliability making the filter a good candidate to be used in
practical applications.

Finally, for completeness, in Table 1 a summary of measurement results is also presented.
Both linear and nonlinear characteristics are in good agreement with simulations, showing the
feasibility and reliability of the proposed IC design. Table 2 shows also a comparison with different
literary solutions. From Table 2 it is evident that this work has the highest power consumption, but it
is important to notice that the power consumption mainly depends on the selected technology. In the
same table, almost all the cited works are realized with CMOS technologies; while just one work makes
use of a p-HEMT technology. Obviously, the power consumption of MOS technologies is significantly
lower; but on the opposite this kind of technologies cannot provide proficient results at higher
frequencies, mainly in term of power handling capability and tunability. The power consumption of
the reference makes use of p-HEMT technology around one half (so on the same order of magnitude)
of that shown by our work, but it has also a P−1 dB compression point significantly lower. A higher
power consumption is usually necessary to obtain better power handling capability. Our work is not
strictly focused on performance, but it should be considered as a proof-of-concept and demonstrates
the reliability of the proposed design approach. By using HEMT devices, the same design scheme
should be successfully applied at also tens of GHz, ensuring good tunability and high 1 dB power
compression point.

Table 1. Summary of measured results.

Frequency f0 (GHz) IL (dB) BW−3 dB (MHz) P−1 dB (dBm) OIP3 (dBm)

2.102 5.62 26 −8.60 0.5
1.950 6.28 29 −9.54 −0.6
1.785 7.84 33 −9.31 −0.5

Table 2. Comparison with different literary solutions.

References Topology
Center

Frequency
[MHz]

BW3 dB

[MHz]

Tuning
Range

[%]

P1 dB

[dBm]

Power
Consumption

[mW]

[16] BiCMOS
(0.13 um) 3375 - 66 −8 96

[17] CMOS
(0.13 um) 2000 - 66 −6 38

[18] CMOS
(45 nm) 2511 36 - −1.5 0.18

[19] CMOS
(40 nm) 140 5÷56 100 12 38

[20] CMOS
(0.18 um) 5.3 × 103 1.7 × 103 - 2.5 2.2

[21] p-HEMT
(0.15 um) 22.6 × 103 900 8.8 −20 50

[22] BiCMOS
(0.13 um) 53.85 × 103 14 × 103 - −3.67 2.62

This work
p-HEMT (0.13 um)

(Two-cell filter) 1950 29 15 −8.5 120

4. Conclusions

We presented an innovative design approach for the minimization of the bias current in the
AI-based active filters. The design strategy here proposed allows to obtain a significant reduction of
the required DC power, without significantly affecting the power handling capability. The core of the
solution here addressed for the first time is the active inductor design. Both the circuitry architecture
and the components values were optimized to this purpose and the design choices were described in
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detail. We also showed how the equivalent inductance and resistance can be tuned by means of variable
capacitances. An example of application was also provided: An integrated active filter, centered at
three different frequencies, was realized with pHMET technology provided by HSRI Foundry. The filter
was optimized between 1800 and 2100 MHz with a narrow and almost constant 3 dB bandwidth of
about 30 MHz and a high shape factor, typical of higher order passive filters. This solution allows one
to obtain a dynamic range of about 75 dB, minimizing the power consumption. All these characteristics,
as well as measured results, makes the proposed solution a good candidate to be used in practical
applications and many RF TX/RX systems.
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Abstract: This paper proposes a novel operational amplifier (OPA) voltage-controlled oscillator
(VCO) circuits on the basis of impedance converters. The VCO can operate over a frequency range
exceeding unity-gain bandwidth due to the location of the tank circuit, not at the output of the OPA,
but at the noninverting input. The paper presents the mathematical modeling of oscillated amplitude
and start-up conditions. The simulation results confirm the theoretical achievements. The designed
and simulated VCO uses an ultra-low noise wideband OPA LMH6629MF, covers a frequency band
between 0.830 GHz and 1.429 GHz, and exhibits a maximum in-band total harmonic distortion (THD)
of 1.7%. It has a maximum in-band phase noise of −139.3 dBc/Hz at 100 kHz offset frequency and has
an outstanding value of a standard figure of merit (FoM) of −198.6 dBc/Hz. The zero-peak amplitude
of output voltage is from 3.2 V to 4 V for all generated frequencies at a supply voltage of ±5 V.
The fabricated prototype-oscillator based on OPA LMH6624 operates at a frequency of 583.1 MHz
with a power level of 0 dBm.

Keywords: operational amplifier; voltage-controlled oscillator; unity-gain bandwidth; varactor; total
harmonic distortion; phase noise

1. Introduction

Sinusoidal oscillators are used in almost all systems of receiving and transmitting information,
as well as in measuring instruments and systems. One of the most rapidly developing class of sinusoidal
oscillators is the class of the voltage-controlled oscillator (VCO). Voltage-controlled oscillators are
commonly used in digital frequency synthesizers, which are one of the main subsystems of modern
communications systems. The rapid development of modern communications and instrumentation
systems has created a high demand for low noise VCOs [1–3]. Modern microwaves sinusoidal
oscillators use bipolar junction transistors (BJT), heterojunction bipolar transistors (HBT), a low-noise
high-electron-mobility-transistors (HEMT) and pseudomorphic HEMT (pHEMT) as active devices
for achieving low phase-noise performance [4–6]. The appearance on the market of a ultra-low-noise,
high-speed, broadband operational amplifier (OPA) creates the possibility of their use in the sinusoidal
oscillators in the ultra-high frequency range. For example, the LMH6629MF (Texas Instruments) OPA
has an input noise voltage of 0.69 nV/

√
Hz at the corner frequency of 4 kHz, a slew rate of 1600 V/μs

and small-signal −3 dB bandwidth of 900 MHz [7]. Low-noise, high-speed OPA oscillators can offer
a practical alternative to transistor oscillators, the performance of which to some extent depends on
the variability of the transistor small-signal parameters. The use of a low-noise, high-speed OPA as
an active device in the oscillator circuits has some advantages [8,9]. An operational amplifier is an

Electronics 2020, 9, 845; doi:10.3390/electronics9050845 www.mdpi.com/journal/electronics15
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amplifier with very high input impedance and very low output impedance; it is easy to introduce
required positive feedback around the OPA; the oscillator design is simple due to the lack of the bias
circuit; the oscillator circuit does not require any adjustment during fabrication.

As is well known [8,10,11], oscillators based on the Colpitts and Hartley topology require a
relatively high voltage gain to start-up oscillation. High voltage gains reduce the maximum frequency
of oscillation because of the limited gain-bandwidth product of OPA. Besides, the maximum frequency
of generated sinusoidal oscillations at the output of the OPA in the Colpitts and Hartley topologies is
limited by the ratio of the slew rate to the amplitude of voltage oscillations multiplied by two pi [12].
Thus, with the required voltage amplitude of, say, three volts, and the use of the LMH6629 OPA,
the maximum achievable frequency will be less than 85 MHz, which is very far from the microwave
frequency range. By simple calculations, we can estimate what should be the slew rate of an OPA to
achieve a frequency of 1 GHz with a 3 V amplitude of oscillations. It should be about 19,000 V/μs.
Currently, such a slew rate in OPA is unattainable.

The VCO topology proposed in [13] uses the OPA circuit with negative input inductance observed
at the noninverting input of the OPA. The disadvantage of this circuit is the use of two resistors, one of
which presents the positive feedback circuit, and the second connects the inverting input of the OPA to
the ground. These resistors are the source of thermal noise.

In this study, we propose several new VCO topologies that use the idea of a negative impedance
converter. However, unlike the well-known studies [14–17], the converter circuit does not include
resistors. In contrary to the Colpitts and Hartley oscillators requiring a sufficiently high voltage gain
for self-excitation, the proposed oscillator circuits operate with a voltage gain of less than unity; this
feature significantly increases the operating frequency, which can exceed the unity-gain bandwidth
of the OPA. This particularity of the proposed VCO circuits is due to the location of the tank circuit
not at the output of the OPA, but at the noninverting input. Mathematical modeling, simulation, and
prototype implementation of the proposed oscillators are given.

2. Architecture of Oscillators

Figure 1 shows the general VCO electronic diagram. The circuit inside the dashed rectangular is
the negative impedance converter. The input impedance observed at the noninverting terminal of the
OPA is as follows [16]:

Zin = −Z2
Z1

Z0
(1)

where Zin is the input impedance seen by the noninverting terminal of the OPA, Z0 is the impedance
between the inverting input and output of the OPA, Z1 is the impedance between the noninverting
input and output of the OPA, and Z2 is the impedance between the inverting terminal of the OPA and
ground. The step-by-step derivation of Equation (1) is given in [18] (pp. 349–350).

Figure 1. General electronic diagram of voltage-controlled oscillator on the basis of an impedance converter.

In Reference [15–17], one of the impedances Z0, Z1, or Z2 is capacitive, and the other two
are resistive.
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The presence of significant resistances in the circuit of any oscillator leads to an increase in thermal
noise [19]; therefore, in this study, the impedances Z0, Z1, and Z2 are capacitive or inductive.

In the circuit of Figure 1, inductor L and two contrary connected varactors VR1 and VR2 present
the tank circuit of the VCO. Resistor Rdc isolates the dc control voltage line from the VCO tank.

As can be seen in Figure 1, the tank circuit is connected to the noninverting input of the OPA
rather than its output. This feature of the proposed VCO allows extending operation frequency range
beyond the unity-gain bandwidth of OPA.

Figure 2 shows VCO circuits based on impedance converters with two inductors and one
capacitor. The circuits in Figure 2a,b introduce positive feedback through inductor L1 and capacitor
C1, respectively.

Figure 3 presents VCO circuits on the base of impedance converters with three inductors (a) and
two capacitors and one inductor (b).

The oscillator circuits based on impedance converters in which a capacitor is used between the
inverting input of the OPA and ground are not considered.

Further, in the article, we will analyze in detail the VCO circuit presented in Figure 2a, and where
necessary, we will refer to other VCO configurations.

 
(a) (b) 

Figure 2. VCO circuits based on impedance converters with two inductors and one capacitor; (a) with
inductive positive feedback and (b) with capacitive positive feedback.

 
(a) 

 

(b) 

Figure 3. Voltage-controlled oscillator (VCO) circuits based on the impedance converter with three
inductors (a) and one inductor and two capacitors (b).
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3. Converter Analysis

Before analyzing the VCO circuit of Figure 2a, let’s examine the operation of the converter at
frequencies exceeding the OPA bandwidth. Figure 4a shows the test circuit. We assume that the OPA
unity-gain bandwidth is 900 MHz, the slew rate is 1600 V/μs, the open-loop gain is 1000 V/V, and the
test signal is a sinusoidal voltage with a frequency of 1 GHz and peak amplitude of 2 V.

 
(a) 

 
(b) 

Figure 4. (a) Impedance converter testing scheme; (b) Input (curve 2) and output (curve 1) voltages of
the test circuit.

Figure 4b shows the voltage waveforms at the noninverting input (curve 2) and the output of
the OPA (curve 1). As we can see in Figure 4b, the slew rate of the OPA is not sufficient to ensure the
shape of the OPA output voltage as that at the noninverting input. Therefore, we observe a triangular
voltage waveform at the OPA output (node 1). Moreover, Figure 4b shows that the OPA output voltage
lags the input voltage by 90◦. From a comparison of the circuits in Figures 2a and 4a, we can see that
instead of the test generator in Figure 4a, a parallel resonant circuit is used in Figure 2a. We will show
further that the shape of the voltage curves in the circuit of Figure 2a will be the same as in Figure 4b;
however, curve 2 will correspond to the voltage at the output of the VCO.

4. VCO Analysis

The electronic part of the VCO introduces an alternating current (ac) source iOPA(t) into the tank
circuit, as shown in Figure 5, where CVCO and LVCO are, respectively, the VCO total capacitance
and inductance, and Rpar is the equivalent parallel resistance of the tank circuit at the fundamental
frequency. Essentially the current iOPA (t) is the feedback current flowing through inductor L1.

 
Figure 5. AC equivalent circuit of the VCO.

The VCO total capacitance includes the capacitance of the contrary connected varactors VR1

and VR2, the input capacitance of the OPA, and the parasitic capacitance of the printed circuit board
(PCB). Therefore,

CVCO(Vdc) =
CVR1(Vdc)CVR2(Vdc)

CVR1(Vdc) + CVR2(Vdc)
+ CPCB + COPA (2)

As we can see in Equation (2), the VCO capacitance is a function of voltage Vdc because the varactor
capacitance depends on this voltage. Onwards, inductor L1 provides positive shunt–shunt feedback.
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By applying the y-parameter analysis to the positive feedback network, we find that y11 parameter
incorporates into the tank circuit. Since y11 = 1/jωfunL1, inductance L1 appears in parallel with tank
inductance L, where ωfun is the fundamental angular frequency of oscillation.

Therefore, the total VCO tank circuit inductance is given by

LVCO = L1‖L (3)

The current iOPA(t) flows through the tank circuit. However, only the first harmonic of the current
flow creates a significant voltage drop across the tank. The second, third, and subsequent current
harmonics create insignificant voltage drops that can be neglected.

We should also note that the tank circuit is connected to the noninverting input of the OPA,
where the input impedance is extremely high. Therefore, the OPA does not practically short-out the
tank circuit.

This property of the proposed VCO allows obtaining high voltage amplitude of the generated
voltage vout(t), which is not limited by the OPA output. Indeed, we can describe the VCO output
voltage by the following equation:

vout(t) =
∣∣∣IOPA,1(Vdc)

∣∣∣Rpar(Vdc) sin
[
ω f un(Vdc)t + ϕ1(Vdc)

]
(4)

where |IOPA,1(Vdc)|, ωfun(Vdc), and ϕ1(Vdc) are, respectively, the amplitude, frequency and initial phase
of the first harmonic of current iOPA(t). Therefore, we can see from (4) that the amplitude of the
generated sinusoidal voltage is proportional to |IOPA,1| and Rpar. In a virtual case of lossless tank circuit,
i.e., when Rpar →∞, the amplitude of the output voltage would tend to infinity.

This is a unique property of the proposed OPA oscillator because, for the Colpitts and Hartley
OPA oscillators [8], the output amplitude satisfies the following inequality:

Vm ≤
4VsatRpar

π(RC + Rpar)
(5)

where Vsat is the OPA saturation voltage, and RC is the resistance of the load resistor connected between
the OPA output and tank circuit.

Since the OPA saturation voltage in (5) is less than the power supply voltage Vcc, the oscillation
amplitude is also less. Figure 6a illustrates the behavior of the OPA output voltage (curve 1) and the
oscillator output voltage (curve 2) for the Colpitts oscillator operating at frequency of 53 MHz with
Vcc = ±5 V and voltage peak amplitude of 3.7 V. We can also observe in Figure 6a that the shape of the
voltage at the output of the OPA, in this particular case, is trapezoidal, which means the slew rate of
the OPA is not high enough to ensure a rectangular shape.

 
(a) 

 
(b) 

Figure 6. (a) OPA output voltage (curve 1) and oscillator output voltage (curve 2) for the Colpitts VCO;
(b) OPA output voltage (curve 1) and oscillator output voltage (curve 2) for the proposed VCO.
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With a further increase in the frequency of the generated oscillations in the Colpitts oscillator,
the voltage shape at the output of the OPA becomes triangular with the amplitude less than Vsat. In this
case, also, the amplitude of sinusoidal oscillations in the Colpitts oscillator will always be less than the
magnitude of triangular oscillations.

A completely different relationship exists between the amplitudes of the voltages at the output
of the OPA (node 1) and the oscillator (node 2) in the circuit in Figure 2a. Figure 6b illustrates the
behavior of the OPA output voltage (curve 1) at node 1 and the oscillator output voltage (curve 2)
at node 2 for the proposed oscillator operating at frequency of 667 MHz with the same OPA, power
supply voltages and output peak amplitude of 4 V. As can be seen in Figure 6b, the amplitude of the
sinusoidal voltage can be much larger than the voltage amplitude at the output of the OPA (node 1).

Therefore, the proposed VCO can operate at frequencies significantly exceeding the unity-gain
bandwidth of OPA.

It should also be noted that by choosing a low-noise OPA, the phase noise of the VCO will be
determined mainly by the noise of the tank circuit.

5. Amplitude of Oscillations

Let us determine the amplitude of the sinusoidal voltage at the output of the VCO (node 2).
Assume the voltage at node 1 be triangular, as shown in Figure 6b (curve 1). For the triangle wave, we
can describe the voltage at node 1 by the complex exponential Fourier series as follows:

vOPA(t) = 0.5
∞∑

μ=−∞
Vμe jμω f unt (6)

where Vμ is the complex amplitude of the harmonic number μ of voltage vOPA(t).
The complex amplitude Vμ can be represented as

Vμ =
∣∣∣Vμ∣∣∣e jθμ (7)

where |Vμ| and θμ are the amplitude and phase of the voltage harmonic number μ, respectively.
As is well known [20], the amplitude of the voltage harmonic μ for the triangle wave is

∣∣∣Vμ∣∣∣ = 8Vtriangle

π2μ2 sin
μπ

2
(8)

where Vtriangle is the amplitude of the triangular voltage at the OPA output.
The feedback current iOPA(t), which flows from node 1 into the tank circuit, we also present by the

complex exponential Fourier series

iOPA(t) = 0.5
∞∑

μ=−∞
IOPA,μe jμω f unt (9)

where IOPA,μ is the complex amplitude of the current harmonic number μ.
The complex amplitude IOPA,μ we write in polar form as follows:

IOPA,μ =
∣∣∣IOPA,μ

∣∣∣e jϕμ (10)

where |IOPA,μ| and ϕμ are the amplitude and phase of the current harmonic number μ, respectively.
In the ac equivalent circuit of the VCO shown in Figure 5, the feedback inductor L1 is in parallel

with tank inductor L. The feedback current iOPA(t) flows through inductor L1 and tank circuit due to
the applied voltage vOPA(t). Considering the forward transfer admittance of the feedback network

20



Electronics 2020, 9, 845

y12 = −1/jωfunL1 and parallel connection of inductors L1 and L in the equivalent circuit of Figure 5,
by Ohm’s law, we have

IOPA,μ = −Vμ/
(
jω f unL1‖L

)
= jVμ/

(
ω f unL1‖L

)
(11)

By substitution of (7) and (8) into (11), we get

IOPA,μ =
8Vtriangle

ω f unL1‖Lπ2μ2 sin
μπ

2
exp

[
j
(
θμ +

π
2

)]
(12)

The first harmonic of current iOPA(t) is of interest because for the higher harmonics, the equivalent
resistance of the tank circuit is negligible, and they do not create a significant voltage drop.
By substitution μ = 1 into (12) gives

IOPA,1 =
8Vtriangle

ω f unL1‖Lπ2 exp
[
j
(
θ1 +

π
2

)]
(13)

We determine the first harmonic of the voltage across the tank by multiplying the complex
amplitude IOPA,1 and the equivalent resistance of the tank at resonance Rpar as follows:

Vout,1 =
8VtriangleRpar

ω f unL1‖Lπ2 exp
[
j
(
θ1 +

π
2

)]
(14)

By comparing (7) when μ = 1 and (14), we can state that the first harmonic of voltage across the
tank leads the first harmonic of triangular voltage at the OPA output by 90◦, which is confirmed by
Figure 6b.

From (14) it follows that the amplitude of the voltage across the tank is

∣∣∣Vout,1
∣∣∣ = 8VtriangleRpar

ω f unL1‖Lπ2 (15)

Analyzing (15), we can observe that the amplitude of the VCO output voltage |Vout,1| is directly
proportional to resistance Rpar and inversely proportional to inductance L1‖L. As already indicated in
the analysis of Equation (4), when using a tank circuit with low losses, the voltage amplitude at the
output of the VCO can be significant.

Let us simplify (15) by considering the case when L1 >> L. In this case, L1‖L ≈ L and we can write
Equation (15) in the following form:

∣∣∣Vout,1
∣∣∣ = 8VtriangleRpar

ω f unLπ2 (16)

At resonance we have

ω f unL =

√
L

CVCO
= ρ (17)

where ρ is the tank circuit characteristic impedance.
As is well known [21] (p. 909), the equivalent resistance of the parallel tank at resonance is

Rpar =
ρ2

rs
(18)

where rs is the series loss resistance of the tank circuit.
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Substituting (17) and (18) into (16) gives

∣∣∣Vout,1
∣∣∣ = 8Vtriangleρ

rsπ2 (19)

Since the ratio of ρ to rs in (19) is equal to the quality factor of the parallel tank circuit (Q), then we
write (19) in the following form: ∣∣∣Vout,1

∣∣∣ = 8VtriangleQ

π2 (20)

We derived Equation (20) under the condition of an ideal OPA with infinite input resistance,
which does not load the tank circuit. However, in the real OPA, the input resistance is not infinite;
therefore, in (20), we should use the loaded quality factor. Therefore,

∣∣∣Vout,1
∣∣∣ = 8VtriangleQL

π2 (21)

where QL is the quality factor of the loaded VCO tank circuit.
For the VCO shown in Figure 2b, following the same analysis as for the circuit of Figure 2a, we

obtain that the amplitude of oscillations is

∣∣∣Vout,1
∣∣∣ = 8Vtriangleω f CVCO‖C1Rpar

π2 =
8Vtriangleω f (CVCO + C1)Rpar

π2 (22)

From the analysis of Equation (22), it follows that the capacitance of the positive feedback capacitor
C1 should be much less than the capacitance CVCO; in this case, the capacitance C1 will not affect the
frequency of generated oscillations.

Given that at the resonant frequency

ω f (CVCO + C1) =
1
ρ

(23)

We transform Equation (22) as follows:

∣∣∣Vout,1
∣∣∣ = 8VtriangleRpar

π2ρ
(24)

Considering that Rpar/ρ = Q in (24), we obtain again Equation (20), which transforms to (21) due
to the loaded tank circuit.

The amplitude of the generated sinusoidal voltages in the VCO circuits in Figure 3a,b is also
calculated by Equation (21).

6. VCO Start-Up Conditions

According to the Barkhausen criteria [22], to provide the sustained oscillations, the following
conditions must have a place:

|A|
∣∣∣β∣∣∣ = 1 (25)

ϕA + ϕβ = 0 (26)

where |A| and |β|, and ϕA and ϕβ are, respectively, the gains and initial phases of impedance converter
and feedback network.

As shown in Figure 4b, the voltage gain of the impedance converter is less than unity. We determine
the feedback network ratio as follows: ∣∣∣β∣∣∣ =

∣∣∣Vout,1
∣∣∣

|V1| (27)
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where |V1| is the voltage amplitude of the first harmonic of triangular voltage at the output of the OPA
(node 1).

Substituting (8) at μ = 1 and (21) into (27) gives
∣∣∣β∣∣∣ = QL (28)

We can conclude from (25) and (28) that at the steady-state the gain of the impedance converter is

|A| = 1∣∣∣β∣∣∣ =
1

QL
(29)

To start the oscillations, the product of |A| and |β| is made higher than unity, and when the
amplitude reaches a constant value |Vout,1|, this product becomes equal to unity.

From relations (28) and (29), it follows that in the proposed oscillators, the feedback network
coefficient |β| is more than unity, and the gain of the active network |A| is less than unity; this is a
unique property because in the Colpitts and Hartley oscillators the opposite is true, i.e., |A| > 1 and
|β| < 1. Due to this property, the proposed VCO can operate at frequencies significantly exceeding the
unity-gain bandwidth of an OPA with sufficiently large oscillation amplitudes.

7. Simulation and Discussion

The circuit of Figure 2a was simulated with the help of Multisim (ed. 14.1) using SPICE models of
a real OPA, varactors, and RF coil to confirm the operation efficiency of the proposed VCO topology.
We selected ultra-low noise, high-speed OPA LMH6629MF with −3 dB bandwidth of 900 MHz, slew
rate of 1600 V/μs, input voltage noise of 0.69 nV/

√
Hz, and power supply voltage ±5 V. We also selected

UHF varactors BB215 and a 3.3 nH RF coil. The other component values are as follows: L1 = L2 = 1 μH,
C = 100 nF, and Rdc = 1 kΩ.

Figure 7 shows the simulated VCO schematic with chosen component values.

 
Figure 7. Simulated VCO schematic with indicated component values.

Figure 8 shows the VCO start-up voltage in the interval 0–720 ns at Vdc = 1 V (a) and Vdc = 11 V (b).
As we can see in Figure 8, the oscillations reach the steady-state condition within 500 ns at Vdc = 1 V
and 50 ns at Vdc = 11 V. Thus, the starting time of VCO is speedy.

Figure 9 shows the steady-state voltage waveforms at nodes 1 and 2 when Vdc = 1 V (a) and
Vdc = 11 V (b). As can be seen in Figure 9, the amplitude of the triangular voltage at the output of OPA
(node 1) is much less than the amplitude of the sinusoidal voltage at the VCO output (node 2).

From the simulation results shown in Figure 9, it is observed that the THD is 1.5% at Vdc = 1 V
and 1.7% at Vdc = 11 V, which corresponds to −36.5 dB and −35.4 dB, respectively.

Since in the microwave frequency range, the THD value of −30 dB is considered quite well [23]
(p. 291), [24], we can argue that the designed VCO is a low-distortion oscillator.
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Let us check Equation (21). From Figure 9a it can be observed that Vtriangle = 0.37 V and
|Vout,1| = 3.19 V. To find the loaded quality factor QL, we use the property of the parallel tank circuit
that the current circulating in the tank circuit Itank in QL times higher than the current in the general
circuit Ires [21] (p. 911).

Figure 10a illustrates the location of currents Itank and Ires in the VCO tank circuit.

 

(a) 

 
(b) 

Figure 8. VCO start-up voltage (a) when Vdc = 1 V; (b) when Vdc = 11 V.

 

(a) 
 

(b) 

Figure 9. Steady-state voltages at nodes 1 and 2; (a) when Vdc = 1 V, (b) when Vdc = 11 V.

Therefore, the loaded quality factor can be calculated by the following equation:

QL = Itank/Ires (30)

By simulation, we find that Itank = 127 mA and Ires = 15 mA. Substituting the currents into (30)
gives that QL = 8.5. Further, by substitution of Vtriangle and QL into Equation (21), we calculate that
|Vout,1| = 2.76 V. So, the relative error of amplitude calculation by Equation (21) is only 13.5%.

Figure 10b shows the VCO tuning characteristics. As we can see in Figure 10b, the VCO operates
from 830 MHz to 1.429 GHz, i.e., the tunable band is 599 MHz. Thus, the designed circuit is a wideband
VCO, which operates in the frequency range, significantly exceeding the bandwidth of the OPA. Indeed,
the bandwidth of the LMH6629MF is 900 MHz, but the highest VCO frequency is 1.429 GHz. Using
the equation for maximum signal frequency [12], we can find that with the OPA LMH6629MF in the
Colpitts or Hartley VCO, the 4 V amplitude of the sinusoidal voltage corresponds to a frequency that is
less than 64 MHz.
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(a) 

 
(b) 

Figure 10. (a) Illustration of external and contour currents at resonance in the VCO tank circuit; (b) VCO
tuning characteristics.

Thus, by using the proposed VCO topology, we can increase the maximum operating frequency
by more than 22 times. Figure 11 shows the simulated power spectrum of the designed VCO at the
lowest frequency (a) and the highest frequency (b). As we can see in Figure 11a, only the second and
third harmonics contribute to the THD because the fourth and subsequent harmonics attenuated for at
least 90 dB compared to the first harmonic. By analyzing Figure 11b, we find that the second and upper
harmonics decrease slowly. However, the second and other harmonics attenuated by at least 36 dB.

 
(a) 

 
(b) 

Figure 11. Output power spectrum (a) when Vdc = 1 V; (b) when Vdc = 11 V.

One of the essential characteristics of an oscillator operating at microwave frequencies is phase
noise. To calculate the phase noise of the simulated VCO, we use the improved Leeson’s formula [25]
(p. 128)

PN( fm) = 10 log

⎧⎪⎪⎨⎪⎪⎩
FkT

2Pout

⎡⎢⎢⎢⎢⎢⎢⎣
f 2

f un fc

f 3
m4Q2

L

+

( f f un

2QL fm

)2

+

(
1 +

fc
fm

)⎤⎥⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭ (31)

where PN is the phase noise (dBc/Hz), F is the noise figure of the oscillator active device (dB),
k ≈ 1.38× 10−23 is the Boltzmann constant (J/K), T is the temperature in Kelvin, Pout is the oscillator
output power, ffun is the frequency of oscillations (Hz), fc is the 1/f corner frequency of active device
(Hz), and fm is the offset frequency (Hz).

According to Reference [7], the noise figure of OPA LMH6629MF is 8 dB. Figure 11a,b shows
that Pout = 9 dBm when Vdc = 1 V and Pout = 11 dBm when Vdc = 11 V. Figure 10b indicates that the
minimum frequency of oscillations is 830 MHz, and the maximum is 1429 MHz. From Reference [7]
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(p.15, Figure 28) we find that fc = 4 kHz. The loaded quality factor, QL, is 8.5 and 2.6 for Vdc = 1 V and
11 V, respectively.

Figure 12 shows the dependence of the phase noise versus offset frequency for the VCO shown
in Figure 7. As can be seen in Figure 12, the VCO phase noise changes from −153.4 dBc/Hz to
−139.3 dBc/Hz at 100 kHz offset frequency when the control voltage varies from 1 V to 11 V. Thus,
the maximum in-band phase noise is −139.3 dBc/Hz at fm = 100 kHz.

Let us compare the characteristics of the simulated VCO with the best VCO designs operating in
the microwave frequency range. The commonly used FoM includes phase noise (PN), the ratio of ffun
to fm, and the power consumption (Pc) [26].

FoM( fm) = PN( fm)dBc − 20 log
(

f f un/ fm
)
+ 10 log(Pc/1mW) (32)

In Equation (32), the second term allows one to compare the phase noise of the oscillators
determined at different frequencies and various frequency offsets. The third term in (32) has a positive
sign if Pc > 1 mW and negative if Pc < 1 mW. Thus, the smaller the value of FoM, the higher efficiency
of the oscillator.

Table 1 shows a comparison of the designed VCO with microwave oscillators that have been
reported in journals and conference proceedings.

 
Figure 12. Phase noise versus offset frequency when Vdc = 1 V (curve 1) and Vdc = 11 V (curve 2).

Table 1. Comparison of designed VCO to other published microwave oscillators.

VCO Technology
Frequency

GHz
Frequency

Offset MHz
Phase Noise

dBc/Hz
Power

Consumption MW
FoM dBc/Hz

[27] GaN HEMT 4.7 1 −121.7 2.7 −190
[28] SiGe 29.8 1 −115 37 −185
[29] HEMT 11.2 1 −97 0.09 −188
[30] SiGe 6.5 ÷ 15.1 1 −110 19 −177
[31] GaN HEMT 6.5 ÷ 7.5 1 −110 50 −170
[32] GaN HEMT 8.82 1 −124.95 21.6 −190.5
[33] GaN HEMT 7.26 1 −122.48 18.33 −187
[34] GaN HEMT 1.95 1 −149 400 −189
[35] GaN HEMT 5.2 1 −125.7 16 −188
[36] GaAs pHEMT 37.608 1 −112.31 130 −182.7
[37] SiGe BJT 2.4 1 −128 41 −179.5
[38] CMOS 26.5 1 −105.8 10.8 −183.9
[39] CMOS 1.61 0.1 −121 2.7 −202
[40] CMOS 11.58 1 −112.62 6 −198.6
[41] CMOS 8 1 −134.3 6.6 −204

This work SiGe
(LMH6629MF) 1.429 0.1 −139.3 240 −198.6
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We can see in Table 1 that the designed VCO has the best FoM among oscillators fabricated in GaN
HEMT, SiGe, HEMT, GaAs pHEMT, and SiGe BJT technologies where, in general, power consumption
is high enough. Moreover, as shown in Table 1, the designed VCO can even compete with the latest
achievements in CMOS VCOs; this is due to low phase noise and in spite of higher power dissipation.

8. Experimental Results

We fabricated a prototype of oscillator circuit shown in Figure 2b. Figure 13 shows a PCB
assembly of the oscillator. We selected OPA LMH6624 (Texas Instruments) with a slew rate of
350 V/μs, gain bandwidth of 1.5 GHz, supply voltage ±5 V, and the following passive components:
L0 = 200 nH (2 × ELJRFR10), L = 8.2 nH (high-quality coil ELJQF8N2), and C1 = 2.2 pF (ceramic
capacitor C0603C0G1E2R2C030BA). We removed varactors VR1 and VR2, and inductor L2 from the
oscillator circuit for simplicity, i.e., CVR1 = CVR2 = 0, and L2 =∞.

 

Figure 13. Printed circuit board assembly of fabricated oscillator.

A spectrum analyzer USB-SA44B (Keysight Technologies) was used to measure the output
power spectrum. We used RF probes P-20A (Auburn Technology) to connect the oscillator output
through a capacitive divider to the spectrum analyzer. Figure 14 shows the block diagram of the
measurement experiment.

Figure 15 shows the connection between the core elements of the measurement block diagram.
The 2-channel power supply HMC8042-G (Rohde and Schwarz) is not shown in Figure 15.

Figure 16 shows the measured power spectrum. As we can see in Figure 16, the frequency of
oscillations is 583.1 MHz. The measured power is −43.9 dBm. However, in estimating the real output
power, we should consider 21 dB probes attenuation, 10 dB “Attenuation” setting in the spectrum
analyzer, and 13 dB insertion loss of the capacitive divider. Thus, the actual power at the output of the
fabricated oscillator was around 0 dBm.

 

Figure 14. Block diagram of the measurement experiment.
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Figure 15. Photograph of the test set-up except for the 2-channel power supply.

 
Figure 16. Measured output power spectrum over 10 MHz span and RBW = 50 kHz.
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9. Conclusions

This article has proposed a new type of VCO based on resistorless negative impedance converter
circuits. A distinctive feature of each proposed VCO circuit is that its output is located at the
noninverting input of the OPA; this allows us to significantly increase the frequency and amplitude of
the generated oscillations. Mathematical modeling of the amplitude of the oscillations and the start-up
conditions were carried out. We have shown that, unlike existing oscillators of the Colpitts and Hartley
topology, in the proposed VCO, the gain is less than unity, and the feedback coefficient is greater
than unity. Therefore, the proposed oscillators can operate at frequencies exceeding the unity-gain
bandwidth. The advantage of the proposed VCO circuit is also the fact that the amplitude of the
generated sinusoidal oscillations can be dozens of times higher than the magnitude of the nonsinusoidal
oscillations at the output of the OPA. The designed and simulated VCO uses ±5 V supply voltage
and operates in a wide frequency range from 830 MHz to 1429 MHz showing a maximum in-band
THD of 1.7% while the OPA bandwidth is only 900 MHz; the amplitude of oscillations varies from
3.2 V to 4 V. It has a maximum in-band phase noise of −139.3 dBc/Hz at 100 kHz offset frequency and
has an outstanding value of FoM of −198.6 dBc/Hz. The conducted comparison of the designed VCO
with VCOs in previously published studies concerning standard FoM has shown that the proposed
oscillator is about 8–15 dB more efficient than the GaN HEMT, GaN pHEMT, HEMT, and SiGe VCOs
and close to the best CMOS VCOs. We have shown that for the same OPA, the operating frequency of
the proposed VCO is 22 times higher than that of the Colpitts and Hartley oscillators. The fabricated
prototype-oscillator based on OPA LMH6624 operates at a frequency of 583.1 MHz with a power level
of 0 dBm.

The proposed OPA VCO circuits are easy to design. They do not require settings during
the manufacturing process. These oscillators can be used from high-frequency to the microwave
frequency range. Since the power consumption in the proposed VCO is higher than in the CMOS
oscillators, the field of application extends to communications, navigation, and radar equipment with
an uninterruptible power supply line. As the proposed schemes do not require tuning, they can be
useful in conducting laboratory works in the departments of electronics at universities.

Our future work will include mathematical modeling of phase noise in the proposed oscillators
using the method of impulse sensitivity functions.
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Nomenclature

Zin Input impedance seen by the noninverting terminal of OPA
Z0 Impedance between the inverting input and output of OPA
Z1 Impedance between the noninverting input and output of OPA
Z2 Impedance between the inverting input of OPA and ground
L Inductor of the tank circuit
VR1 and VR2 Varactors of the tank circuit
Rdc Resistor isolating the dc control voltage line from the VCO tank
L1 Positive feedback inductor
C1 Positive feedback capacitor
L0 Negative feedback inductor
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C0 Negative feedback capacitor
L2 Inductor between inverting terminal of OPA and ground
CVCO VCO total capacitance
LVCO VCO total inductance
COPA Input capacitance of OPA
CPCB Parasitic capacitance of PCB
CVR1 Capacitance of varactor VR1
CVR2 Capacitance of varactor VR2
y11 Input admittance of feedback network
iOPA(t) Feedback current flowing through impedance Z1
vout(t) Output voltage of VCO
IOPA,1 Complex amplitude of the first harmonic of current iOPA(t)
ωfun Angular frequency of the first (fundamental) harmonic of current iOPA(t)
ϕ1 Phase of the first harmonic of current iOPA(t)
Rpar Equivalent parallel resistance of the tank circuit at the fundamental frequency
Vsat Saturation voltage of OPA

RC
Load resistor connected between OPA output and tank circuit in the Colpitts and
Hartley oscillators

vOPA(t) Voltage at the output of OPA (node 1)
Vμ Complex amplitude of harmonic number μ of voltage vOPA(t)
|Vμ| Amplitude of harmonic number μ of voltage vOPA(t)
θμ Phase of harmonic number μ of voltage vOPA(t)
Vtriangle Amplitude of triangular voltage at OPA output
IOPA,μ Complex amplitude of current harmonic number μ
|IOPA,μ| Amplitude of current harmonic number μ
ϕμ Phase of current harmonic number μ
ρ Tank circuit characteristic impedance
rs Series loss resistance of the tank circuit
Q Quality factor of the parallel tank circuit
QL Quality factor of the loaded parallel tank circuit
|A| Gain of impedance converter
|β| Gain of feedback network
ϕA Initial phase of impedance converter
ϕβ Initial phase of feedback network
|V1| Voltage amplitude of the first harmonic of triangular voltage at the output of OPA (node 1)
Itank Current circulating in the tank circuit at resonance
Ires External current entering the tank circuit at resonance
FoM Figure of merit
Pc Power consumption of oscillator
PN Phase noise
Pout Oscillator output power
F Noise figure
k Boltzmann constant
T Temperature in Kelvin
fc 1/f corner frequency
fm Offset frequency
ffun Frequency of oscillations in Hz

Abbreviations

The following abbreviations exist in the manuscript:
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AC Alternating current
BJT Bipolar junction transistor
CMOS Complementary metal-oxide-semiconductor
FoM Figure of merit
GaAs Gallium arsenide
GaN Gallium nitride
HBT Heterojunction bipolar transistor
HEMT High-electron-mobility transistor
OPA Operational amplifier
PCB Printed circuit board
pHEMT Pseudomorphic high-electron-mobility transistor
RF Radio frequency
SiGe Silicon germanium
SPICE Simulation program with integrated circuit emphasis
THD Total harmonic distortion
VCO Voltage controlled oscillator
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Abstract: An architecture of a switched-capacitor integrator that includes a charge buffer operating
in an open-loop is hereby proposed. As for the switched-capacitor filters, the gain of the proposed
integrator, which is given by the input/output capacitor ratio, ensures desensitization to process,
voltage, and temperature variations. The proposed circuit is suitable for low voltage supplies.
It enables a significant power saving compared to a traditional switched-capacitor integrator.
This was demonstrated through an analytical comparison between the proposed integrator and a
traditional switched-capacitor integrator. The mathematical results were supported and verified
by simulations performed on a circuit prototype designed in 16 nm finFET technology with 0.95 V
supply. The proposed switched-capacitor integrator consumes 76 μW, resulting in more than twice
the efficiency for the traditional closed-loop switched-capacitor filter as an input voltage equal to
31.25 mV at 7 ns clock period is considered. The comparison of architectures was led among the
proposed integrator and the state-of-the-art technology in terms of the figure of merit.

Keywords: switched-capacitor filters; low-voltage; finFET

1. Introduction

Switched-capacitor filters are used in a variety of applications like sensors interfaces [1],
audio applications [2], RF front-ends [3], analog-to-digital converters [4], etc. The high accuracy,
comparable to the capacitors mismatch and the ease of reprogramming, makes this topology preferable.
Such filters require high-performance operational transconductance amplifiers (OTAs). Using modern
IC technologies helps to reach high-frequency operation. However, obtaining high DC-gain becomes
more challenging for two main reasons: the low supply voltage of the modern IC technologies that
limit the number of stackable devices, generally used to obtain high DC-gain OTAs; the reduced length
of the transistors that reduces the output resistances and limits the transistor intrinsic gain. On the
other hand, the required high-DC gain is obtainable, increasing the number of gain stages of the OTA
at the cost of higher power consumption.

In this paper, an open-loop switched-capacitor filter as a building block for the design of a
higher-order switched-capacitor filter is presented. Despite its open-loop architecture, the integrator
gain depends on the capacitor ratio whose accuracy is related to the capacitor mismatch as it is usually
done in closed-loop switched-capacitor integrators. Furthermore, the proposed switched-capacitor
integrator enables low voltage operation and relaxes the power requirement compared to the closed-loop
counterpart. The paper is organized as follows: Section 2 starts with the analysis from the conventional
switched-capacitor integrator used as a benchmark. Section 3 extends the analysis to the proposed
open-loop integrator. Section 4 reports the simulation results and Section 5 concludes the paper.

Electronics 2020, 9, 762; doi:10.3390/electronics9050762 www.mdpi.com/journal/electronics35
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2. The Closed Loop Switched-Capacitor Integrator

Figure 1 shows the conventional architecture of a switched capacitor integrator.

Figure 1. Conventional architecture of a closed-loop switched-capacitor integrator.

The switching scheme of this architecture is defined by two complementary clock phases, φ1 and
φ2. During φ1 phase, the input signal, vs, is sampled with the input capacitor, C1. During φ2 phase the
charge collected by C1 is transferred to the feedback capacitor C2, assuming an ideal virtual ground at
the input of the OTA. The overall transfer function in Z-domain is the following

vo

vs
(z) = −C1

C2
· z−1

1− z−1
(1)

As in many other electronic systems, the feedback in this circuit serves two main functions:

� mitigate the impact of nonlinearities in the OTA;
� desensitize the overall transfer function to process, voltage, and temperature (PVT) variations.

The cost of these desirable features is an excessive OTA requirement.

2.1. Analysis of the Requirements of the Single Stage OTA

To evaluate the OTA requirements, a single-stage architecture was considered. The linear model
of the OTA includes a transconductance gm and an output resistance ro. Figure 2 reports the linear
model of the integrator including the model of the OTA.

Figure 2. Equivalent small-signal circuit of the closed-loop switched-capacitor integrator with a
single-stage operational transconductance amplifier (OTA).

In a switched-capacitor integrator, the input signal, vs, changes suddenly at each clock hit.
Therefore, vs can be assimilated to a step signal whose a maximum amplitude is equal to Vi:

vs(t) = Vi·u(t) (2)
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where u(t) is the unitary step signal.
The approach followed for this analysis is the following:

1 firstly, the transfer function vo
vs

is calculated;

2 the output voltage vo(s) is calculated in s domain multiplying the transfer function vo
vs

and the
Laplace transform of vs(t);

3 vo(s) is then inverse transformed to get the output voltage, vo(t), in time domain.

The transfer function, vo
vs

, is calculated as follows:

vo

vs
= − C1

C2·
⎛⎜⎜⎜⎜⎝1 +

1+
C1
C2

gm·ro

⎞⎟⎟⎟⎟⎠
·

1− s·C2
gm

1 + s·C1

gm·
⎛⎜⎜⎜⎜⎜⎜⎜⎝1+

1+
C1
C2

gm ·ro

⎞⎟⎟⎟⎟⎟⎟⎟⎠

= − C1

C2·
⎛⎜⎜⎜⎜⎝1 +

1+
C1
C2

Ao

⎞⎟⎟⎟⎟⎠
·

1− s·C2
gm

1 + s·C1

gm·
⎛⎜⎜⎜⎜⎜⎜⎜⎝1+

1+
C1
C2

Ao

⎞⎟⎟⎟⎟⎟⎟⎟⎠

(3)

where A0 (=gm·ro) is the OTA DC-gain. Assuming that both ro and gm tend to infinite, vo
vs

can be
approximate to the ideal value vo

vs

∣∣∣
ideal

:

vo

vs

∣∣∣∣∣
ideal

=
vo

vs

∣∣∣∣∣ ro →∞
gm →∞

= −C1

C2
(4)

The function vs(t) reported in Equation (2) is transformed in s domain and combined with
Equation (3), and then the inverse Laplace Transform is evaluated as follows:

vo(t) = − C1

C2

⎛⎜⎜⎜⎜⎝1 +
1+

C1
C2

Ao

⎞⎟⎟⎟⎟⎠
·Vi·

(
1− τz + τp

τp
·e− t

τp

)
(5)

where τp and τz are time constants calculated as reciprocal of pole and zero of the transfer function, i.e.,

τp =
C1

gm·
⎛⎜⎜⎜⎜⎝1 +

1+
C1
C2

Ao

⎞⎟⎟⎟⎟⎠
and τz =

C2

gm
(6)

Assuming A0 	 1 + C1
C2

, τp can be approximated as follows:

τp �
C1

gm
(7)

The output voltage vo(0) at t = 0, is defined as:

vo(0) = − C1

C2·
⎛⎜⎜⎜⎜⎝1 +

1+
C1
C2

Ao

⎞⎟⎟⎟⎟⎠
·Vi·

(
1− τz + τp

τp

)
� Vi (8)

The discontinuity is due to the zero in the transfer function.
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2.2. Requirements of the Single Stage OTA

A finite gain of the OTA, A0, and the non-null time is required for settling introduced errors on
the output voltage. The OTA finite gain determines an error in a steady state. This error is called static
error, εstat:

εstat =

∣∣∣∣∣ vo

vs

∣∣∣∣∣
ideal

Vi − vo(t→∞)

∣∣∣∣∣ (9)

On the base of Equations (4) and (5), the static error, εstat, is calculated as follows:

εstat =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
C1

C2
− C1

C2

⎛⎜⎜⎜⎜⎝1 +
1+

C1
C2

Ao

⎞⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
·Vi =

C1
C2
· 1+

C1
C2

Ao

1 +
1+

C1
C2

Ao

·Vi �
C1

C2
·
1 + C1

C2

Ao
·Vi (10)

where the last approximation is valid as A0 	 1 + C1
C2

.
The charging process of the feedback capacitance, C1, has a finite duration. In the following

calculations, it is assumed that the duration of the charging phase is half of the clock period, TCLK.
Furthermore, an incomplete settling of the output voltage produces an error, which is called dynamic
error, εdyn, which is defined as follows:

εdyn =

∣∣∣∣∣vo(t→∞) − vo

(TCLK
2

)∣∣∣∣∣ (11)

By using the expression of vo(t), reported in Equation (5), the dynamic error, εdyn, is calculated
as follows:

εdyn =
C1

C2
·Vi· 1

1 +
1+

C1
C2

Ao

·τz + τp

τp
·e−

TCLK
2τp (12)

which can be simplified combining Equation (12) with Equations (6) and (7) that:

εdyn =
(
1 +

C1

C2

)
·Vi· 1

1 +
1+

C1
C2

Ao

e
− TCLK

2·τp (13)

Figure 3 shows the qualitative behavior of the output voltage. Both static and dynamic errors
are highlighted.

 

Figure 3. Output voltage behavior of the closed-loop switched-capacitor integrator in the linear regime.
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The overall error, εtot, evalueated on the output voltage, is defined as the difference between the
ideal output voltage, C2/C1·Vi, and the output voltage measured at TCLK/2:

εtot =

∣∣∣∣∣C2

C1
·Vi − vo

(TCLK
2

)∣∣∣∣∣ = εstat + εdyn (14)

As Equation (14) shows, εtot is calculated as the sum of εstat and εdyn.

2.2.1. DC-Gain Requirement of the Single-Stage OTA

The overall error must be less than the required accuracy, ξ, which is a parameter related to the
application. According to the definition, both εstat and εdyn must be positive and smaller than the
required accuracy, ξ.

To fulfill the DC-gain requirement, the accuracy of the static error, εstat, needs to be addressed
as follows:

εstat < ξ (15)

Combining Equations (10) and (15), the following is obtained:

C1

C2
·
1 + C1

C2

Ao
·Vi < ξ (16)

Then, the following constraint on the DC-gain, Ao, is derived:

Ao >
C2

1

C2
2

·Vi
ξ
− 1 �

C2
1

C2
2

·Vi
ξ

(17)

Since the DC-gain, Ao, undergoes process, voltage and temperature variations, the sensitivity of

Ao, S
vo(

TCLK
2 )

A0
, of the output voltage at t = TCLK

2 , vo
(TCLK

2

)
, is evaluated from Equation (5) as follows:

S
vo(

TCLK
2 )

A0
=

A0

vo
(TCLK

2

) ·∂vo
(TCLK

2

)
∂A0

= A0·
1 + C1

C2(
A0 +

C1
C2

+ 1
)2 �

1 + C1
C2

A0
(18)

where last approximation is valid as A0 	 1 + C1
C2

.

2.2.2. Transconductance Requirement of the Single Stage OTA

A transconductance constrain is determined through the relation between the accuracy specification
and the dynamic error, εdyn, i.e.:

εdyn < ξ (19)

Combining Equations (13) and (19), it is obtained:

(
1 +

C1

C2

)
·Vi

1

1 +
1+

C1
C2

Ao

·e−
TCLK
2τp �

(
1 +

C1

C2

)
·Vi·e−

TCLK
2·τp < ξ (20)

The approximation contained in Equation (20) is justified as it is assumed that A0 	 1 + C1
C2

.
Combining Equations (7) and (20) the following constraint on gm is set:

gm >
2·C1

TCLK
·ln

(Vi
ξ
·
(
1 +

C1

C2

))
(21)
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As for the DC-gain, Ao, the sensitivity of the output voltage, S
vo(

TCLK
2 )

gm , at TCLK
2 , vo

(TCLK
2

)
, with

respect to gm is derived from Equation (5) as follows:

S
vo(

TCLK
2 )

gm =
gm

vo
(TCLK

2

) ·∂vo
(TCLK

2

)
∂gm

=
TCLK
2·τp

·
(
1 + 2τz

TCLK
+ C2

C1

)
e
− TCLK

2τp

1−
(
1 + C2

C1

)
e
−TCLK

2τp

�
TCLK
2·τp

·
(
1 +

C2

C1

)
·e
−TCLK

2τp (22)

where the last approximation is valid as
(
1 + C2

C1

)
·e
−TCLK

2τp 
 1 and τz 
 TCLK
2 .

2.3. Circuit Implementation of the Single Stage OTA

A common circuit solution for the OTA is represented by the telescopic Cascode OTA, shown
in Figure 4 [5,6]. As the DC-gain requirement is satisfied and the output signal swing is sufficient,
the telescopic Cascode OTA reported in Figure 2 remains the most efficient and simplest OTA solution.
Therefore, it was used as a benchmark in this paper.

Figure 4. Telescopic Cascode OTA.

The overdrive voltage of M1-M2 input transistors is limited by the available supply voltage,
Vdd, and the NMOS transistor threshold, VTHN. Assuming a common mode, Vcm, equal to Vdd/2,
by applying Kirchoff’s voltage law we obtain:

Vcm =
Vdd

2
= VGS1 + VDS0 (23)

where VGS1 is the gate-source voltage of M1-M2 input transistors, and VDS0 is the drain-source voltage
of the M0 bias transistor.

The common mode, Vcm, must assure that M1-M2 and the M0 transistors work in the saturation
region. Therefore, assuming that all the overdrives of M1-M2 and M0 transistors are equal to Vov,
from Equation (23) we derive:

Vdd
2
> VTHN + 2·Vov (24)

Thus:

Vov <
Vdd

2 −VTHN

2
(25)
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As seen in Equation (25), there is a strict limitation to the design of the overdrive of the input
transistors at low supply voltage, which is typical of the modern CMOS IC technologies. For example,
in finFET 16 nm technology, Vdd is 0.95 V, and VTHN is 0.275 V, therefore Vov must be less than 100 mV.

2.4. Small Signal Analysis of the Single-Stage OTA

The transconductance gm of the linear model of Figure 2 corresponds to the transconductance gm1

of M1-M2 input transistors. The bias current, IB, of the OTA is defined by the settling requirements,
which mainly depends on M1-M2 input transistors.

The output resistance ro of the linear model of Figure 2 is calculated as follows:

ro = gm3·ro3·ro1‖gm5·ro5·ro7 �
1
2

gm3·ro3·ro1 (26)

where gm3 and gm5 are the transconductances of M3 and M5 transistors, respectively, and ro1, ro3, and
ro5 are the output resistances of M1, M2, and M3 transistors, respectively. The last approximation in
Equation (24) is valid assuming gm3 � gm5, ro3 � ro5, and ro1 � ro7. In practice, the output resistance of
M1-M2 transistors, ro1, is boosted by the intrinsic gain of transistor M3, gm3·ro3.

The voltage gain, A0, can be calculated as follows:

A0 = gm1·ro �
1
2

gm1·gm3·ro3·ro1 (27)

Rearranging Equation (27), we obtain:

A0 � 2· VA3·VA1

Vov3·Vov1
(28)

where VA3, VA1, Vov3, and Vov1 are the early and the overdrive voltages of M3 and M1 transistors,
respectively. As derived in Equation (28), the margins to increase the voltage gain Ao are limited.
A possibility to increment the voltage gain consists of reducing Vov3 and Vov1. M3 and M1 transistors are
then pushed to work in the subthreshold region, where the transconductance depends only on the bias
current, while the transistor overdrives approach their inferior limit of about 50 mV [7]. Therefore, Vov1

and Vov3 have a strict range of variability between 50 mV and 100 mV. VA3 and VA1 can be increased
by augmenting the length of M3 and M1. This solution degrades the frequency performance of the
OTA since larger transistors introduce bigger parasitic capacitances. Moreover, every IC fabrication
process has an intrinsic limit to the maximum allowable transistor length, which is lower and lower as
the technology is scaled. For example, in FinFET 16 nm, the maximum allowable transistor length
is 240 nm.

If the DC-gain requirement is not reachable by the telescopic Cascode OTA, it is necessary to
modify the OTA architecture. An increment of ro and, consequently, Ao is obtained by using a regulated
Cascode OTA [8] or adding an output stage [9]. Both previous solutions imply a significant increase
in power consumption. It is also possible to increase the gain by augmenting the number of stacked
transistors. At low voltage supply, the last solution is not practicable because of the further reduction
of the output signal swing.

2.5. Slew-Rate (SR) Analysis of the Single-Stage OTA

Due to the finite bias current, IB, the OTA goes into a slew-rate regime at the beginning of the
charging process.

According to Equation (5), the maximum rate of variation of the output voltage is obtained at
t = 0 s. ∣∣∣∣∣∣

dvo(t)
dt

∣∣∣∣∣∣
max

=
C1

C2·
⎛⎜⎜⎜⎜⎝1 +

1+
C1
C2

Ao

⎞⎟⎟⎟⎟⎠
·VSRi,max·

τz + τp

τ2
p

=
VSRo,max

τp
(29)
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where VSRi,max is the maximum amplitude of the input voltage step that keeps the OTA in the linear
region. The corresponding output voltage in steady state is given by VSRo,max, which is calculated
as follows:

VSRo,max =
C1

C2·
⎛⎜⎜⎜⎜⎝1 +

1+
C1
C2

Ao

⎞⎟⎟⎟⎟⎠
·
(
1 +

C2

C1

)
·VSRi,max �

(
1 +

C1

C2

)
·VSRi,max (30)

where the last approximation is valid as A0 >> 1 + C1/C2. In a single-stage OTA, the slew-rate depends
on the bias current IB and the feedback capacitance C2, i.e.:

SR =
IB

C2
=

IB·gm1

C2·gm1
=

Vov1

τz
(31)

where gm1 and Vov1 are the transconductance and the overdrive of the M1-M2 input transistors,
respectively. Matching the SR formula in Equation (31) to the maximum rate of variation of the output
voltage reported in Equation (29), the VSRo,max calculation is obtained:

VSRo,max = Vov1·
τp

τz
� Vov1·C1

C2
(32)

Due to its differential structure, the OTA starts slewing as the input differential voltage step, Vi,
overcomes 2·VSRi,max. The value of VSRi,max is calculated by combining Equations (30) and (32):

VSRi,max �
1(

1 + C1
C2

) ·VSRo,max =
Vov1(

1 + C2
C1

) (33)

The OTA slews until the output voltage reaches the value −C1
C2

Vi + 2VSRo,max:

Vi −
2·VSRo,max

τp
t|t=τs = −

C1

C2
Vi + 2·VSRo,max (34)

where the starting value of Vi depends on the fact that, at t = 0 s, the capacitances of the integrator
behave like short circuits, transferring the input voltage directly to the output.

From the previous equation, it is possible to calculate the slewing time of the OTA, τs:

τs = τp·
((

1 +
C1

C2

)
· Vi
2·VSRo,max

− 1
)
= τp·

(
Vi

2·VSRi,max
− 1

)
(35)

During τs, the OTA output voltage evolves according to the linear law. Considering the slew-rate,
the equation of the differential output voltage, vod(t), is then calculated as follows:

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

vod(t) = Vi − 2·VSRo,max
τp

·t f or 0 < t < τs

vod(t) = − C1

C2·
⎛⎜⎜⎜⎜⎜⎜⎜⎝1+

1+
C1
C2

Ao

⎞⎟⎟⎟⎟⎟⎟⎟⎠
·Vi + 2·VSRo,max·e−

t−τs
τp � −C1

C2
·Vi + 2·VSRo,maxe

− t−τs
τp f or t > τs (36)

Figure 5 shows the step response of the closed loop switched capacitor integrator including the
slewing period.
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Figure 5. Output voltage behavior of the closed-loop switched-capacitor integrator including the
slewing period.

2.6. Signal to Noise (SNR) Calculations of the Closed-Loop Switched-Capacitor Integrator

The telescopic Cascode OTA suffers from a reduced output swing. Indeed, both single-ended
output voltages must guarantee that the Cascode transistors (M3-M4 and M5-M6) work in a saturation
region even under the signal swing. The main limitation is the negative output swing since three
transistors are stacked between the ground and the output nodes, while only two transistors are
stacked between Vdd and the output nodes. Focusing the analysis on a single branch, Vo+ must satisfy
the following inequation to guarantee that M3 transistors operate in saturation region:

Vo+ > VDS,sat3 + VS3 = Vov + VS3 (37)

where VS3 and VDS,sat3 are the source and the saturation voltages of M3 transistor, respectively. It is
assumed that Vds,sat3 is equal to Vov. The bias voltage Vb1 is chosen to make M1 transistor operating in
saturation, i.e.:

VDS1 = VS3 −VS1 > VDS,sat1 = Vov (38)

where VDS1, VS1, and VDS,sat1 are the drain-source, the source, and the saturation voltages of M1

transistor, respectively. In this case, it is assumed that Vds,sat1 is equal to Vov. VS1 is derived from the
input transistor common mode, Vcm, by dropping the gate-drain voltage of the M1 transistors, VGS1,
i.e.:

VS1 = Vcm −VGS1 = Vcm −VTH −Vov (39)

Combining Equations (38) and (39) we obtain the minimum source voltage of M3 transistor,
VS3,min:

VS3 > VS1 + Vov = VS3,min (40)

By replacing VS3 in Equation (37) with the value of VS3,min calculated in Equation (40), the minimum
value of Vo+, Vo+,min, is obtained:

Vo+ > Vov + VS3 = Vcm −VTHN = Vo+,min (41)

As the output voltage starts swinging from the common-mode voltage, Vcm, down to Vo+,min, it is
possible to calculate the maximum output voltage swing, Vswing:

Vswing = 2·(Vcm −Vo+,min) = 2·VTHN (42)

where the 2 factor is due to the differential architecture.
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The thermal noise due to the switches around C1 is calculated as 2·K·TC1
, where the coefficient

2 takes into account both the sampling (φ1) and the integration phase (φ2). Assuming that the
thermal noise 2·K·TC1

is dominant, from Equation (42), the signal to noise ratio of the overall closed-loop
switched-capacitor integrator, SNRCL, is calculated as follows:

SNRCL =
1
2
·
V2

swing

v2
o,n

=
1
2
· 4·V2

THN

2·K·TC1
·
(C1

C2

)2 =
V2

THN·C2
2

K·T·C1
(43)

where v2
n,o is the total output noise, as a result of the thermal noise contribution due to the C1

switched-capacitor multiplied by the square of the integrator gain
(C1

C2

)2
, furthermore, the 1

2 factor
takes into account that the input signal is a sinusoid.

2.7. Power Consumption Requirements

Regarding the telescopic Cascode shown in Figure 4, the power consumption is given by the
product of the supply voltage, Vdd, and the bias current IB:

Pw,tot = Vdd·IB (44)

Assuming dominant the thermal noise of C1, the power consumption of the switched-capacitor
integrator is determined by the settling time requirement. In fact, as the input transistor overdrive,
Vov1, is bonded to considerations on the DC-point at low voltage supply, the constraint on the input
transistor transconductance, gm1, expressed by in Equation (21), determines the minimum required
bias current IB,min:

IB,min =
2·C1

TCLK
·Vov1·ln

(Vi
ξ
·
(
1 +

C1

C2

))
(45)

Therefore, the minimum power consumption, Pw,min, is obtained as follows:

Pw,min = Vdd·IB,min = Vdd· 2·C1

TCLK
·Vov1·ln

(Vi
ξ
·
(
1 +

C1

C2

))
(46)

As the OTA starts slewing, the minimum bias current, IB,min, is determined by taking into account
a different calculation for the dynamic error, εdyn. Indeed, considering Equation (36) that assumes the

slewing of the OTA, the differential output voltage at t = TCLK
2 is calculated as follows:

vod

(TCLK
2

)
� −C1

C2
·Vi + 2·VSRo,max·e−

TCLK
2 −τs
τp (47)

The dynamic error, εdyn, is, then, calculated as follows:

εdyn =

∣∣∣∣∣vod(t→∞) − vo

(TCLK
2

)∣∣∣∣∣ = 2·VSRo,maxe
−

TCLK
2 −τs
τp (48)

Since εdyn must be less than the required accuracy, ξ, as reported in Equation (19), we obtain:

τp <
TCLK

2 − τs

ln
(

2VSRo,max
ξ

) (49)

Moreover, the minimum bias current IB,min is evaluated considering τp reported in Equation (7),

the transconductance of the input transistors, gm1, determined as IB,min
Vov1

, the formula of the slewing
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time, τs, in Equation (35), and the previous equation. As a result the minimum bias current IB,min, is
calculated as follows:

IB,min =
2·Vov1·C1

TCLK
·
(
ln
(

2·VSRo,max

ξ

)
+

Vi
2·VSRi,max

− 1
)

(50)

The minimum power consumption, Pw,min, is derived from the last equation as follows:

Pw,min = Vdd·IB,min =
2·Vov1·Vdd·C1

TCLK
·
(
ln
(

2·VSRo,max

ξ

)
+

Vi
2·VSRi,max

− 1
)

(51)

3. Proposed Open-Loop Integrator

As an alternative solution, an open-loop switched-capacitor integrator is presented (Figure 6).

Figure 6. Schematic of the proposed open-loop switched-capacitor integrator.

The active element is an OTA, with a low input impedance, which is called charge buffer. Once
the input capacitance, C1, is connected to the charge buffer input, it is discharged and its charge is
transferred to the output capacitance C2. The proposed open-loop switched-capacitor integrator does
not include two input nodes with high and low impedances, unlike the switched-capacitor integrator
based on a current conveyor [10,11], but only low impedance input nodes. Therefore, the voltage
buffer used at the input in the conveyor integrators is eliminated. These simplifications help to get a
more efficient circuit implementation.

According to the operation mode aforementioned, C1 is connected to the inverting input terminal,
it is possible to write:

Q1(n− 1) = −Q2(n) (52)

where Q1(n−1) and Q2(n) are the charges stored in C1 and C2 capacitances, at n − 1 and n time steps,
respectively. From Equation (52), it is obtained:

C1·vs(n− 1) = −C2·vo(n) (53)

where vo and vs are the output and the input voltages. Therefore, it is possible to calculate the integrator
gain in the Z domain, vo

vs
(z):

vo

vs
(z) = −C1

C2
· z−1

1− z−1
(54)

By using the proposed approach, we obtain a gain expression, which is identical to the traditional
closed-loop integrator reported in Equation (1). In both cases, the desensitization of the gain concerning
the OTA parameters is reached as the gain depends only on the C1 and C2 capacitor ratio, in the
ideal case.
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3.1. Small Signal Analysis of the Proposed Charge Buffer

To evaluate the impact of the non-null input resistance and the finite output resistance of the
charge buffer, the linear model of the integrator reported in Figure 7 was considered.

Figure 7. The linear model of the open-loop switched-capacitor integrator.

In practice, the C1 capacitance is discharged on input resistance ri, producing the input current ii.
This current is amplified with a current gain Ai by the current amplifier that feds the output load made
by the output resistance ro and the output capacitance C2.

First of all, the transfer function, vo
vs
(s), is calculated as previously done for the traditional

closed-loop switched-capacitor integrator:

vo

vs
(s) = −Ai· s·C1

1 + s·ri·C1
· ro

1 + s·ro·C2
(55)

Compared to the transfer function of the closed-loop switched-capacitor integrator shown in
Equation (3), the transfer function of the open-loop switched-capacitor integrator already is calculated,
has an additional pole due to the finite output resistance ro.

3.2. Transient Analysis of the Proposed Charge Buffer

Assuming a step signal at the input as reported in Equation (2), the output voltage becomes:

vo(t) = −C1
C2
·Ai·Vi· 1

1− ri
ro ·

C1
C2

(
e
− t
τp2 − e

− t
τp1

)

= −C1
C2
·Ai·Vi· 1

1− C1
Av ·C2

(
e
− t
τp2 − e

− t
τp1

) (56)

where:
τp1 = ri·C1, τp2 = ro·C2 Av =

ro

ri
(57)

Av is the voltage gain. The error on the current gain, Ai, of the current mirror, directly affects the
accuracy of the output voltage. This error mainly depends on the transistor mismatch, which can be
minimized thanks to the appropriate design of the overdrive of the transistors forming the current
mirror [12].

The output resistance ro, partially drags the charge stored in C2. Considering a first-order
Taylor’s expansion for the e−t/τp2 term, and assuming a unitary current gain, the output voltage, vo(t),
at t = TCLK/2, is calculated as follows from Equation (56):

vo

(TCLK
2

)
� −C1

C2
· 1

1− C1
Av·C2

·Vi·
(
1− TCLK

2·τp2
− e
− TCLK

2·τp1

)
(58)
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Three sources of error on the output voltage at t = TCLK
2 , vo

(TCLK
2

)
, remain. They are due to:

� finite voltage gain Av;
� non-null τp1;
� finite τp2.

The impact of each source of error is evaluated considering the remaining ones disabled.
To evaluate the error, εr, due to the finite voltage gain, Av, it is assumed that τp1 tends to zero and

τp2 tends to infinite. In these conditions, the output voltage can be approximated as follows:

vo

(TCLK
2

)∣∣∣∣∣ τp1 → 0
τp2 →∞

� −C1

C2
· 1

1− C1
Av·C2

·Vi (59)

The corresponding error, εr, is calculated as the difference between the ideal voltage obtained
using the ideal gain value shown in Equation (54), and the value of the voltage expressed in Equation
(59), i.e.,

εr =

∣∣∣∣∣∣∣∣∣∣∣
−C1

C2
·Vi − vo

(TCLK
2

)∣∣∣∣∣ τp1 → 0
τp2 →∞

∣∣∣∣∣∣∣∣∣∣∣
=

C1

C2
·

C1
Av·C2

1− C1
Av·C2

·Vi (60)

To evaluate the error due to τp1, it is assumed that τp2 tends to infinite. In these conditions,
the output voltage can be approximated as follows:

vo

(TCLK
2

)∣∣∣∣∣
τp2→∞

= −C1

C2
· 1

1− C1
Av·C2

·Vi·
(
e
− TCLK

2·τp1 + 1
)

(61)

The error due to τp1, ετp1, is calculated as the difference between the output voltages expressed in
Equations (50) and (52), i.e.:

ετp1 =

∣∣∣∣∣∣∣∣∣∣∣
vo

(TCLK
2

)∣∣∣∣∣ τp1 → 0
τp2 →∞

− vo

(TCLK
2

)∣∣∣∣∣
τp2→∞

∣∣∣∣∣∣∣∣∣∣∣
=

C1

C2
· 1

1− C1
Av·C2

·Vi·e
−TCLK
2·τp1 (62)

The error due to τp2, ετp2, is calculated as the difference between the output voltages expressed in
Equations (58) and (61), i.e.:

ετp2 =

∣∣∣∣∣∣vo

(TCLK
2

)
− vo

(TCLK
2

)∣∣∣∣∣
τp2→∞

∣∣∣∣∣∣ =
C1

C2
· 1

1− C1
Av·C2

·Vi·TCLK
2·τp2

(63)

Figure 8 shows the output voltage behavior.
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Figure 8. Output voltage behavior of the open-loop switched-capacitor integrator in the linear regime.

The sum of the three error εr, ετp1, and ετp2, gives the total error εtot, which must be less than the
required accuracy, ξ:

εtot = εr + ετp1 + ετp2 < ξ (64)

Since the error terms εr, ετp1, and ετp2 are positive, each of them must be less than ξ.

3.3. Voltage Gain Requirement of the Proposed Charge Buffer

As calculated in Equation (60), εr is less than the ξ, therefore, we obtain

Av >
C1

C2
·
(
1 +

Vi
ξ
·C1

C2

)
�

Vi
ξ
·C

2
1

C2
2

(65)

In Equation (65) is very similar to Equation (17), which defines the requirement of the OTA
for the closed-loop switched-capacitor integrator. It can be concluded that the charge buffer of the
proposed open-loop switched-capacitor integrator requires the same gain of the OTA in the traditional
closed-loop solution.

From Equation (58), the sensitivity, S
vo(

TCLK
2 )

Av
, of the output voltage at TCLK

2 , vo
(TCLK

2

)
, and Av is

evaluated as follows:

S
vo(

TCLK
2 )

Av
=

Av

vo
(TCLK

2

) ·∂vo
(TCLK

2

)
∂Av

=
Av·C1

C2(
Av − C1

C2

)2 �
Av·C1

C2(
Av − C1

C2

)2 (66)

where the last approximation is valid as Av 	 C1
C2

. The previous result is very similar to the one
obtained for the Cascode OTA in the closed-loop switched-capacitor integrator in Equation (18).

3.4. Input and Output Resistances Requirements of the Proposed Charge Buffer

Assuming ετp1, calculated in Equation (62), less than ξwe obtain

τp1 <
TCLK

2·ln
⎛⎜⎜⎜⎜⎜⎝ Vi

ξ·
(
1− C1

Av ·C2

)
·C2

C1

⎞⎟⎟⎟⎟⎟⎠
�

TCLK

2·ln
(Vi
ξ ·C1

C2

) (67)

Last approximation in Equation (67) is valid as Av 	 C1
C2

.
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Taking into account the expression of τp1 in Equation (57), the following constraint on the input
resistance, ri, is obtained:

ri <
TCLK

2·C1·ln
(Vi
ξ ·C1

C2

) (68)

Assuming ετp2, calculated in Equation (63), less than ξwe obtain

τp2 >
TCLK

2
· Vi

ξ·
(
1− C1

Av·C2

) ·C1

C2
�

TCLK
2
·Vi
ξ
·C1

C2
(69)

In this case, last approximation is valid as Av 	 C1
C2

.
Considering τp2 in Equation (57), from Equation (69) it is derived the following constraint on the

output resistance, ro:

ro >
TCLK

2
·Vi
ξ
·C1

C2
2

(70)

As already done for the voltage gain, Av, from Equation (58) the sensitivity, S
vo(

TCLK
2 )

ri
, of the output

voltage at TCLK
2 , vo

(TCLK
2

)
, and ri is evaluated as follows:

S
vo(

TCLK
2 )

ri
=

ri

vo
(TCLK

2

) ·∂vo
(TCLK

2

)
∂ri

=
TCLK
2·τp1

· e
−TCLK

2τp1

1− TCLK
2·τp2
− e

−TCLK
2·τp1

�
TCLK
2·τp1

e
−TCLK
2·τp1 (71)

where last approximation is valid as TCLK
2·τp2
− e

−TCLK
2·τp1 
 1. This inequation is verified as the condition

imposed by Equations (67) and (69) are satisfied, since, generally, Vi 	 ξ and C1
C2
≥ 1. It can be seen

that the result of the calculation of the sensitivity of the output voltage compared to ri is very similar to
the one obtained for the calculation of the output voltage sensitivity for gm of the Cascode OTA in the
closed-loop switched-capacitor integrator in Equation (22).

Regarding the sensitivity, it can be concluded that the proposed switched-capacitor integrator,
despite working in an open-loop configuration, has a robustness to PVT variations similar to the
closed-loop switched-capacitor integrator.

However, since the performance of the proposed open-loop switched-capacitor integrator depends

on the output resistance of the charge buffer, ro, the sensitivity, S
vo(

TCLK
2 )

ro , of the output voltage at TCLK
2 ,

vo
(TCLK

2

)
, and ro is calculated as:

S
vo(

TCLK
2 )

ro =
ri

vo
(TCLK

2

) ·∂vo
(TCLK

2

)
∂ri

=
TCLK
2·τp2

· 1

1− TCLK
2·τp2
− e

−TCLK
2·τp2

�
TCLK
2·τp2

(72)

According to Equation (69) and considering that Vi
ξ 	 1 and C1

C2
≥ 1, it can be assumed that

S
vo(

TCLK
2 )

ro is quite less than 1. Therefore, the impact of the ro variation on the integrator performance
is limited.
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3.5. Circuit Implementation of the Proposed Charge Buffer

Figure 9 shows a possible circuit implementation of the charge buffer. The switched capacitors
network at the output nodes is used to set the output common-mode voltage at Vcm. Reference Vb1

is designed to set the input common-mode voltage at Vcm. To keep M2 and M8 transistors in the
saturation region, their source-drain voltage must be more than their saturation voltage, i.e.:

VSD2 = Vdd −Vcm > VSD2,sat (73)

It is supposed that Vcm is equal to half supply voltage and the saturation voltages correspond to
the transistor overdrive, Vov2, from Equation (73) we derive

Vov2 <
Vdd

2
(74)

To bias the M1 transistor in the saturation region, it must be guaranteed that its source-drain
voltage, VSD1, overcomes its saturation voltage, corresponding to the transistor overdrive, Vov1, i.e.:

VSD1 > Vov1 (75)

From the last equation, we obtain

VSD1 = Vcm −Vdd + |VTHP|+ Vov2 > Vov1 (76)

Assuming Vcm = Vdd/2, the last equation can be rearranged to obtain a constraint on the difference
between the M1 and M2 transistors overdrives, ΔVov2−1, i.e.:

ΔVov2−1 = Vov2 −Vov1 >
Vdd

2
− |VTHP| (77)

Using the finFET 16 nm we obtain the result Vdd = 0.95 V, VTHP = 0.4 V. Consequently, ΔVov2−1

must be higher than 75 mV.
According to Equations (74) and (77), using a charge buffer in open-loop configuration gives more

flexibility to the design since larger overdrives can be defined for the transistors, to employing an OTA
in a closed-loop fashion. This is extremely important at low voltage supply.

Figure 9. Circuit implementation of the charge buffer.

The input and the output resistances, ri and ro, are calculated as follows:

ri �
1

gm1·gm2·rds3
=

Vov1·Vov2

4·VA3·IB
; ro � rds6 =

VA6

IB
(78)
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where gm1 and gm2 are the transconductance of M1 and M2 transistors, respectively, while rds3 and rds6
are the output resistance of M3 and M6 transistors, respectively.

The voltage gain, Av, is calculated as follows:

Av =
ro

ri
=

4·VA3·VA6

Vov1·Vov2
(79)

The telescopic Cascode OTA reported in Figure 4 implements the boost of the output resistance,
ro. On the other end, the proposed charge buffer circuit enables the boosting of the transconductance
of the input transistors, gm1, by a gm2·rds3 factor, lowering the input resistance, ri. The impact on the
final voltage gain is similar as demonstrated by the similitude of the voltage gain expressions reported
in Equations (79) and (27), even if the voltage gain, Av, of the proposed charge buffer results the double
with respect to the telescopic Cascode OTA.

In both cases, the power consumption is determined by the settling requirements, i.e., both the
time constants τp and τp1 for the closed-loop and the proposed open-loop switched-capacitor integrator,
respectively. The time constant, τp, depends on 1/gm1. In this case, the only possibility to increase gm1

is to increase the bias current IB of the telescopic Cascode OTA, since the input transistor overdrive
is bound to bias constraints. For the proposed integrator, the time constant τp1 is proportional to
ri. However, in the last case, as the boost on the input transistor transconductance lowers the input
resistance, ri, a significant power saving is obtained.

3.6. Slew-Rate Analysis of the Proposed Charge Buffer

According to Equation (56), the maximum rate of variation of the output voltage, i.e., the slew-rate,
is obtained at the initial instant, t = 0 s:

SR =
dvo(t)

dt

∣∣∣∣∣∣
max

=
C1

C2
· 1

1− C1
Av·C2

·VSRi,max·
(

1
τp1
− 1
τp2

)
�

VSRo,max

τp1
(80)

where:
VSRo,max =

C1

C2
· 1

1− C1
AvC2

·VSRi,max �
C1

C2
·VSRi,max (81)

The last approximation in Equation (81) is valid assuming τp1 
 τp2.
The slew-rate depends on the bias current IB and the output capacitance C2, i.e.:

SR =
IB

C2
(82)

where IB is the bias current of each branches composing the charge buffer drawn in Figure 9.
Combining Equations (80) and (82) and considering the expression of τp1 and ri reported in

Equations (57) and (78), respectively, we derive:

VSRo,max =
IB

C2
·τp1 =

C1

C2
·Vov1·Vov2

4·VA3
(83)

where Vov1 and Vov2 are the overdrive voltage of M1 and M2 transistors, respectively, and VA3 is the
early voltage of M3 transistor.

Combining Equations (81) and (84), the value of VSRi,max is obtained:

VSRi,max =
Vov1·Vov2

4·VA3

1

1− C1
Av·C2

�
Vov1·Vov2

4·VA3
(84)
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The output voltage range where the charge buffer operates in the linear regime, VSRo,max, has been
reduced by a factor equal to 4·VA3

Vov2
concerning the traditional closed-loop switched-capacitor integrator

with the OTA.
Due to its differential structure, the charge buffer starts slewing as Vi > 2·VSRi,max. If a slewing

period is considered, the differential output voltage, vod(t), can be calculated as follows:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
vod(t) = −2·VSRo,max

τp1
·t f or 0 < t < τs

vod(t) =

⎛⎜⎜⎜⎜⎝−C1
C2
· 1
1− C1

Av·C2

·Vi + 2·VSRo,max

⎞⎟⎟⎟⎟⎠
(
1− t−τs

τp2

)
− 2·VSRo,max·

(
1− t−τs

τp2
− e
− t−τs
τp1

)
f or t > τs

(85)

where τs is the duration of the slewing period. The charge buffer slews until the output differential
voltage, vod(t), is less than 2·VSRo,max concerning the final value in steady-state, neglecting the losses
due to the output resistance (i.e., τp2→∞):

− 2·VSRo,max

τp1
·τs = −C1

C2
· 1

1− C1
Av·C2

·Vi + 2·VSRo,max � −C1

C2
·Vi + 2·VSRo,max (86)

From the combination of the last equation and Equation (83), the expression of τs is derived:

τs = τp1·
(

C1

C2
· Vi
2·VSRo,max

− 1
)
= τp1·

(
Vi

2·VSRi,max
− 1

)
(87)

3.7. SNR Analysis of the Proposed Open-Loop Switched-Capacitor Integrator

By focusing the analysis on a single branch, Vo+ must satisfy the following inequation to guarantee
that M4 transistors operate in saturation region:

Vo+ > VDS,sat4 + VS4 = Vov + VS4 (88)

where VS4 and VDS,sat4 are the source and the saturation voltages of M4 transistor, respectively. It is
assumed that Vds,sat4 is equal to Vov. The bias voltage Vb5 was chosen to make M5 transistor operating
in saturation, i.e.,

Vds5 = VS4 > VDS,sat5 = Vov (89)

where VDS5, and VDS,sat5 are the drain-source, and the saturation voltages of M4 transistor, respectively.
In this case, it is assumed that Vds,sat1 is equal to Vov. VS1 is derived from the Vb5 bias voltage,
by dropping the gate-drain voltage of the M4 transistors, VGS4, i.e.:

VS4 = Vb1 −VGS4 = Vb1 −VTH −Vov (90)

Vb1 can be designed to make VS4, and, hence, VDS5 equal to VDS5,sat, i.e., Vov. If so, from
Equation (88) we derive the minimum output voltage, Vo+,min:

Vo+ > Vov + VDS5,sat = 2·Vov = Vo+,min (91)

As the output voltage starts swinging from the common-mode voltage, Vcm, down to Vo,min, it is
possible to calculate the maximum output voltage swing, Vswing:

Vswing = 2·(Vcm −Vo+,min) = 2·
(Vdd

2
− 2·Vov

)
= Vdd − 4·Vov (92)

where the 2 factor is due to the differential architecture. It is assumed that Vcm is equal to half Vdd.
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Assuming that the thermal noise due to the switches around C1, 2·KT
C1

is dominant, from
Equation (92), the signal to noise ratio of the overall open loop switched capacitor integrator, SNROL, is
calculated as follows:

SNROL =
1
2
·
V2

swing

v2
n,o

=
1
2
· (Vdd − 4·Vov)

2

2·K·TC1
·
(C1

C2

)2 =
(Vdd − 4·Vov)

2·C2
2

4·K·T·C1
(93)

where v2
n,o is the total output noise, which is given by the thermal noise contribution due to the C1

switched-capacitor multiplied by the square of the integrator gain
(C1

C2

)2
, and the 1

2 factor takes into
account that the input signal is a sinusoid.

The resulting SNROL is slightly higher than the SNRCL calculated by Equation (43). The output
noise is about the same since the noise contribution of C1 is assumed dominant. However, assuming
VTH = 0.275 V and Vdd = 0.95 V as for the finFET technology and Vov = 0.1 V, due to bias constraint as
defined by Equation (43), the output voltage swing for the proposed switched-capacitor integrator
is higher.

3.8. Power Consumption Requirement of the Proposed Charge Buffer

The minimum power consumption, Pw,min, is given by the product of the supply voltage Vdd,
by the minimum total bias current IBTOT.min:

Pw,min = Vdd·IBTOT,min·4·
(
1 +

H
2

)
·Vdd·IB,min (94)

where IB,min is the minimum IB bias current. The power requirement is calculated according to the
settling time requirement. In practice, the minimum bias current IB,min is derived assuming that the
ετp1 error must be less than the required accuracy ξ, i.e.:

ετp1 < ξ (95)

As Vi < 2·VSRi,max, the charge buffer is in the linear regime, where the expression of IB,min is derived
from Equation (62):

IB,min =
2·C1·VSRi,max

TCLK
·ln

(C1

C2
·Vi
ξ

)
(96)

Combining Equations (94) and (96), the minimum required power consumption, Pw,min, is
calculated as follows:

Pw,min =
8·Vdd·

(
1 + H

2

)
·C1·VSRi,max

TCLK
·ln

(C1

C2
·Vi
ξ

)
(97)

As Vi > 2·VSRi,max, the charge buffer starts slewing. Considering the expression of the differential
output voltage vod(t), including the slewing period reported in Equation (85), the calculation of the
error due to τp1, ετp1, is updated as follows:

ετp1 =

∣∣∣∣∣∣∣∣∣∣∣
vo

(TCLK
2

)∣∣∣∣∣ τp1 → 0
τp2 →∞

− vo

(TCLK
2

)∣∣∣∣∣
τp2→∞

∣∣∣∣∣∣∣∣∣∣∣
= 2·VSRo,max·e−

TCLK
2 −τs
τp1 (98)

Considering ετp1 as reported in the previous equation, the constraint on τp1 is derived from
Equation (95):

τp1 <
TCLK

2
(
ln
(

2·VSRo,max
ξ

)
+ Vi

2·VSRi,max
− 1

) (99)
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Looking at τp1 and ri in Equations (57) and (78), respectively, the minimum bias current that
satisfies Equation (99), IB,min is calculated as follows:

IB,min =
2·C1·VSRi,max

TCLK
·
(
ln
(

2·VSRo,max

ξ

)
+

Vi
2·VSRi,max

− 1
)

(100)

Combining Equations (97) and (100), the minimum required power consumption is calculated as
follows:

Pw,min =
8·Vdd·C1·

(
1 + H

2

)
·VSRi,max

TCLK
·
(
ln
(

2·VSRo,max

ξ

)
+

Vi
2·VSRi,max

− 1
)

(101)

Figure 10 shows the power consumption of the proposed switched-capacitor integrator and the
closed-loop switched-capacitor integrator plotted as a function of Vi.

The two curves in Figure 10 are obtained plotting the Equations (97) and (101) for the proposed
design, and Equations (46) and (51) for the closed-loop switched-capacitor integrator. The common
design parameters are reported in Table 1.

Table 1. Design parameters of the switched capacitor integrator.

Design Parameter Value

Vov 0.1 V
Vov2 0.2 V
Vdd 0.95 V
Vi 31.25 mV

ξ (accuracy) 1 mV
TCLK 7 ns

C1 1.25 pF
C2 312.5 fF

C1/C2 4
Cpar1 27 fF
VA3 1 V
VA6 18 V

Figure 10. Minimum power consumption for the closed and the open-loop switched-capacitor integrators.

The transistors overdrives have been defined according to the constraints derived from
Equations (25), (74), and (77). The values of Cpar1, VA3, and VA6 are estimated from the simulation
results. The H factor was set to 2 for the proposed design.
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The minimum power required by the closed-loop switched-capacitor integrator is higher than the
proposed open loop integrator for an input signal up to 140 mV large. For Vi = 31.25 mV, the proposed
circuit requires a minimum power of 76 μW, while the closed-loop switched-capacitor integrator
requires about 173 μW, i.e., more than the double.

3.9. Small Signal Analysis of the Charge Buffer Considering the Parasitic Capacitance Cpar1

The small-signal equivalent circuit shown in Figure 7 is a first-order approximation of the
small-signal behavior of the proposed transistor-level open-loop switched-capacitor integrator.
Considering also the Cpar1 as a parasitic capacitance shown in Figure 9, a more accurate transfer
function is obtained:

vo

vs
= −

s·C1·
(
1 +

s·Cpar1
gm2

)

1 + s·
(

Cpar1
gm2

+ C1
gm1·gm2·rds3

)
+ s2·C1·Cpar1

gm1·gm2

· ro

1 + s·ro·C2
(102)

where hrds3 is the output resistances of M3 transistor. The parasitic capacitance, Cpar1, mainly depends
on the gate capacitances of M2 and M6 transistors. Therefore, it can be approximated as follows:

Cpar1 �
2
3
·W2·L2·Cox +

2
3
·W6·L6·Cox =

4
3
·W2·L2·Cox (103)

where W2 and L2, and W6 and L6, are the width and the length of M2 and M6 transistors.
Concerning the transfer function reported in Equation (55), the transfer function in Equation (84)

includes a further zero, z1:
z1 = − gm2

Cpar1
(104)

This zero is considered to be at a very high frequency and it does not produce significant effects
on the step response of the proposed circuit.

Moreover, two complex poles appear in the transfer function. Their frequency, ωo, and quality
factor, Q, are calculated as follows:

ω0 =
√

gm1·gm2
C1·Cpar1

= 2·IB·
√

H+1
Vov1Vov2C1Cpar1

and

Q = 1√
gm1 ·Cpar1

gm2 ·C1
+

√
C1

r2
ds3
·gm1 ·gm2 ·Cpar1

= 1

(
√

H+1)·
⎛⎜⎜⎜⎜⎝
√

Vov2 ·Cpar1
Vov1 ·C1

+

√
Vov1 ·Vov2 ·C1
4·V2

A3 ·Cpar1

⎞⎟⎟⎟⎟⎠
(105)

A high Q factor determines a large overshoot, OS, on the step response of the proposed circuit, and
wide oscillations, which can have a severe impact on the accuracy of the output voltage. Otherwise, as
the circuit is excessively dumped, the step response slows significantly. The criterion here adopted is
to limit the overshoot to the required accuracy, ξ, i.e.:

OS =
C1

C2
·Vi·e

− π2·Q√
1− 1

4·Q2 = ξ (106)

The previous equation is valid in linear regime; otherwise, in case of slewing of the charge buffer,
the overshot is calculated as follows:

OS = VSRo,max·e
− π2·Q√
1− 1

4·Q2 = ξ (107)
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For the proposed design, the last equation is satisfied for a Q value of about to 0.75. The Q factor
can be reduced by operating on Vov2 and Vov1, or, by acting on the H factor, which gives a further
degree of freedom to the design.

The desired value of Q is reached by designing an H factor of 2.

4. Simulation Results

A transistor-level design of the proposed switched-capacitor circuit was performed in finFET 16
nm CMOS technology. The design parameter reported in Table 1 were considered. The input signal,
Vi, was assumed equal to 31.25 mV. The bias current, IB, set to 10 μA, corresponds to the minimum
value, IB,min, as predicted by Equation (100). The H factor was set to 2 as derived from Equation (107).
The minimum power consumption of the core circuit was 76 μA, as predicted by Equation (83).

According to Equation (65), the required voltage gain is 56 dB, while a voltage gain of 71 dB
results from simulations. Similarly, the required output resistance obtained from Equation (70) was
1.4 MΩ, while the value obtained through simulations was 1.85 MΩ. Therefore, we can conclude that
the voltage gain and the output resistance requirements were largely satisfied.

Figure 11 shows the response of the circuit to an input step of 31.25 mV for the theoretical model
and simulations. The two curves are very close, proving the validity of the proposed circuit model.
Based on the design parameters, the expected error on the output voltage at TCLK/2 was 1 mV. This
results from both the model prediction and the simulations.

Figure 11. Simulated and predicted step response of the proposed open-loop switched-capacitor integrator.

The simulation results show a slightly marked overshot due to the complex poles generated by the
internal loop including M1 and M2 transistors, as predicted in paragraph 3.9. However, the first-order
model gives a valid approximation of the circuit behavior especially in the steady-state regime.

Table 2 summarizes the required values of the design parameters and their values obtained
through simulations.

Table 2. Required and simulated design parameters for the open-loop switched-capacitor integrator.

Design Parameter Required Value Simulated Value

Av >56 dB 71 dB
ro >1.4 MΩ 1.85 MΩ

IB,min 10 μA 10 μA
ξ (accuracy) 1 mV 1 mV
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Table 3 reports the performance summary of the proposed switched-capacitor integrator and
compares it to the state-of-the-art approach. The following figure of merit (FoM) is introduced for a
fast comparison

FoM =
SNR

Pw
N · fCLK

2 ·OSR

(108)

where N is the number of poles of the switched-capacitor filter under consideration, Pw is its power, fCLK
is the clock frequency and OSR is the oversampling ratio, i.e., the ratio between half clock frequency
and the maximum signal bandwidth.

Table 3. Performance summary and state-of-the-art comparison.

Parameter This work [13] [14]

Supply 0.95 V 1.8 V 1.2 V
Power 76 μW 4.3 mW 8.4 mW

Technology 16 nm FinFET 180 nm 65 nm
Number of poles 1 4 12

fCLK 143 MHz 300 MHz 430 MHz
OSR 1.57 11.3 9.23
SNR 61.5 dB 74.9 dB 45 dB
FoM 179.3 dB 175.8 dB 150.6 dB

As can be seen in Table 3, the proposed work is well compared to the state of the art in terms of FoM.

5. Conclusions

An architecture of a switched-capacitor integrator including a charge buffer operating in open-loop
have been proposed and designed in finFET 16 nm technology. As for the switched capacitor filters,
the gain of the proposed integrator is given by the capacitor ratio, guarantying desensitization
concerning the PVT variations. Furthermore, the proposed circuit is more suitable for low voltage
supplies. Moreover, the analytical study demonstrated that the proposed integrator is more efficient
than the traditional closed-loop switched-capacitor integrator for input signal amplitude less than
140 mV. The proposed switched-capacitor integrator results were more than twice the efficiency when
compared to the traditional closed-loop switched-capacitor filter, as it consumes 76 μW from the 0.95 V
supply, assuming an input voltage of 31.25 mV and a clock period of 7 ns. The proposed work results
were satisfactory when compared to the state-of-the-art in terms of the figure of merit.
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Abstract: Multi-GHz lowpass filters are key components for many RF applications and are required
for the implementation of integrated high-speed analog-to-digital and digital-to-analog converters
and optical communication systems. In the last two decades, integrated filters in the Multi-GHz
range have been implemented using III-V or SiGe technologies. In all cases in which the size of
passive components is a concern, inductorless designs are preferred. Furthermore, due to the recent
development of high-speed and high-resolution data converters, highly linear multi-GHz filters
are required more and more. Classical open loop topologies are not able to achieve high linearity,
and closed loop filters are preferred in all applications where linearity is a key requirement. In this
work, we present a fully differential BiCMOS implementation of the classical Sallen Key filter, which is
able to operate up to about 10 GHz by exploiting both the bipolar and MOS transistors of a commercial
55-nm BiCMOS technology. The layout of the biquad filter has been implemented, and the results of
post-layout simulations are reported. The biquad stage exhibits excellent SFDR (64 dB) and dynamic
range (about 50 dB) due to the closed loop operation, and good power efficiency (0.94 pW/Hz/pole)
with respect to comparable active inductorless lowpass filters reported in the literature. Moreover,
unlike other filters, it exploits the different active devices offered by commercial SiGe BiCMOS
technologies. Parametric and Monte Carlo simulations are also included to assess the robustness of
the proposed biquad filter against PVT and mismatch variations.

Keywords: active filters; anti-aliasing filters; HBT; inductorless; low-pass filters; SiGe

1. Introduction

Integrated multi-GHz-band lowpass filters are required as antialiasing filters for very high-speed
analog-to-digital (ADC) and digital-to-analog (DAC) converters [1] in applications such as wideband
spectrum monitoring, high bit-rate optical communications [2,3] and wideband measurement
systems [4,5]. They have to be designed in silicon technology to be integrated on the same chip
with the converter blocks, thus minimizing off-chip interfaces, and should possibly avoid the use of
spiral inductors, to minimize chip area. The main performance requirements are related to off-band
suppression, that forces the use of high order filters, and linearity, that should be better than that of
the ADC/DAC, not to limit the overall system performance. A fully differential approach is typically
required, to desensitize from common-mode disturbances, reduce even-order harmonics and improve
the signal-to-noise ratio (SNR).

Inductorless GHz-band lowpass filters in the literature are often based on RLC reference structures,
with the use of active inductance circuits to substitute the physical inductors. However, implementations
based on the Gm-C [6] approach are quite common, and filters based on the closed loop Sallen–Key [7]
and Tow–Thomas [8] topologies have also been reported in the low-GHz range. Closed loop filter
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architectures based on non-conventional active building blocks—such as second-generation current
conveyors [9] or second-generation voltage conveyors [10]—have been also exploited at lower
frequencies. However, very few lowpass filter implementations above 4 GHz are reported in the
literature, and none of them are based on closed-loop architectures. In [11], a tunable 5th order elliptic
Gm-C lowpass filter in 170 GHz-fT SiGe BiCMOS with a maximum bandwidth of 4.1 GHz was reported,
and in [12] a 3rd order Gm-C filter with a maximum bandwidth of 10 GHz, in 65-nm CMOS was
reported. Filters based on the active inductance approach have been presented in [13], that reports a
5th order 4.57-GHz lowpass filter in 180-nm CMOS, and [14] that describes a 10.5-GHz biquad in SiGe
HBT technology.

On the other hand, the ever-increasing frequency performance of advanced bipolar technologies
and deep submicron CMOS allows achieving huge gain-bandwidth products, thus making it possible
to adopt a closed-loop approach for the design of multi-GHz filters. This allows using filter design
techniques that are typically adopted at lower frequencies, both for the topology of the basic filter
stage, the biquad, and for the system design of higher order filters under technology constraints (e.g.,
limits on the maximum quality factor that can be achieved) [15,16]. The closed-loop approach offers the
advantages of increased linearity and low sensitivity to active devices variations, thanks to feedback;
the filter characteristics are related to the values of passive components and/or to their ratios, and could
be easily tuned, e.g., by using varactors.

In this paper, we demonstrate a 10 GHz, fully differential, biquadratic filter exploiting Sallen–Key
architecture and based on a differential difference amplifier (DDA). The proposed DDA design makes
use of both the bipolar and MOS transistors available in the adopted commercial 55-nm SiGe BiCMOS
technology. It must be noted that this is the first work in which a closed-loop approach is used to
design filters at such high frequencies, resulting in an improved linearity with a power consumption
comparable to alternative approaches.

In the following sections, Section 2 describes the proposed biquad architecture and design
equations, Section 3 presents the detailed design of the DDA amplifier, Section 4 deals with filter design
referring to the adopted 55-nm BiCMOS process, Section 5 summarizes the results of the simulations,
and, finally, Section 6 concludes this work.

2. Proposed Biquad Architecture

Figure 1 shows the proposed fully differential topology of the Sallen–Key (SK) lowpass biquad
stage based on a differential difference amplifier (DDA). The DDA can be considered a fully differential
amplifier with two differential input pairs. SK filters have two feedback loops: negative feedback is
used to determine the low-frequency gain, and positive feedback allows us to determine the frequency
response, thanks to the feedback network formed by capacitors C1 and C2 and the two resistors R1

and R2.
The transfer function of the circuit in Figure 1, assuming an ideal DDA, can be easily computed as:

Vout

Vin
=

G
C1C2R1R2

s2 +
(

1
R1C1

+ 1
R2C1

+ 1−G
R2C2

)
s + 1

C1C2R1R2

(1a)

G = 1 +
RB

RA
(1b)

Hence, the quality factor and resonance frequency of the lowpass filter are:

⎧⎪⎪⎨⎪⎪⎩
f0 = 1

2π
√

C1C2R1R2

Q =
√

C1C2R1R2
R2C2+R1C2+R1C1(1−G)

(2)

From (2), it can be seen that the value of pole Q is dependent on the value of the gain G and
typically the amplifier in the SK stage is configured to have a DC gain G larger than 1 to relax the ratio of
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passive components when high Q is needed. If unity gain of the filter is a requirement, then resistance
R1 can be split into two resistances forming a voltage divider (with gain 1/G <1), thus reducing the gain
from G > 1 to G = 1. However, the drawback of such a design choice is that the larger closed-loop gain
limits the bandwidth of the amplifier. Therefore, the main reason to choose G = 1 is to maximize the
closed-loop bandwidth of the DDA, which is necessary to obtain an accurate frequency response for the
SK filter up to very high frequencies. Even if unity-gain feedback limits the maximum quality factor
that can be achieved for a given ratio of passive components, a low-Q filter synthesis approach [15,16]
can be used to synthesize high order filters with limited values for the Q of the biquad stages (typically
in the range of 2 to 3). This results in an accurate frequency response and has the additional advantage
of reducing the sensitivity and allowing a more robust design under PVT and mismatch variations.

VIN VOUT

C2

C2

C1

C1

R1 R2

R1 R2

RBRA

RBRA

Figure 1. Architecture of the proposed lowpass biquadratic filter.

The filter architecture for G = 1 is reported in Figure 2, where the DDA amplifier has been
configured as a fully differential closed loop voltage follower.

VIN VOUT

C2

C2

C1

C1

R1 R2

R1 R2

Figure 2. Architecture of the proposed lowpass filter with DDA configured as voltage follower.

The ideal frequency response of the SK stage in Figure 2 is

Vout

Vin
=

1
C1C2R1R2

s2 +
(

1
R1C1

+ 1
R2C1

)
s + 1

C1C2R1R2

(3)
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The resonance frequency and quality factor of the biquad stage can be expressed as:

⎧⎪⎪⎪⎨⎪⎪⎪⎩
f0 = 1

2π
√

R1R2C1C2

Q =
√

C1
C2

√
R1R2

R1+R2

(4)

The maximum Q value is achieved for R2 = R1 = R, hence this choice is optimal for achieving

maximum Q = 1
2

√
C1
C2

.
It is important to point out that the closed loop architecture of the SK filter results in a resonance

frequency and a quality factor which are ideally independent on the parameters of the active devices
and depend only on the value of the passive components.

The quality factor is, under ideal conditions, stable under process and temperature variations,
because it is given by the ratio between two capacitors. The resonance frequency, instead, varies with
process and temperature conditions, as it is inversely proportional to variations in resistor and capacitor
values. In particular, it can be easily shown that the sensitivity of the cut-off frequency of the SK
biquad to each one of the parameters R1, R2, C1 and C2 is equal to −1/2, and therefore the variations
of the value of integrated passive components results in a corresponding variation of the resonance
frequency. However, it has to be noted that the resonance frequency can be easily tuned implementing
capacitances C1 and C2 with varactor-diodes or tunable MOS capacitors, and the tuning voltage of
variable capacitors can be used in a servo-loop or in an automating tuning loop to accurately set the
value of the cut-off frequency. ⎧⎪⎪⎪⎨⎪⎪⎪⎩

f0 = 1
2πR
√

C1C2

Q = 1
2

√
C1
C2

(5)

3. Proposed Topology for the DDA amplifier

In a single-ended implementation, the use of an opamp in non-inverting configuration allows
applying both negative feedback to set the DC gain, and positive feedback to determine the frequency
response. Mapping this approach to a fully differential implementation requires the use of a DDA,
to make both the inverting and non-inverting differential input terminals available, whereas a standard
fully differential opamp only allows the inverting configuration to be used.

Figure 3 shows the topology of the DDA used in the proposed SK biquad stage, where the different
devices available in the technology have been exploited to maximize the performance: a single-stage
DDA amplifier topology with output buffers (implemented as common collector stages) has been
adopted to maximize the bandwidth, so to avoid the use of compensation capacitors; a common-mode
feedback (CMFB) is also required, to set the output DC voltage and maximize the common-mode
rejection ratio (CMRR).
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Figure 3. Proposed topology for the DDA amplifier with fully differential output.

3.1. DDA Amplifier

Referring to Figure 3, the single-stage DDA amplifier with active loads which has been used to
implement the proposed biquad filter can be described as follows: high-speed npn HBT devices have
been adopted for the input differential pairs (Q1-Q4), in order to exploit their high transconductance
for a given current and outstanding frequency performance. RF PMOS transistors have been exploited
as active loads to boost the DC gain without a significant frequency penalty. In the preliminary
design phase, both resistive and active PMOS loads have been considered: however, when adopting
a resistive load, the maximum allowed load resistance value is limited by the maximum allowable
voltage drop across the resistors, and for the target supply voltage VCC = 3 V the gain would have
been too low to guarantee enough loop gain with a single amplifier stage. Furthermore, the good
frequency performance of 55-nm PMOS devices results in a limited bandwidth penalty of the active
load with respect to the resistive case, guaranteeing a very large gain-bandwidth product for the DDA.
The output DC voltage and swing of the stage allows keeping the source-drain voltage of transistors
M1 and M2, whose biasing voltage VBP is generated by a conventional current mirror (not shown in
Figure 3), below the safe limits imposed by the technology. This, however, requires a level shift to have
an output DC voltage of the opamp compatible with the input DC common-mode range of the DDA.

The output stage is needed both as level shifter and to provide a very low output resistance: this is a
critical issue in the design of SK filter stages, since the finite output resistance of the main active element
of the filter reduces the maximum available quality factor. From this point of view, the implementation
of the main active element of the SK filter as a closed loop voltage follower is advantageous, since it
allows reducing the already low output resistance of the common collector stages.

In fact, remembering that the maximum Q is achieved for R2 = R1 = R as discussed in Section 2,
considering an output resistance of the closed loop DDA amplifier Ro = εR, and assuming a capacitance
ratio α ≡ C2/C1, the maximum achievable quality factor for the Sallen–Key stage can be rewritten as:

Q ≤ QMAX =

√
1 + ε√

8ε
≈ 1√

8ε
(6)

Hence, even the value Q = 2 is difficult to obtain, because it would require Ro < R/32.
In order to reduce Ro, high-speed HBT devices Q5 and Q6 have been used as common collector

output buffers due to the large transconductance of bipolar devices. Q5 and Q6 are biased by current
sources implemented with high-voltage HBT devices (Q9 and Q10) – the reference branch of the
conventional current mirror that sets the bias voltage VB1 is not shown in Figure 3. To keep the
collector-emitter voltage of the high-speed HBTs below the safe limits, a common-mode level shifter,
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implemented through the diode-connected transistor Q11, has been exploited to reduce the collector
voltage of Q5 and Q6. The use of a common-collector output stage is fundamental both to set the
correct DC levels and to reduce the output resistance; however, the base-emitter Cπ capacitance
introduces a zero in the transfer function that impacts on the out-of-band behavior of the lowpass filter.
To compensate this effect, cross-coupled capacitors CZ1 and CZ2 have been added, exploiting the fully
differential nature of the stage to cancel out the effect of the Cπ by means of positive feedback.

Neglecting r0, Cμ, rπ in the device model and assuming a capacitive load CL, the transfer function
of the emitter follower with the cross-coupled capacitances is:

vo

vi
=

1 + s Cπ−CZ1,2
gm

1 + s CL+Cπ+CZ1,2
gm

(7)

Hence, for Cπ = CZ1,2, the zero disappears, and the common collector stage only adds a pole
to the transfer function, that in the limit of a large load capacitance (CL >> Cπ) results practically
unaffected by the compensation capacitor.

3.2. Common Mode Feedback Loop

A fully differential amplifier requires a common-mode feedback (CMFB) loop to set the output DC
voltage and improve the common-mode rejection ratio (CMRR). In this case, a standard triode-based
CMFB has been adopted: triode degeneration has been added to the current mirror that sets the current
of the DDA, formed by Q7, Q8 and Q12. The triode devices on the reference branch (M7 and M8) are
controlled by the reference voltage (in this case, VREF = VCC/2), and the devices under the differential
pairs (M3-M6) are controlled by the output voltages. These devices act as voltage-controlled resistors,
thus adjusting the tail current of the differential pairs to match the current of the PMOS loads while
setting the required output common mode voltage. Thick oxide MOS devices have been used to
withstand the full swing of the output DC voltage, and their size has been optimized as a trade-off
between output loading and functionality of the CMFB under PVT variations.

4. Filter Design

Unity-gain feedback and finite output conductance in the DDA, besides other non-ideal effects,
limit the maximum achievable quality factor of the SK biquad stages. This is an important issue to
cope with when adopting conventional filter synthesis techniques, because the maximum quality
factor increases with the order of the filter, even in relatively low-Q designs such as Butterworth filters.
Hence, non-conventional design approaches are required. In these approaches, a maximum Q value is
chosen, and a filter mask is synthetized subject to this constraint. Unlike in conventional approaches, a
larger number of biquad stages may be required for the same stopband attenuation. When adopting
these methodologies, the maximum Q allowed for the biquad stages is typically in the range from 2 to
3 [15,16]: these values of Q are compatible with the biquad design proposed in this work.

The reduced Q value also reduces sensitivity to process and mismatch variations and to parasitic
effects, as they increase for large quality factors: with lower quality factors, the frequency response is
less dependent on variations in Q and f0, resulting in a more robust design with respect to process,
temperature, and mismatch variations.

The proposed filter has been designed in the SiGe BiCMOS055 technology from
STMicroelectronics [17], which provides high speed, heterojunction bipolar npn transistors with
values of fT in excess of 300 GHz and an fMAX in excess of 350 GHz, and RF NMOS and PMOS
devices with values of fT of about 190 GHz and 95 GHz, respectively. High voltage bipolar and MOS
transistors with reduced frequency performance are also available to implement current sources and
biasing circuits.

The biquadratic filter has been designed for a resonance frequency f0 = 6.4 GHz and a quality
factor Q = 2, as the basic building block of a low-Q higher order filter for anti-aliasing applications in
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high-speed digitizers [4,5]. A resonant frequency of 6.4 GHz is ideally equivalent to a 3-dB bandwidth
( f3dB) of 10 GHz for Q = 2.

Table 1 shows the device sizing and bias current of all the bipolar and MOS transistors of the
circuit in Figure 3, whereas the values of filter components (referring to Figure 2) have been set as
follows: R1 = R2 = 100 Ω, C1 = 380 fF, C2 = 40 fF, CZ1 = CZ2 = 50 fF. R1 and R2 have been implemented
as poly-silicon resistors, and capacitances have been implemented as MIM (metal-insulator-metal)
capacitors available in the RF library of the adopted technology.

Table 1. Device sizing.

Device Size Bias Current

Q1, Q2, Q3, Q4 Le/W 1
e = 1/0.2 μm IC = 1 mA

Q5, Q6 Le/We = 4/0.2 μm IC = 1 mA
Q7, Q8,Q12 Le/We = 5/0.2 μm IC = 1 mA

Q9, Q10 Le/We = 5/0.2 μm IC = 1 mA
Q11 Le/We = 2× 4/0.2 μm IC = 1 mA

M1, M2 W/L = 6/0.06 μm ID = 1 mA
M3,M4,M5,M6 W/L = 20/0.25 μm ID = 1 mA

1 Le/We = Emitter Length/Emitter Width

The layout of the filter is reported in Figure 4: the filter occupies an area of only 65 × 42 μm2.

 

Figure 4. Layout of the proposed Biquad Filter.

5. Simulation Results

Table 2 shows simulation results for the typical process corner and temperature (T = 27 ◦C).
The three FOMs reported in Table 2 are defined as follows:

FOM1 =
Pdiss
Npole

(8a)
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FOM2 =
Pdiss

Npole f3dB
(8b)

FOM3 =
Pdiss

Npole f3dBDR
(8c)

where Npole, and DR denote the number of poles (e.g., the order) and the dynamic range (computed as
in [14]) of the filter respectively.

Table 2. Typical 27 ◦C simulations.

Name Value Unit Notes

Pdiss 18 mW Power Dissipation
Vcc 3 V Supply Voltage
f0 6.45 GHz Resonant Frequency

f3dB 9.55 GHz 3 dB Bandwidth
ADC −0.5 dB DC-Gain
APK 5.8 dB Peak Gain

Q 2.06 - Quality Factor
SFDR 64 dB @0.8Vpp differential,1 GHz
vonoise 1.36 mVrms Output Noise integrated between 1 Hz and 10 GHz
SNR 46.4 [dB] @0.8Vpp differential
DR

1 49.3 dB Dynamic Range
FOM1 9 mW
FOM2 0.94 pW/Hz
FOM3 0.0032 mW/GHz

1 DR has been computed as in [14].

Figure 5 shows the frequency response of the filter. The Discrete Fourier Transform (DFT) of the
differential output voltage with an input tone at 1 GHz, 0.8Vpp differential is reported in Figure 6.

Figure 5. Frequency Response of the proposed Biquadratic Filter.
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Figure 6. Discrete Fourier Transform (DFT) of the differential output voltage with an input tone at
1GHz, 0.8Vpp differential.

The DFT result reported in Figure 6 demonstrates that linearity is very good, with 64 dB SFDR in
the relatively large input signal condition of 800 mVpp. The dynamic range is dominated by noise,
as SFDR is much better than SNR (see Table 2).

Table 3 shows the results of the simulations accounting for temperature variations, and Table 4
shows those accounting for supply voltage variations. These results confirm the robustness of the filter
to both temperature and supply voltage variations.

Table 3. Simulations vs. temperature.

Name Minimum Maximum Unit

T −30 120 ◦C
Pdiss 18.4 19.56 mW

f0 6.91 5.65 GHz
f3dB 10.2 8.2 GHz
Apk 5.51 5.3 dB
Adc −0.53 −0.58 dB
Q 2 1.9 -

SFDR 61 73 dB
vonoise 1.12 1.51 mV
DR

1 49.4 51.6 dB
1 DR has been computed as in [14].

Table 4. Simulations vs. supply voltage.

Name Value Value Unit

Vcc 2.85 3.15 V
Pdiss 17.1 19.9 mW

f0 6.1 6.4 GHz
f3dB 8.9 9.6 GHz
Apk 4.89 5.72 dB
Adc −0.7 −0.56 dB
Q 1.9 2 -

SFDR 48 56 dB
vonoise 1.26 1.26 mV
DR

1 44.3 47 dB
1 DR has been computed as in [14].
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Monte Carlo simulations, using the accurate statistical models for HBT, MOS and passive devices
available in the design kit of the BiCMOS055 technology, have been carried out in the Cadence Virtuoso
ADE XL environment. Figure 7 shows the frequency response of the biquad filter for 100 Monte Carlo
iterations, whereas Figures 8–11 show the histograms of DC gain, quality factor, resonant frequency and
3 dB bandwidth of the filter respectively. A summary of the mean values (μ) and standard deviations
(σ) for these quantities is reported in Table 5.

 
Figure 7. Frequency Response for 100 Monte Carlo iterations.

Figure 8. Histogram of DC Gain Adc for 1000 Monte Carlo iterations.

Table 5. Summary of Monte Carlo simulations (1000 iterations).

Name μ σ Unit

Adc −0.505 0.018 dB
Q 2.071 0.037 -
f0 6.471 0.100 GHz

f3dB 9.588 0.126 dB
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Figure 9. Histogram of quality factor Q for 1000 Monte Carlo iterations.

Figure 10. Histogram of resonant frequency f0 for 1000 Monte Carlo iterations.

Figure 11. Histogram of 3 dB bandwidth f3dB for 1000 Monte Carlo iterations.
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All these results allow us to assess the robustness of the filter under Monte Carlo simulations: the
DC gain is almost constant, while the quality factor and resonance frequency of the complex poles
vary limitedly.

A comparison with recent technical papers reporting inductorless active lowpass filters with cut-off
beyond 1.5 GHz and the proposed filter is reported in Table 6. The proposed filter outperforms all the
other designs in terms on SFDR, DR and FOM3, confirming the outstanding linearity performance of
our unitary-gain, closed-loop approach.

Table 6. Comparison against the state of the art.

This Work [14] [8] [18] [12] [19] [11] [13]

Year 2020 2018 2017 2014 2012 2010 2006 2002

Technology BiCMOS
55 nm

BiCMOS
55 nm

CMOS
40 nm

CMOS
28 nm

CMOS
65 nm

BiCMOS
180 nm

BiCMOS
250 nm

CMOS
180 nm

Filter Type SK AL TT GMC GMC GMC GMC AL

Supply Voltage [V] 3 3 1.1 1.1 1.4 3.3 3.5 1.8

Pdiss [mW] 18 13.7 17.6 30 140 300 99.8 1.6

f3dB [GHz] 9.55 10.5 1.6 3.3 10 3.2 4.1 4.6

SFDR [dB]) 64 −51 −46 −40 −45 40 - −57

vonoise [mVrms] 1.36 1.1 1.5 - 0.5 - - -

SNR [dB] 46.4 47.2 43.2 39 45 - - -

DR
1 [dB] 49.3 45.5 41.1 37 42 - 20.1 -

Npole 2 2 5 5 3 6 5 5

FOM1 [mW] 9 6.85 3.52 6 46.6 50 19,9 0.32

FOM2 [pW/Hz] 0.94 0.65 2.2 1.81 4.7 15.6 4,8 0.07

FOM3[mW/GHz] 0.0032 0.0035 0.019 0.025 0.037 - 0.47 -

Area (mm2) 0.0027 0.0056 0.12 0.091 0.01 0.17 0.82 -

Measured No No Yes Yes Yes No Yes Yes
1 DR has been computed as in [14].

It has to be noted that most papers in the literature are based on the Gm-C approach [11,12,18,19],
in which the open-loop input stage often limits linearity, whereas the closed loop approach proposed
in this work exploits feedback to reduce nonlinear distortions. Focusing on reference [8], it is based on
a closed loop Tow–Thomas (TT) architecture which shows a limited dynamic range owing to the lower
bandwidth of CMOS amplifiers, which makes feedback less effective. Reference [14] exploits positive
feedback to synthetize an active inductor (AL), and resistive degeneration of the differential pair to
improve linearity. Having similar performance and using the same technology, this solution shows
lower power consumption but also lower dynamic range; hence, it performs better in the first two
FOMs, but worse in the third-one, owing both to worse SNR and SFDR performance. Reference [13]
reports a 5th-order filter based on an active circuit which provides a transfer function with two poles
and two zeros with only three active devices: this provides for very good power efficiency, as shown
by excellent FOM1 and FOM2 performance, but no detailed noise information is provided, so FOM3
cannot be computed. As it reports 100nV/

√
Hz noise for 4.57 GHz of bandwidth, estimated noise is 6.8

mV, which would provide a very low SNR of 25.5 dB. Hence, the dynamic range of such a design is
severely limited.

6. Conclusions

A fully differential Sallen–Key filter with a 3-dB bandwidth of about 10 GHz and based on a
DDA amplifier which exploits bipolar and MOS devices of the commercial BiCMOS055 technology
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from STMicroelectronics has been proposed in this work. Post-layout simulations have shown that
the proposed filter outperforms all recently published inductorless active lowpass filters with cut-off
frequencies beyond 1.5 GHz in terms of SFDR, DR, and FOM3. Parametric simulations accounting for
temperature and supply voltage variations as well as Monte Carlo simulations have confirmed the
robustness of the filter to temperature, supply voltage and mismatch variations. The power efficiency
of the proposed filter is good and the area footprint is very low. Based on the comparison against
the state of the art reported in Table 6, we have demonstrated that the proposed architecture—which
exploits a fully differential DDA-based voltage follower as active element—allows the implementation
of closed loop biquad filters with a 3-dB bandwidth up to about 10 GHz while guaranteeing better
linearity performance with respect to filter architectures based on the Gm-C or the active inductor
approach. Furthermore, we can state that it is possible to use the proposed fully differential Sallen–Key
closed-loop topology for filters with bandwidths around 10 GHz, exploiting NPN devices with an fT
in the order of 300 GHz and PMOS with an fT in the order of 100 GHz as active loads. Unity gain
feedback across the DDA ensures the highest closed-loop bandwidth, though limiting the achievable
maximum quality factor. The resulting filter is also compact, and shows the lowest area occupation
among the existing literature.

Author Contributions: Conceptualization, G.S. and A.T.; methodology, F.C. and P.M.; software, P.T.; validation,
F.C., P.M. and G.S.; formal analysis, P.M.; investigation, F.C.; resources, A.T.; writing—original draft preparation,
G.S.; writing—review and editing, P.T., F.C. and P.M.; funding acquisition, A.T. All authors have read and agreed
to the published version of the manuscript.

Funding: This work is supported by European ECSEL-JU/EU-H2020 under grant no. 737454.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Kim, S.-N.; Kim, W.-C.; Seo, M.-J.; Ryu, S.-T. A 65-nm CMOS 6-Bit 20 GS/s Time-Interleaved DAC With
Full-Binary Sub-DACs. IEEE Trans. Circuits Syst. II Express Briefs 2018, 65, 1154–1158. [CrossRef]

2. Zandieh, A.; Schvan, P.; Voinigescu, S.P. Design of a 55-nm SiGe BiCMOS 5-bit Time-Interleaved Flash ADC
for 64-Gbd 16-QAM Fiberoptics Applications. IEEE J. Solid-State Circuits 2019, 54, 2375–2387. [CrossRef]

3. Sun, K.; Wang, G.; Zhang, Q.; Elahmadi, S.; Gui, P. A 56-GS/s 8-bit Time-Interleaved ADC With ENOB and
BW Enhancement Techniques in 28-nm CMOS. IEEE J. Solid-State Circuits 2018, 54, 821–833. [CrossRef]

4. Monsurrò, P.; Trifiletti, A.; Angrisani, L.; D’Arco, M. Streamline calibration modelling for a comprehensive
design of ATI-based digitizers. Measurement 2018, 125, 386–393. [CrossRef]

5. Monsurrò, P.; Trifiletti, A.; Angrisani, L.; D’Arco, M. Two novel architectures for 4-channel
mixing/filtering/processing digitizers. Measurement 2019, 142, 138–147. [CrossRef]

6. Chen, Y.; Mak, P.-I.; Wang, Y.; Zhang, L.; Qian, H. 0.013 mm2, kHz-to-GHz-bandwidth, third-order all-pole
lowpass filter with 0.52-to-1.11 pW/pole/Hz efficiency. Electron. Lett. 2013, 49, 1340–1342. [CrossRef]

7. Wambacq, P.; Giannini, V.; Scheir, K.; Van Thillo, W.; Rolain, Y. A fifth-order 880MHz/1.76GHz active lowpass
filter for 60GHz communications in 40nm digital CMOS. In Proceedings of the ESSCIRC 2010—36th European
Solid State Circuits Conference, Seville, Spain, 14–19 September 2010; pp. 350–353.

8. Wu, C.-D.; Hsieh, J.-Y.; Wu, C.-H.; Cheng, Y.-S.; Wu, C.-C.; Lu, S.-S. An 1.1 v 0.1–1.6 GHz tunable-bandwidth
elliptic filter with 6 dB linearity improvement by precise zero location control in 40 nm CMOS technology for
5G applications. In Proceedings of the 2017 IEEE International Symposium on Circuits and Systems (ISCAS),
Baltimore, MD, USA, 28–31 May 2017.

9. Salem, S.B.; Fakhfakh, M.; Masmoudi, D.S.; Loulou, M.; Loumeau, P.; Masmoudi, N. A high performances
CMOS CCII and high frequency applications. Analog. Integr. Circuits Signal Process. 2006, 49, 71–78.
[CrossRef]

10. Safari, L.; Barile, G.; Ferri, G.; Stornelli, V. High performance voltage output filter realizations using second
generation voltage conveyor. Int. J. RF Microw. Comput. Eng. 2018, 28, e21534. [CrossRef]

11. Lu, Y.; Krithivasan, R.; Kuo, W.-M.L.; Li, X.; Cressler, J.D.; Gustat, H.; Heinemann, B. A 70 MHz–4.1 GHz
5th-order elliptic gm-C low-pass filter in complementary SiGe technology. In Proceedings of the 2006
Bipolar/BiCMOS Circuits and Technology Meeting, Maastricht, The Netherlands, 8–10 October 2006.

71



Electronics 2020, 9, 563

12. Houfaf, F.; Egot, M.; Kaiser, A.; Cathelin, A.; Nauta, B. A 65nm CMOS 1-to-10GHz tunable continuous-time
low-pass filter for high-data-rate communications. In Proceedings of the 2012 IEEE International Solid-State
Circuits Conference, San Francisco, CA, USA, 19–23 February 2012; pp. 362–363.

13. Xiao, H.; Schaumann, R. Very-high-frequency lowpass filter based on a CMOS active inductor. In Proceedings
of the 2002 IEEE International Symposium on Circuits and Systems, Phoenix-Scottsdale, AZ, USA, 26–29
May 2002.

14. Centurelli, F.; Monsurrò, P.; Trifiletti, A. A 10 GHz inductorless active SiGe HBT lowpass filter. Int. J. RF
Microw. Comput. Eng. 2018, 28, e21567. [CrossRef]

15. Monsurrò, P.; Pennisi, S.; Scotti, G.; Trifiletti, A. Design strategy for biquad-based continuous-time low-pass
filters. In Proceedings of the 20th European Conference on Circuit Theory and Design, Linkoping, Sweden,
29 August 2011; pp. 385–388.

16. Monsurrò, P.; Pennisi, S.; Scotti, G.; Trifiletti, A. High-tuning-range CMOS band-pass IF filter based on a
low-Qcascaded biquad optimization technique. Int. J. Circuit Theory Appl. 2014, 43, 1615–1636. [CrossRef]

17. Chevalier, P.; Avenier, G.; Canderle, E.; Montagné, A.; Ribes, G.; Vu, V.T. Nanoscale SiGe BiCMOS technologies:
From 55 nm reality to 14 nm opportunities and challenges. In Proceedings of the 2015 IEEE Bipolar/BiCMOS
Circuits and Technology Meeting – BCTM, Boston, MA, USA, 26–28 October 2015.

18. Sabatino, N.; Minoia, G.; Roche, M.; Baldi, D.; Temporiti, E.; Mazzanti, A. A 5th Order gm-C Low-Pass
Filter with ±3% Cut-Off Frequency Accuracy and 220 MHz to 3.3 GHz Tuning-Range in 28nm LP CMOS. In
Proceedings of the IEEE European Solid State Circuits Conference, ESSCIRC 2014, Venice Lido, Italy, 22–26
September 2014; pp. 351–354.

19. Baranauskas, D.; Zelenin, D.; Bussmann, M.; Elahmadi, S.; Edwards, J.K.; Gill, C.A. A 1.6-3.2-GHz sixth-order
+13.1-dBm OIP3 linear phase gm-C filter for fiber-optic EDC receivers. IEEE Trans Microw Theory Tech. 2010,
58, 1314–1322. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

72



electronics

Article

Compact Ultra-Wideband Bandpass Filters Achieved
by Using a Stub-Loaded Stepped
Impedance Resonator

Min-Hang Weng 1, Fu-Zhong Zheng 2, Hong-Zheng Lai 2 and Shih-Kun Liu 2,3,*

1 School of Information Engineering, Putian University, Putian 351100, China; hcwweng@gmail.com
2 Institute of Photonics Engineering, National Kaohsiung University of Science and Technology,

Kaohsiung 80778, Taiwan; 1098319123@nkust.edu.tw (F.-Z.Z.); f107155102@nkust.edu.tw (H.-Z.L.)
3 Doctoral Degree Program in Biomedical Engineering, Kaohsiung Medical University,

Kaohsiung 80708, Taiwan
* Correspondence: skliu@nkust.edu.tw

Received: 3 January 2020; Accepted: 19 January 2020; Published: 22 January 2020

Abstract: In this paper, we develop a bandpass filter using a stub-loaded stepped impedance resonator
(SLSIR) and calculate the even and odd resonant modes of this type of resonator using the input
impedance/admittance analysis. In this study, two impedance ratios and two length ratios are
operated as the design parameters for controlling the resonant modes of the SLSIR. Several resonant
mode variation curves operating three resonant modes with different impedance ratios and two
length ratios are developed. By tuning the desired impedance ratios and length ratios of the SLSIRs,
compact ultra-wideband (UWB) bandpass filters (BPFs) can be achieved. Two examples of the UWB
BPFs are designed in this study. The first example is UWB filter with a wide stopband and the second
one is dual UWB BPF, namely, with UWB performance and a notch band. The first filter is designed
for a UWB response from 3.1 to 5.26 GHz having a stopband from 5.3 to 11 GHz, with an attenuation
level better than 18 dB. The second filter example is a dual UWB BPF with the frequency range
from 3.1 to 5 GHz and 6 to 10.1 GHz using two sets of the proposed SLSIR. The measured results
have insertion loss of less than 1 dB, and return loss greater than 10 dB. Furthermore, the coupling
structures and open stub of the SLSIR also provide several transmission zeros at the skirt of the
passbands for improving the passband selectivity.

Keywords: ultra-wideband; bandpass filter; stub-loaded; stepped impedance resonator

1. Introduction

The Federal Communication Commission (FCC) proposed ultra-wideband (UWB) to solve the
problem of data transmission. This frequency ranges from 3.1 to 10.1 GHz. Typically, the range of
operational frequency of ultra-wideband is divided into two sections: one section from 3.1 to 5 GHz,
the other is from 6 to 10.1 GHz. A notch band appears at 5 to 6 GHz in the UWB from 3.1 to 10.1 GHz
to avoid interfering with the signal of the popular wireless local area network (WLAN) [1].

A bandpass filter (BPF) is an essential part of the front end of wireless communications. Thus,
UWB BPF is increasingly popular and has been extensively developed [2–24]. In [2,3], dual-mode ring
resonators were used to obtain the UWB BPFs with controllable bandwidth adjusted by the feeding
position. In [4], a mode-excited resonator was used to develop a UWB BPF with an extremely broad
stopband. In [5], cross-shaped resonator was used for a UWB bandpass filter having a sharp skirt and
notched band. In [6,7], a UWB BPF with a wide stopband was proposed by using defected ground
structure (DGS). In [8,9], parallel coupled lines were developed to have wideband filter responses
with high selectivity. In [10], transmission lines implemented on metamaterial-inspired co-planar
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waveguide (CPW) balanced cells were utilized to obtain wideband performance. Moreover, in [11],
multiple-mode split-ring resonators in a rectangular waveguide cavity were realized to achieve a
wideband BPF design. However, most of above designs suffer from decreased design freedoms to tune
the bandwidth and band selectivity.

Recently, multiple-mode resonator (MMR) have become commonly used as basic building blocks
for wideband BPFs. Especially, stepped-impedance resonator (SIR) and stub-loaded resonator (SLR) are
two most-general MMRs. The standard SIR is symmetrical structure with non-continuous impedance
shaped like a dumbbell. SIR can adjust the harmonics by changing the length ratio and impedance ratio
to achieve multiband or wideband performance. In [12], asymmetric SIR was used to achieve a compact
UWB BPF having good band selectivity and wide stopband performance. In [13], an embedded SIR
was used to achieve wideband response with a notch band. SLR structures are typically categorized
into two types: open ended and short ended. In most SLR structures, the fundamental resonant
frequency is determined by the main resonator and the other higher frequencies can be determined
by adjusting the stub. The combination of the conventional resonator with the stub load able to have
more design freedoms. In [14–16], stub-loaded multiple-mode resonators were employed to obtain
UWB BPF with improved in-band performance. Moreover, in [17,18], stepped-impedance stub-loaded
resonator (SISLR) was presented to have more design parameters to control the wideband responses
such as bandwidth and selectivity. In [18,19], a quadruple mode ring resonator and penta-mode
resonator was presented to achieve sharp-rejection broadband BPF. In [20–24], various types of
stub-loaded resonators such as C-shaped and E-shaped resonators, and multi-layered substrate with
two stub-loaded resonators were developed to design UWB BPF with notched bands to have high
band selectivity. In previous studies, SIR combined with an open stub load was implemented to obtain
dual- [25] and tri-band BPFs [26]. However, the analysis of the SIR combined with an open stub load
was not described in detail.

In this paper, a stub-loaded stepped impedance resonator (SLSIR) is developed, as shown in
Figure 1. The developed SLSIR was constructed from a conventional two-step SIR added with an
open circuited stub at the symmetry line of the SIR. It is well known the SIR will shift the higher
order modes far away or near the fundamental mode as the impedance ratio becomes larger than
1 or less than 1 [27]. The input impedance/admittance analysis is employed to obtain the even and
odd resonant modes of this type of resonator in detail. For controlling the resonant modes of the
SLSIR, two impedance ratios and two length ratios can be used as the design parameters. By using
the impedance/admittance analysis, several variation curves with all possible resonant modes are
obtained. Two types of compact UWB BPFs are designed by applying only the SLSIR with tuning of
the desired impedance ratios and length ratios. In the first filter example, a UWB filter with a wide
stopband filter is designed. The first odd mode and even mode constitute a UWB response from 3 to
5.1 GHz, and the other modes are shifted to far away from the passband to form a wide stopband with
an attenuation better than −18 dB from 5.9 to 12 GHz. The passband edge has three transmission zeros,
making high attenuation and isolation. In the second filter example, a dual ultra-wideband BPF is
designed. The first odd mode and even mode in the proposed resonator constitute a passband of the
ultra-wideband. Therefore, the result of the passband can be expected. The passband edge of the filter
has five transmission zeros, also providing a good attenuation and isolation. This paper is organized
as follows: The introduction section describes the background, motivation and novelty of this study.
Several design methods of the UWB BPF are reviewed; the second section analyzes the SLSIR and
develops several resonant mode variation curves of SLSIR; the third section describes the design of
UWB filter with a wide stopband; the forth section describes the design of dual UWB filter (namely,
a UWB with a notch band). Two filter examples were fabricated, and the measured results are found to
be in good agreement with the simulated results. In conclusion, the benefits and new discovery of this
design are made and addressed.
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2. Analysis of the SLSIR

Figure 1 shows the structure of the SLSIR which first appeared in [10]. However, the structure
is only used to design a dual-band filter. The reported design is the simulated result without
accompanying theoretical analysis.

In this paper, theoretical analysis for the structure is orderly executed by the transmission line
theory. In Figure 1a, the Z1, Z2 and ZS denote the particular characteristic impedance of the stepped
impedance resonator and the open stub, and θ1, θ2 and θS represent the electronic length of the stepped
impedance resonator and the open stub, respectively.

 
(a) 

-  
(b) 

Figure 1. (a) The structure and (b) the equivalent block of the proposed stub-loaded stepped
impedance resonator.

The structure of the SLSIR is mirror symmetry, and it has six variables to be controlled. Figure 1b
is the equivalent block of the SLSIR. The input admittance (Yin) can be calculated by transmission line
theory as the following [28]:

Yin =
1

Z2

Z1(K1 − tanθ1 tanθ2) + jZL(K1 tanθ1 + tanθ2)

ZL(1−K1 tanθ1 tanθ2) + jZ1(tanθ1 + K1 tanθ2)
(1)

where ZL =
jZ1K2(tanθ1 tanθ2−K1)

K2(tanθ2+K1 tanθ1)−tanθs(tanθ1 tanθ2−K1)
; K1 = Z2

Z1
; K2 =

ZS
Z1

K1 and K2 are two defined impedance ratios, regarding to the SIR and stub, respectively.
The resonant modes of the formula are derived by setting Yin equal to zero, as following [29]:

(K1 − tanθ1 tanθ2) = 0 (2)

and
[2K2(K1 tanθ1 + tanθ2) + tanθs(K1 − tanθ1 tanθ2)] = 0 (3)

It is shown Equations (2) and (3) are related to the odd- and even-mode resonances of the SLSIR,
respectively. Since there are three electronic lengths θ1, θ2 and θS in the formula, two other length
ratios can be defined to gain more design freedom. The first length ratio (R1) of the SIR is defined
as R1 = 2θ2/2(θ1+θ2) = 2θ2/θT and the second length ratio (R2) of the stub with SIR is defined as R2

= 2θS/θT, where θT is the total length of the SIR section defined as 2(θ1+θ2), and θs is the length
of the stub. Thus, R1 and R2 can also be varied to tune the higher order resonant modes in a wide
frequency range. Thus, by setting the length ratio (R1) and the length ratio (R2) into Equations (2)
and (3), resonant modes of the proposed can be controlled by four varied parameters, (K1 and K2) and
(R1 and R2).
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Figure 2 shows the length ratio R1 with resonant electric length θT using MATLAB at various
length ratios, R2 = 0.1, 0.3, 0.5, 0.7 and 0.9. Zs is set to be equal to Z1, i.e., K2 = 1 to reduce the
plot complexity.

(a) 

(b) 

(c) 

(d) 

Figure 2. Length ratio R1 with resonant electric length θT using the MATLAB tool at various length
ratios, R2 = 0.1, 0.3, 0.5, 0.7 and 0.9 based on (a) K1 = 0.25 and K2 = 1, (b) K1 = 0.5 and K2 = 1, (c) K1 = 2
and K2 = 1 and (d) K1 = 4 and K2 = 1.
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As shown in Figure 2, multi-resonant modes are varied as four parameters. It is clearly found that
the length ratio R2 would not affect the resonances of the odd modes since the stub is ignored under
the odd mode excitation; and the length ratio R2 affects the resonances of the even mode obviously.
The fundamental odd mode shifts to lower frequency for K1 < 1 (shown in Figure 2a,b) and to higher
frequency for K1 > 1 (shown in Figure 2c,d), as similar to the conventional SIR. Especially, in the
condition of K1 > 1, at the lowest resonant frequency the even and odd modes of the proposed SLSIR join
together, indicating different behavior from the resonant modes of the typical SIR. Therefore, by using
these resonant curves, the structure can be designed for the different filters, for example dual-band
BPF, tri-band BPF, UWB BPF and wide stopband BPF, by controlling the multi-resonant modes.

In this study, two types of UWB BPFs are designed by applying the SLSIR by tuning the desired
impedance ratios and length ratios.

3. UWB BPF with Wide Stopband

In the first example, a UWB BPF with a wide stopband filter is presented. Figure 3 shows
the structure of the designed filter. It mainly comprises a SLSIR with input/output coupled lines.
The required passband of this BPF is set from 3.1 to 5.2 GHz, where the stopband is designed from 5
to >10 GHz.

Figure 3. Structure of the ultra-wideband bandpass filter with a wide stopband.

3.1. Design Procedure

For achieving the required specification, the first odd mode and even mode are selected to
constitute a UWB response from 3 to 5.2 GHz, and the other modes shall be shifted to far away from
the passband to form a wide stopband. In this study, K1 = 0.25 and K2 = 1, as the mapping in Figure 2a
is used. In this design, the first even mode (fe1) and odd mode (fo1), as shown in spot A and spot B in
Figure 2a respectively, are set to form the UWB response. The desired resonant frequencies of the SLSIR
are set as: fo1 = 3.1 GHz and fe1 = 4.8 GHz. For a wide stopband, fo2 is set to be greater than 10 GHz, as
shown in spot C in Figure 2a. Namely, the passband frequency ratios fe1/ fo1 is 1.55 and fo2/ fo1 greater
than 3.2 is required. There would be many solutions to satisfy the required conditions, thus many
groups (R1, R1) can be selected in various groups (K1, K2). As mapping in Figure 2a, the corresponding
length ratio R1 is found to be 0.7 and length ratio R2 is found to slightly more than 0.9, where the
passband frequency ratios of fe1/ fo1= 1.58 and fo2/ fo1 is greater than 4.64.

Both of the high impedance Z1 and ZS are set to be 152 Ω, and thus the low impedance Z2 is set to
be 38 Ω. According to Figure 2a, the electrical length θ1, θ2, and θS are decided as 22◦, 50◦, and 113◦,
respectively. Thus, the structure parameters of the SLSIR are obtained as: L1 = 3.35 mm, L2 = 7.1 mm,
Ls = 13.7 mm, W1 = 3.38 mm, W2 = 0.2 mm, Ws = 0.2 mm. In order to miniaturize the filter size, the
proposed SLSIR is folded and the input coupled line and output coupled line with high impedance
are inserted into the SLSIR, as shown in Figure 3, to have an enough coupling. Therefore, the first
even modes (fe1) and odd modes (fo1) can be coupled together to form the UWB. Figure 4 displays
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the simulated results of the UWB filter with a wide stopband using a full wave electromagnetic (EM)
simulation [30]. When setting G1 = 0.2 mm, G2 = 0.15 mm and G3 = 0.15 mm, the simulated insertion
loss |S21| and return loss |S11| are around 0.56 dB and 14.9 dB respectively. Further, the 3-dB fractional
bandwidth (FBW) is about 53.0%, and the wide stopband is from 5.9 to 11 GHz with an attenuation
larger than −18 dB.

The proposed filter has the advantage of the appearance of the transmission zeros, which are
produced by the open stub (Ls) and the coupling length (Lc) of the I/O lines. The length of the open
stub is represented as Ls, and the length of the coupling surface is represented as Lc. The transmission
zeros of the filter generated by the Ls is expressed as [29]

fZ = (2n− 1) f0
λg

4× Ls
(n = 1, 2, 3, · · · ) (4)

The transmission zeros of the filter generated by the Lc is expressed as [29]

fZ = (n− 1) f0
λg

4× Lc
(n = 1, 2, 3, · · · ) (5)

where f 0 is the center frequency and λg is the guided wavelength corresponding to the center frequency.
With Ls = 13.7 mm and Lc = 11.9 mm, the expected transmission zeros are calculated to be 2.48 GHz
(TZ1) by using Equation (4), and the transmission zeros are determined to be 2.90 GHz (TZ2) and
5.95 GHz by (TZ3) using Equation (5). The passband edge has three transmission zeros, making a good
band selectivity, as shown in Figure 4.

Figure 4. Simulated results of the UWB filter with a wide stopband using EM simulation. L1 = 3.35 mm,
L2 = 7.1 mm, Ls = 13.7 mm, Lc = 11.9 mm, W1 = 3.38 mm, W2 = 0.2 mm, Ws = 0.2 mm, G1 = 0.2 mm,
G2 = 0.15 mm, G3 = 0.15 mm.

3.2. Measured Results

The designed filter is realized on 0.787 mm thick substrate (RT/Duroid 5880) having a dielectric
constant and a loss tangent of 2.2 and 0.0009, respectively. The filter is optimized using a full wave
EM simulation [30] and the dimension parameters are: L1 = 3.35 mm, L2 = 7.1 mm, Ls = 13.7 mm,
W1 = 3.38 mm, W2 = 0.2 mm, Ws = 0.2 mm, G1 = 0.2 mm, G2 = 0.15 mm, G3 = 0.15 mm.

Figure 5a shows a photograph of the fabricated BPF. The overall size of this BPF is about
10 mm × 20 mm, around 0.15 λg × 0.25 λg, where λg is the guided wavelength at the center frequency.
Figure 5b displays the simulated and measured results of the designed UWB BPF with a wide
stopband. For the measurement, an HP 8510C network analyzer was used after first being calibrated.
The measured results have average insertion loss |S21| of 0.94 dB, average return loss |S11| of 16.2 dB
and 3-dB fractional bandwidth (FBW) = 52.7%. The transmission zeros appeared near the passband at
2.5 GHz (TZ1), 2.95 GHz (TZ2) and 6.1 GHz (TZ3), thus having a high isolation. The measured group
delay has a small varying range from 0.2 ns to 0.4 ns. Although the simulated results and the measured
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results have a slight mismatch in the high frequency region, this is typically caused due to the material
limitation of the substrate. The filter has a simple structure and good filter features, thus it has a good
potential to be applied in UWB applications.

 
(a) 

 
(b) 

Figure 5. (a) Photograph and (b) simulated and measured results of the BPF with a wide stopband.
L1 = 3.35 mm, L2 = 7.1 mm, Ls = 13.7 mm, W1 = 3.38 mm, W2 = 0.2 mm, Ws = 0.2 mm, G1 = 0.2 mm,
G2 = 0.15 mm, G3 = 0.15 mm.

4. Design of Dual UWB Bandpass Filter

In the second design example, a dual ultra-wideband BPF is presented. Figure 6 shows the
configuration of the dual UWB BPF. This filter combines two UWB BPFs based on the above work
of section III. The upper SLSIR is used to form the first UWB BPF with 3.1 to 5 GHz and the lower
SLSIR is used to form the second UWB BPF with 6 to 10.2 GHz. Before combining the first UWB BPF
and the second UWB BPF, they are designed independently to match the requirements of the first
and second UWB responses. As addressed above, in the used SLSIR, the first odd mode and first
even mode constitute together a passband of the ultra-wideband. The passband edge of filter has five
transmission zeros, also providing a good attenuation and isolation. Moreover, the designed dual
UWB BPF can be seen as a UWB BPF with a notch band.
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Figure 6. Configuration of the dual UWB BPF.

4.1. Design Procedure

The first UWB response is set from 3.1 to 5 GHz with a stopband from 5.5 to >11 GHz, as in
Section 3. The designed UWB BPF with a wide stopband is optimized using the EM simulation [30]
and the dimension parameters are shown in Figure 4. The simulated results have a wide stopband
with an attenuation is larger than 20 dB from 5.9 to 12 GHz, as shown in Figure 4. Therefore, the second
UWB response can be designed in the wide stopband region of the first UWB response.

The second UWB response is thus set from 6 to 10.1 GHz. Using the same structure as shown
in Figure 4, the desired resonant frequencies of the SLSIR are set as: fo1 = 6 GHz and fe1 = 9.3 GHz.
Namely, the passband frequency ratio fe1/ fo1 is 1.55. Similarly, there are many ways to match the
requirements. To simplify the design, the groups (K1, K2) can be determined at the same values for the
first UWB response and the second UWB response. In this study, K1 = 0.25 and K2 = 1, as mapped
in Figure 2a, are used and then the corresponding length ratio R1 is found to be 0.7 and length ratio
R2 is found to slightly more than 0.9, where the passband frequency ratios of fe1/ fo1= 1.58 and fo2/ fo1
greater than 4.64. The transmission zeros are calculated to be 5.2 GHz (TZ3) by using (3a), and the
transmission zeros are determined to be 6.1 GHz (TZ5) and 12.2 GHz (TZ6) by using (3b).

The second UWB BPF is designed and optimized using a full wave EM simulation [30] and the
dimension parameters are: L1’ = 1.85 mm, L2’ = 3.1 mm, Ls’ = 6.95 mm, Lc’ = 5.92 mm, W1’ = 3.43 mm,
W2’ = 0.2 mm, Ws’ = 0.2 mm, G1’ = 0.2 mm, G2’ = 0.15 mm, G3’ = 0.15 mm. Figure 7 displays the
simulated results which have insertion loss |S21| of 0.67 dB return loss |S11| of 13.81 dB and 3-dB
fractional bandwidth (FBW) = 53%. Three transmission zeros are also appeared near the passband to
have a high band selectivity.
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Figure 7. Simulated results of the second UWB BPF using EM simulation. For the second UWB BPF,
L1’ = 1.85 mm, L2’ = 3.1 mm, Ls’ = 6.95 mm, Lc’ = 5.92 mm, W1’ = 3.43 mm, W2’ = 0.2 mm, Ws’ = 0.2 mm,
G1’ = 0.2 mm, G2’ = 0.15 mm, G3’ = 0.15 mm.

4.2. Measured Results

After designing the first UWB response and the second UWB response independently, they
were combined together as shown in Figure 6, and the simulated results shown in Figure 8b include
the individual response of the lower UWB shown in Figure 4 and higher UWB shown in Figure 7.
The filter is also realized on the same commercial substrate (RT/Duroid 5880). Figure 8a displays the
photograph of the fabricated BPF. The filter has length of 0.15 λg and width of 0.40 λg, where λg is the
guided wavelength at the first center frequency. The filter is fabricated and measured by an HP8510C
Network Analyzer. Figure 8b displays simulated and measured results of the UWB BPF of the first
UWB response from 3.1 to 5 GHz and second UWB response from 6 to 10.1 GHz. The measured
results have average insertion loss |S21| of 1.3 dB, average return loss |S11| of 10 dB and 3-dB fractional
bandwidth (FBW) = 52.1%, for the first UWB response; and average insertion loss |S21| of 1.15 dB,
average return loss |S11| of 15 dB and 3-dB fractional bandwidth (FBW) = 55.7%, for the second UWB
response. The transmission zeros appeared close the passband at 2.5 GHz (TZ1), 2.95 GHz (TZ2),
5.3 GHz (TZ4), 6.2 GHz (TZ3, TZ5) and 11.3 GHz (TZ6) to have a high band selectivity. The transmission
zeros (TZ3, TZ5) are located at the same frequency and then overlapped. Measured group delays show
an acceptable value varying from 0.2 ns to 1 ns. The proposed dual UWB BPF also has simple structure
and good filter features, showing a good potential to be applied in UWB applications.

 
(a) (b) 

Figure 8. (a) Photograph and (b) simulated and measured results of the UWB BPF and group delay
of the first UWB response from 3.1 to 5 GHz and second UWB response from 6 to 10.1 GHz. For the
first UWB BPF, L1 = 3.35 mm, L2 = 7.1 mm, Ls = 13.7 mm, W1 = 3.38 mm, W2 = 0.2 mm, Ws = 0.2 mm,
G1 = 0.2 mm, G2 = 0.15 mm, G3 = 0.15 mm. For the second UWB BPF, L1’ = 1.85 mm, L2’ = 3.1 mm,
Ls’= 6.95 mm, W1’= 3.43 mm, W2’= 0.2 mm, Ws’= 0.2 mm, G1’= 0.2 mm, G2’= 0.15 mm, G3’= 0.15 mm.

81



Electronics 2020, 9, 209

Table 1 shows comparison of filter performances of the designed prototype with the previous
published works, using parallel-coupled lines [10], asymmetric SIR [12], embedded open stubs [15],
three pairs of coupled line sections with open-circuited stubs [23] and multi-layered substrate with
two stub-loaded resonators [24]. This work has more transmission zeros and thus higher band
selectivity than the conventional designs. Further, the fabricated dual-UWB BPF can be very compact.
The measured results closely match the simulated results.

Table 1. Comparison of filter performances from this work with the previous published designs.

Ref. [8] Ref. [9] Ref. [12] Ref. [15] Ref. [23] Ref. [24]
This

Work 1
This

Work 2

Center frequency
(GHz) 3.97 4/

8 4 6.5 1 2.3 4.2 4.05/
8.05

|S11| (dB) 15 10/12 15 17 15 13 16.5 8/12

|S21| (dB) 0.8 1.3/2.4 0.5 0.5 1.0 0.35 0.94 1.3/1.1

3-dB FBW (%) 45.3 42/58 62.5 113 123 80 52.7 52/55

Circuit size
(λg × λg) 0.66 × 0.43 0.70 × 0.28 1.12 × 0.1 0.4 × 0.06 0.1 7× 0.14 0.53 × 0.43 0.15 × 0.25 0.15 × 0.4

Number of
notched bands 0 1 0 1 0 2 0 1

Numbers of
transmission zeros 2 2 3 0 1 1 3 5

5. Conclusions

This paper reported a stub-loaded stepped impedance resonator (SLSIR) and analyzed the even and
odd resonant modes of this resonator using the input impedance/admittance analysis. For controlling
the resonant modes of the SLSIR, two impedance ratios and two length ratios can be used as the design
parameters. Several resonant mode variation curves were developed. Using resonant mode variation
curves, resonant modes of the SLSIR can be tuned by the desired impedance ratios and length ratios to
form different filtering types. In this paper, two types of the UWB BPFs were presented: a UWB filter
with a wide stopband and a dual UWB filter (namely, a UWB with a notch band). The first odd mode
and first even mode are selected to constitute an ultra-wideband, and the other odd mode and even
mode are moved to higher frequencies. Moreover, since the input and output ports are set into the
folded SLSIR, several transmission zeros are generated for the type of the resonator. The transmission
zeros are generated for the coupling length between the coupled line with the resonator, and generated
by the open stub. The transmission zeros are generated, improving the band selectivity of the designed
filter using the SLSIR. The slight error of the band response is generated due to the substrate error.
The simulation and measurement of the two designed cases are almost consistent, thus verifying the
proposed design concepts.
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Abstract: In this paper, we present a simple method to design a miniaturized wideband bandpass
filter with suppression of the third harmonic, using only two quarter-wavelength stepped-impedance
resonators (SIRs). The resonant modes of the quarter-wavelength SIR, depending on the impedance
ratio (K) and electrical length ratio (α), are discussed first. As to setting the resonant frequency of the
SIR for the lower band edge of the required band, the size parameters of two quarter-wavelength
SIRs can be determined by selecting the desired impedance ratio (K) and length ratio (α). By using
the opposite directional arrangement of two SIRs with direct taped input/output ports, the wideband
response can be formed. A filter example is shown in this study to address this simple design
procedure. The measured results of the fabricated filter have a wide passband response from 3.3 to
5.8 GHz, with an insertion loss of 1.5 dB, a return loss of 20 dB, an extended bandwidth ration of 55%,
a low-average group delay of less than 0.75 ns, and a stopband from 6 to 12 GHz, with an attenuation
level of 20 dB. Due to the similar 0◦ feeding, a transmission zero at 8.3 GHz appears near the band
edge; thus, improving the band selectivity. The proposed filter can have a very simple structure and a
miniature size. Simulated results and measured results are in good agreement.

Keywords: wideband; bandpass filter; quarter wavelength; stepped-impedance resonator (SIR)

1. Introduction

In the last 20 years, communications systems have developed rapidly. The bandpass filter (BPF)
used in the radio-frequency (RF) front end is an important device for selecting the desired signals for the
use of the communications system [1]. Typically, the requirements of the filter comprise low passband
loss, sharp band selectivity, spurious suppression, a compact size, and a low cost. The wideband
system has been rapidly expanding ever since in 2002 the U.S. Federal Communications Commission
(FCC) approved the unlicensed applications of ultra-wideband (UWB) with frequency ranging from
3.1 to 10.6 GHz for several uses, such as hand-held and indoor systems [2]. The direct sequence
ultra-wideband (DS-UWB) specifications for wireless personal area networks (WPANs) is further
divided into a low band of 3.1–5.1 GHz and a high band of 6.2–9.7 GHz, to avoid the frequent use of
IEEE 802.11a wireless local area networks (WLANs) at 5–6 GH. As one of the important component
blocks, some wideband BPFs were developed to obtain the desired fractional bandwidth (FBW) [3–15].

In Chang’s work [3], a wide BPF adopted a combination of serial and shunt microstrip units to
have an FBW of 54%. However, the drawbacks of this filter are the large size and complex structure.
In Hung’s work [4], a wideband filter using parallel coupled lines was reported to obtain an FBW of
80%, with a complex image impedance design method. Various types of multiple-mode resonators
(MMRs) were used to obtain the wideband filter. In Zhu’s work [5,6], the resonant modes of the MMR
were analyzed first, and then controlled to be coupled together to obtain the desired bandwidth. In
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Killamsetty’s work [7], a short-circuited loaded triangular stub resonator was used to obtain a wideband
BPF, but the structure was still complex. In Wang’s work [8] and Ye’s work [9], ultra-wideband (UWB)
BPFs were designed by semi-lumped or hybrid microstrip/coplanar waveguide (CPW) structures.
In Chang’s work [10], a stepped-impedance resonator (SIR) was developed to realize a wideband
response, which showed a high band selectivity. In Choudhary’s work [11], split circular rings and
a rectangular stub were used to design a via-less metamaterial wideband BPF, but the bandwidth
was insufficiently large. In Ji‘s work [12], a multilayer structure was used to achieve a wideband BPF.
In Li’s work [13], series and shunt resonators were coupled together to directly realize a wideband
BPF. In Li’s work [14], a single wavelength ring SIR was used to implement a wide-frequency band.
In Gao’s work [15], a combination of open/shorted stubs was used to obtain a wideband response
with an improved upper-stopband. In Hameed’s work [16], multiple-mode split-ring resonators in a
waveguide cavity were designed to obtain a wideband BPF. However, the above design procedure and
the device structure are complex.

In this study, a simple method is reported to design a wideband BPF with an FBW greater than
50%, and with suppression of the third harmonic. Only two quarter-wavelength SIRs are needed
in this design. The design concept and procedure are described in this study. The designed filter
can simultaneously have a simple structure and miniature size. To prove the design concept, a filter
example is presented. The measured results of the fabricated filter match with the simulated results,
showing that the filter can be suitable for a practical RF system.

2. Design Procedure

Figure 1 displays the structure of the proposed wide BPF. The basic element of the filter is two
microstrip quarter-wavelength SIRs. (L1, L2) and (W1, W2) are the physical lengths and widths of the
high impedance section and low impedance section of SIR 1, respectively. (L3, L4) and (W3, W4) are
the physical lengths and widths of the high impedance section and low impedance section of SIR 2,
respectively. Gap (g) is the spacing between SIR 1 and SIR 2. Expression (p) is the physical length from
the input/output ports to the short ends of SIR 1 and SIR 2. For this design, a low-cost FR4 substrate is
used, having a dielectric constant (εr) of 4.4, a loss tangent (tanδ) of 0.02, and a thickness of 1.6 mm.

Figure 1. The layout of the proposed wideband bandpass filter (BPF).

Analysis of Quarter-Wavelength Stepped-Impedance Resonator

Figure 2a displays the construction of the quarter-wavelength SIR. The SIR is formed by an
impedance unit (Z1) with an electrical length (θ1), and an impedance unit (Z2) with an electrical length
(θ2). The impedance ratio of this quarter-wavelength SIR is defined as K = Z2/Z1 and the electrical
length ratio is defined as α = θ2/(θ1+θ2) = θ2/θt. The characteristics of the conventional SIR are able to
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control the higher-order resonance modes, closer or far away, efficiently, with a different impedance
ratio (K) and electrical length ratio (α). The input impedance (Zin) of the quarter-wavelength SIR is
derived as [17]:

Zi = jZ2
Z1 tanθ1 + Z2 tanθ2

Z2 −Z1 tanθ1 tanθ2
. (1)

The resonant condition can be obtained when Yin = 0 as follows [1]:

tanθ1 tanθ2 = K (2)

To reduce the design parameters, θ1 and θ2 are derived by α and θt as follows:

θ1 = (1− α) · θt (3)

θ2 = α · θt (4)

Thus, the resonant condition controlled by the impedance ratio (K) and the electric length ratio (α)
is expressed as:

K = tan[(1− α) · θt] · tan(α · θt). (5)

Figure 2b illustrates the resonant condition curve of the quarter-wavelength SIR. As shown in
Figure 2b, the total electrical length becomes shorter and longer when the impedance ratio (K) is
smaller and larger than 1, respectively. In other words, for the same resonator size, the frequency of
the quarter-wavelength resonator shifts lower and higher when the impedance ratio (K) is smaller and
larger than 1, respectively [17].

Figure 3 illustrates (a) the structure of the quarter-wavelength SIR with a special case of K
= 1 and (b) the simulated frequency responses with different feeding positions of the input and
output ports. For the special case of K = 1, the quarter-wavelength SIR is seen as the conventional
quarter-wavelength uniform impedance resonator (UIR). Based on the coupled line theory, the
conventional quarter-wavelength UIR with opposite directions would have a passband response.
The bandwidth of the passband can be controlled by the impedance and gap of the coupled lines,
namely the even mode impedance Zeven and odd mode impedance Zodd of the coupled lines [18].
Moreover, there are many harmonics that appeared in the higher frequency. The frequency of the first
harmonic is 3 times the fundamental mode, as shown in Figure 2c. Moreover, it is known that no
matter what value α is, the fundamental resonant mode is kept and resonant, as (θ1+θ2) = θt is equal
to the quarter-wavelength, as shown in Figure 2b.

It is known that the feeding positions (t) of the input and output (I/O) ports on the resonators
affect the filter performances. Figure 3b shows the simulated filter responses of the quarter-wavelength
UIR with different feeding positions (t) of the input and output (I/O) ports, where t is the physical
length from the center of the quarter-wavelength UIR to the short end. The simulation was done by
using the full-wave electro-magnetic simulator IE3D [19]. In this simulation, L1+L2 and L3+L4 were
both selected and kept as 11 mm to be the quarter-wavelength at 4 GHz. The impedance of the UIR
was 100 Ω and the gap (g) was 2 mm. It was clearly found that as the feeding positions of the I/O
ports are separated away, there were two modes that existed in the resonator. As shown in Figure 3b,c,
when t is increased from 0 mm to 1 mm, a wideband response is formed and two separated modes
appear. However, as t is further increased from 1 mm to 4 mm, the band response is degraded since
the modes are separated and not coupled together. The first resonant mode at lower frequency is
the fundamental mode of the quarter-wavelength UIR. Since the open stub can also be seen as the
quarter-wavelength resonator, the other mode at higher frequency is resonant at the length from the I/O
ports to the open end (t + L2 (L4)). Namely, the frequency of the other mode can be roughly estimated
by seeing that the length (t + L2 (L4)) is a quarter-wavelength. Therefore, by carefully selecting the
feeding positions of the I/O ports, the desired passband response can be formed. At t = 1 mm, the
bandwidth of the passband is from 4 to 6.2 GHz, namely, the FBW is 43%. However, it is also known
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that the next harmonic also appeared at around 12 GHz, which is 3 times the fundamental frequency
of the quarter-wavelength resonator.

(a) 

(b) 

(c) 

Figure 2. (a) The construction and (b) resonant condition curve (c) f3/f1 of the quarter-wavelength
stepped-impedance resonator (SIR).
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(a) 

(b) 

(c) 

Figure 3. (a) the structure of the quarter-wavelength SIR with special case of K = 1 and (b) the simulated
frequency responses with different feeding positions (c) of the input and output ports.
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Figure 4 shows the current distribution of the quarter-wavelength UIR at 3.2, 3.6, 5.2, and 5.6 GHz.
In this simulation, t was 1 mm, and a wideband response with an FBW of 43% was obtained, as
shown in Figure 3c. Typically, the current distribution of the filter at the resonant frequency is used to
show the locations of the maximum and minimum electromagnetic energy, namely, to know where
resonance occurs in the structure. This resonant mode can be then excited by providing the suitable
input and output terminals in the resonant excitation location. The resonant mode can be suppressed
if a dispersing device is used in the resonant excitation location to avoid the resonant mode. As shown
in Figure 4, the resonant energy at lower frequency (see 3.2 GHz and 3.6 GHz) is distributed over the
UIR, and the resonant energy at higher frequency (see 5.2 GHz and 5.6 GHz) is distributed mostly on
the area from the I/O ports to the open end (t+ L2 (L4)).

Figure 4. Current distribution of the quarter-wavelength uniform impedance resonator (UIR) at 3.2,
3.6, 5.2, and 5.6 GHz.

Based on the above discussion, in this study, to further extend the bandwidth of the wideband
filter, the quarter-wavelength UIR (K = 1) was replaced with the quarter-wavelength SIR. The filter
example is designed around 4.2 GHz. The resonant frequencies of the quarter-wavelength SIR were
selected, first based on Figure 2b,c, and then on a wide bandpass response that can easily be achieved
by coupling the resonant modes with a careful arrangement of the I/O ports. As mapping spot A and
spot B in Figure 2b for SIR 1 and SIR 2, respectively, (K = 0.8, α = 0.5) and (K = 0.6, α = 0.5) were selected
in this design for miniaturizing the filter size and providing two lower resonant modes at 3.9 GHz
and 3.5 GHz, respectively. Therefore, for the quarter-wavelength SIR 1, the physical width and length
are 0.35 mm (W1) and 5 mm (L1), and 1.1 mm (W2) and 5 mm (L2) for the high impedance section
(Z1 = 100 Ω), and the low impedance section (Z2 = 60 Ω), respectively. For the quarter-wavelength SIR
2, the physical width and length are 0.35 mm (W3) and 5 mm (L3), and 0.6 mm (W4) and 5 mm (L4)
for the high impedance section (Z1 = 100 Ω) and the low impedance section (Z2 = 80 Ω), respectively.
The reason for using two different SIRs is to extend the bandwidth of the designed filter. Moreover, as
shown in Figure 2c, the frequency of the third harmonic mode (f3) over the frequency of fundamental
mode (f1), namely f3/f1, is moved to higher values of 3.3 and 3.7 for SIR 1 and SIR 2, as mapping the spot
A and spot B in Figure 2c, respectively. Thus, the third harmonics of this filter are suppressed, since the
two third harmonics of the two different SIRs (SIR1 and SIR2) are different, and cannot be coupled.

After determining the two quarter-wavelength SIRs, the input/output (I/O) ports were directly
taped onto the quarter-wavelength SIRs. To achieve good external quality, and a transmission zero,
a similar 0◦ feed structure of the I/O ports was directly taped to the two quarter-wavelength SIRs
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at p = 3 mm [1]. As discussed above, in this wide passband, other higher resonant modes are also
excited. When p = 3 mm, the two quarter-wavelength SIRs have total physical lengths of 7 mm from
the feeding position of the I/O ports to the open ends, and would provide two other modes at 5.1 GHz
and 5.6 GHz, respectively, as also mapping into Figure 2b.

Figure 5 shows the simulated filter responses when varying the coupling gap (g) between two
quarter-wavelength SIRs. It was found that as the g value decreases from 0.5 to 0.05 mm, the passband
became wider and the insertion loss became lower. Because the minimum carving size of the carving
machine is 0.15 mm, the coupling gap, g = 0.15 mm, was used to obtain the maximum passband with
a low insertion loss of 1.2 dB, a return loss of 20 dB, and a 3 dB FBW of 55% (from 3.3 to 5.8 GHz).
Moreover, by taking advantage of the direct 0◦ feed structure of the I/O ports, a transmission zero at
8.3 GHz was generated near the passband edge in the filter response [20]. In addition, it was clearly
observed that the third harmonic of the quarter-wavelength UIR near 12 GHz was suppressed; thus, a
stopband with an attenuation of 15 dB from 7.0 to 12 GHz was obtained.

Figure 5. Filter responses when varying the coupling gap (g) between two quarter-wavelength SIRs.

Figure 6 further shows the current distribution of the proposed wideband filter at the frequencies
of 3.5, 4.0, 5.5, and 6 GHz. As shown in Figure 6, the resonant energy at lower frequency (see 3.5 GHz
and 4.0 GHz) is distributed over the SIR, and the resonant energy at higher frequency (see 5.5 GHz
and 6.0 GHz) is distributed mostly on the areas from the I/O ports to the open end, thus verifying the
design concept.

Figure 6. Current distribution of the proposed wideband filter at lower and higher frequencies.
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With this simple method and design concept, the resonant frequencies of the quarter- wavelength
SIR are selected first, and then a wide bandpass response can be easily achieved by coupling the
resonant modes with a careful arrangement of the I/O ports.

3. Experimental Results

The filter sample was fabricated using conventional printing circuit board technology. Figure 7a
shows a photograph of the fabricated sample. The whole size of the fabricated filter is 12 mm X 4
mm, i.e., approximately 0.3 λg by 0.1 λg, where λg is the guided wavelength at the center frequency.
Measurement was processed by an HP8722ES network analyzer. Before measurement, two coaxial
cables of the network analyzer, which were connected to the I/O ports of the fabricated filter sample,
were carefully calibrated by using short-open-load-through calibration. Steps were carefully processed
to make sure that the S21 was close to zero when the two coaxial cables were connected to the
load-through device. The measured results shown in Figure 7b exhibit a center frequency of 4.2 GHz
with a low insertion loss of 1.2 dB over the passband, a return loss greater than 15 dB, a 3 dB FBW of
55% (from 3.3 to 5.8 GHz), and a stopband with an attenuation of 15 dB, from 7.5 to 12 GHz. Moreover,
the transmission zero at 8.3 GHz was clearly obtained because of the use of a 0◦ feeding structure [20];
thus, a good band selectivity was also achieved. The group delay was obtained by taking the derivative
of the phase. Figure 7c shows that the average calculated group delay of the fabricated filter is less than
0.75 ns over the whole passband. As compared to other works with a group delay, this group delay of
this design is acceptable. The simulated results and the measured results are mostly in agreement, with
a slight mismatch in the high band edge of the passband. This mismatch may have been due to the fact
that the electromagnetic phenomenon of the solder at the short-circuited end was not well-considered,
or the amount of solder at the short-circuited end was not appropriate.

 

(a) 

(b) 

(c) 
Figure 7. (a) A photograph of the fabricated sample, (b) measured filter responses, and (c) the calculated
group delay of the fabricated filter.
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Table 1 compares this design to some reported works. The designed filter shows acceptable filter
performance when compared to other filters. In addition, this design shows a simple configuration
and a miniaturized size. The filter example is designed at 4.2 GHz with a 3 dB fractional bandwidth of
55%, which can meet the low band of 3.1–5.1 GHz of the DS-UWB specification with a slight tuning of
the passband. Moreover, the filter design procedure is flexible and can be designed at other frequency
ranges when using the desired substrate. Therefore, because of its simple topology, miniaturized and
compact size, and good performance, the designed filter is very useful for modern wideband wireless
communication systems.

Table 1. Comparison of filter performances of the proposed filter with the previous published works.

Ref. [11] Ref. [12] Ref. [13] Ref. [14] Ref. [15] This Work

Center frequency (GHz) 2.3 3 2 2.3 1 4.2

|S11| (dB) 13 11.7 20 >13 15 15
|S21| (dB) 0.35 2.1 0.57 0.35 1 1.2

3 dB FBW (%) 80 107 100 80 123 55
Circuit Size (λg × λg) 0.12 × 0.22 0.89 × 0.46 No description 0.53 × 0.43 0.17 × 0.14 0.3 × 0.1

Wide stopband No No Yes No Yes Yes

Defected ground No Yes No No No No

4. Conclusions

This paper presented a simple method to design a miniaturized wideband bandpass filter with
suppression of the third harmonic. The filter is formed by simply using only two quarter-wavelength
stepped-impedance resonators (SIRs). For the wideband design, the resonant modes of the two
quarter-wavelength SIRs are chosen first by selecting the impedance ratio (K), and length ratio (α), to
the lower band edge of the designed wideband. The I/O ports are then directly taped using a similar 0◦
feeding structure at the desired position of the two opposite direction quarter-wavelength SIRs. With a
suitable arrangement of the two SIRs, the wideband response can be formed. A designed filter with
a 3 dB fractional bandwidth of 55% was presented and fabricated in this study to verify the design
concept. The measured results have a center frequency of 4.2 GHz with a low insertion loss of 1.5 dB,
a return loss greater than 15 dB, and a stopband from 7.5 to 12 GHz with an attenuation of 15 dB.
A transmission zero appears at 8.3 GHz to obtain an acceptable band selectivity. The average group
delay is as low as it is around 0.1–0.75 ns. Moreover, the filter has a miniature size due to this simple
design topology. The simulated results and the measured results are in good agreement. Based on
this design concept, further works will be performed on the design of the dual wideband filter and
diplexer in a miniature size.
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Abstract: Microwave dielectric ceramics are employed in filters as electromagnetic wave propagation
media. Based on additive manufacturing (AM) techniques, microwave dielectric ceramic filters
with complex and precise structures can be fabricated to satisfy filtering requirements. Digital light
processing (DLP) is a promising AM technique that is capable of producing filters with high accuracy
and efficiency. In this paper, monolithic filters made from Al2O3 and TiO2, with a molar ratio of 9:1
(0.9 Al2O3-0.1 TiO2), were fabricated by DLP. The difference in the dielectric properties between the
as-sintered and post-annealed samples at different temperatures was studied. The experimental
results showed that when sintered at 1550 ◦C for 2 h and post annealed at 1000 ◦C for 5 h, 0.9 Al2O3-0.1
TiO2 exhibited excellent dielectric properties: εr = 12.4, Q × f = 111,000 GHz, τf = +1.2 ppm/◦C.
After comparing the measured results with the simulated ones in the passband from 6.5 to 9 GHz, it was
concluded that the insertion loss (IL) and return loss (RL) of the filter meet the design requirements.

Keywords: microwave dielectric ceramics; filter; additive manufacturing; digital light processing;
post annealing; dielectric properties

1. Introduction

In recent years, microwave dielectric ceramics have shown great advantages in the development
of miniaturization, weight reduction, and integration of filters [1]. Low dielectric constant microwave
dielectric ceramics have fast transmission and response speed, high temperature stability in working
environment, high signal transmission quality, low transmission loss, and good frequency selectivity.
Owing to these superior qualities, they are widely used in 5G wireless mobile communication, satellite
communication, and radar systems.

When the microwave dielectric ceramic is employed on equipment with high communication
quality, it is necessary to have a small dielectric constant εr, a quality factor Q as large as possible, and a
frequency temperature coefficient τf of near zero in order to meet the requirements of the application.
Actually, the microwave communication device is used at different temperatures. If the resonant
frequency of the microwave dielectric material changes greatly with temperature, the carrier signal
will drift at different temperatures, thereby affecting the performance of the device. It is required that
the resonant frequency of the material should hardly change with temperatures. Mg2SiO4, Mg4Nb2O9,
and Al2O3 are widely studied as common low dielectric constant microwave dielectric ceramics,
though the Q × f value of Al2O3 is significantly higher than that of Mg2SiO4 and Mg4Nb2O9 [2].
As a typical low dielectric constant microwave dielectric ceramic, Al2O3 possesses the qualities of
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low manufacturing cost, high precision and great thermal conductivity (i.e., 24.5 W m−1 K−1 at
room temperature) [3]. Above all, it exhibits outstanding dielectric properties at millimeter wave
frequency. Alford reported the microwave dielectric properties of Al2O3: εr = 10, Q × f = 500,000 GHz,
and τf = −60 ppm/◦C [4]. However, it also has obvious disadvantages. As mentioned above, the τf of
Al2O3 is relatively large and the sintering temperature is quite high (1600 ◦C to 1700 ◦C), limiting its
industrial application. At the same time, TiO2 ceramics have a εr of 100, a Qf of 48,000 GHz, and a
positive large τf of + 450 ppm/◦C [5]. Therefore, in order to improve the dielectric performance of
Al2O3 ceramics, a certain amount of TiO2 is usually added to form Al2O3-TiO2 composite ceramics,
allowing a value of τf tending to zero to be obtained. Youshihiro et al. have reported the dielectric
properties of the Al2O3-TiO2 system, of which τf is nearly zero when the molar ratio of Al2O3 to TiO2

is 9:1 [6]. Due to different working temperatures, the thermal conductivity of the Al2O3-TiO2 system is
a problem that needs to be considered. Generally, high thermal conductivity of typical ceramics can
be correlated to common features like simple crystal structure, low atomic mass, strong interatomic
forces, high atomic packing density, comparable atomic weight differences among the components
in the composition, etc. Moreover, the thermal conductivity has a reciprocal relation with the square
root of mean atomic mass in the material [7]. It is worth noting that the elements in 0.9 Al2O3-0.1
TiO2 system possess relatively low atomic weight. The melting temperature of 0.9 Al2O3-0.1 TiO2 is
around 1900 ◦C, which is an indirect indicator of strong interatomic bonding, a prerequisite for high
thermal conductivity.

Nowadays, microwave and radio frequency passive devices realized by additive manufacturing
(AM) have attracted an increasing amount of attention [8–10]. Different materials can be manufactured
via AM, including plastics, metals, and ceramics. The latter has been widely used in filters as dielectric
resonators. For components made entirely of ceramics, their surface metalization is achieved by
employing electroless nickel/copper plating, thereby avoiding the radiation of the electromagnetic
field [11]. A remarkable advantage of AM compared to traditional computer numerical control (CNC)
milling technology, is that the processed object is accumulated layer by layer, and the processing cost is
theoretically only related to the volume of the object (i.e., the amount of raw materials) and does not
consider the complexity of its geometric structure. Therefore, in terms of complex geometric structures,
the cost of AM is lower than that of traditional CNC milling technology, making AM technology
particularly suitable for manufacturing complex and precise mechanical structures. Typically, molding
accuracy and efficiency are unable to be simultaneously achieved, particularly for AM methods.
The technique of point-by-point scanning molding using 3D Gel Printing (3DGP) and stereolithography
(SLA) methods requires a significant amount of shaping time [12]. Digital light processing (DLP) based
on the surface exposure AM method can theoretically avoid this shortcoming and does not require
scanning path planning [13,14]. Compared with other AM methods, DLP has the characteristics of
high precision, small internal size, and fast forming speed. Our team has successfully fabricated bone
scaffolds using bio-ceramic material hydroxyapatite via DLP AM technology, which demonstrated
the feasibility of the DLP method in manufacturing ceramic materials [15]. This study utilizes DLP
AM technology to fabricate microwave dielectric ceramic filters to significantly improve the forming
efficiency while also ensuring accuracy.

In this paper, a ceramic suspension with suitable viscosity was prepared using photopolymer,
Al2O3, and TiO2 powders. The designed monolithic microwave dielectric ceramic filter was fabricated
by DLP technology. The filter sample was then obtained after post treatment processes, including
drying, debinding, sintering, post annealing, and metalization. The effects of sintering temperature and
annealing process on the dielectric properties of 0.9 Al2O3-0.1 TiO2 ceramics were investigated based
on the densification, X-ray diffraction (XRD), and microstructure of the samples. The S-parameters and
group delay obtained from the actual test were compared with the simulation results, indicating that
the manufactured filter meets the design requirements. The research results show that it is feasible to
make sophisticated microwave dielectric ceramic filters using DLP AM technology.
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2. Materials and Methods

2.1. Preparation of the Ceramic Suspension

Figure 1 shows the complete preparation of the microwave dielectric ceramic filter. In this
study, a micro-sized, nano-sized spherical Al2O3 powder and micro-sized spherical TiO2 powder
(Al2O3 ≥ 99.9 wt%, TiO2 ≥ 99.5 wt%, Chengdu Kewan Intelligent Technology Co., Ltd, Chengdu, China)
were used as the starting material with a particle size of 5 mm, 500 nm, and 1 μm, respectively. Table 1
lists the basic physical parameters of the three powders. The Al2O3 powder of two particle sizes is
uniformly mixed at a 1:1 wt ratio, followed by the TiO2 powder being added to the mixed Al2O3 powder
at a molar wt ratio of 1:9. The premixed solution used to prepare the ceramic suspension consisted of
two components: photosensitive resin (Shanghai Ai Rui Technology Co., Ltd, Shanghai, China) and
sodium polyacrylate dispersant (Hebei Jinghong Chemical Co., Ltd, Hebei, China). The as-prepared
powder was then added to the premixed solution to form the ceramic suspension. After manual
premixing, the ceramic suspension was then ball-milled for 12 h using zirconia balls. The suspension
was then degassed for 30 min using a vacuum mixer. In this way, a ceramic suspension with solid
content of 45% could be obtained. In this work, the mixing of the nanopowders and the micropowders
was performed in order to create a balance between the viscosity of the ceramic slurry and the density
of the sintered body. Previous theoretical and experimental studies have demonstrated that the
combination of powders with different particle sizes is an effective method for increasing the volume
fraction and reducing the viscosity of the ceramic slurry. Moreover, the density of the sintered body
made of powders of different particle sizes is higher than that made of a single particle size powder [16].

Figure 1. Preparation processes of the microwave dielectric ceramic filter.

Table 1. Characteristic parameters of the raw material.

AL-1 AL-2 TiO2

D50 (μm) 5 0.5 2
Density (g·cm−3) 3.726 3.742 4.124
Density (g·cm−3) 2.136 10.996 13.216

2.2. Design and Simulation of the Microwave Dielectric Ceramic Filter

As depicted in Figure 2a, a two-pole transverse magnetic (TM) mode microwave dielectric ceramic
filter, in which the fundamental resonance is the TM01δ mode, was designed with the following
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parameters. The center frequency was 8.3 GHz and fractional bandwidth was 1.54%. The height of the
filter was 10 mm, whereas the radius of the cylindrical cavity was 7.58 mm. The diameter of the two
center posts, acting as resonators, was 3 mm. The thickness of the chamber wall was set to 1 mm, which
is convenient for manufacturing and microwave performance testing. Alignment posts were designed
to facilitate the placement of Sub-Miniature version A (SMA) connectors for the input and output
couplings. After designing the size parameters of the filter, a High Frequency Structure Simulator
(HFSS) was utilized for simulation, which is based on the finite element method (FEM). The essential
steps are listed below.

(1) The geometric model of the filter was first created using 3D Modeler according to the size
parameters of the design, which are shown in Figure 2b.

(2) The microwave dielectric material selected in the design was set to have a εr of 12.4.
(3) According to the defined port and boundary conditions, excitation type was a lumped port

excitation, boundary type was set to be Perfect E.
(4) Then the simulation frequency range needed to be defined. The center frequency of the designed

filter was 8.3 GHz, and the simulation frequency range was 6.5–9 GHz.
(5) After the above operations, the simulation step was run.

 
Figure 2. Prototype of the designed microwave dielectric ceramic filter. (a) Structure geometry and (b)
simulation layout.

2.3. Fabrication and Post Treatment of the Filters

Firstly, the 3D model was created using the Unigraphics NX (UG) software (Siemens PLM Software,
Plano, TX, USA), and then the Magics software was employed to generate the supporting structure
and to slice the parts. The final data was output as a stereolithography (STL) file, which was then
imported into the DLP printer. The DLP printing machine was developed by the Nanjing University
of Aeronautics and Astronautics. The light source of the DLP printer can emit ultraviolet light at a
wavelength of 405 nm. The size of the experimental molding substrate was 60 mm × 80 mm, and its
z axis accuracy was 10 μm. As shown in Figure 3, selective scanning of the ceramic suspension by
ultraviolet light during the molding process cures each layer pattern. After the first layer is cured,
the forming platform moves upward and the ceramic suspension was recoated on the cured surface
with a blade. The second layer is then cured using the same process. These steps are repeated until the
entire ceramic body is finally obtained.
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Figure 3. Schematic view of the printing process.

The printed ceramic body then underwent ultrasonic cleaning in alcohol, followed by running
tap water. After that, the residual water in the body had to be removed by drying. An innovative
method is to use PEG-400. For the PEG-based extraction process, the sample was immersed in PEG-400,
which was expected to result in a uniform extraction rate in all directions [17]. With the purpose of
removing the polymer binder and achieving densification, the sample then underwent two thermal
processes: debinding and sintering. A two-step debinding method was adopted in this work. The first
stage under vacuum debinding was to slow down the pyrolysis rate, and a second debinding in the
air was conducted to ensure complete removal of residual carbon. The debinding stage is the most
time-consuming step since the resin needs to be slowly removed to prevent cracking. As shown
in Figure 4, according to the phase diagram of Al2O3-TiO2, the two reacted at 1200 ◦C to form the
Al2TiO5 phase. The appearance of Al2TiO5 depreciates the properties of Al2O3-TiO2 microwave
dielectric ceramics [6]. Accordingly, the annealing process is required to eliminate the adverse effects
of Al2TiO5. The binder-removed samples were sintered at temperatures of 1450 ◦C, 1500 ◦C, 1550 ◦C,
and 1600 ◦C. They were then kept at the highest temperature for 2 h, and then annealed at 1000 ◦C for
5 h. The sintered 0.9 Al2O3-0.1 TiO2 ceramic part shrinks, and the shrinkage coefficient of the sample
was measured to be approximately 25%. This signifies that the original model must be scaled up
accordingly before manufacturing. In order to shield the filter, a 10 μm copper layer was applied to the
external surfaces.

Figure 4. Phase diagram of TiO2-Al2O3.
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2.4. Measurements and Characterizations

The microstructure of the sintered sample was characterized by scanning electron microscope
(SEM) (S-4800; Hitachi Instruments, Tokyo, Japan). The relative density was determined by the
Archimedes’ displacement method. The samples at different temperatures were investigated by XRD
(DMAX2500PC; Rigaku Corp., Tokyo, Japan) under the following conditions: 10◦–80◦ diffraction angle,
CuKα radiation (λ = 1.5406 Å), 40 kV, 100 mA, 0.02◦ step width, and 5◦/min scanning speed. Qf and εr

were measured by a network analyzer (Agilent 8722E) (Keysight, Santa Rosa, CA, USA) using a pair of
parallel conducting Ag and Cu plates in the TE011 mode of modified Hakki and Coleman’s resonator
method [18,19]. The Agilent 8722ET network analyzer and incubator were used to measure τf at the
temperature range of 20 ◦C–80 ◦C. The calculation formula is:

τ f =
1
f20
· f80 − f20

80− 20
(1)

in which f 80 and f 20 are the resonant frequencies at 80 ◦C and 20 ◦C, respectively. The designed
microwave dielectric ceramic filter was simulated by HFSS, and its insertion loss, return loss, and group
delay were obtained. As shown in Figure 5, two SMA connectors were mounted on the fabricated
filter structure to enable testing of their microwave performance with the network analyzer (Keysight
N5247A) (Keysight, Santa Rosa, CA, USA).

 

Figure 5. Schematic diagram of mounting position of two SMA connectors on the filter.

3. Results

3.1. The Results of the Dielectric Properties

Figure 6 shows the changing trend in the dielectric properties of the 0.9 Al2O3-0.1 TiO2 system,
and Table 2 lists the accurate values of the 0.9 Al2O3-0.1 TiO2 system before and after annealing at
different sintering temperatures. As shown in Figure 6a, with the increase in sintering temperature,
the Qf value of the 0.9 Al2O3-0.1 TiO2 ceramics first increases and then decreases, reaching a maximum
at 1550 ◦C. However, the post-annealed sample had an increase of about 30,000 GHz in Qf value
compared to the as-sintered sample at the same temperature. From the point of view of ceramic
technology, as long as there exists consistent structure, high density, and uniform grain growth,
impurities and defects are reduced. As such, the dielectric loss tanδ can be reduced, thus resulting in
an improved Q value. In the Discussion section, dielectric properties will be analyzed based on the
relative density, microstructure, and crystal structure of the sample.
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Figure 6. (a) Qf, (b) εr, and (c) τf, of 0.9 Al2O3-0.1 TiO2 ceramics sintered at different temperatures for
2 h and annealed at 1000 ◦C for 5 h. The results of pure Al2O3 are also plotted in (b,c) for comparison [3].

Table 2. Microwave dielectric properties of 0.9 Al2O3-0.1 TiO2 ceramics.

Heat Treatment
Q·f

(GHz)
εr

τf

(ppm/◦C)

1400 ◦C as-sintered 62,000 11.9 −39.3
1400 ◦C post annealed 93,000 12.7 −6.8

1500 ◦C as-sintered 71,000 11.7 −48.7
1500 ◦C post annealed 102,000 12.6 −4.5

1550 ◦C as-sintered 82,000 11.8 −50.2
1550 ◦C post annealed 111,000 12.4 +1.2

1600 ◦C as-sintered 80,000 11.9 −51.3
1600 ◦C post annealed 104,000 12.3 +1.4

Figure 6b shows that the εr of the 0.9 Al2O3-0.1 TiO2 system is larger than that of the pure Al2O3,
while the εr of the post-annealed sample is increased compared with the as-sintered sample. It can
be seen from Table 2 that the dielectric constant of the 0.9 Al2O3-0.1 TiO2 system after annealing at
different temperatures is essentially unchanged, all are around 12.5.

Figure 6c shows the variation of the τf of the 0.9 Al2O3-0.1 TiO2 system at different temperatures.
With the increase in temperature, the τf of pure Al2O3 remains basically unchanged, which is
approximately equal to −60 ppm/◦C. The sample after annealing has a larger improvement than the
as-sintered in the τf, and the value of τf differs by more than 30 ppm/◦C. After annealing at 1550 ◦C,
the τf of the sample is +1.2 ppm/◦C, which is the closest to zero.
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3.2. The Results of S Parameters and Group Delay of the Filter

The aforementioned dielectric properties of 0.9 Al2O3-0.1 TiO2 at different temperatures indicates
that when sintered at 1550 ◦C for 2 h and annealed at 1000 ◦C for 5 h, the composite material exhibits
the best performance. The DLP-manufactured filter was treated by this process.

Figure 7a shows the differences of insertion loss (IL) and return loss (RL) of the microwave
dielectric ceramic filter between the actual measurement and electromagnetic simulation. The center
frequency of the filter was set to be 8.3 GHz in the electromagnetic simulation whereas the measured
center frequency deviates from the center frequency by 0.05 GHz, that is the Δf = 0.6%. As shown in
Figure 7a, the IL in the passband of 8.24–8.37 GHz in the actual measurement is 1.16–2.52 dB, which
is 1.15–2.49 dB higher than the simulated one. The measured S11 curve shows that the RL is greater
than 30 dB in the passband, meeting the performance specifications required for this type of filter.
The passband group delay of the filter is plotted in Figure 7b. The actual measurement results show
that the group delay in the 3 dB bandwidth (8.24–8.37 GHz) of the passband is 0.87–1.48 ns. Figure 7c
indicates that it has good isolation and output RL in actual measurement.

 
Figure 7. (a) Wideband responses of the S11 and S21 parameters. (b) Passband group delay.
(c) Measured wideband responses of the S12 and S22 parameters. The inset shows the photograph of
the network analyzer.
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4. Discussion

4.1. Discussion of the Dielectric Properties

The quality of the microstructure has a great influence on the dielectric properties of microwave
dielectric ceramics. Figure 8(a1) shows that when the sintering temperature is 1400 ◦C, the as-sintered
sample has different grain sizes and no obvious grain boundaries. However, as is shown in Figure 8(b1),
the grains of the annealed sample are improved and the surface pores are reduced. When the sintering
temperature rises, the grain size tends to be uniform and the surface pores gradually reduce in number
and size. When the sintering temperature rises to 1600 ◦C, some grains are excessively grown due to
over burning. It can be observed in Figure 8(a3,b3) that when the sample is sintered at 1550 ◦C for 2 h
and annealed at 1000 ◦C for 5 h, the surface is regular, the grain distribution is uniform, the pores on
the surface are small, and the grain boundaries are more obvious. This further verified that the 0.9
Al2O3-0.1 TiO2 system shown in Figure 6 has the best dielectric properties when sintered at 1550 ◦C for
2 h and post annealed at 1000 ◦C for 5 h.

The Qf value of 0.9 Al2O3-0.1 TiO2 first increases and then decreases with the increase in the
sintering temperature, which is the result of increasing density and the appearance of secondary phase
Al2TiO5. The Qf value of TiO2 is 500,000 Hz, which is one order of magnitude lower than that of
Al2O3 (Qf = 5,000,000 Hz). The 0.9 Al2O3-0.1 TiO2 system can be regarded as adding TiO2 to the
Al2O3 system. Firstly, with the addition of TiO2, the Qf value of the system must be lower than the Qf
value of Al2O3. As shown in Figure 9, as the sintering temperature gradually increased, the relative
density of the sample becomes increasingly higher, reaching a maximum at 1550 ◦C. Owing to the
densification of the material, the tighter the ion binding is, the more difficult the ion movement is.
As such, it is difficult for ion relaxation polarization to occur. Overall, there is no polarization loss,
except for the electronic and ionic elastic displacement polarization. In addition, when the material is
denser, there are fewer pores, thus resulting in the smaller ionization loss caused by gas ionization
in the pores. Combining the above two factors, the Qf value first increases. However, when the
sintering temperature reaches 1600 ◦C, some individual particles grow abnormally because of over
burning, causing structural defects, which is the main reason for the decrease in the Qf value. Under
the joint influence of these factors, the Qf value of the 0.9 Al2O3-0.1 TiO2 system first increases and
then decreases with the increase of sintering temperature.

However, the Qf value of the as-sintered sample is lower than that of the annealed one at the
same temperature. The reason for this is that the formation of the high loss phase Al2TiO5 reduces
the Qf value of the system. It can be observed in Figure 10 that in addition to the diffraction peaks
of the two phases of Al2O3 and TiO2, the diffraction peaks of Al2TiO5 appear at different sintering
temperatures, indicating that Al2O3 reacts with TiO2 to form Al2TiO5 during sintering. The sample
annealed at 1000 ◦C for 5 h showed only two phases of Al2O3 and TiO2 in the XRD pattern, signifying
that the Al2TiO5 phase was decomposed by annealing treatment. According to Figure 4, when the 0.9
Al2O3-0.1 TiO2 system was sintered at 1450 ◦C, 1500 ◦C, 1550 ◦C, and 1600 ◦C for 2 h, and annealed at
1000 ◦C for 5 h, the composition of the phases was roughly the same.
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Figure 8. SEM images of 0.9 Al2O3-0.1 TiO2 ceramics sintered at (a1) 1400 ◦C, (a2) 1500 ◦C, (a3) 1550 ◦C,
(a4) 1600 ◦C. (b1–b4) are post-annealed samples of (a1–a4), respectively.
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Figure 9. Relative density of 0.9 Al2O3-0.1 TiO2 ceramics sintered at different sintering temperatures
and annealed at 1000 ◦C for 5 h.

Figure 10. XRD patterns of 0.9 Al2O3-0.1 TiO2 samples sintered at (a1) 1400 ◦C, (a2) 1500 ◦C, (a3) 1550 ◦C,
and (a4) 1600 ◦C. (b1–b4) are post-annealed samples of (a1–a4), respectively.

Since εr = 10 of Al2O3 and εr = 100 of TiO2, the εr of the system is bound to increase with the
addition of TiO2. As shown in Figure 4, when the sintering temperature is higher than 1200 ◦C and
annealing is not performed, the secondary phase Al2TiO5 is formed in the 0.9 Al2O3-0.1 TiO2 system.
However, the εr value of the Al2TiO5 is 3.4, which is lower than that of the main phase. Annealing at
1000 ◦C for 5 h results in the decomposition of Al2TiO5 with low εr and the precipitation of TiO2 with
high εr, so the εr of the annealed sample is increased compared to the as-sintered one.

According to microscopic analysis, the εr is a macroscopic physical quantity that comprehensively
reflects the polarization behavior of the dielectric. When the polarizing ability of the dielectric under
the electric field is stronger, the εr is larger. By Clausius equation

P = NαEi (2)
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where P: macroscopic polarizability, α: microscopic polarizability, N: number of molecules per unit
volume of dielectric, Ei: effective electric field, and E: average macroscopic electric field. So:

εr = 1 +
Nα
ε0
•Ei

E
(3)

It can be estimated from Formula (3) that there are three ways to increase εr. The first method is
to increase the value of N, that is, to increase the density of the dielectric materials. The second method
is to adopt dielectric materials composed of plasmids that have a large polarization α. The last method
is by selecting material that have a large effective electric field Ei. The εr of the Al2O3 system mainly
depends on the ion polarization, which is predominantly determined by the polarization mode of the
lattice vibration. According to RD Shannon [20], the polarizability of Al3+ ions is 0.78 × 10−40 C·m2·V−1,
and the polarization of Ti4+ ions is 2.94 × 10-40 C·m2·V−1, which further proves that the introduction of
Ti4+ ions will increase the εr of the 0.9 Al2O3-0.1 TiO2 system.

The εr of the material satisfies the formula:

1
εr

=
1
εg

+
1

Rεgb
, (4)

where εg and εgb are the dielectric constants of the grain and the grain boundary layer, respectively,
and R is the ratio of the thickness of the grain to grain boundary layer (Dg/Dgb). It can be determined
from Figure 8 that as the sintering temperature increases, the pores decrease and the unit cell volume
increases, which is beneficial to the intracellular ion vibration. Further, the polarization is enhanced,
resulting in an increase in the dielectric constant εg of the grain and the dielectric constant εgb of the
grain boundary layer. During the densification of the microstructure, the crystal grains grow uniformly,
and the grain boundary layers become thinner, causing R to increase. According to Formula (4), εr is
thereby increased.

According to the Lichnetecker Law, the τf of Al2O3 is negative, −60 ppm/◦C, while the τf of TiO2

is positive, approximately 450 ppm/◦C [21]. With the addition of TiO2, the τf of the system drifts
positively, and τf ≈ 0 when annealed at 1550 ◦C. The τf value of pure Al2O3 ceramics is not affected by
the sintering temperature. The τf of the as-sintered 0.9 Al2O3-0.1 TiO2 ceramics is about −45 ppm/◦C,
which is attributable to the reaction of TiO2 and Al2O3 at high temperature to form the second phase
Al2TiO5. As a result of the reduction of TiO2 content in the system, the negative τf of Al2O3 ceramics is
not corrected too much. When adopting post-annealment, the Al2TiO5 phase decomposes and the
amount of TiO2 increases. The τf value of the 0.9 Al2O3-0.1 TiO2 system changes from negative to
positive. As shown in Table 2, the τf value of 1.2 ppm/◦C was obtained after being annealed at 1550 ◦C.

4.2. Error Analysis of the Simulated and Measured Results of the Microwave Dielectric Ceramic Filter

Figure 7 presents the measured results compared with the simulation results. The measured center
frequency was shifted backward by 0.05 GHz, which is caused by the uncertainty of the shrinkage of
the ceramic sample after debinding and sintering. According to the previous measurements, after the
body was sintered, the linear shrinkage was about 25%, so the model is enlarged to 1.34 times of the
original size. However, the size of the filter will deviate slightly after sintering. For example, although
the actual measurement shows that the wall thickness is 1.15 mm, the wall thickness of the sintered
filter is expected to be 1 mm. For such reasons, the results of the measurement may deviate from the
simulation results. Compared with the simulation results, the actual measured IL and RL are a little
large. This is attributable to the fact that, in addition to the manufacturing errors mentioned above,
the influence of the layer thickness and quality of the metal layer on the measurement is also considered.
It should be noted that this was not taken into account during the electromagnetic simulation process.
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5. Conclusions

In this paper, DLP AM technology and microwave dielectric ceramic material were utilized to
fabricate a monolithic microwave dielectric ceramic filter with a complex and precious structure.
When sintered at 1550 ◦C for 2 h and post annealed at 1000 ◦C for 5 h, the obtained dielectric properties
of the 0.9 Al2O3-0.1 TiO2 system were the best: εr = 12.4, Q × f = 111,000 GHz, and τf = +1.2 ppm/◦C.
The measured value of the central frequency deviates from that of the simulated central frequency by
0.05 GHz, that is, the Δf = 0.6%. The actual IL value is 1.16–2.52 dB in the passband of 8.24–8.37 GHz
and the actual RL value is greater than 30 dB, satisfying the design requirements of this type of filter.
This work provides an effective method for manufacturing monolithic microwave dielectric ceramic
filters with complex and precious structures, which can be widely used in cellular mobile network
systems, communication base stations, television satellite receiving systems, satellite communication,
and radar systems, etc. By controlling the composition of the ceramic material and improving the
quality of the metalization coating, the dielectric properties of the ceramic material can be further
optimized and the applicable frequency band of the filter can be further improved.
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Abstract: In this paper, a new low-voltage low-power dual-mode universal filter is presented.
The proposed circuit is implemented using inverting current buffer (I-CB) and second-generation
voltage conveyors (VCIIs) as active building blocks and five resistors and three capacitors as passive
elements. The circuit is in single-input multiple-output (SIMO) structure and can produce second-order
high-pass (HP), band-pass (BP), low-pass (LP), all-pass (AP), and band-stop (BS) transfer functions.
The outputs are available as voltage signals at low impedance Z ports of the VCII. The HP, BP, AP,
and BS outputs are also produced in the form of current signals at high impedance X ports of the
VCIIs. In addition, the AP and BS outputs are also available in inverting type. The proposed circuit
enjoys a dual-mode operation and, based on the application, the input signal can be either current or
voltage. It is worth mentioning that the proposed filter does not require any component matching
constraint and all sensitivities are low, moreover it can be easily cascadable. The simulation results
using 0.18 μm CMOS technology parameters at a supply voltage of ±0.9 V are provided to support
the presented theory.

Keywords: current mode; universal filter; VCII; voltage conveyor; SIMO filter

1. Introduction

Filters are among the most widely used circuits in different areas such as instrumentation,
communication, control, and signal processing systems [1–5]. Traditionally, filters were designed
in voltage mode using active devices such as operational amplifiers (Op-Amp). However, due to
the reduced supply voltage in advanced CMOS technologies and the ever-increasing demand on
low-power circuits, the design of high-performance Op-Amp-based filters has become very difficult.
The inherent low-voltage nature of current-mode signal processing has motivated a wide investigation
on current-mode filters with the aim of achieving better results under low supply voltage restrictions.
Among the various types of current-mode filters, the multifunction or universal type which is able
to produce several transfer functions simultaneously with the same circuit, is good solution for
the ever-increasing demand of the market for low-power circuits. That is why, in recent years,
numerous current-mode universal filters have appeared in literature [6–12].

In the universal filter category, second-order (biquadratic) filters play an important
role in the field of analog signal processing such as the implementation of phase-locked
loop (PLL), frequency modulation (FM), stereo demodulation, etc. [1–5]. They can
be classified in single-input-multiple-output (SIMO), multiple-input-single-output (MISO),
and multiple-input-multiple-output (MIMO) topologies. A deep investigation in the literature reveals
that various current-mode active building blocks such as four-terminal floating nullor (FTFN) [6],
differential voltage current conveyor (DVCC) [7], current-controlled current conveyor transconductance
amplifier (CCCCTA) [7], current feedback operational amplifier (CFOA) [9], current differencing
buffered amplifier (CDBA) [10,11], modified current-controlled current differencing transconductance
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amplifier (MCCCDTA) [12], operational transconductance amplifier (OTA) [13] LT1228 IC [14],
fully differential second-generation current conveyor [15], current follower cascaded transconductance
amplifier (CFCTA) [16], and voltage differencing differential difference amplifier [17] have been used
in the design of multifunction filters. The common feature of the multifunction filters of [6–8,12] is
that their output signal is in the form of a current. The reason is that the used current-mode active
building blocks lack a low-impedance voltage output port. Therefore, for applications requiring voltage
outputs, these circuits require additional voltage buffers resulting in higher power consumption and
chip area. There are a few current-mode building blocks such as CDBA, CFOA, and FTFN that have
low-impedance voltage output ports. However, the voltage output multifunction filters based on
these active building blocks reported in [6,9–11] suffer from serious drawbacks, the most serious of
them being their inability to provide low impedance at all voltage output ports and the consequent
requirement of additional voltage buffers. For example, the voltage output multifunction FTFN-based
filter of [6] requires an extra voltage buffer at its LP output. Similarly, the multifunction CFOA-based
filter of [9] requires an extra voltage buffer for HP output. Although the CDBA-based multifunction
filter of [9] provides low impedance for all voltage outputs, it has the load and other passive elements
connected to output ports, so the output ports must be designed to have high current drive capability.
These will result in a complicated internal circuit for the used CDBA. The filter circuits of [14–18] suffer
from a high supply voltage requirement.

Recently a new active building block called the second-generation voltage conveyor (VCII)
has attracted the attention of researchers [19,20]. It is the dual of well-known second-generation
current conveyor (CCII) and, compared to other active building blocks, enjoys a simple internal
structure and features more design flexibility. It is characterized by a low-impedance current input
port, a high-impedance current output port and a low-impedance voltage output port. Using the
low-impedance current input port, current summing/subtracting operations can be performed very
easily. In addition, having a low-impedance voltage output port makes this building block highly
suitable for voltage output applications. In other words, the low-impedance voltage output port
makes the extra voltage buffer unnecessary. More interestingly, VCII internal structure is composed of
a current buffer and a voltage buffer. This simple implementation results in low power consumption
and low chip area.

Despite these attractive features, up to now, VCII is not used in the implementation of universal
filters. Therefore, in this paper, we take the advantages offered by the VCII block to design a voltage
output low-power second-order universal filter. The presented filter topology employs one inverting
current buffer (I-CB), three double output VCIIs, five resistors, and three capacitors. I-CB is simply
a current buffer with gain of −1. The proposed universal filter is designed in SIMO topology and
provides all-pass (AP), band-pass (BP), band-stop (BS), low pass (LP), and high-pass (HP) functions.
All the outputs are available in voltage form at the low-impedance voltage output ports of the VCII.
Interestingly, the HP, BP, and BS outputs are also available in current form at the high-impedance port
of the VCII. Moreover, the AP and BS outputs are provided in both the inverting and non-inverting
types. The proposed circuit is in dual mode and, based on the application, the input signal can be
either a current or a voltage.

The organization of this paper is as follows. In Section 2 the VCII block and its implementation
are presented. In Section 3, the proposed filter topology is given. In Section 4, the non-ideal analysis is
performed. The simulation results and a comparative table are presented in Section 5. Finally, Section 6
concludes the paper.

2. The VCII Internal Circuit Design

Figure 1a,b shows the schematic diagram and the symbolic representation of a dual-output VCII,
respectively. It has a low-impedance current input Y port. Ideally, the impedance at the Y terminal is
zero. The current applied to the Y port is transferred to the X1 and X2 ports with a current gain of AI1 and
AI2, respectively. In the ideal case, the values of AI1 and AI2 are unity. X1 and X2 are high-impedance

110



Electronics 2019, 8, 765

(ideally∞) current output ports. The voltage produced at the X1 and X2 ports is conveyed to the Z1

and Z2 ports, respectively. The voltage gain between X1–Z1 and X2–Z2 is shown by AV1 and AV2,
respectively, which are equal to unity in the ideal case. The Z1 and Z2 ports are low-impedance (ideally
zero) voltage output ports. The relation between the port currents and voltages is:

vY = rYiY, iX1 = AI1iY, iX2 = AI2iY, VZ1 = AV1VX1, VZ2 = AV2VX1. (1)

 

(a) (b) 

Figure 1. Dual-output second-generation voltage conveyor (VCII), (a) symbolic representation and
(b) internal structure.

As seen from Figure 1, a dual-output VCII is composed of a dual-output current buffer and
two voltage buffers. Figure 2 shows the CMOS circuit implementation of the dual-output VCII,
representing the dual-output version of the VCII circuit reported in [19]. The current buffers are
composed by M1–M9, M13 transistors together with current sources IB1–IB3, IB5. The input current to
the Y terminal is transferred to the X1 terminal with a current gain of about −1 by an inverting current
buffer (I-CB) made of M1–M9 transistors and IB1–IB3 current sources. The non-inverting current buffer
made of M1–M6, M13 and current sources IB1–IB2, IB4 conveys the input current of the Y terminal to
the X2 terminal with a current gain of about +1. The voltage buffers are simply two flipped voltage
followers (FVFs) [21] formed by M10–M11, M14–M15 transistors and current sources IB4, IB6. The used
FVFs provide very low impedance at the Z terminals. The negative-feedback loop established by
M1–M5 provides very low impedance at the Y terminal. The main feature of the proposed circuit is
very low impedance at the Y terminal, which makes this node ideal for a current summing operation.
In addition, very low impedance at the Y terminal ensures negligible voltage drop at this node.
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Figure 2. CMOS implementation of VCII [19].

3. The Proposed Universal Filter

The proposed VCII-based filter topology is shown in Figure 3. It is based on three dual-output
VCIIs and one I-CB as active building blocks and three resistors and three capacitors as passive elements.
There is only one floating capacitor. The input signal can be either current or voltage type. Input current
is applied to the circuit directly as shown in Figure 3a, while, due to the very low impedance at the
Y terminal which is ideally zero, voltage signals can only be applied through a resistor as shown in
Figure 3b. The circuit is designed in single-input three-output topology and produces second-order HP,
LP, and BP outputs simultaneously. The outputs are available as voltage signals at the low-impedance
Z ports of VCII. The HP output can also be provided in the form of current at the high-impedance X2

port of the VCII. The AP and BS outputs can be simply produced using an additional VCII block and
three resistors as shown in Figure 4 in which, as it will be shown, Vin1, Vin2, and Vin3 are connected to
HP, LP, and BP outputs, respectively. The transfer functions of Figure 3a and b are similar except that,
for Figure 3b, the input signal should be replaced with Vin/Rin. For this similarity, in the following
analysis, the transfer functions are only derived for the topology of Figure 3a.

 
(a) (b) 

Figure 3. The proposed multifunction filter topology with (a) current input and (b) voltage input.

112



Electronics 2019, 8, 765

Figure 4. The proposed circuit to produce all-pass (AP) and band-stop (BS) outputs.

Due to the very low impedance at the Y port of the VCII, which is ideally zero, we can assume
this port at ground. Therefore, applying Kirchoff’s Current Law (KCL) analysis at node 2, gives I3 as:

I3 =
sC1R1

1 + sC1R1
I2. (2)

Using Equation (1), the relationship between I1–I2 and I3–I4 can be expressed as:

I1 ≈ I2; I3 ≈ I4 (3)

By assuming the Y port of VCII2 at ground and performing a KCL analysis at node 3, I5 is
obtained as:

I5 =
1

1 + sC2R2
I4. (4)

At the input node (node 1) we have:

iin = I1 + I5. (5)

Using Equations (3) and (5), I2 is found as:

I2 =
(1 + sC1R1)(1 + sC2R2)

s2C1C2R1R2 + s(2C1R1 + C2R2) + 1
iin. (6)

For VX1 (the voltage at node 3) we have:

VX1 =
R2

1 + sC2R2
I4. (7)

From Equations (2), (3), and (6), I4 is obtained as:

I4 =
sC1R1(1 + sC2R2)

s2C1C2R1R2 + s(2C1R1 + C2R2) + 1
iin. (8)

Inserting Equation (8) into Equation (7), gives VX1 as:

VX1 = VZ1 = VBP =
sC1R1R2

s2C1C2R1R2 + s(2C1R1 + C2R2) + 1
iin. (9)

Equation (9) represents a second-order BP response. Due to the voltage buffer action between X1

and Z1 terminals, the BP response is available at the Z1 port as a voltage signal.
From Equations (4) and (8), I5 is found as:

I5 =
sC1R1

s2C1C2R1R2 + s(2C1R1 + C2R2) + 1
iin. (10)
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By subtracting I4 (Equation (8)) from I5 (Equation (10)) the HP output can be provided:

IHP = I5 − I4 = − s2C1R1C2R2

s2C1C2R1R2 + s(2C1R1 + C2R2) + 1
iin. (11)

As in Figure 3a, by connecting the current output X2 ports of VCII1 and VCII3, a HP output in the
form of current is produced at node 4. The HP output is also available in the form of voltage at Z2

ports of VCII1 and VCII3 as:

VHP = R3IHP = − s2C1R1C2R2R3

s2C1C2R1R2 + s(2C1R1 + C2R2) + 1
iin. (12)

Using Equation (10), the voltage at X2 and Z2 ports of VCII3 have a LP transfer function as:

VX2 ≈ VZ2 = − I5

sC3
= VLP = −

C1R1
C3

s2C1C2R1R2 + s(2C1R1 + C2R2) + 1
iin. (13)

By assuming the Y terminal of VCII4 at ground, the Io1 and Io2 outputs are achived as:
∣∣∣∣∣Io1|=|Io2

∣∣∣∣∣= Vin1

R4
+

Vin2

R5
+

Vin3

R6
. (14)

For the AP output, Vin1, Vin2, and Vin3 are connected to VHP, VBP, and VLP outputs, respectively.
Therefore, by inserting VHP (Equation (12)), VBP (Equation (9)), and VLP (Equation (13)) into
Equation (14), the AP transfer function is achieved as:

IAP = Io1 = Io2 = −
s2C1R1C2R2R3

R4
− sC1R1R2

R5
+ C1R1

C3R6

s2C1C2R1R2 + s(2C1R1 + C2R2) + 1
Iin. (15)

For the BS output, Vin2 is connected to ground while Vin1 and Vin3 are connected to VHP and VLP
outputs respectively giving:

IBS = Io1 = Io2 = −
s2C1R1C2R2R3

R4
+ C1R1

C3R6

s2C1C2R1R2 + s(2C1R1 + C2R2) + 1
Iin. (16)

Therefore, the tAP and BS outputs are produced as current signals at the X1 and X2 terminals of
VCII4. In addition, as shown in Figure 4, both AP and BS outputs are available as voltage signals at the
Z1 and Z2 terminals of VCII4 in inverting and non-inverting forms, respectively.

From Equation (9) the quality factor Q and natural frequency ω0 are determined using the
following formulas:

ω0 =

√
1

C1C2R1R2
. (17)

Q =

√
C1C2R1R2

2C1R1 + C2R2
. (18)

By assuming R1 = R2 = R and C1 = C2 = C in Equations (17) and (18), we have:

ω0 =
1

RC
. (19)

Q =
1
3

. (20)

Therefore, ω0 can be set by R and C independent of Q.
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The sensitivities of the proposed filter are calculated using the well-known definition of sensitivity
in Equation (15) [22] as:

SF
x =

x
F
∂F
∂x

. (21)

Sω0
R1

= Sω0
R2

= Sω0
C1

= Sω0
C2

= −1
2

. (22)

SQ
C1

= SQ
R1

=

[
1
2
− 2R1C1

(2C1R1 + C2R2)

]
. (23)

SQ
C2

= SQ
R2

=

[
1
2
− R2C2

(2C1R1 + C2R2)

]
. (24)

For C1 = C2 = C, R1 = R2 = R, from Equations (23) and (24), we have:

SQ
C1

= SQ
R1

=
[1
2
− 2

3

]
= −1

6
. (25)

SQ
C2

= SQ
R2

=
[1
2
− 1

3

]
=

1
6

. (26)

As seen from Equations (22), (25), and (26), the proposed filter exhibits reduced sensitivities to
passive parameters.

4. Non-Ideal Analysis

The non-ideal analysis of the proposed universal filter can be performed by considering the
non-ideal current and voltage gains of the used VCIIs. Using Equation (1), we have:

I2 = AIBI1; I4 = AI1I3 (27)

where AIB and AI1 are the gain of the current buffer and the current gain of VCII1 at its X1

terminal, respectively.
At the input node (node 1) we have:

iin = I1 + A′I2I5, (28)

where A’I2 is the current gain of VCII2 at its X2 terminal.
Using Equations (27) and (28) and Equations (2) and (4), I2 is found as:

I2 =
AIB(1 + sC1R1)(1 + sC2R2)

s2C1C2R1R2 + s(C1R1{1 + A′I2AI1AIB}+ C2R2) + 1
iin. (29)

From Equations (27) and (29), I5 is obtained as:

I5 =
AIBAI1sC1R1

s2C1C2R1R2 + s(C1R1{1 + A′I2AI1AIB}+ C2R2) + 1
iin. (30)

VLP can be expressed as:

VLP = VZ23 = A′′V2VX23 = −A′′ I2A′′V2
1

sC3
I5, (31)

where VZ23 and VX23 are the voltages at the Z2 and X2 terminals of VCII3, respectively. A”V2 is the
voltage gain at the Z2 terminal of VCII3. Inserting Equation (30) into Equation (31), VLP is found as:

VLP = −
A′′ I2A′′V2AIBAI1

C1R1
C3

s2C1C2R1R2 + s(C1R1{1 + A′I2AI1AIB}+ C2R2) + 1
iin. (32)
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From Equations (2) and (28), I4 is found as:

I4 =
AIBAI1sC1R1(1 + sC2R2)

s2C1C2R1R2 + s(C1R1{1 + A′I2AI1AIB}+ C2R2) + 1
iin. (33)

Inserting Equations (30) and (33) into Equation (11) gives IHP as:

IHP =
−AIBAI1s2C1R1C2R2

s2C1C2R1R2 + s(C1R1{1 + A′I2AI1AIB}+ C2R2) + 1
iin. (34)

From Equation (34), VHP1 and VHP2 are found as:

VHP1 =
−AIBAI1AV2s2C1R1C2R2R3

s2C1C2R1R2 + s(C1R1{1 + A′I2AI1AIB}+ C2R2) + 1
iin. (35)

VHP2 =
−AIBAI1A′′V2s2C1R1C2R2R3

s2C1C2R1R2 + s(C1R1{1 + A′I2AI1AIB}+ C2R2) + 1
iin. (36)

Using Equations (33), (7), and (1), VBP is found as:

VBP =
AIBAI1AV1sC1R1

s2C1C2R1R2 + s(C1R1{1 + A′I2AI1AIB}+ C2R2) + 1
iin, (37)

where Av1 is the voltage gain at the X1 terminal of VCII1. From Equation (37), the quality factor Q and
the natural frequency ω0 are determined using the following formulas:

ω0 =

√
1

C1C2R1R2
. (38)

Q =

√
C1C2R1R2

(C1R1{1 + A′I2AI1AIB}+ C2R2)
. (39)

As seen from Equations (38) and (39),ω0 is not affected by the non-ideal gains of VCIIs. In addition,
as current and voltage gains of VCIIs are designed to be very close to unity, their effect on Q is also
negligible. The relations for AP and BS outputs can be simply achieved by inserting Equation (32) and
Equations (35)–(37) into Equation (14).

5. Simulation Results and Comparative Analysis

The proposed multifunction filter of Figure 3 has been simulated with PSpice and using 0.18
μm CMOS parameters under a supply voltage of ±0.9 V. The circuit of Figure 2 is used as a VCII.
For I-CB, the current buffer section of Figure 2, consisting of transistors M1–M9 and current sources
IB1–IB3, is used. The chosen transistor aspect ratios are shown in Table 1. The values of bias currents
are IB1 = 50 μA, IB2 = IB3 = IB4 = IB5 = IB6 = 20 μA. The values of the passive components are: R1 = R2

= 10 KΩ, C1 = C2 = 10 pF. The values of R3 and RL are 5 KΩ.

Table 1. Transistor aspect ratios.

M1–M2 18/0.36 M8–M9 9/0.9
M3–M4 18/0.9 M13 18/0.9

M5 9/0.36 M10, M15 9/0.36
M6–M7 18/0.9 M11, M14 0.9/0.36

Figure 5a shows the frequency performances of the BP, HP, and LP outputs. The value of ω0 and
Q is measured as 1.55 MHz and 0.33, respectively. From Equations (17) and (18), the values of ω0

and Q are calculated as 1.6 MHz and 0.33, respectively. As seen, there is a good agreement between
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theory and simulation results. The transient response of the different outputs is evaluated by applying
a sinusoidal input current with a peak-to-peak value of 10 μA and frequency of 1.5 MHz. The total
harmonic distortion (THD) values are 3.7%, 2.6%, and 3.6%, for HP, BP, and LP outputs, respectively.

 
(a) 

 
(b) 

(c) 

Figure 5. Frequency performance of the proposed universal filter for (a) band-pass (BP), high-pass
(HP), and low-pass (LP) and (b) BS and (c) AP outputs.

Figure 5b shows the BS output, which is achieved by setting R4 = 12.5 KΩ, R5 = 78 kΩ, and R6 = 5
KΩ and connecting Vin1 = VHP, Vin2 = 0 and Vin3 = VLP. Figure 5c shows the gain and phase response
of the AP output, which is achieved by connecting Vin1 = VHP, Vin2 = VBP and Vin3 = VLP and using
the same values for R4–R6.

The tunability of the proposed filter is investigated by varying the center frequencyω0, through C1

and C2. As shown in Figure 6, ω0 varies from 1 to 32 MHz for different values of capacitors without
affecting Q.
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Figure 6. Natural frequency (ω0) variation with C1 and C2.

The transient response of the different outputs is evaluated by applying a sinusoidal input current
with a peak-to-peak value of 10 μA and a frequency of 1.5 MHz. The THD values are 2%, 1%, 6%, 1.4%,
and 2% for the HP, BP, LP, AP, and BS outputs, respectively.

To investigate the circuit performance against transistor parameter tolerances, the circuit is
simulated by applying 3% and 5% tolerance in VTH and β (with usual meaning of symbols) of
transistors. The result is shown in Table 2, which acknowledges the negligible effect of tolerances
in the circuit performance. The input impedance of the proposed filter is only 47 Ω and the output
impedances for voltage outputs and current outputs are 93 Ω and 254 KΩ, respectively. The power
consumption is also 1.47 μW.

Table 2. Filter parameters vs. transistor parameters variation.

Variation in VTH and β of Transistors ω0 Q

3% 1.68 MHz 0.32
5% 1.7 MHz 0.328

A comparison between the proposed universal filter and some other previously reported works
is drawn in Table 3. As seen, the proposed circuit is the only one providing both inverting and
non-inverting type AP and BS outputs in current and voltage forms. The proposed circuit is also
the only one that can produce all possible outputs as current and voltage signals in low-impedance
and high-impedance terminals, respectively. It also enjoys low-voltage operation. Although the
circuit proposed in [7] does not employ floating capacitors, it requires three extra current buffers
at the input. In addition, compared to the previously published universal filters of [6,11,14–17],
which employ two floating capacitors, there is only one floating capacitor in the proposed circuit.
Compared to [9,16,17], the proposed circuit does not require extra current and/or voltage buffers at the
input and output terminals.
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Table 3. Comparison between the proposed multifunction filter and other works.

# of
Floating

Capacitors

Used Active
Building Block

Vss-Vdd
(V)

Pd
(mW)

Outputs Configuration
I–O

Signals
ω0

Extra
Voltage
Buffer

[6] 1 0 FTFN, OTA NA NA LP, BP,
BS SIMO V–V 7.95

KHz Yes

2 2 FTFN, OTA NA NA LP, HP SIMO I–I 7.95
KHz -

[7] 0 DVCC ±0.9 0.462 BP, BS,
HP MIMO I–I 3.18

MHz -*

[8] 0 CCCCTA ±1.85 NA LP, BP,
HP SIMO I–I 1.5

MHz -

[9] 1 0 CFOA NA NA LP, BP,
HP SIMO I–I <1

MHz

Current
buffer

required at
output

2 0 CFOA NA NA LP, BP SIMO V–V <1
MHz Yes

[10] 0 CDBA ±1.25 NA LP, BP,
HP SIMO I–V 10

MHz No

[11] 2 CDBA ±5 NA AP, LP,
BP SIMO I–V 1 MHz No

[12] 0 MCCCDTA ±3 NA
LP, BP,
HP, BS,

AP
MISO I–I 1.27

MHz -

[14] 2 LT1228 ±5 NA
LP, BP,
HP, BS,

AP
MISO V–V 159.19

KHz No

[15] 2 FDCCII ±1.65 NA
LP, BP,
HP, BS,

AP
MISO V–V 1 MHz No

[16] 2 CFCTA ±5 NA
LP, BP,
HP, BS,

AP
MISO V–V 2.8

MHz Yes

[17] 2 I-CB VDDDA ±1.25 NA
LP, BP,
HP, BS,

AP
MISO V–V 1.074

MHz Yes

This Work 1 I-CB, VCII± ±0.9 1.47

HP, BP,
LP

I-AP,
NI-AP,
I-BS,

NI-BP

SIMO I/V–V/I 1–32
MHz No

LP: Low pass; BP: Band pass; BS: Band stop; HP: High pass; AP: All pass, I: Inverting, NI: Non-inverting; SIMO:
Single-input multiple-output; MIMO: Multiple-input multiple-output; MISO: Multiple-input single-output; FTFN:
Four-terminal floating nullor; OTA: Operational transconductance amplifier; DVCC: Differential voltage current
conveyor; CCCCTA: Current-controlled current conveyor transconductance amplifier; CFOA: Current feedback
operational amplifier; CDBA: Current differencing buffered amplifier; MCCCDTA: Modified current-controlled
current differencing transconductance amplifier; CFCTA: Current follower cascaded transconductance amplifier;
I-CB: Inverting current buffer; VCII: Second-generation voltage conveyor. * The circuit suffers from high input
impedances and three current buffers are required at inputs.

6. Conclusions

In this paper a new VCII-based multifunction filter was presented. It was demonstrated that,
taking advantage from one current buffer and four second-generation voltage conveyors (VCII)
as active building blocks, it can perform BP, HP, LP AP, and BS filtering actions simultaneously
maintaining a very low circuit complexity as well as a low static power consumption. It was shown
that, the versatility of the VCII block allows us to produce outputs in forms of both current and
voltage signals. Filter functionality was also acknowledged through simulations, which showed a good
agreement with the presented theory. The robustness of the circuit against fabrication mismatches was
analyzed and a final comparison between the presented work and the available literature was given.
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Abstract: A microstrip low-pass filter (LPF) using reformative stepped impedance resonator (SIR)
and defected ground structure (DGS) is proposed in this paper. The proposed filter not only possesses
the advantage of high frequency selectivity of SIR hairpin LPF with internal coupling, but also
possesses the large stop-band (SB) bandwidth by adjusting the number and area of DGS units.
The LPF proposed in this paper possesses the properties of miniaturization, wide SB, high selectivity,
and low pass-band ripple (PBR) simultaneously. The characteristic parameters of the proposed LPF is
that: the pass-band (PB) is 0~2 GHz, the PBR is 0.5 dB, the SB range is from 2.4 GHz to 9 GHz when
the attenuation is under 20 dB, and the maximal attenuation could reach 45 dB in the SB. The size
of this proposed LPF is 0.13λ × 0.09λ; λ is the corresponding wavelength of the upper PB edge
frequency of 2 GHz.

Keywords: low-pass filter (LPF); stepped impedance resonator (SIR); hairpin resonator; internal
coupling; defected ground structure (DGS)

1. Introduction

In recent years, the miniaturized microstrip low-pass filter (LPF) with high frequency selectivity
and wide stop-band (SB) is widely used in a RF/microwave circuit such as satellite and mobile
communication systems. However, based on step impedance resonator (SIR), the traditional microstrip
LPFs implemented by Richard transform and Kuroda rule can only constitute the LPFs of the type
of Butterworth and Chebyshev responses [1]. The responses of these two filters with single-sections
exhibit poor frequency selectivity. Therefore, in order to obtain a steep selecting edge, the number
of filter sections must be increased [2,3]. At the same time, the insertion loss in the pass-band (PB)
and the physical size of the filter will be increased. On the basis of a previous study [4], Reference [5]
proposed a PCB LPF using a semi-lumped parallel resonance circuit which exhibits an elliptic function
response. In Reference [6], the coupling between two LP hairpin filters was performed to obtain
a bandpass response. These kinds of filters achieve high frequency selectivity, but the SB width is not
wide enough, and the attenuation out of the band is insufficient.

In order to realize a microstrip LPF with the characteristics of miniaturization, high selectivity
and wide SB suppression at the same time, the research hotspot of the defected ground structure (DGS)
of nearly two decades is combined with the SIR hairpin filter in this paper. The DGS was proposed to
design LPF by Korean scholars D. Ahn et al. in 2001 [7]. From then on, more and more research findings
have used DGS to design a high performance microstrip filter. Nechel et al. [8] introduced metamodels
in filter design by use of a DGS. The optimal time of the design process decreases drastically, however,
the simple slot DGS analyzed in the reference is not suitable for filter design for high frequency
selectivity. In Reference [9], asymmetrical Pi-shaped DGSs with Koch fractal curve were used to design
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Electronics 2019, 8, 403

compact LPF, however, the multiple asymmetrical fractal structures undoubtedly increase the filter’s
size. Zeng et al. [10] used compact DGSs with mutual capacity and inductive coupling to broaden
the bandwidth and the rejection ratio in SB range; the shortcoming of this tight coupling design is that
it increases the PB insertion loss. A compact LPF was designed by combining several fractal DGSs
with a conventional multiple stub filter in Reference [11]. However, the size of the filter designed in
the reference appears insufficiently compact due to the usage of conventional multiple stub LPF in
the top layer.

In this paper, we use the SIR hairpin resonator with internal coupling to make the filter more compact
and use the properties of the DGS to widen the SB by optimization design. This paper is organized
as follows. In Section 2, the electrical characteristics of one-, two- and three-DGS are investigated.
A compact LPF with high frequency selectivity is proposed based on SIR hairpin with internal coupling
in Section 3. A miniaturization, high selectivity and wide SB suppression microstrip LPF are simulated
and experimentally validated in Section 4. Finally, Section 5 gives some concluding remarks.

2. The Electrical Properties of DGS

The DGS etched on the grounding metal plate for the microstrip circuit can be square-headed,
semi-circular-headed dumbbell-shaped, and snake-shaped patterns. In this paper, the square-headed
dumbbell-shaped DGS is applied. The 3-D model of one-, two- and three-DGS structures are shown in
Figure 1a–c.

(a) (b) 

(c) 

Figure 1. 3-D model of (a) one-, (b) two- and (c) three-DGS structures.

The model of one-DGS structure in Figure 1a is simulated in Ansoft HFSS. This model is designed
on PTPE composite medium copper-clad foil plate with a relative dielectric constant εr = 10.8 and a loss
tangent of 0.0035. The distance of the middle slots is represented by G, the linewidth of microstrip line
by W1 for 50-Ω characteristic impedance, and the width of DGS by A . The size of the whole model
is about L×W×H. The detailed numerical values of the model are listed in Table 1. Figure 2a shows
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the simulated frequency responses of the return loss S11 and the insertion loss S21 of one-DGS case
when the length B of DGS are 5.8, 6.8, 7.8, and 8.3 mm, respectively.

  
(a) (b) 

(c) 

Figure 2. Frequency responses of return loss and insertion loss of the model of (a) one-DGS,
(b) two-DGS and (c) three-DGS.

Table 1. Filter specifications.

Dielectric Substrate Values Model Values (mm)

εr 10.8 L 20
Loss tangent 0.0035 W 13.8

H 0.5

SIR hairpin filter Values (mm) DGS Values (mm)

W1, W2, W3
0.396, 0.232,

0.9 G 0.2

L1 5.92 A 2

L2, L3, L4, L5
1, 2.626, 0.796,

6.3 D 6

S 0.19 B1, B2 7.8, 8.3

The transmission zero of the one-DGS structure shifts to the lower frequency band with
the increasing length of B as shown in Figure 2a. The frequencies of the transmission zero are
6.28 GHz, 5.62 GHz, 4.96 GHz, and 4.69 GHz, respectively. Further study shows that the frequencies
of transmission zeros decrease with the increasing areas of DGS. Actually, the electrical property of
the model of one DGS under the microstrip is equivalent to that of a parallel L-C resonator circuit.
The growing area of the DGS corresponds to increasing the equivalent inductance of the parallel
resonance circuit; the transmission zero therefore moves to the low frequency with increasing area of
the DGS.

Similarly, the simulation frequency response characters of the models consisted of two-
and three-DGS units which are presented in Figure 1b,c and Figure 2b,c, respectively. The distance
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between adjacent DGSs for two- and three-DGS models are D/2 = 3 mm. The sizes of the other parts
are set up identical to the one-DGS case.

The transmission zeros of two- and three-DGS structures also move to the low frequency band
with the increasing length of B as shown in Figure 2b,c. By comparing the Figure 2a–c, the frequency
positions of transmission zeros decrease with the increasing number of DGS, and the width of
the transition band (TB) between PB and SB greatly reduced in the three-DGS case. The interpretation
of this phenomenon can be illustrated in Figure 3.

 

Figure 3. The equivalent circuits of the three-DGS model in Figure 2c.

The equivalent circuit model of the three-DGS model can be modeled by three parallel L-C
resonators, as shown in the black dashed box in Figure 3. The mutual coupling effects between each
resonator are ignored because of a greater distance between the adjacent DGSs. The relations of
the electric parameters for this circuit can be expressed as

U = I

(
3 · 1

1
jωL + jωC

)
(1)

Via simple mathematical transformation, Equation (1) converts into Equation (2)

U = I

⎡
⎣ 1

1
jω(3L) + jω(C/3)

⎤
⎦ (2)

The single equivalent parallel L-C resonator in the red dotted line in Figure 3 reflects the relations
of the electric parameters in Equation (2). Because the area of the DGS mainly affects the equivalent
inductance of the parallel resonator, the three lengthening side lengths of B triple the parallel inductance.
From DGS simulation in Figure 2, it is known that the structure of DGS has the characteristics of
low-pass filtering. Its low-pass characteristics can be adjusted by changing the defected area and shape
etched on the grounding plate. This characteristic is applied to broaden the SB width of the SIR hairpin
LPF in Section 3.

3. Investigation of Proposed SIR Hairpin LPF

To realize the function of filtering, a filter requires one or more units of resonant structure.
The resonant elements of SIR structure for filter designing is an effective way to realize compact filters.
Lung-Hwa Hsieh et al. proposed a LPF using a SIR hairpin unit [2]. On this basis, combined with M.
Makimoto’s monograph [12], the following LPF with high attenuation edges are proposed. The cell
structure is shown in Figure 4.

The equivalent circuit of the resonator shown in Figure 4 can be regarded as a parallel connection of
a single transmission line and two parallel lines with internal coupling. The characteristic impedance

126



Electronics 2019, 8, 403

and electric length of the single transmission line are ZS and θT , respectively. The characteristic
impedance (the electric length) of the even and odd modes of the parallel lines with internal coupling
are Zpe, Zpo (θpe, θpo), respectively. The A matrix of the single transmission line and the parallel
coupling line are expressed as AI and AII , respectively.

AI =

[
A1 B1

C1 D1

]

=

[
cos θT jZS sin θT
j sin θT

ZS
cos θT

]
(3)

AII =

[
A2 B2

C2 D2

]

 

Ζ
Ζ

θ
θ

Ζ

θΤ

Figure 4. SIR hairpin with internal coupling.

=

⎡
⎣ Zpe cot θpe+Zpo cot θpo

Zpe cot θpe−Zpo cot θpo
−j 2ZpeZpo cot θpe cot θpo

Zpe cot θpe−Zpo cot θpo
j2

Zpe cot θpe−Zpo cot θpo

Zpe cot θpe+Zpo cot θpo
Zpe cot θpe−Zpo cot θpo

⎤
⎦ (4)

The matrix AT is defined as the total A matrix of the above two parallel circuits.

AT =

[
At Bt

Ct Dt

]
(5)

where
At =

A1B2 + A2B1

B1 + B2
(6a)

Bt =
B1B2

B1 + B2
(6b)

Ct =
−(A2 − A1)(D2 − D1)− (B2 + B1)(C2 + C1)

B1 + B2
(6c)

Dt =
D1B2 + D2B1

B1 + B2
(6d)
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where Dt = At due to D1 = A1 and D2 = A2. A load impedance ZL is connected to the terminal in
the circuit. The input admittance YI can be calculated based on Equation (5):

YI =
Ct +

Dt
ZL

At +
Bt
ZL

(7)

The resonance condition is met under YI = 0 and ZL = ∞, therefore, substituting the calculated
value in Equation (5), the resonance condition is obtained as follows:

(Zpe · Zpo cot θpe cot θpo − Z2
S) sin θT + ZS(Zpe cot θpe + Zpo cot θpo) cos θT

−ZS(Zpe cot θpe − Zpo cot θpo) = 0
(8)

Based on the resonance condition of Equation (8), the characteristics of the above resonator can be
analyzed using the microwave simulator method [12]. Figure 5 shows the geometry of the resonator
connected with two tapped microstrip lines and its equivalent circuit diagram.

 

(a) (b) 

Figure 5. (a) Layout of LPF constructed by SIR hairpin with internal coupling; (b) equivalent circuit
diagram of microstrip LPF.

The nonideal inductance LM in Figure 5b is the equivalent inductance of L3, L2, L3 and two 45◦

bends in Figure 5a. LB is the equivalent inductance of L4. The non-ideal capacitances CS, CP are
equivalent to the capacitances generated by two open coupling lines, in which CS is generated by
the coupling effect of two lines; CP is generated by the coupling between the terminal microstrip line
and the ground plate; and Z0 is the characteristic impedance of two feeding lines. The equivalent
circuit in Figure 5b shows that the proposed structure has the property of an elliptic function-like
LPF. The corresponding circuit model in Figure 5a is simulated by ADS software. The simulation is to
design a LPF with a cut-off frequency of 2 GHz under the condition that the relative dielectric constant
of the microstrip substrate is 10.8 and the thickness of the substrate is 0.5 mm. The simulated schematic
in ADS software is shown in Figure 6a. To improve the frequency selectivity, the structural dimensions
of the hairpin in Figure 5a are obtained through software optimizing measures, which are listed in
Table 1. The transmission characteristics of the filters tuned by software are shown in Figure 6b.
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(a) 

 
(b) 

Figure 6. SIR hairpin LPF composed of single resonator with internal coupling. (a) The schematic
diagram modeled in Agilent ADS software. (b) The simulation transmission characteristics.

As shown in Figure 6b, the proposed single SIR filter possesses the characteristic of high
selectivity and produces two attenuation poles within a finite frequency band. This is the transmission
characteristic of the three-branch elliptic function LPF. The disadvantage of this filter is that the SB
width is narrow. Although the SB width can be properly enlarged by changing the size of each part of
the SIR, it sacrifices the original characteristics of high frequency selectivity. Next, the SB width will
be extended without changing the above structure sizes. That is to say, without changing the high
edge frequency selectivity of the filter, the SB bandwidth is extended. The method is to introduce
DGS structure.

4. Model Simulation and Sample Measurement

The proposed filter model is shown in Figure 7 using the design method of combining DGS with
an SIR hairpin filter. The optimized dimensions of the SIR hairpin filter on the top layer are identical
to those in Figure 5a. The sizes of the dielectric substrate and the three DGS patterns are the same
with those in Figure 1c except that the length of the middle GDS B2 is slightly longer than those of
the two side GDS B1. The optimized lengths of B1 and B2 are different in order to widen the valid SB
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width. The electrical parameters of the dielectric substrate and the size of each part of the filter are
listed in Table 1.

 

(a) (b) 

Figure 7. LPF model based on SIR and DGS. (a) 3-D model diagram and (b) DGS pattern diagram on
the backside of the proposed filter.

The proposed filter is fabricated and shown in Figure 8. The Keysight N5224A PNA network
analyzer is used to measure the S-parameters of the proposed LPFs. Figure 9 presents the simulated
and measured results. The red lines are the S-parameters for a single SIR hairpin filter. These results
obtained by full-wave electromagnetic simulation coincide with the results achieved by the circuit
simulation using ADS software in Figure 6.

From the simulation results in Figure 9, it can be seen that the transmission coefficient of S21,dB
is less than 0.38 dB from 0 Hz to 2 GHz, and the SB width is from 2.42 GHz to 8.2 GHz (see the blue
curve) with a rejection of greater than 20 dB. Fortunately, the testing results show a broader SB width
from 2.42 GHz to 9 GHz (see the black curve) with the same frequency selectivity and the attenuation
in SB. The upper SB value even exceeds 10 GHz if the maximum attenuation degree is determined
as 14.45 dB. The simulation and testing results are in good agreement.

  
(a) (b) 

Figure 8. The fabricated microstrip LPF based on SIR and DGS: (a) top layer and (b) bottom layer.
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Figure 9. The simulation and measured results of S-parameters.

For the hairpin resonant filter, the simulated S-parameters shown in Figure 9 by the red curves
can be used to obtain the input impedance ZIN [1]:

ZIN =
1 +

(
S11 +

S12S21ΓL
1−S22ΓL

)
1 −

(
S11 +

S12S21ΓL
1−S22ΓL

)Z0 (9)

where ΓL = (ZL − Z0)/(ZL + Z0) is the load reflection coefficient, and Z0 and ZL are the characteristic
impedance of the transfer line and the load impedance, respectively. The Z0 and ZL in our manuscript
are also set to 50 Ω. Therefore, the ZIN = 50(1 + S11)/(1 − S11) and its values are shown in
Figure 10. From the ZIN in Figure 10b, it can be found that the first resonant frequency fR,1 = 1 GHz.
Therefore, the SIR hairpin filter is a resonant element.

The quality-factor (Q) of a filter is the parameter to present the ratio of reactive power to active
power. In the bandpass filter, the higher Q values mean the narrower bandwidth of the filter [13].
Based on ZIN , the quality-factor (Q) value is given by Q = Im(ZIN)/Re(ZIN). The Q values reach
1120, 1214 and 0.86 at the two attenuation poles fA,1 = 2.75 GHz, fA,2 = 3.14 GHz and the cut-off
frequency fC = 2 GHz, respectively. The Q values theoretically would be 0 at the resonant frequency
points. The Q values at resonant frequency points fR,1, · · · , fR,6 are very small values rather than zero,
e.g., Q fR,1 = 0.0078 at fR,1. This is because the very accurate frequency points for resonance failed to
take using the discrete digital computing method.

Ω

 

Ω

(a) (b) 

Figure 10. The input impedance of the SIR hairpin resonant filter. (a) Global view and (b) Partial view.
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According to the S-parameters calculated in Figure 9, we present the insertion loss (IL) in decibel
form based on the equation of ILdB = 10lg|S21|2 = 2S21,dB [1,14,15]. Therefore, the values of ILdB are
twice the values of S21,dB over the range of the investigated frequency.

The group delay as the derivative of the phase varies as an important parameter in microwave
filter design. The smaller the group delay variation, the better the flat property of the designed filter.
The simulation and measured values of group delay are shown in Figure 11. From this figure, the group
delay varies from 0.23 to 0.78 ns in the pass band of 0~2 GHz. That is to say, the maximum variation of
group delay is about 0.55 ns, representing a good flat property of the designed filter.

Figure 11. The simulation and measured values of group delay of the designed filter.

Some LPFs proposed in the references are compared with this paper in Table 2. The proposed LPF
in this paper has smaller pass-band ripple (PBR) by comparing with the LPF in Reference [10]. The size
of our designed LPF is less than those in Reference [9,11] with similar SB and TB width. The attenuation
in stop-band (ASB) of LPF in Reference [2] is better than that of our design, however, the size of
the designed filter in the reference is larger than our proposed filter in this paper. Therefore, the LPF
proposed in this paper possesses the properties of miniaturization, wide SB, high selectivity, and low
PBR simultaneously.

Table 2. Performance comparisons between the reported filters and the proposed filter in this paper
(SB: stop-band, TB: transition band, PBR: pass-band ripple, ASB: attenuation in stop-band).

Ref. Size/λ SB (GHz) TB (GHz) PBR (dB) Substrate

This work 0.13 × 0.09 6.6 *; >10 ** 0.4 *; 0.35 ** ≤0.5 PTPE composite medium
[2] 0.25 × 0.08 7.6 *** 0.4 *** low RT/Duroid 6010
[11] 0.42 × unavailable 6.5 * 0.5 * low ARLON 25N
[9] 0.13 × 0.23 6.7 * 0.3 * low FR4
[10] 0.1 × 0.1 7.4 * 0.2 * high FR4

* ASB < 20 dB; ** ASB < 14 dB; *** ASB < 30 dB.

5. Conclusions

Firstly, the square-headed dumbbell-shaped DGS is introduced. The transmission characteristics
of one-, two- and three-DGS units are analyzed and compared by the 3D numerical simulation software
HFSS. The results show that the structure of DGS has the property of low-pass filtering, and the SB
attenuation extremum frequency decreases with the increase of the area and number of DGS units.

Secondly, a compact LPF is designed by using SIR hairpin resonator with internal coupling,
which is equivalent to three-branch elliptic function LPF. The optimal sizes of the SIR LPF are obtained
by the engineering electromagnetic software ADS of Agilent company. From the result of the simulation,
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this compact hairpin LPF has high frequency selectivity and very low PB attenuation, but the SB width
under 20 dB is not wide enough.

Finally, to extend the SB rejection width, we combine the DGS with the SIR LPF. By adjusting
the area and number of DGS units, a microstrip LPF with small size, high frequency selectivity
and wide SB suppression is achieved. Meanwhile, the maximum group delay variation in the passband
is within 0.55 ns. The manufactured compact filter keeps good consistency with the simulation results,
which proves the validity of the theoretical design. This compact LPF with excellent transmission
performance is very suitable for the application of modern wireless communication circuits.
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Abstract: Today, to use home automation, intelligent home controls or remote controls in the
office, electronic equipment is moving away from wireless communication in favor of Power
Line Communication (PLC). In the standard PLC solutions, the corrections that result from error
transmissions are based on complex digital modulation methods and algorithms for validating the
transmitted data without paying attention to the causes of the errors. This article focuses on the
implementation of a filtering system for interference and signals in the 120–150 kHz band (CENELEC
band C), which is injected into the network by transmitters. Such a filter separates the desired
signal from the interference that is occurring in the network, which can result in communication
errors. Moreover, when used properly, the filter can be used as a subsystem separation element.
The paper presents the requirements, design, construction, simulation and test results that were
obtained under actual operating conditions. It is possible to use less complex methods for correcting
errors in transmission signals and to guarantee an improvement in the transmission rate using the
proposed filter system.

Keywords: power line communication (PLC); conducted disturbances; anti-interference filter;
smart home

1. Introduction

Power line communication systems have been used for various purposes within a broad range
of fields, including telephony [1], street lighting controls, intercoms [2] and power transmission
systems for almost 100 years [3,4]. Currently, Power Line Communications (PLCs) have a wide
range of applications in smart grids [5,6]. The smart building market is in an early stage of its
development and has great potential for future growth. According to the report “Smart Building
Market Industry Analysis, Size, Growth, Trends, Segment and Forecast 2016–2021” that was prepared
by MarketsandMarkets, the value of this market will increase from 7.26 billion dollars to 36.40 billion
dollars by 2021 and the expected annual growth rate will be 38% [7]. The idea of an intelligent building
has already taken root in developed Asian countries and in the USA, and its rapid development in
Europe is also predicted. The fact that this trend is supported by a European Union policy is not
without significance and the promotion of energy efficiency and pro-ecological solutions, including
intelligent constructions, has been mentioned among the priorities for the coming years [8–11]. As the
current market for intelligent home management systems is heavily dominated by companies that only
sell their products to individuals with a high property status, smart home furnishings are an expression
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of luxury and prestige [12–14]. However, there are innovative systems that are becoming available at
an affordable price, whose target group will be households with a good or medium financial standing,
including both the owners of newly built houses/flats as well as existing homes/apartments.

Intelligent building systems come in three forms. The first is comprised of wired systems that
use a dedicated communication cable whose big advantage is its stability. However, due to the use
of this dedicated communication cable, these systems require a rethinking of the deployment and a
definition of the desired functionalities at the beginning of the investment. Therefore, choosing this
system for apartments in the secondary market requires a costly renovation. Other disadvantages
are their complicated configuration and high price. An alternative solution is a wireless system [15].
The advantages of wireless systems include the ability to adapt the intelligent system to any building
and to ensure price competitiveness. On the other hand, due to electromagnetic interference in
the buildings as well as difficulties in data transmission in the event of obstacles in the signal path
and directives that limit the maximum allowable transmitting powers, these wireless systems do
not always work stably. Systems that work in a mesh topology can compensate for the effects of
unstable operations; however, due to their characteristics, if one of the elements fails, the system may
cease to function completely. It should also be noted that the use of wireless solutions may become
problematic in the near future due to the number of devices that operate in a wireless mode. IoT
solutions should also be distinguished [16]. However, IoT solutions may encounter the same problems
that were mentioned earlier for wireless products. The third possible solution is wired systems that
have no additional communication cable. Such PLC systems communicate via power lines; thus,
they combine stability with ease of use and can easily be adapted to existing buildings. A hybrid
solution that uses both wired and wireless communication (such as PLC and wireless) [17–19] is a
more expensive solution.

Particular attention should be paid to the Power Line Communication systems that communicate
on the 230 VAC/50 Hz and 110 VAC/ 50–60Hz power lines, which can be easily adapted—each
element that is connected to the power supply can simultaneously be connected to an intelligent
building system [20,21].

Depending on the end application, broadband PLC [22] and low-frequency narrowband PLC will
be discussed. Broadband PLC (also BPL—Broadband over Power Line) permits a >100 Mbps data rate
and usually works on the 2–30 MHz band (also with the possibility to use 30–86 MHz as an additional
bandwidth). BPL is usually used in applications for which a relatively high data rate (such as for PLC
capabilities) is required, for example, for the in-home distribution of IPTV, HDTV, VoIP, internet content
or for communication between electrical systems and appliances. The BPL standards usually define a
protocol-dependent MAC layer. Advanced encryption such as a 128-bit AES (Advanced Encryption
Standard) encryption for HomePlug AV can also be included. Although the end applications that
use BPL offer a relatively high data rate, there are a few limitations such as a limited effective range,
an unpredictable response time, an expensive large filter and matching circuits and relatively high
processing needs (process encryption, PHY, MAC and IPv4/IPv6 layers). What is more, BPL can
potentially cause electromagnetic interference problems in situations in which some of the energy
is radiated as radio frequency interference. As for low-frequency narrowband PLCs, according to
European CENELEC standard, few frequency bands have been defined for power line communication
use. Frequency band A (9 to 95 kHz) is limited to use by energy providers. Although frequency band B
(95 to 125 kHz) and frequency band D (140 to 148.5 kHz) are open for end-user applications, no access
protocol has been defined. Frequency band C (125 to 140 kHz) is also open for end-user applications
but CSMA/CA (Carrier Sense Multiple Access/Collision Avoidance) [23] protocol for the 132.5 kHz
frequency has been defined. PRIME and G3 specifications, which are suitable for smart-metering
applications [24] and have defined and structured PHY and MAC layers, should also be mentioned.
There are also transceivers that are fully configurable. For a low-frequency narrowband PLC that
has a scarifying data rate (up to 128 kbps) but has a large effective range (compared to BPL) and a
fast response time, its filters and matching circuits are less expensive, and its processing needs are

136



Electronics 2019, 8, 378

significantly less demanding—simple encryption and the possibility of defining its own MAC layer.
The end application was defined as a power line communication home automation system in which
short frames (commands) are exchanged between the nodes and for which the effective range and fast
system response time is critical. Autonomous nodes are distributed in the system, and therefore a small
form factor and low power consumption must be guaranteed. Inexpensive nodes and accompanying
elements are also desirable. Therefore, a low-frequency narrowband power line communication
opened for end-user applications with defined medium access control and advantageously without
any protocol-dependent MAC was selected as one of the possible application scenarios.

In this case, a ready-made STEVAL-IHP005V1 development board with an ST7540 was used to
perform the PLC communication tests. The line coupling interface was modified to allow the ST7540
device to transmit and receive on the AC mains line using the available FSK and PSK [25,26] modes
within the European CENELEC EN50065-1 standard C band, which is specified for home network
systems with the mandatory access protocol CSMA/CA. Customized software was developed for the
STM32 microcontroller, which was included in the reference design in order to make it more flexible
and suitable for use as a standalone smart PLC node [27].

Currently, many electric energy receivers are strongly non-linear. Unfortunately, these types
of receivers often add disturbances to the power supply network in the frequency band that is
used for PLC communication [28]. Under certain circumstances, these may interfere with system
communication, thereby leading to delays in executing a command. In extremely unfavorable cases,
they can prevent communication completely. One of the ways to avoid such problems with a connection
is to create an appropriate communication protocol using the appropriate modulation for the signal
transmission [29–32]. Unfortunately, in many cases [33], the application of even the most sophisticated
communication protocol does not solve the problems connected with the transmission of a useful
signal. An additional element of such a system operating using PLC technology should be a filter that
separates the undesirable signals (noise, interference, disturbances, signals from other PLC network)
from the desired signal in the transmission medium. There are many EMI filters [34,35] on the market,
but only few fulfill PLC specific requirements. Usually, PLC EMI filters are relatively large and
expensive three-phase filters that are intended to be placed in an electrical switchboard next to the
main electricity switch. The cost and form factor of the available PLC EMI filters means that they
are not suitable for distributed PLC home automation systems. What is more, in the event that the
disturbance source is located after the EMI filter, the communication frequencies are vulnerable to
disturbances. An example of such a disturbance source that is located inside the PLC network might
be the LED power supply or a fluorescent lamp that is controlled by the home automation system.

There is a need for a compact, single-phase, low-current (5 A), cost-effective filter for the
distributed PLC home automation applications that work in CENELEC band C. The main goal
is to filter a disturbance source inside the home grid as well as to filter a disturbance source that is
located near the communication node.

2. Filter Design

From the point of view of the application of a given electronic system, the basic task of filters is to
suppress the undesirable component frequencies that may occur in the control signal. Filter systems
are divided into different groups by considering the appropriate criteria. One of the most important
of these divisions is the frequency band that is to be suppressed by the filter. Thus, there are
different filters—low-pass, high-pass, band-pass including broadband and narrowband (selective)
and band-stop—that suppress the signals in a specific frequency band [36]. Other criteria that are
considered in the classification of the filters are, for example, the shape of the frequency characteristics:
the amplitude and phase, the type of elements that are used and the technology in the system execution.
Another important feature of a filter is its level. Filters at I, II and higher levels are used when the
higher the filter level, the steeper the edges at the ends of the frequency response are and the frequency
response (amplitude) is ideal (rectangular).
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The article will focus on the design of an LC filter with chokes in the longitudinal branch and
capacitors in the transverse branch as is shown with a diagram in Figure 1a. The role of the inductors
is to increase the impedance for a high frequency differential mode component (current or voltage)
and the capacitors constitute a low impedance path for differential disturbances at Terminals B1 and
B2. In addition, the LC parameters were selected so that the resonance frequency was smaller than
the 133 kHz communication frequency that had been selected for the purposes of the study and were
of an inductance L = 66 μH and a capacity C = 200 nF, respectively. The influence of the change of
the inductor parameters was also taken into account [37–39]. The impedance characteristics as seen
from Terminals A1, A2 and Terminals B1, B2 are shown in Figure 2. For the communication frequency
fcom = 133 kHz, the impedance module was ZAA = 49.17 Ω and ZBB = 6.71 Ω. Such impedance values
effectively contribute to the filtering of high frequency disturbances in the communication band when
the source of the disturbances is connected to Terminals B1, B2.

 

Figure 1. Scheme of the LC single-phase filter with two 33 μH inductor chokes and two 100 nF
capacitors: (a) scheme, (b) a substitute scheme of the ideal filter, (c) a filter scheme with the resistive
parasitic elements indicated.

 

Figure 2. Magnitudes of the impedances seen from terminals A1, A2, ZAA and B1, B2, ZBB given as the
functions of the frequency for the designed filter.

The paper will focus on an analysis of an LC filter with a structure as is shown in Figure 1b.
Figure 1c presents parasitic resistance occurring in L and C. These values are dependent on the
components and magnetic materials being used [38]. The solution uses two chokes with the toroidal
core DTMSS-20/0.033/8.0-V with the inductance L1 = 33 μH (which gives inductance L = 66 μH) with
an allowable current of 8 A and a resistance for the direct current of 15.9 mΩ (total RLdc = 31.8 mΩ).
Two WIMA MKS 100 nF/630 V capacitors with a capacity of 100 nF were used. The filter schemes with
a view of the printed circuit are shown in Figure 3.
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(a) (b) 

Figure 3. LC filter with two THT 33 μH chokes: (a) filter scheme, (b) 3D view of the board (57.5 mm
width and 31.0 mm height, nominal current 5 A).

3. Insertion Loss Filter

In order to determine the insertion loss of the topology LC the filter in Figure 1, filter impedance
was measured as a function of the frequency using an Agilent 4294 A Impedance Analyzer in a
frequency range of 40 Hz to 2 MHz. Figure 1c shows the parasitic resistances of the reactors and
capacitors, which, due to the impedance analyzer measurements, led to the determination of the actual
parameters as a function of the frequency. The measurements were taken for Figure 3 of the filter.
The filters for the SMD inductors were not analyzed because they had a different substitute pattern
in which significant self-capacitances of the inductor winding were revealed. Using the toroid core
revealed a relatively low self-capacitance of the inductor winding, and therefore, these inductors
were taken into consideration for the filter design. Figure 4 presents the frequency characteristics of
inductance L and resistance RL of the inductors as well as the capacitance C and resistance RC of the
capacitor. The inductance of the inductor was practically constant as a function of frequency, but the
capacity of the capacitor changed significantly.

 

Figure 4. Measured inductance, resistance of the filter inductor, capacitance and its series equivalent
resistance of the filter capacitor.

According to the LC filter equivalent parameters, the insertion loss was determined from
Terminals A1, A2 and from Terminals B1, B2. Both insertion losses were determined analytically
for circuits as is shown in Figure 5. The insertion loss was defined as in Equation (1)

AT(dB) = 20 log
∣∣∣∣V1

V2

∣∣∣∣. (1)
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Figure 5. Schematics (circuits) in which the V1 and V2 voltages were obtained in order to calculate
the insertion loss of the filter from Terminals B to A: (a) system without a filter—determination of the
voltage V1 and (b) system with a filter—determination of the voltage V2.

Voltage V1 is the voltage that occurs on the standard resistor Rw = 50 Ω in a case in which there
is no filter in the system (Figure 6a); and V2 is the output voltage on a standard resistor in a case in
which the analyzed LC filter is connected between the Rw resistors (Figure 6b).

 
Figure 6. Circuit schemes for which the V1 and V2 voltages were required to determine the filter
insertion loss from Terminals A to B: (a) system without a filter to determine voltage V1 and (b) system
with a filter to determine voltage V2.

According to Figure 6, the following dependences on the voltages V1 and V2 can be determined
as follows:

V1 =
VS
2

, (2)

V2 =

(
VS

ZCRw
ZC+Rw

Rw + ZL + ZCRw
ZC+Rw

)
, (3)

where ZC = 1
jωC + RC; ZL = jωL + RL, thus Equation (3) can be rewritten into Equation (4):

ATAB(dB) = 20 log

∣∣∣∣∣∣∣∣∣∣
VS
2

VS
ZCRw

ZC+Rw

Rw+ZL+
ZCRw

ZC+Rw

∣∣∣∣∣∣∣∣∣∣
= 20 log

∣∣∣∣∣∣∣∣∣∣
1

2
ZCRw

ZC+Rw

Rw+ZL+
ZCRw

ZC+Rw

∣∣∣∣∣∣∣∣∣∣
. (4)

For the insertion loss that was measured from terminals B to A, the scheme is shown in
Figure 5 applies.

Voltage V1 was the same as in the previous case V1 = VS/2. Voltage V2 was determined according
to Equation (5) and the filter insertion loss is given as Equation (6).

V2 =
VS

ZLCR
ZLCR+Rw

Rw + ZL
Rw, (5)
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where ZLCR = (ZL+Rw)ZC
ZL+Rw+ZC

thus the filter insertion loss is given as

ATAB(dB) = 20 log

∣∣∣∣∣∣∣
VS
2

VS

(
ZLCR

ZLCR+Rw

)
Rw+ZL

Rw

∣∣∣∣∣∣∣ = 20 log

∣∣∣∣∣∣∣
1

2

(
ZLCR

ZLCR+Rw

)
Rw+ZL

Rw

∣∣∣∣∣∣∣. (6)

Equations (4) and (6) are simplified to the same form, which means that the insertion loss
of the filter on the side of Terminals A and B are equal and can be described by Equation (7).
The characteristics of the insertion loss are presented as the frequency function in Figure 7.

ATAB(dB) = ATBA(dB) = 20 log

∣∣∣∣∣∣
1

2 ZCRw
Rw(ZC+ZL+Rw)+ZC(ZL+Rw)

∣∣∣∣∣∣. (7)

 

Figure 7. Insertion loss characteristics of the experimental LC filter with the ideal characteristics given
for different inductance values and a fixed capacitance of C = 200 nF.

As can be seen in Figure 8, the insertion loss for the 133 kHz frequency that was determined
was about 16 dB. Figure 7 shows the characteristics of the filter insertion loss along with the insertion
loss of the lossless filters with different inductances and capacitances as a function of the frequency.
The insertion loss characteristics are presented for the different inductance values assuming that the
rated value was L = 66 μH and the characteristics are given for 0.1L, 0.5L, L, 2L, 5L. For the ideal filters,
insertion loss values at f = 133 kHz were 12.5, 13.3, 15.4, 19.7 and 27.1 dB.

 

Figure 8. Insertion loss of the LC filter with two 33 μH inductions.

Figure 9 shows the filter insertion loss characteristics of the LC filter together with the ideal
characteristics that were obtained for filters with different capacitance values with the assumption
that C = 200 nF for 0.1C, 0.5C, C, 2C and 5C. With such insertion loss characteristics for the frequency
f = 133 kHz, they were 0.9, 9.3, 15.4, 21.6 and 29.7 dB. Based on the actual characteristics, it can be
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seen that this solution is ideal for frequencies up to 350 kHz. The reason for the discrepancy between
the actual insertion loss characteristics and the ideal characteristics was a decrease in the capacitor
capacitance for the frequencies above 350 kHz (Figure 4), while the inductance of the chokes in
the frequency range from 40 Hz to 2 MHz remained practically constant. The developed filter is a
differential filter and the insertion loss for this filter will never be high as is the case with a common
filter in which the common currents component are small.

 

Figure 9. Insertion loss characteristics of the experimental LC filter with the ideal characteristics given
for different values of the capacitances and a fixed inductance of L = 66 μH.

4. Thermal Testing of the Filter

If the designed filter is applied next to the disturbance source, it might be exposed to difficult
operating conditions such as a constant maximum current flow and poor air circulation. Therefore,
heat tests were carried out at a rated current equal to 5 A. The solutions used elements whose rated
currents exceeded a 5 A r.m.s. value. The tests were carried out with a load consisting of a set of power
supplies with LED lighting that were connected in parallel with a fluorescent lamp and additionally
with a thermoregulator with a thyristor voltage controller with an applied phase control. The sum of
the currents of the load for the tests was set at 5.4 A. The measurements were performed at an ambient
temperature of 19.3 ◦C. The temperature was measured using a ThermoGear G-30 InfReC thermal
imaging camera and a universal meter with an APPA-305 temperature measurement. In each case,
the temperature sensor was attached to the surfaces. Therefore, the value from the meter with the
temperature sensor was taken as the actual value. A thermal camera was used to determine the points
with highest temperature as well as the temperature distribution. In the case of a filter with toroidal
throttles, the temperature at a current of 5.4 A in the steady state was 44 ◦C. The photograph from the
thermal camera with the toroidal choke (Figure 10) for the steady state after heating the filter elements
with the 5.4 A current indicated the temperature distribution on the individual elements. From this, it
can be seen that the highest operating temperatures in the filter were observed in the inductors because
they conducted the entire load current. However, their operating temperature remained relatively low.
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Figure 10. Thermographic photograph of the filter.

5. Verification of the Correct Operation of the Developed Filter

The measurements were carried in five variants. The schematic of the measurement system
is shown in Figures 11–15 where: the AC source symbol together with yellow noise symbol
represents real-life power grid connection, F—the designed filter, EMI—Schafner interference
attenuation filter EMI FN 3256 [40], TPLC—transmitter (switch) of the PLC communication system,
RPLC—communication system executive (receiver) and ChX—probe connection voltage differentials
to the respective oscilloscope channels. The voltage spectra were measured using the FFT function.
The scale of X: 50 kHz/div and Y: 10 dB/div was set and the offset was X: 0 Hz and Y: −30 dB.
The load consisted of:

- At the end of the supply line: 3 × 12 V/100 W halogen power supplies (each one) and 2 × 12
V/50 W halogen bulbs (each one);

- In the middle of the power line: 1 × fluorescent lamp 2 × 36 W with an electronic ballast.

 

Figure 11. Connection schematic of the model with an EMI filter and without an additional receiver
connected in the middle of the line—Variant 1.
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Figure 12. Connection schematic of the model with an EMI filter and an additional receiver connected
in the middle of the line (without an F filter)—Variant 2.

 
Figure 13. Connection schematic of the model with an EMI filter and an additional receiver connected
in the middle of the line by an F filter—Variant 3.

Figure 14. Connection schematic of the model without an EMI filter and with an additional receiver
connected in the middle of the line (without the F filter)—Variant 4.

Figure 15. Connection schematic of the model without an EMI filter and with an additional receiver
connected in the middle of the line by the F filter—Variant 5.
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Additional tests without EMI filters were carried out. The schematic of the measurement system
is shown in Figures 14 and 15. Voltage waveforms and voltage harmonics spectra for the two variants
configurations is shown in Figure 17.

Based on the results of the measurements (Figures 16 and 17 and Tables 1 and 2), it was found that:

• non-linear type receivers and power supplies weakened the communication signal of the
developed system significantly due to the capacitive filter in the input circuits of the
power supplies;

• the developed filter significantly improved the communication signal level of the developed
system in each of the considered cases;

• comparing the results for f 1 and the measurements for the variant at UCH1 and UCH2, the difference
in the signal levels at the input and output of the filter was about 5 dBV; however, it must be added
that it is difficult to interpret this difference as an insertion loss because sources of interference
were present on both sides of the filter;

• by comparing the results for f 2 and the measurements for the variant at UCH1 and UCH2, the
difference in the signal levels was about 20 dBV;

• adding a fluorescent luminaire in the middle of the model circuit line introduced additional
disturbances; these disturbances occurred in the immediate vicinity of 133 kHz, which is used for
the transmissions in the developed system;

• it is reasonable to also use the filter for devices that are not controlled by a home automation
system that has all types of power supplies installed in the immediate vicinity of the operating
system; however, such receivers introduce disturbances that may interfere with the transmissions
of the developed system;

• by comparing the relevant cases, a significant reduction of interference at the level of 5 dBV and
an improvement of the signal with a transmission frequency of 133 kHz at the level of 20 dBV can
be observed, which proves the need to use correctly designed filters for communication in a PLC;

• the use of an EMI filter at the input of the system also resulted in a very strong insertion loss of
the communication signal of the developed system, due to the large capacity of the EMI filter;

• obtained attenuation level is sufficient to filter both disturbances and communication signals
around 133 kHz;

• with specific filter applications, an independent communication subnetwork can be created (before
and after designed filter), such application might be advantageous for PLC home automation
system throughput and response time;

Table 1. List of the signal level measurements for the frequency f 2 = 133 kHz and for the highest
disturbance components f 1.

Number Variant
f 1

[kHz]
Uf1

[dBV]
f 2

[kHz]
Uf2

[dBV]

1. 1a/UCH1 73 −20.0 133 −11.9

2. 1b/UCH2 73 −15.6 133 −35.0

4. 2c/UCH1 73 −21.9 133 −21.3

5. 2d/UCH2 73 −14.4 133 −39.1

7. 3e/UCH1 83 −18.8 133 −11.9

8. 3f/UCH2 76 −13.1 133 −34.4
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(a) Variant 1—UCH1 (b) Variant 1—UCH2 

(c) Variant 2—UCH1 (d) Variant 2—UCH2 

  
(e) Variant 3—UCH1 (f) Variant 3—UCH1 

Figure 16. Voltage waveforms and voltage harmonics spectra for the various configurations of the
system with the developed filter (X: 50 kHz/div and Y: 10 dB/div). System status: TPLC: broadcast
ON; RPLC: ON, measured/analyzed voltages UCH1 and UCH2; measured frequency signal level f 1 is
the intersection of the black lines and the measured frequency signal level f 2 is the intersection of the
red lines.
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(a) Variant 4—UCH1 (b) Variant 4—UCH2 

 
(c) Variant 5—UCH1 (d) Variant 5—UCH2 

Figure 17. Voltage waveforms and voltage harmonics spectra for the various configurations of the
system with the developed filter (X: 50 kHz/div and Y: 10 dB/div). System status: TPLC: broadcast
ON; RPLC: ON, measured/analyzed voltages UCH1 and UCH2; measured frequency signal level f 1 is
the intersection of the black lines and the measured frequency signal level f 2 is the intersection of the
red lines.

Table 2. List of the signal level measurements for the frequency f 2 = 133 kHz and for the highest
disturbance components f 1.

Number Variant
f 1

[kHz]
Uf1

[dBV]
f 2

[kHz]
Uf2

[dBV]

1. 4a/UCH1 84 −17.2 133 −11.6

2. 4b/UCH2 74 −13.8 133 −36.5

3. 5c/UCH1 82 −22.8 133 −4.1

4. 5d/UCH2 82 −15.6 133 −35.0

6. Statistical Tests Used to Verify the Correct Operation of the Filter in a Model System

In order to verify the correct operation of the filters in the model system, a series of statistical
tests were performed with different topologies of the model system. Nonetheless, the topology was
always based on the layout shown in Figure 13. In each case, the same board, ST7540 configuration,
software, 20-byte frame and transmission scheme were used. The transmission scheme was a series
of 50 switches ON and 50 switches OFF commands that were sent with one second delay in between
transmissions. A carrier frequency of 132.5 kHz was used with a 2.4 kHz frequency deviation
(131.348 kHz for “1” and 133.626 kHz for “0”) and 2400 Baud. To improve the robustness, Manchester
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coding was used. The Forward Error Correction (FEC) technique was used as the error correction
mechanism. Situations of correct switching without the need for error correction (CS), correct switching
after FEC correction (with FEC) and unsuccessful switching (US) were observed. The series of tests
was performed for the following topologies of the model system:

• TEST1—an EMI filter was connected at the model system input and a fluorescent lamp with a
power supply system was connected in the middle of the wires, while LED lighting systems with
power supply units, a fluorescent lamp and LED lighting were connected behind the proposed
filter system (Figure 13).

• TEST2—an EMI filter was present at the input of the model system and a fluorescent lamp with a
power supply system was connected in the middle of the wires, LED lighting systems with power
supplies worked as the receiver, a fluorescent lamp with no filter was connected and LED lighting
was connected with the proposed filtering system (Figure 12).

• TEST3—an EMI filter was present at the input of the model system, while LED lighting systems
with power supplies and a fluorescent lamp with a power supply system worked as the receiver
and the receivers were connected with the proposed filtering system (Figure 18).

• TEST4—an EMI filter was present at the input of the system, while the receiver was used to work
with the LED lighting systems with the power supplies and a fluorescent lamp with a power
supply system and the receivers operated without the proposed filtering system (Figure 19).

 

Figure 18. Connection schematic of the model with an EMI filter while LED lighting systems with
power supplies and a fluorescent lamp with a power supply system working as the receiver, the
receivers were connected with the proposed filtering system (TEST 3).

 

Figure 19. Connection schematic of the model with an EMI filter while LED lighting systems with
power supplies and a fluorescent lamp with a power supply system working as the receiver, the
receivers were connected without the proposed filtering system (TEST 4).

Based on the statistical tests that were performed (Table 3), the following can be concluded:

• in the case of the switch OFF tests, there were more problems with the transmission and cases in
which there was no response to the signal from the transmitter more often. This was because the
receivers generated interference that hindered the reception of the signals;
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• the absence of additional filters in the system made it practically impossible to control the receivers
when connecting in the middle of wires or as a controlled receiver of the fluorescent lamp (TEST2
and TEST4);

• in the case of an EMI filter and the use of the developed filters, full system efficiency was obtained
from the point of view of controlling the receivers.

Table 3. Results of the statistical tests, correct switching (CS), unsuccessful switching (US) and correct
switching with Forward Error Correction (FEC).

Number Setting the Model
Switch ON Switch OFF

CS With FEC US CS With FEC US

1. TEST1 30 20 0 35 15 0

2. TEST2 0 2 48 0 2 48

3. TEST3 26 24 0 30 20 0

4. TEST4 0 50 0 0 2 48

7. Conclusions

Today, PLC communication is being used more and more to implement home automation
solutions as well as in intelligent homes and remote controls for electronic equipment. In the standard
solutions, corrections resulting from error transmissions are based on complex digital modulation
methods and algorithms for validating the transmitted data without paying attention to the origin of
the errors. In this article, we have focused on the implementation of a filtering system for interference
in the 120–150 kHz band that is introduced into the network by receivers. Such a filter separates the
desired signal from the interference that occurs in a network, which can result in communication
errors. An additional advantage of the developed solution is the ability to provide physical signal
separation between two PLC sub-systems (before and after the filter system). This approach might
possibly make the response faster and increase the throughput of PLC sub-systems. The entire project
cycle was presented beginning with specifying the requirements, through the design, simulation,
execution and testing under operating conditions. All of the tests were carried out in real life working
conditions with an additional load and the validity and impact of using the EMI filter on the efficiency
of information transmissions in the PLC was considered. Through these efforts, it was shown that by
using an appropriate filtering system, it is possible to use less complex methods of error correction in
the transmission of signals, thus enabling an increase in the transmission speed. In addition, due to
the reduction in the complexity of the corrective methods, it is possible to use the computed savings in
the capacities to implement other important functionalities or to improve the transmission security
without affecting the transmission delay and user experience.
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Abstract: A novel three-axis teslameter and other similar machines have been designed and
developed for SwissFEL at the Paul Scherrer Institute (PSI). The developed instrument will be used for
high fidelity characterisation and optimisation of the undulators for the ATHOS soft X-ray beamline.
The teslameter incorporates analogue signal conditioning for the three-axes interface to a SENIS
Hall probe, an interface to a Heidenhain linear absolute encoder and an on-board high-resolution
24-bit analogue-to-digital conversion. This is in contrast to the old instrumentation setup used, which
only comprises the analogue circuitry with digitization being done externally to the instrument.
The new instrument fits in a volumetric space of 150 mm × 50 mm × 45 mm, being very compact
in size and also compatible with the in-vacuum undulators. This paper describes the design and
the development of the different components of the teslameter. Performance results are presented
that demonstrate offset fluctuation and drift (0.1–10 Hz) with a standard deviation of 0.78 μT and a
broadband noise (10–500 Hz) of 2.05 μT with an acquisition frequency of 2 kHz.

Keywords: analogue-to-digital conversion; ATHOS soft X-ray beamline; broadband noise; Hall probe;
offset fluctuation and drift; three-axis teslameter; undulator

1. Introduction

Various parameters are typically taken into consideration in the measurement of magnetic fields
and primarily include the field range, the bandwidth, the reproducibility and the accuracy [1,2].

Whilst static or quasi DC homogenous magnetic fields are best measured using NMR (Nuclear
Magnetic Resonance) instruments with the best absolute accuracies, these have a very limited
bandwidth [1]. The choice of silicon-based Hall magnetometers is very attractive when a balance
between the precision and the bandwidth response of the instrument is required as is the case in this
application. Also, three-axes Hall probes fulfill the necessity in measuring all three components of a
magnetic field simultaneously along a straight line as required in undulators.

The measurement with Hall probes is particularly suitable for a broad range of non-homogenous
magnetic fields up to 10 T and more. However, the absolute accuracy of the measurement is affected
by parasitic effects such as nonlinearity, temperature dependence, planar Hall effect and stability of the
offset [1–3]. Hence apart from calibration, these inherent problems in Hall probes require compensation
through special biasing and interfacing techniques.

The small and compact volume of the Hall probe allows for high spatial resolution of the magnetic
measurement. This makes them very suitable and the preferred choice in mapping the magnetic
field in insertion devices (such as undulators) especially when these have a very narrow gap and the
bandwidth requirements are not particularly high.
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Electronics 2019, 8, 368

Magnetic field mapping of undulators sets the context of the main application of the development
of the three-axis teslameter presented in this paper. In [4], a Hall-probe bench for insertion device
characterization at the Brazilian Synchrotron Light Laboratory (LNLS) is presented whereby three
single-axis Hall probes are orthogonally assembled and used for the magnetic field component
measurements. The use of Hall probes as measuring devices are preferred over rotating coil techniques
in this scenario. For such a setup the dimensions of the sensor must be significantly smaller than a
single undulator period for proper mapping to be done. This makes Hall probes very advantageous to
use over short moving coil techniques. Through these measurements, the existence of random local
angular kicks along the undulator axis can also be investigated. Post-processing of the data results in
the measurement of the phase error along the undulator axis. On-the-fly feedback scanning is also
essential to reduce the sensor vibration during traversal motion. A high level of accuracy in the sensor
position on the longitudinal axis is also critical, as pointed out in [2].

Other techniques are used in order to measure the integral field errors along the undulator. These
give information on the total change in the angle and position of the beam trajectory at the exit of the
undulator. In [5], a method is presented where the field integrals are measured using a multistrand
wire stretched inside the undulator. As the wire is moved with constant velocity of translation, the first
integral is found. The cross motion of the wire at the undulator ends measures the second field integral.

Therefore, knowledge of these errors is very important for a complete characterization of the
magnetic field in an undulator. After being measured, the errors are corrected by magnets shimming
as explained in [6].

Following this background on the problem definition, the rest of the paper tackles the development
of a novel three-axis teslameter interfaced with a SENIS type-S Hall probe [7]. This instrument will be
used with a new magnetic measurement bench developed at the Paul Scherrer Institute (PSI) for the
highly precise magnetic field measurements of the ATHOS soft X-ray line [8].

The main motivation of the development of this instrumentation is to improve the current
instrumentation used [9] to characterize the ATHOS line of undulators. The main aim is to integrate
the full analogue and digital electronics on a single board with a tenfold size reduction and increase
the performance and features compared to the old instrumentation. Another goal is to provide an
instrument that can easily be used for similar applications in other machines hence it is also important
to provide a more cost-effective and maintenance-free setup.

2. Hall Probe Theory

As explained in [10], the resolution of a magnetic sensor depends on its intrinsic noise, offset
instability and the magnetic sensitivity. Silicon Hall sensors are typically realized as an n-well plate
with four contacts being easily modelled as a Wheatstone bridge [11,12]. Since a current is made to
flow through two opposing terminals, a magnetic field perpendicular to the plate makes electrons drift
towards one side thereby generating a potential difference known as the Hall voltage.

Due to doping inhomogeneity and variations in the depth of the n-well, the resistance in the
various branches of the Wheatstone bridge usually do not match, thus the sensor will exhibit a certain
amount of offset when biased as shown in Figure 1. The effect of the offsets can be significantly reduced
by employing the spinning current technique [3,11,12]. Swapping the functions of the readout and bias
electrodes and thus changing the direction of the bias current through the sensor, swaps the relative
polarities of the sensor’s offset and Hall voltage. Therefore, doing this periodically, results in the
offset being modulated to the spinning frequency while the Hall voltage is recovered by averaging the
voltage on the other two contacts.
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Figure 1. Wheatstone bridge model of a Hall sensor biased with a constant current source and exhibiting
an offset voltage.

When exposing the Hall probe to a nonorthogonal magnetic field, the output Hall voltage appears
to be the sum of the normal and planar Hall voltages. The planar Hall voltage is dependent on the
magnetic field and appears also as an offset voltage where it is proportional to the square of the planar
field component. The spinning current method also suppresses the planar Hall Effect [3].

A challenge in the application of the spinning current technique as explained in [10] is the resultant
switching spikes that occur upon current reversal. Unfortunately, these spikes result in additional noise,
offset drift and 1/f noise that must addressed properly in the electronic design since they impact the
overall performance of the magnetic measurements. This is the main limitation that makes it difficult
to approach the physical limit of the magnetic resolution of the Hall device. High-order low-pass
filtering circuitry must be used in order to attenuate sufficiently high order harmonics generated by
these spikes. This is tackled in the actual design of the instrument as explained in Section 3.

3. Architecture and Components of the Teslameter

This section provides a detailed overview of the complete architecture of the newly developed
teslameter with all details pertaining to the circuitry involved and the interfacing operation capabilities
of the instrument. The advancement and the state of the art of this instrument is the incorporation of
all the analogue and digital circuitry as explained in this section all on a single printed circuit board
(PCB) with very tight dimensions. In addition, this instrument also consists of a digital interface to
a Heidenhain linear absolute encoder thus making it possible in providing synchronized position
and magnetic field readings. This instrument provides a tailored solution for undulator mapping
applications with better performance in both synchronization timing and noise performance, as well
as a more complex, flexible and hence precise and accurate calibration routine to be applied.

3.1. Architecture

A block diagram of the instrument architecture is presented in Figure 2. The indicated analogue
circuitry consists of identical spinning current and voltage readout circuitry for the interfacing of a
three-axis SENIS H3A Hall probe [7]. The analogue differential voltage of each axis is equally amplified
using a very low noise instrumentation amplifier and low pass filtered using a third order Butterworth
antialiasing filter to the required 500-Hz bandwidth. The signal path is kept fully differential down to
the AD converter (ADC). The 24-bit, 4-Ch, simultaneous sampling Delta-Sigma analogue-to-digital
converter is the core of the instrument that provides the necessary digitization of the three magnetic
field axes and the Hall probe temperature PT100 analogue reading.
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Figure 2. Architecture block diagram of the whole instrument showing the different functions in the
analogue and digital sides.

The digital part is organized around the C2000 series Delfino TMS320F28379D microcontroller [13].
This powerful 32-bit floating point and dual core industrial microcontroller is designed for advanced
closed-loop control applications and provides 200 MHz of signal processing performance in each core.
The microcontroller handles all the communication interfaces with all the peripherals explained further
in the next section.

The instrument circuitry board is an eight-layer PCB with physical dimensions of 144 mm in
length by 44-mm wide. The eight-layer choice was deemed to be the best option considering the
circuitry complexity involved and the physical size restriction that the instrument must fit in. A top
view photo of the PCB is presented in Figure 3. The PCB layer stack-up choice incorporates two
middle signal layers which are sandwiched between two ground planes for superior electromagnetic
compatibility (EMC) performance in comparison to a six-layer stack up choice mainly due to the
additional ground plane. The two ground planes enable the incorporation of ground-to-ground vias
between the two ground planes near the signals vias in order to provide an adjacent return path for
the current.
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Figure 3. Top view of the eight-layer PCB, the left side comprises the analogue circuitry with the Hall
probe connector at the extreme left, the ADC and the microcontroller somewhat in the middle of the
board and the power supply connector, USB and encoder connector on the right hand side of the board.

These two signal layers are used mainly for the routing of the very sensitive and noise prone
analogue tracks and high speed signal tracks in the digital section of the board. Adjacent to the two
ground layers, a power plane layer is included on each side to accommodate the positive and negative
power supply rails. The general routing of the board is done through the two outermost top and
bottom signal layers. As copper planes are present beneath the outermost signal layers, ground return
paths are always present, minimizing crosstalk and distortion between adjacent signal tracks.

In such a mixed signal PCB, proper design considerations are taken for the proper layout of the
ground plane. Failure to do so implies a degradation in the noise performance of the instrument as
the digital switching noise couples with the sensitive analogue signals. A void slit in the ground
plane isolates the analogue precision circuitry and only a single star point beneath the ADC provides
the necessary high impedance connection between the analogue and the digital ground planes. This
minimizes any unwanted ground return paths from the digital side to enter in the analogue side [14–16].

3.2. Instrument Components

3.2.1. Spinning Current Circuitry

In the spinning current modulation process, the current through the Hall plate is injected
alternatively along the north–south or the west–east arms. The current direction and voltage readout
from the four-terminal Hall plate is controlled using the ADG1612 CMOS analogue switches. These
switches have a nominal on-state resistance of 1 Ω [17]. The flatness of the on-state resistance being
defined as the difference between the maximum and minimum values of on-resistance as measured
over the specified analogue signal range is 0.2 Ω. As this change in resistance over the range introduces
distortion, these switches were chosen for their very flat profile thus ensuring excellent linearity and
low distortion. The switching of the CMOS analogue switches are controlled using synchronized pulse
width modulation (PWM) control signals from the microcontroller.

Jitter-free operation is achieved through the use of hardware implemented PWM modules within
the microcontroller. Once configured these free running PWM modules require little overhead and
do not interfere with the operation of the microcontroller in data acquisition. Synchronization of the
current direction switching and the voltage readout switching is ensured by setting one of the modules
with a master time base and the downstream modules are elected to run in synchronization with
the master.

3.2.2. Spinning Output Amplification

An attentive noise analysis study was conducted for the best possible choice of the instrumentation
amplifiers which ultimately limits the noise floor of the instrument. The two most important factors
that outline the figure of merit for the amplifier’s noise voltage and current response are flicker noise,
which is mostly dominant at low frequencies, and shot noise being dominant at frequencies beyond
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the corner frequency. In the analysis presented, the measurements are referred to the amplifier inputs
in order to remove the need to account for the amplifier’s gain.

This Hall plate has Rout = 300 Ω with 4kT.Rout thermal noise which amounts to 2.222 nV/
√

Hz.
The noise level generated by the amplifier current noise is 90 pV/

√
Hz due to the source resistance.

Therefore the summation of the noise from the source resistance is 2.223 nV/
√

Hz. From this it is
clear that due to the low source resistance, the voltage noise dominates over the current noise. As the
additional noise voltage brought by the op amp is 8 nV/

√
Hz at a bandwidth of 1 kHz [18] this results

in a total noise spectral density of 8.303 nV/
√

Hz.
The gain of the amplification stage is set to 4.4 and the bandwidth of the low pass filter is set to

500 Hz with a brick wall correction factor of 1.57. Therefore, the noise voltage root mean square (RMS)
value at the output of the amplifier where et is the total noise spectral density of 8.303 nV/

√
Hz is

given by Equation (1):
Vt = G × et ×

√
BW = 1.023 × μ× Vrms (1)

Therefore, by combining the different component noise sources both from the sensor and the op
amp, the noise floor at the output of the amplification stage is approximated to be 1.023 × μ × Vrms.

3.2.3. Current Source Hall Probe Biasing

The sensitivity response of the Hall element depends on the current magnitude passed through it.
Some factors must be considered in choosing this current magnitude, as the lower the current is, the
more gain one has to apply in order to achieve the desired full dynamic range. Higher gains generally
imply higher noise figures, so a tradeoff was found experimentally in determining the best excitation
DC current. However higher currents passed through the Hall element automatically result in higher
sensitivity dependence on the probe temperature. A 2.5 mA Howland Current Source circuit [19]
is used to drive each axis of the probe. This current source relies on a very high precision 2.5 V
reference [20] being buffered to the Howland op amp circuit to avoid any loading and drifts of the
reference voltage. One of the main factors that are considered in the design of this current source is the
matching of the four resistors attaining the negative feedback of the op amp which is fundamental
otherwise a dependence of the output current on the load magnitude occurs. For this reason, a tightly
matched resistor array with a very low temperature coefficient was used for each current source.

3.2.4. Interfacing of the Hall Probe PT100

Readout of a voltage proportional to the Hall probe temperature is implemented by passing
a constant current through the on chip PT100 whose resistance varies linearly with temperature.
This is necessary in applying proper calibration to the magnetic field readings from the Hall probe.
Minimization of the sensor self-heating is ensured by passing a considerable low current of 0.25 mA.
Interfacing to the platinum PT100 is done using a four-wire configuration rather than two-wire. This
allows elimination of the effect of lead resistance as only the very low input bias current of the
differential op amp passes through the two voltage readout terminals [21].

For proper temperature readouts, the nonzero offset voltage of the amplifier can be a problem
as this drifts with time and temperature. In order to overcome this problem, the offset voltage is
measured by reversing the current through the PT100 at a fixed frequency, in this case being 7.8 kHz.

When the current is reversed, the voltage due to the sensor reverses sign while thermal EMFs do
not [22]. By averaging the forward and reverse current voltage measurements, the error in the voltage
measurement due to thermal EMFs is thus eliminated.

3.2.5. Antialiasing Filter and Analogue to Digital Converter

The signal chain is kept fully differential from the Hall plate output to the ADC input. This
provides increased immunity to external noise and better signal-to-noise ratio (SNR) performance.
Also, a reduction in the even order harmonics is registered and a doubling in the dynamic range for
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the same voltage swing when compared to a single ended system is achieved. Figure 4 shows the
differential signal levels at the Hall plate output and after amplification. For easier implementation
the common mode voltage of the signal chain is kept tied to ground so as to avoid the introduction of
additional offset voltages.

Figure 4. The differential signal levels at the Hall element output and after amplification.

A third-order low-pass Butterworth antialiasing filter with a designed bandwidth of 500 Hz, a
quality factor of 0.707 and unity gain was designed and implemented for the necessary reduction
of the out-of-band noise and minimization of distortion by matching the filter’s output to the input
circuitry of the ADC.

The multiple feedback circuit topology as shown in Figure 5 makes use of the two complex pole
pairs in the feedback chain to set the desired cut-off frequency at 500 Hz whereas the third real pole at
the output is set at a higher value in order to sum up an attenuation of −60 dB in the stop band [23].

Figure 5. Third-order low-pass Butterworth differential antialiasing filter.

As the Butterworth filter topology offers the “maximally flat” response in the passband with the
steepest roll-off, it was the preferred choice over other filter topologies.
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Physical implementation of the Butterworth filters on the PCB involved optimal position
placement of the passive components around the THS4131 differential op amp [24] in order to make
the circuit as compact as possible and minimize the length of all trace runs for perfect symmetrical
paths and minimal stray inductance pickup.

The antialiasing filter fully differential output is fed in the ADS131A04 24-bit delta-sigma
analogue-to-digital converter [25]. The data rate flexibility, wide dynamic range and interface options
makes this device well-suited for industrial and instrumentation applications where high precision
digitization is required. A bipolar supply of ±2.5 V is used to power up the analogue side and a
separate power supply of +3.3 V derived from a separate low-dropout regulator (LDO) powers the
digital side of the ADC. General EMC design guidelines were followed to keep the system noise as
low as possible.

The external reference voltage (+4.096 V), which sets the input signal range, is derived from a
separate reference source with heavy decoupling. This reference voltage is also internally buffered in
the ADC for minimal loading effects.

The output data rate adjustment offers a tradeoff between the noise performance and the data
acquisition frequency. When averaging is increased by reducing the data rate, noise drops considerably.
As the system bandwidth is 500 Hz, the minimal data rate to be used according to Nyquist Sampling
Theorem is 1 kHz.

The effective resolution defined for this ADC at the optimal noise performance data rate of 1 kHz
is 22.19 bits. This is determined experimentally by shorting the analogue inputs together and taking
an average of multiple readings across all channels. One second of consecutive readings are used
to calculate the RMS noise [25]. The internal gain amplifier of the ADC is set to unity gain as this
degrades the effective resolution. Equation (2) shows the relationship between the effective resolution
and the RMS noise.

E f f ective Resolution = log2

(
2 × VREF

Gain × VRMS

)
(2)

Therefore 1.66 μVrms results in 22.19 bits effective resolution. The analogue inputs of the ADC
are directly connected to a switched-capacitor sampling network in an unbuffered mode. The ADC
does not include any input buffers as these would induce input noise thus lowering the resolution.
The capacitors of the switched capacitor input delta-sigma ADC are continuously being charged and
discharged at the modulation sample frequency. Because the internal capacitors must be very small
when compared to the external circuitry, the average input impedance of the ADC appears to be
resistive. At a modulation frequency of 4.096 MHz and internal capacitor values of 3.5 pF, Equation (3)
gives an input impedance of approximately 130 kΩ.

ZIN =
2

fMOD × CS
(3)

The internal architecture of the delta-sigma ADC consists of a modulator at the input which
samples the input signal at the rate of fMOD. The modulator then converts the analogue input voltage
into a pulse-code modulated (PCM) data stream. The sinc3 digital filter takes this bitstream and
provides attenuation to the now shaped higher frequency noise [25].

The magnitude frequency response of the sinc3 filter has notches (or zeroes) that occur at the
output data rate and its multiples. At these frequencies the filter has infinite attenuation. The sinc3

filter magnitude frequency domain transfer function is given by Equation (4). As N is the decimation
ratio which varies according to the set output data rate, the theoretical bandwidth of the filter depends
on this frequency. Table 1 shows the filter’s bandwidth for the set output data rates.

|H( f )| =
∣∣∣∣∣∣
sin
[

N×π× f
fMOD

]
sin
[

π× f
fMOD

]
∣∣∣∣∣∣
3

(4)
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Table 1. The sinc3 filter bandwidth for set values of the output data rate.

Output Data Rate/kHz Sinc3 Filter Bandwidth/Hz

1 262
2 524
4 1048
8 2096

It can be seen that the desired 500 Hz bandwidth of the Hall probe is compromised at an acquisition
frequency of 1 kHz. Predominantly due to the inclusion of the digital filter in the delta-sigma ADC
chain, a calculable time delay between the analogue input and the digital output is present. This
time delay is composed of the delay caused by the digital logic for the ADC to determine whether its
conversions are synchronized. For this reason, the digital filter output is placed in a buffer for an entire
conversion cycle before it is output. The second component of the delay is due to the group delay by
the linear phase response of the sinc3 filter as explained in [26].

The group delay of the sinc3 filter is defined by Equation (5) where D is the decimation rate and
fM is the modulation frequency.

τD =

(
D − 1

2

)
× 3

fM
(5)

Due to its linear phase response, the sinc3 filter does not introduce additional distortion as no
matter what the input frequency is, the output is always delayed by the same number of samples.
Table 2 provides a breakdown of the group delay times for each output data rate.

Table 2. Breakdown of the time delays from the sinc3 filter and digital logic of the ADC for set values
of the output data rate.

Output Data Rate 1 kHz 2 kHz 4 kHz 8 kHz

OSR 4096 2048 1024 512

Number of Samples Delay from Sinc3 filter/samples 1.4996 1.4993 1.4985 1.4971

Number of Samples Delay from Digital Logic/samples 1 1 1 1

Total Number of Samples Delay/samples 2.4996 2.4993 2.4985 2.4971

Total Group Delay/ms 2.4996 1.2496 0.6246 0.3121

Device communication is attained using a 20 MHz serial peripheral interface (SPI). The ADC is
operated in continuous conversion synchronous master mode operation whereby the ADC signals the
microcontroller of a complete data conversion by a negative edge trigger on the data ready (DRDY)
line. The ADC then clocks out the last conversion data upon reception of the clock.

As data is transferred in 32-bit packet sizes and the analogue converted data is 24 bits long, the
last 8 bits transferred of each packet are Hamming code validation bits. Calculation of the Hamming
code on the received data is carried out by a software algorithm for each received packet and the data
packet is scrapped in the scenario that the code received and calculated are not identical. Therefore,
the Hamming code calculations on the digital interface to the ADC enhance the integrity of the
communication channel.

3.2.6. Microcontroller and SDRAMs

The transfer of the acquisition data from the ADC is stored on board a 128 MB synchronous
dynamic random access memory (SDRAM) during measurement time. The external memory
interface module (EMIF) of the microcontroller supports a 32-bit data interface to four bank SDRAM
devices. Communication is attained using the internal direct memory access module (DMA) of the
microcontroller, which provides a hardware method of transferring data between peripherals and
or/memory without intervention from the central processing unit (CPU), thereby freeing up the

161



Electronics 2019, 8, 368

bandwidth of the CPU for other system functions. In this way, the ADC interrupt signal timing is
not disrupted.

As 64 MB off-the-shelf SDRAM chips are available, two IS42S16320D-6BLI memory chips [27]
are routed to the microcontroller whereby high-speed routing design techniques are applied for
optimal performance.

The routing architecture of the two 54-ball TF-BGA SDRAM chips to the microcontroller assumes
a symmetrical tree layout coupled with minimal clock skews between the command/address/control
buses and the data bus [28].

An overall timing budget as explained in [29] was performed in order to determine the data-valid
window considering a 100 MHz clock. The timing budget starts with the full cycle time allowed, in
this case a 10 ns clock. As a general rule of thumb the total skew between the data lines should fall
under 5% of the clock period, which gives an interval of 0.5 ns.

As the propagation delay of a microstrip line is given by Equation (6) in [30] and for a PCB with a
typical dielectric constant εr of 4.4, the microstrip’s delay constant results in 5.44 ps/mm.

tpd(ps/mm) =
85

25.43
×
√

0.45εr + 0.67 (6)

Therefore, the board skew for an interval of 0.5 ns is 91.69 mm. Matching the data trace lengths to
a maximum length difference of 91.69 mm is not a problem in this case, as all trace lengths from the
microcontroller to the SDRAM chips are all less than 60 mm in length. The transmitter and receiver
skews are obtained from the device’s data sheets and included in the timing budget.

As the high speed routing of the memory lines is mainly done from the two innermost signal layers
which are sandwiched between two ground planes, micro strip transmission line theory is applied for
the correct calculations of characteristic impedance and termination impedance matching [30].

For a signal trace of width W and thickness T, separated by distance H from a ground (or
power) plane by a PCB dielectric with dielectric constant εr, the characteristic impedance is defined by
Equation (7) with all measurement dimensions in mils.

ZO(Ω) =
87√

εr + 1.41
× ln

[
5.98 × H

(0.8 × W + T)

]
(7)

Given that the trace width W is 0.1 mm, trace thickness T is 35 μm, dielectric thickness H of
135 μm and a relative dielectric constant εr of 4.4, the characteristic impedance of the traces is found to
be 70.33 Ω.

Termination of the driver’s output impedance to the transmission line is determined by finding the
characteristic impedance of the source using the curves given in the input/output buffer specification
(IBIS) model for the device driver which relates the inductance and capacitance of the pin and the silicon
capacitance. The characteristic impedance varies slightly for each pin however all microcontroller
pinouts connected to the SDRAMs were calculated to fall in the range of 35 to 45 Ω using Equation (8)
as suggested in [31].

ZT =

√
Lpin

Cpin + Ccomp
(8)

Therefore, it was deemed best to terminate the driver’s end of each transmission line so that the
signals reflect off the unmatched end and terminate into the matched end as suggested in [32]. This
was done by placing a series termination resistor of 22 Ω following the presented calculations at the
driver’s end of each trace. Data line signals being driven from both ends depending on a write or read
command are terminated approximately in the middle of the line.

Other considerations were also taken in the routing and physical layout of the SDRAM chips.
One-hundred nF ceramic decoupling capacitors are placed across the various power pins on the
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SDRAM chips. This prevents the voltage supply from dropping when the SDRAM core requires
current, as with a refresh, read or write. It also provides current during reads for the output drivers.

The number of vias on each line was also minimized in order to avoid adding extra capacitance on
the traces. Also a keep out region around the microcontroller crystal was devised in order to prevent
any high-speed routing across or close to the 16 MHz crystal.

3.2.7. Heidenhain Encoder Interface

As the end application of the instrument will be to map the magnetic field across the length of a
4-m-long undulator at PSI, the instrument supports an RS485-based interface to a Heidenhain linear
absolute encoder with a resolution of 1 nm and an absolute accuracy of ±3 μm. As the instrument is
mounted on a rig mechanism along the undulator length, this industrial drive requires highly reliable
and low-latency position feedback. The EnDat 2.2 protocol interface from HEIDENHAIN (Traunreut,
Germany) is a digital bidirectional interface standard for position or rotary encoders. The interface
transmits position values and also allows reading and writing of the encoder’s internal memory. The
type of data transmitted, like absolute position, temperature, diagnostic parameters and others, is
selected through mode commands that the EnDat 2.2 master sends to the encoder [33].

Communication over the EnDat 2.2 interface with the encoder is implemented using a hardware
configurable logic block module on the microcontroller that is accessed via library functions as
explained in [34]. This block generates the clock for the encoder and for the internal SPI module that
acts as the slave receiver and synchronizes communication with the encoder. Cable propagation delay
compensation functions are also implemented via library functions.

Subsequent electronics circuitry consisting of RS-485 transceivers transmits differential data and
clock signals in half-duplex mode and provide an end termination characteristic impedance of 120 Ω.
The SN65HVD78 RS-485 transceivers [35] are chosen which can handle a maximum baud rate of
50 Mbps. This falls conveniently well above the maximum EnDat 2.2 protocol clock frequency of
16 MHz.

A very stringent requirement in this application is the synchronization of the magnetic field
readings and the physical position reading across the undulator axis. The time duration between the
falling edge of the ADC interrupt signal and the start of the encoder polling transmission command
indicates the real time lag for the microcontroller to process the actual falling edge interrupt and enter
in the programmed interrupt and set up the command in its registers to send to the encoder. This
was determined experimentally as after the indicated lag of 8.4 μs in Figure 6 the data command is
clocked out at which point the encoder saves its current position and later is clocked out and sent to the
microcontroller. As the microcontroller operates at a clock frequency of 200 MHz, the microcontroller
takes 1680 clock cycles to handle fully this request.
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Figure 6. Oscilloscope snapshot showing the time delay of 8.4 μs between the falling edge of the ADC
interrupt signal and the start of the encoder polling transmission command where the yellow trace is
the encoder clock, blue trace is the encoder data and red trace is the ADC interrupt signal.

3.2.8. Voltage Regulation Circuitry

The instrument must be supplied with a ±6 V DC power supply. The 12 V across the supply rails
directly feed a cooling fan placed on top of the microcontroller for convection heat extraction. The +6 V
is regulated down to +5 V using the TPS7A4700 low dropout regulator [36]. This voltage rail powers
the current source circuitry due to the headroom required by the op amp. The +5 V is then regulated
to +3.3 V, which powers the positive rail of the remaining analogue circuitry. The +3.3 V is further
regulated down to +2.5 V, which powers the positive supply rail of the analogue dynamic range of
the ADC. This cascaded design of the LDOs (low dropout’s) network was the preferred choice in
improving drastically the power supply rejection ratio (PSRR) as enough voltage headroom is present
between subsequent stages. Therefore as identical LDOs are used with a PSRR of 78 dB, the PSRR of
the +2.5 V analogue supply voltage of the ADC triples to 234 dB, which provides excellent suppression
of any noise and ripples from corrupting the ADC output.

The negative rail LDOs are also similarly cascaded providing comparable power supply noise
performance for the analogue circuitry operating at −3.3 V and the negative ADC rail voltage of
−2.5 V.

Because the total RMS supply current draw of the instrument is 300 mA and each LDO is capable
of sourcing a 1 A load, negligible degradation in the PSRR is observed. The use of switching regulators
for the generation of negative supply from positive supply is avoided in order to keep the system noise
as low as possible.

The noise performance of the LDOs depends mostly on a noise free ground connection. Therefore,
the thermal pad of each LDO is soldered directly to a pad on the PCB containing a 5 × 5 pattern of
0.25 mm vias for conducting heat. This thermal pad is also directly connected to the two internal
ground planes.

3.2.9. Communication Interfaces: USB 2.0 and TTL Signals

The most convenient method of communication to the instrument is via a mini USB 2.0 port. The
USB controller of the microcontroller operates as a full-speed function controller during point-to-point
communications with the USB host. Due to the nature of data to be transferred, the bulk data transfer
mode is implemented where communication is done using data bulk transfers of 512 bytes reaching a
maximum transfer speed of 7 Mbit/s. Constrains in physical buffer sizes of the USB controller limit
the maximum speed reached.
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A bulk device class USB driver has been developed using the NI-VISA driver software by
National Instruments Corporation (Austin, TX, USA) with the correct vendor ID and product ID of the
instrument for device USB recognition. As the USB module is powered using a 60 MHz output clock
set up by the auxiliary phase locked loop (PLL) and due to the differential signaling nature of the USB
data lines, the D+ and D− traces from the microcontroller to the USB on board connector are precisely
length matched to avoid any skews in data sent or received.

An external USB isolation dongle is provided with the instrument so that any ground return
currents from the host side do not flow through the ground plane of the instrument. Such currents
can induce ground voltage differentials that can affect the magnitude of the sensitive voltages of the
analogue side. Also, isolation eliminates any voltage spikes on the ground that can occur on the host
side during USB cable ejection and insertion.

Apart from control using the USB 2.0 interface, the instrument can be operated in standalone
mode whereby control is exhibited only using a single transistor-transistor logic (TTL) external signal
named “START/STOP”.

Upon a low to high transition of this signal, the measurement process starts and a high to low
transition stops the measurement process. Calibrated data is then stored on the SD Card and upon a
high to low transition on the “BUSY” signal, data transfer is complete and the SD Card can be ejected.
In the event of an error, the “ERROR” signal is pulled high.

These external signals are fed through an ISO7731 triple channel digital isolator [37] that provides
an insulation barrier on both the supply and ground and the I/O pin of the microcontroller.

4. Embedded Microcontroller Software Program

The operation of the instrument is controlled by the 32-bit microcontroller. The program was
developed and is stored on the flash read only memory (ROM). Upon power up, the CPU does its
internal initialization routines and branches to the memory location of the starting point of the main
code as defined in the linker file.

The flowchart shown in Figure 7 shows the sequential program flow that the instrument follows
both in operation mode and calibration mode. The instrument defaults to operation mode after the
microcontroller boots up and initializes all the on-board peripherals. Calibration mode must be chosen
specifically by the user by sending a predefined instruction from the calibration LabVIEW (National
Instruments Corporation, Austin, TX, USA) interface from the host PC through the USB connection.
In this mode, real-time data is sent by the instrument through the USB so that the user performing
calibration can graphically see real time plots and stores the data for analysis purposes.

The encoder is initialized only for operation mode and if no USB event connection is detected, the
instrument enables the interrupts from the external TTL signals, otherwise these are disabled to avoid
conflicting commands. In standalone mode the instrument temporary stores data on the SDRAM
during measurement and after the “STOP” command is issued, the data is transferred automatically to
the micro SD card. In USB connection mode, the instrument waits for a “START” command from the
USB host and stores the acquired data on the SDRAM. After completion of the measurements, the user
must select if data should be transferred to the USB host or on the micro SD card.
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Figure 7. Flowchart of the instrument operation in both “Operation Mode” and “Calibration Mode”.

5. Instrument Aluminum Enclosure

The instrument PCB is very sensitive and as both the top and bottom layers are populated with
components, it must be handled with special care. A 1.6-mm-thick grey powder-coated aluminum
enclosure was specifically designed and manufactured to house the PCB on 6-mm standoffs. The
aluminum enclosure is also physically connected to the analogue ground plane and to the cable
shielding of the Hall probe to provide electromagnetic shielding to the PCB internal to the enclosure.

A cooling fan is mounted on the inside of the enclosure to extract the heat mostly generated
by the microcontroller and provide an airflow current through the enclosure for faster temperature
stabilization of the electronics. Figure 8 shows the final instrument enclosure developed that houses
the PCB. The air vent grille at the front serves as an air intake as the internal air circulation is extracted
by the cooling fan.
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Figure 8. The final developed instrument with external physical dimensions of the aluminum enclosure
of 150 mm by 50 mm by 45 mm.

6. Experimental Measurements Results

6.1. Magnetic Field Range Testing

The instrument testing for the ±2 T range is performed using the 7404 Lakeshore VSM
electromagnet (Lake Shore Cryotronics, Westerville, OH, USA). This electromagnet is primarily used
to characterize the DC magnetic properties of materials as a function of magnetic field, temperature
and time. Through insertion of the Hall probe between the electromagnet poles, the sensor can be
exposed to the full ±2 T range and the instrument output response noted. The specifications of the
7404 Lakeshore VSM indicate a field accuracy of ±0.05% at full scale. The full scale at an air gap of
16.2 mm is specified to be ±2.17 T resulting in an accuracy of ±1mT.

Initial experimentation is performed in order to set the correct gain of the instrument analogue
amplification stage so that full dynamic range of the ADC covers ±2 T. Using standard value and high
precision resistors with very low temperature coefficient, the gain of the amplification stage is set so
that the ±2 T reaches 93% of maximum signal swing to avoid saturation of the ADC analogue inputs.
This is ensured by setting the magnetic field strength of the electromagnet to ±2 T and tweaking the
amplification voltage gain accordingly until a voltage of ±3.809 V is read. This covers 93% of the
full dynamic range of the ADC (±4.096 V) and results in a final overall gain of 4.33 which gives a
transduction ratio of 1.90464. Based on this ratio, noise performance results presented in the following
sections are represented in Tesla rather than Volts.

6.2. Noise Performance

The noise performance of the whole instrument-sensor setup is determined using two figures
of merits in order to quantify both the AC and the DC noise. Noise performance is characterized by
the 1/f noise at quasi-DC measurement conditions and higher frequency noise beyond the 1/f corner
frequency where the instrument is subject to white noise across the frequency spectrum up to the
500 Hz bandwidth of the Hall probe.

The DC resolution is given by the specification “Offset fluctuation and drift” whereas the AC
resolution is given by the specification “Broadband” noise. The RMS noise voltage of the transducer in
the frequency band from fL to fH is estimated by Equation (9) when combining both AC and DC noise.

VrmsB ≈
[

NSD2
1/ f × 1Hz × ln

fH
fL

+ 1.22 × NSD2
W × fH

] 1
2

(9)

NSD1/f is the 1/f noise voltage spectral density at f equals to 1 Hz. NSDW is the RMS white
noise voltage spectral density. The numerical factor 1.22 is determined by a second-order low pass
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filter. To quantify both the AC and DC noise of the instrument for the different ADC output data rate
frequencies, data acquisition of readily calibrated data is done over a time period of 10 s during which
time the Hall Probe is placed in a high permeability three layer Mu-metal chamber that provides a
near theoretical zero gauss test volume.

6.3. Offset Fluctuation and Drift (0.1–10 Hz)

The DC resolution of the instrument is limited by the offset fluctuation and drift in the frequency
bandwidth from 0.1 to 10 Hz. Data acquired over a 10 s period is passed through an external digital
second order low-pass Butterworth filter with a bandwidth of 10 Hz so that the out-of-band noise is
largely attenuated. A 10 s period is taken in order to capture the full bandwidth from 0.1 to 10 Hz. Only
the first term for NSD1/f is computed in Equation (9) in order to find the 1/f noise spectral density.

The standard deviation of the offset fluctuations corresponds to the integral noise of the device
in the frequency range 0.1 to 10 Hz as explained in [38] and [39]. The optimal offset fluctuation and
drift response is given at an output data rate of 1 kHz with a standard deviation noise figure of 0.78 μT.
This degrades to 1.26 μT at 8 kHz output data rate. These results are shown in Table 3.

Table 3. Standard deviation and peak to peak noise performance figures for Offset Fluctuation and Drift.

Before 10 Hz External LPF After 10 Hz External LPF

Output Data
Rate/kHz 1σ Error/μT Pk-Pk error/μT 1σ Error/μT Pk-Pk error/μT NSD1/ f /μT/

√
Hz

1 1.770117 10.620700 0.782971 4.697829 0.364864
2 2.356910 14.141465 1.094589 6.567535 0.510077
4 2.635093 15.810560 1.160819 6.964918 0.540940
8 3.133331 18.799990 1.266418 7.598508 0.590149

6.4. Broadband Noise (10 Hz–fT)

The AC resolution of the instrument is given by the specification “Broadband Noise”. The
calibrated acquisition data for the 10 s period is passed through a second order digital band-pass
Butterworth filter with low and high cut off frequencies at 10 and 500 Hz respectively. This is done
in order to capture the full bandwidth of the Hall probe, which is 500 Hz and filter out the “Offset
fluctuation and drift” noise component. However, the internal sinc3 filter of the ADC poses a frequency
upper bandwidth limitation of 262 Hz when operated at 1 kHz output data rate. For the other data
rates settings the bandwidth of the sinc3 filter is beyond the 500 Hz bandwidth of interest.

The white noise spectral density is computed using the second term in Equation (9). An NSDW of
0.063 μT/

√
Hz is achieved at an output data rate of 1 kHz which gives a standard deviation value of

1.56 μT. This defines the best AC noise performance of the instrument at a bandwidth of 262 Hz which
degrades to 2.05 μT for the full sensor bandwidth of 500 Hz when operated at an output data rate of
2 kHz. Results are shown in Table 4 which are extracted from the histogram plots in Figure 9.

Table 4. Broadband noise performance figures for the indicated bandwidths.

Output Data Rate/kHz Bandwidth/Hz 1σ Error/μT NSDW/μT/
√

Hz

1 262 1.567720 0.0634
2 500 2.056552 0.0832
4 500 2.395707 0.0969
8 500 2.864964 0.1159
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Figure 9. Broadband noise performance plots for the different output data rate settings. One can note
that the DC component is filtered out by the external digital band pass filter.

7. Discussion

The theoretical magnetic resolution of the ADC of the newly developed instrument is 24 bits over
the ±2 T calibration range. However, as the effective resolution of the ADC at the minimal output
data rate of 1 kHz is 22.19 bits, this gives a magnetic resolution of 0.8 μT. The additional noise which
results in a standard deviation of 1.2 μT is induced by the analogue interfacing circuitry, the Hall probe
response and the induced noise in the Hall probe cable.

The SENIS H3A magnetic field transducer datasheet [9] has a specifications table that can be
directly compared to the presented results in Section 6 for this instrument. The H3A transducer is
specified to have a noise spectral density of 0.2 μT/

√
Hz at f = 1 Hz and a noise spectral density

of 0.05 μT/
√

Hz at f > 10 Hz. These compare very well to the noise performance figures of the
developed instrument which are 0.36 μT/

√
Hz at f = 1 Hz and 0.063 μT/

√
Hz at f > 10 Hz. It is to be

noted and appreciated however, that since the SENIS H3A magnetic field transducer is fully analogue
and external digitization to the instrument must be applied by an external analogue to digital data
acquisition system, these noise figures only quantify the analogue noise read out as the noise spectral
density measurements are done over a minimal range of ±100 mV with no amplification.

This is in contrast to the new developed instrumentation whose noise figures can be determined
directly from the digital readings obtained from the on-board 24-bit ADC amplified to the ±2 T range
as explained in Section 6. Hence whilst the former system only presents noise performance from the
analogue stage, the latter system has comparable noise performance but includes both the analogue
and the digital stage.

Bandwidth limitations are predominantly determined from the Hall probe sensor used, where
highly nonhomogenous magnetic fields require integrated three-axis Hall probes whose frequency
bandwidth ranges up to 75 kHz as pointed out in [39]. The SENIS Hall probe [7] used for mapping the
Athos PSI line of undulators has a limited bandwidth of 500 Hz, which for this application is deemed
to be sufficient. As the H3A magnetic field transducer [9] also interfaces to the same S type Hall probe,
its bandwidth is also limited to 500 Hz.

Low-cost teslameters, such as the one presented in [40,41], provide a more cost-effective solution
with limited range and accuracy. For example, a range of ±55 mT with an accuracy of 0.2% is
covered by this teslameter. Low-cost commercially available teslameters such as this one are handheld
instruments with performance relying on the limited 10-bit resolution of the built-in ADC of the MCU
in this case. This makes such instrumentation unsuitable for very high precision field mapping.
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Compared to these commercially available teslameters, the developed instrumentation provides a
fully integrated solution with an optimized analogue-to-digital conversion stage and a proper spinning
current analogue readout circuit for the interfacing of a three-axes Hall probe sensor. Hence, much
higher performing circuitry is condensed in a smaller form factor volume.

Table 5 gives a summary of the main specifications of the best teslameters from three different
leading vendors currently found on the market as indicated in [39]. The last column outlines the
specifications of the developed teslameter presented here. It is to be noted that due to the on-chip
integration of the signal conditioning electronics for the SENIS transducer, superior performance
is achieved most notably in the bandwidth response. The published DC field accuracy defines the
maximum difference between the actual measured magnetic flux density and that given by the
teslameter. This is determined after a full calibration for the instrument is performed. The indicated
DC field accuracy of 0.01% for the developed instrument is presented based on initial preliminary
results after the application of nonlinearity calibration only which is modelled using a fifth order
polynomial. This is deemed to be improved further by experimentation of higher order polynomials in
this regard and the application of temperature calibration.

Table 5. General specifications summary of state of the art teslameters currently found on the market
in comparison to the developed instrument. Information adapted from [39].

Parameter SENIS Projekt Elektronik Group3 Developed Teslameter

DC Field Accuracy/% 0.002% 0.005% 0.01% 0.01%
Magnetic Resolution/μT 0.1 μT 0.1 μT 0.1 μT 0.8 μT
Measurement Range/T 1 μT–30 T 20 mT–2T 0.3–3T ± 2 T

Bandwidth/kHz DC–75 kHz DC–1 kHz DC–3 kHz DC–0.5 kHz

An additional novelty of the developed electronic module is the quasi simultaneous measurement
of both the magnetic field in the three axes and the absolute linear encoder position with only an
8.4 μs delay lag. Even though the instrument has been developed as a general instrument that
can be used for other machines, its specification has been developed, first and foremost, for the
ATHOS soft X-Ray beamline at PSI in order to achieve a true magnetic field map across the length
of its undulators. When considering that the developed instrument has similar performance to the
state-of-the-art teslameters [39] but with a much smaller form factor, an integrated digitization stage,
integrated position reading capability and ultimately a cheaper solution—one can appreciate that this
new instrument offers several advantages over the state of the art for use in other machine undulator
mapping applications and even general purpose ones.

Additional research is currently being conducted in order to devise the best calibration methods for
nonlinearity calibration, temperature changes compensation and Hall probe angular errors correction.

Temperature compensation will surely include offset and sensitivity compensation over the full
±2 T dynamic range for the precise modelling of the effect of the temperature changes on the magnetic
field readout. As indicated in [2], the offset and sensitivity of the Hall device drift over temperature
and this varies randomly from one device to another. These drifts are mostly caused by piezo-resistive
effects. Also, the mechanical stress induced by thermal expansion of the material results in such effects.

The influence of temperature compensation of sensitivity will have a much greater effect than the
compensation for the temperature offset only at zero Gauss. Temperature compensation of sensitivity
will model the temperature effect at different magnetic field values across the whole range. Modelling
this effect will include second or higher order polynomials in order not to degrade the accuracy
obtained after non linearity calibration. Also, as this Hall probe is specified to have an orthogonality
error of <2◦, this will also be calibrated.

8. Conclusions

The developed high-accuracy teslameter can measure magnetic fields in the range of ±2 T. The
instrument was designed within the required specifications set by the PSI undulator characterization
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and provides digitized readings of the three magnetic field axes, the PT100 and the absolute encoder
position readings—all synchronized together.

Rigorous testing is performed using output data rates ranging from 1 to 8 kHz with the best noise
performance results achieved at 1 kHz with a standard deviation of 1.56 μT at a limited bandwidth
of 262 Hz. Measures for resolution are given by the offset fluctuation and drift with a noise spectral
density of 0.36 μT/

√
Hz and a broad band noise spectral density of 0.06 μT/

√
Hz.

Work is underway to establish an optimized and standardized calibration setup for the instrument
in order to maximize its performance and measurement accuracy in micro Tesla.
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