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Abstract: Smart cities work under a more resource-efficient management and economy than ordinary
cities. As such, advanced business models have emerged around smart cities, which have led to the
creation of smart enterprises and organizations that depend on advanced technologies. In this Special
Issue, 21 selected and peer-reviewed articles contributed in the wide spectrum of artificial intelligence
applications to smart cities. Published works refer to the following areas of interest: vehicular traffic
prediction; social big data analysis; smart city management; driving and routing; localization; and
safety, health, and life quality.

Keywords: smart city; artificial intelligence; vehicular traffic; surveillance video; big data analysis;
computer vision; autonomous driving; life quality; healthcare; sensors; machine learning; pattern
recognition

1. Introduction

The existence of smart cities requires a new organization structure that considers many aspect of
how a city runs. Smart cities work under a more resource-efficient management and economy than
ordinary cities. As such, advanced business models have emerged around smart cities, which have led
to the creation of smart enterprises or organizations that depend on advanced software and computer
applications. Smart cities and smart enterprises deal with the integration of artificial intelligence,
web technologies, smart mobile platforms, telecommunications, e-commerce, e-business, and other
technologies. Fields of applications are related to services for users and citizens, such as transportation,
buildings, e- health, utilities, etc.

The works submitted within the scope of this Special Issue can be aggregated into six macro
categories: traffic prediction; social and big data analysis; smart city management; driving and routing
applications; indoor and outdoor localization and related technologies; and safety, health, and quality
of life.

2. Contribution

In this Special Issue, a total of 21 papers have been published. Topics range from vehicular
traffic monitoring and prediction to integrated healthcare systems, and are mainly focused on artificial
intelligence applications. In the following, published papers are classified based on their core topic.

2.1. Vehicular Traffic Prediction

Within this topic, Ge et al. [1] used Global Spatial-Temporal Graph Convolutional Network
(GSTGCN), for urban traffic speed prediction. The model consists of three spatial-temporal components
with the same structure used to model the recent, daily-periodic, and weekly-periodic spatial-temporal
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correlations of the traffic data, respectively. Experimental results demonstrated that the proposed
GSTGCN outperforms the state-of-the-art baselines.

A novel generative deep learning architecture, called TrafficWave, is proposed by Impedovo
etal. [2] and applied to vehicular traffic prediction. The technique is compared with the best performing
state-of-the-art approaches: stacked auto encoders, long short-term memory, and gated recurrent unit.
Results show that the proposed system performs a valuable Mean Absolute Percentage Error ( MAPE)
reduction when compared with other state of art techniques.

In reference [3], the authors propose a Grassmann-manifold-based neural network model to
analyze traffic surveillance videos. The approach is able to consider the inner relation among adjacent
cameras. The accuracy of the traffic congestion evaluation is improved, compared with several
traditional methods. Experimental results also report the effects of different factors on performance.

While the previous works are centered on generic vehicular traffic flow analysis, authors of [4]
explore bus traffic flow and its specific scenario patterns. A spatio-temporal residual network is used
for prediction aims. Fully connected neural networks capture the bus scenario patterns, and improved
residual networks capture the bus traffic flow spatio-temporal correlation. Experiments on Beijing
transportation smart card data demonstrate the viability of the proposed solution also being able to
outperform four baseline methods.

2.2. Social and Big Data Analysis

A big data analytics tool for healthcare in the Kingdom of Saudi Arabia (KSA) is presented in [5].
The tool, named Sehaa, uses Naive Bayes, Logistic Regression, and multiple feature extraction methods
to detect various diseases analyzing Twitter data. More specifically, authors analyzed 18.9 million
tweets collected from November 2018 to September 2019, reporting that the top five diseases in KSA
are heart diseases, hypertension, cancer, and diabetes.

In reference [6], authors present a process to evaluate proper locations to install or relocate sensors
within an IoT scenario. More specifically, two algorithms have been considered: the first one produces a
matrix with frequencies along with territorial adjacencies, and the second one adopts machine learning
techniques to generate the best georeferenced locations for sensors. The process has been applied to a
Mexico area where, during the last twenty years, air quality has been monitored through sensors in
different locations.

2.3. Smart City Management

Barletta et al. [7] propose a smart city integrated model together with a smart program management
approach to manage interdependencies between project, strategy, and execution. Authors investigate
the potential benefits that derive from using them. The results obtained show that the current scenario
has a reduced level of integration, so that the adoption of a smart integrated model and smart program
management appears to be very important in the context of a smart city.

In reference [8], authors propose a conceptual framework for a disaster management tool. The tool
uses big data collected from open application programming interface (API) and artificial intelligence
(AI) to help decision-makers. Authors provide an example of use based on convolutional neural
network (CNN) to detect fires using surveillance video. The system also considers connecting to
open-source intelligence (OSINT) to identify vulnerabilities, mitigate risks, and develop more robust
security policies than those currently in place to prevent cyber-attacks.

2.4. Driving and Routing Applications

In reference [9], authors propose a new model for potential pedestrian risky event (PPRE)
analysis, using video footage gathered by road security cameras already installed at crossings. The
system automatically detects vehicles and pedestrians, calculates trajectories, and extracts frame-level
behavioral features. K-means and decision tree algorithms are then used to classify six different classes,
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which are further investigated to show how they may or may not contribute to pedestrian risk. The
system has been tested using video footage from unsignalized crosswalks in Osan city, South Korea.

Shin et al. [10] implemented two kinds of deep learning techniques to reflect human driving
behavior for automated car driving. A deep neural network (DNN) and a recurrent neural network
(RNN) were designed by neural architecture search (NAS). NAS is used to automatically design the
individual driver’s neural network for efficient and effortless design process while ensuring training
performance. Sequential trends in the host vehicle’s state can be incorporated through RNN. It has
been shown from human-centered risk assessment simulations that two successfully designed deep
learning driver models can provide conservative and progressive driving behavior similar to a manual
human driver in both acceleration and deceleration situations.

In reference [11], authors propose a solution to the routing problem in vehicular delay tolerant
network (VDTN) based on deep learning. The approach adopts an algorithm that leverages the power
of neural networks to learn from local and global information to make smart forwarding decisions on
the best next hop and best next message. Experimental results show that the proposal is able to gain
improvements in network overhead and hop count if compared to other popular routers.

In reference [12], authors propose a methodology to detect texting and driving behavior of drivers.
A ceiling mounted wide angle camera is used to acquire data, and a convolutional neural network
(CNN) is adopted for classification aims. The CNN is constructed by the Inception V3 deep neural
network, trained and validated on a dataset of 85,401 images achieving valuable results.

Perez-Murueta et al. [13] propose a routing system able to continuously monitor traffic flow status
providing congestion detection and warning service. The proposed system also considers situations in
which information that has not been updated is made available by using a real-time prediction model
based on a deep neural network. The results obtained from simulations in various scenarios have
shown that the proposal is capable of reducing the average travel time (ATT) by up to 19%, benefiting
a maximum of 38% of the vehicles.

2.5. Indoor and Outdoor Localization and Related Technologies

Authors of [14] investigated the possibility to identify the nationality of tourist users on the basis
of their motion trajectories, adopting large-scale motion traces of short-term foreign visitors. This task
was not trivial, relying on the hypothesis that foreign tourists of different nationalities may not only
visit different locations but also move in a different way between the same locations. Authors adopted
a long short-term memory (LSTM) neural network trained on vector representations of locations,
in order to capture the underlying user mobility patterns. Experiments conducted on a real-world
big dataset demonstrate that the proposed method achieves considerably higher performances than
baseline and traditional approaches.

In reference [15], authors propose a simulator for converting datasets to time series data with
changeable feature numbers or adaptive features, and a new version of the online sequential extreme
learning machine (OSELM) to deal with cyclic dynamic scenarios, and time series. The proposed
approach is made up of two parts: the transfer learning part is responsible for carrying information
from one neural network to another when the number of features change; and an external memory part
responsible for restoring previous knowledge from old neural networks when the knowledge is needed
in the current one. Approach has been tested on UJIndoorLoc, TampereU, and KDD 99 datasets.

3. Safety, Health and Quality of Life

This is a huge topic in Smart Cities. Six papers fall within this category.

In reference [16], the authors focused on the application of long short-term memory (LSTM) neural
network enabling patient health status prediction focusing the attention on diabetes. The proposed
topic is an upgrade of a multilayer perceptron (MLP) algorithm that can be fully embedded into an
enterprise resource planning (ERP) platform integrating a decision support systems (DSSs) suitable for
homecare assistance and for dehospitalization processes.
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Authors of [17] present a firearms detection system for surveillance videos. The system is made
up of two parts: the “Front End” and “Back End”. The Front End is comprised of the YOLO object
detection and localization system, while the Back End is made up of the firearms detection model. The
performance of the proposed firearm detection system has been analyzed using multiple convolutional
neural network (CNN) architectures, finding values up to 86% in metrics like recall and precision in a
network configuration based on VGG Net using grayscale images.

Li et al. [18] propose a deep network with dynamic weights and joint loss function for pedestrian
key attribute recognition. First, a new multilabel and multiattribute pedestrian dataset, which is
named NEU-dataset, is built. Second, they propose a new deep model based on DeepMAR model.
The new network develops a loss function, which joins the sigmoid function and the softmax loss to
solve the multilabel and multiattribute problem. Furthermore, the dynamic weight in the loss function
is adopted to solve the unbalanced samples problem. The experimental results show that the new
attribute recognition method has good generalization performance.

In reference [19], authors focused on the development of a supervised machine-learning model
able to predict the life satisfaction score of a specific country based on a set of given parameters. More
specifically, different machine-learning approaches are combined to obtain a meta-machine-learning
model that further aids in maximizing prediction accuracy. Experiments have been performed on a
regional statistics dataset with four years of data, from 2014 to 2017. Compared to other models, the
proposed model resulted in more precise and consistent predictions.

A bacterial foraging optimization algorithm (BFOA) to optimize an isolated microgrid (IMG) is
proposed in reference [20]. The IMG model includes renewable energy sources and a conventional
generation unit. Two novel versions of the BFOA have been implemented and tested: two-swim
modified BFOA (TS-MBFOA) and normalized TS-MBFOA (NTS-MBFOA). Results showed that first
one obtained better numerical solutions than the second one and the other state-of-the-art solution.
However, authors report that NTS-MBFOA favors the lifetime of the IMG, resulting in economic
savings in the long term.

Elbaz et al. [21] developed an efficient multiobjective optimization model to predict shield
performance during the tunneling process. The model includes the adaptive neurofuzzy inference
system (ANFIS) and genetic algorithm (GA). The hybrid model uses shield operational parameters as
inputs and computes the advance rate as output. GA enhances the accuracy of ANFIS for runtime
parameters tuning by multiobjective fitness function. The tunneling case for Guangzhou metro line
has been adopted to verify the applicability of the system.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Traffic speed prediction plays a significant role in the intelligent traffic system (ITS).
However, due to the complex spatial-temporal correlations of traffic data, it is very challenging
to predict traffic speed timely and accurately. The traffic speed renders not only short-term
neighboring and multiple long-term periodic dependencies in the temporal dimension but also
local and global dependencies in the spatial dimension. To address this problem, we propose a novel
deep-learning-based model, Global Spatial-Temporal Graph Convolutional Network (GSTGCN),
for urban traffic speed prediction. The model consists of three spatial-temporal components with
the same structure and an external component. The three spatial-temporal components are used to
model the recent, daily-periodic, and weekly-periodic spatial-temporal correlations of the traffic data,
respectively. More specifically, each spatial-temporal component consists of a dynamic temporal
module and a global correlated spatial module. The former contains multiple residual blocks which
are stacked by dilated casual convolutions, while the latter contains a localized graph convolution
and a global correlated mechanism. The external component is used to extract the effect of external
factors, such as holidays and weather conditions, on the traffic speed. Experimental results on
two real-world traffic datasets have demonstrated that the proposed GSTGCN outperforms the
state-of-the-art baselines.

Keywords: spatial-temporal dependencies; traffic periodicity; graph convolutional network; traffic
speed prediction

1. Introduction

Traffic speed prediction is an important part of the Intelligent Transportation System (ITS).
Accurate and timely traffic prediction can assist in real-time dynamic traffic light control [1] and urban
road planning, which will help alleviate the huge congestion problem as well as improve the safety and
convenience of public transportation. Besides, traffic control in advance can prevent traffic paralysis,
pedaling, and other events. Traffic speed prediction aims to predict future traffic speed based on a
series of historical traffic speed observations. The three key complex factors affecting traffic speed are
as follows:

Factor 1: Global Spatial Dependencies. As shown in Figure 1, given the road network and
sensors, the spatial correlations over different nodes on the traffic network are both local and global.
Take Sensor 1 for example; the traffic status of its adjacent sensors (see Sensors 2 and 3) can influence
that of Sensor 1. These are localized spatial correlations between sensors. In addition, the sensors (see
Sensor 4) far from Sensor 1 can indirectly affect the traffic status of Sensor 1. Thus, all other sensors on
the road network have impacts on Sensor 1. These are global spatial correlations between sensors.

Factor 2: Multiple Temporal Dependencies. Historical traffic conditions at different timestamps
in the same location have different effects on status of a future timestamp. As shown by Sensor 1 in
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Figure 1, the traffic status at time f 4 1 is more related to that of time t — I + 1, compared with that
of time t. In addition, we find that the trend of traffic speed over time in different workdays shows a
high degree of similarity in Figure 2a. Moreover, the trend of traffic speed on the same workday in
different weeks is similar as well in Figure 2b, which indicates that traffic speed renders both short-term
neighboring and multiple long-term periodic dependencies. Thus, we consider the recent, daily, and
weekly periodic patterns for traffic speed prediction simultaneously.

Factor 3: External Factors. Traffic speed is significantly affected by external factors such as weather
conditions, holidays, other special events, and so on. According to Figure 3a, it is clearly shown that
the traffic speed on holidays is different from that on normal days. In addition, it can be seen in
Figure 3b that the traffic speed of a heavily rainy day is much lower than that of a sunny day.

In addition to the above-mentioned key factors affecting traffic speed, there is uncertainty and
inconsistency in the traffic data sensors collect, due to sensor failures, sensor maintenance, and other
reasons. Several studies [2,3] have focused on evaluating and improving the reliability of sensors.
To address the problem, in this paper, we also deal with the outliers and missing values in the traffic
data, respectively.
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Figure 1. The topological structure of the road network and complex spatial-temporal correlations
between sensors.
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Figure 2. Multiple temporal dependencies of the traffic speed for PeMSD7. (PeMSD? is a dataset
containing traffic information from the sensors on the highways of Los Angeles County.)

Studies on traffic prediction have never stopped in the past few decades. Early statistical
methods [4,5] and traditional machine learning methods [6-8] for traffic prediction cannot model
the non-linear temporal correlations of traffic data effectively, and they hardly consider spatial
dependencies. In recent years, with the continuous development of deep learning, many researchers
have applied deep-learning-based methods to the traffic domain. Some studies [9-11] combine
convolutional neural networks (CNNs) and recurrent neural networks (RNNs) for traffic prediction,
where CNNs are used to capture the spatial dependencies while RNNs are used to extract the temporal
correlations of traffic data.
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Figure 3. Effects of holidays and weather in San Francisco Bay Area.

The main limitation of the aforementioned methods is that conventional convolution operations
only capture the spatial characteristics of regular grid structures. They are not suitable for data with
irregular topologies. To tackle this problem, graph convolutional networks (GCNs) that can effectively
handle non-Euclidean relations are integrated with RNNs [12] or CNNs [13] to embed prior knowledge
of the road network and capture the correlations between sensors. The graph convolution network here
represents the road network structure as a fixed weighted graph. Wu et al. [14] integrated Wavenet [15]
into the GCN to capture the dynamic spatial-temporal correlations of traffic data, while using an
adaptive adjacency matrix to obtain hidden spatial dependencies in the road network. However,
there are still some limitations in these methods: (i) RNN-based models are challenging to train
well [16] due to the problem of gradient disappearance or gradient explosion, and the receptive field
of RNNSs is limited; (ii) many existing methods only consider localized spatial correlations but ignore
non-local ones; and (iii) they do not utilize more complicated traffic-related features such as the existing
periodicity, repeating patterns, and external factors.

To capture the dynamic complex spatial-temporal correlations more effectively, we propose a
novel global spatial-temporal graph convolutional network called GSTGCN to predict urban traffic
speed, which consists of three independent spatial-temporal components with the same structure and
one external component. Each spatial-temporal component contains a dynamic temporal module and
a global correlated spatial module. The main contributions of this paper are as follows:

e  We develop a dynamic temporal module, which consists of multiple residual blocks stacked
by dilated causal convolutions. It has a long receptive field and can capture dynamic temporal
correlations effectively.

e  We design a global correlated spatial module, which contains a localized graph convolution
and a global correlated mechanism. It is proposed to simultaneously capture the local spatial
correlations and global ones between sensors in the traffic network.

e The whole model fuses the output of the three spatial-temporal components considering
multiple temporal dependencies and takes external factors into account to predict traffic speed.
The experimental results demonstrate that the proposed GSTGCN outperforms the eight baselines.

2. Related Work

Over the past few decades, traffic prediction has been extensively studied. Early statistical
methods for traffic prediction were simple time series models, containing Autoregressive Integrated
Moving Average (ARIMA) [4] and its variant [17], vector autoregression (VAR) [5], etc. These methods
rely on data stationary assumption, thus have limited ability to model complex traffic data. Later,
models based on traditional machine learning methods, such as k-nearest neighbors (KNN) [6], support
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vector regression (SVR) [7], and Kalman filtering (KF) [8], were applied to traffic prediction to model
more complex data. However, these methods cannot capture non-linearity in traffic data effectively,
and barely utilize spatial correlations [18]. Moreover, they need more detailed feature engineering.

Recently, methods based on deep learning have been applied in many fields and achieved success,
which has inspired the study of traffic prediction to use deep-learning-based methods modeling
the complex spatial-temporal dependencies of the traffic data [19]. Lv et al. [20] utilized a stacked
autoencoder (SAE) to predict the traffic status of different nodes. Luo et al. [21] integrated KNN and
LSTM [22] to predict traffic flow. Yu et al. [23] combined LSTM networks with SAE to predict traffic
status in extreme conditions. Cui et al. [24] proposed a LSTM-based network composed of bidirectional
ones and unidirectional ones for traffic prediction. In addition, Zhang et al. [25] transformed the
road network into a regular 2D grid and used convolutional neural network to predict citywide
crowd flows. Liu et al. [26] used fully-connected neural networks and improved residual network to
predict bus traffic flow. Later, the authors of [9-11] combined convolutional neural networks (CNNs)
with recurrent neural networks (RNNs) and its variants for traffic forecasting. However, the main
limitation of the above models is that conventional convolution operations can only capture the spatial
characteristics of regular grid structures but do not work for data points with irregular topologies.
Therefore, they fail to make an effective use of the topological structure of the traffic network to capture
complex spatial correlations.

To extract the spatial correlations of traffic data with complex topologies, extending neural
networks to process graph-structured data has attracted widespread attention [27]. A series of studies
has extended traditional convolution to model arbitrary graphs on spectral [28-30] or spatial [31-33]
domain. Spectral-based methods use a graph spectral filter to smooth the input signals of nodes.
Spatial-based methods extract high-level representations of nodes by gathering feature information of
neighbors. Other studies focus on graph embedding, which learns low-dimensional representations
for vertices that preserve the graph-structured information [34,35]. To overcome the limitation of
conventional convolution and capture more complex spatial-temporal dependencies, Li et al. [12]
proposed a framework that combines the diffusion convolutional with the recurrent neural network to
forecast traffic conditions. Fang et al. [36] proposed Global Spatial-Temporal Network (GSTNet) for
traffic flow prediction. GSTNet employs tensor casual convolution and global correlated mechanism for
extracting dynamic temporal dependencies and global spatial correlations. Yu et al. [13] proposed the
Spatio-Temporal GCN (ST-GCN), which uses a full convolution structure combining graph convolution
with 1D convolution. In ST-GCN, the graph convolution is used to obtain the spatial correlation, and the
1D convolution is used to extract the temporal dependencies. STGCN is much more computationally
efficiently than the above-mentioned models using RNNs. Afterward, ST-MetaNet [37] utilizes
sequence-to-sequence structure and combines the graph attention network (GAT) with the recurrent
neural network (RNN) for capturing the spatial-temporal correlations. Wu et al. [14] integrated
Wavenet [15] into the GCN to extract the dynamic temporal dependencies of traffic data, while
using an adaptive adjacency matrix to obtain hidden spatial dependencies in the road network.
This self-adaptive adjacency matrix is constructed by the similarity of different node embeddings on
the road network. However, the learned spatial dependencies between nodes lack the guidance of
domain knowledge, and it is prone to overfit during the training phase [18]. In addition, most existing
traffic speed prediction methods ignore global spatial correlations between different nodes in the road
network, and they hardly utilize multiple temporal correlations and external factors.

3. Materials and Methods

3.1. Problem Description

The task of traffic speed prediction is to predict the future traffic speed based on the given
historical traffic measurements (such as traffic speed, traffic flow, etc.) of observed sensors in the road
network. We first define the road network as a weighted undirected graph G = (V, €, A), where Vis a
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set of |[V| = N nodes, representing observed sensors in the road network; £ is a set of edges, indicating
connectivity of nodes; and A € RN*N is a weighted adjacency matrix, which represents the proximity
between nodes and can be computed from the distance in the road network. Then, the traffic data
observed at time t on G are denoted as a graph signal X; € RN*F. Here, F represents the number of
features observed at each node. The goal of traffic speed prediction is to learn a function f to predict
future T graph signals based on graph G and T" historical graph signals:

Xt+1, ey Xt+T = fG(thT’H; e Xt g) (1)
where 6 stands for the learnable parameters.

3.2. The Architecture of Our Designed Network

Overview: As presented in Figure 4, the GSTGCN model proposed in this paper contains
three independent spatial-temporal components with the same structure and an external component.
The first three spatial-temporal components are designed to model the recent, daily-periodic, and
weekly-periodic dependencies of the historical speed data, respectively, and the external component
extracts the characteristics of external factors, such as weather condition, time of the day, and day of
the week, to model external impacts on traffic speed. The first three spatial-temporal modules have the
same structure. Each of them is composed of a temporal module with multiple stacked residual blocks
and a global correlated spatial module. The global correlated spatial module models the localized
spatial dependencies and the global spatial correlations of traffic data, respectively. We first construct
an adjacency matrix based on the points of interest (POI) data around the sensors and the related
features of the road segments. Then, we intercept three time series segments &), X;, and X, from the
traffic data along the time axis as inputs to the three spatial-temporal components. Next, we extract the
characteristics of external factors and enter them into the external component. After that, the outputs
of the first three spatial-temporal components Yj,, Y, and Y;, are assigned different weights and then
fused into the output Y;.s. Then, we merge the Y;,; with the output of the external component Yey; to
generate the prediction result. Finally, we utilize a tanh function to map the result into [—1, 1] [38].
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Figure 4. The architecture of GSTGCN.
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Adjacency Matrix Construction. Previous studies have only used the distances between sensors
to construct the adjacency matrix, which represents the topological structure of the road network.
However, even if two sensors are geographically far apart, they may have similar traffic conditions
when they are in similar functional areas. Therefore, we consider not only the distance between the
sensors, but also the similarity of the regions in which they are located to construct the adjacency
matrix. More specifically, we first use the Dijkstra algorithm to calculate the distances between pairs
of sensors in the road network, dist(i, j) represents the distance between sensor i and sensor j. Next,
we use Openstreetmap [39] mapping each sensor to the corresponding road segment and collect the
properties of the segment as the road-related features of sensors, which includes speed _ limit, lanes,
length, etc. Then, we obtain the number of points of interest (POls) of ten categories within 500 m
around the detector from FourSquare [40] as POI relevant features, which contain travel and transport,
food, arts and entertainment, residence, etc. Finally, we splice the road-related features and POI data
to form a feature vector E”. The form is defined as:

E" = (poiy, ..., poirg, lanes, speed_limit, type, length, is_bridge, oneway) )

where poi; is the number of points of interest of the ith category. The details of road-related features
are presented in Table 1. Therefore, we calculate the similarity of sensor i, j using the cosine similarity
formula [41]:
C
21 Ef, X E]f,m
sim(i,j) = B (3)
D= e < T
where C is the length of feature vector and E] represents the feature vector of sensor i. Finally, we use
threshold-based Gaussian kernel [42] to calculate the adjacency matrix; the formula is as follows:
dist(i, j)?
Bij= wlexp(fM) + waexp(—

Wij = 207

(1—sim(i, j))?
202 )

0 otherwise

if Bl] 2 K
’ *)

where 07 is the standard deviation of distances; 0 is the standard deviation of similarities; wy + wy, = 1;
and « is the threshold.

Table 1. Road-related features.

Feature Description
lanes the number of lanes
speedLimit speed limit of the road segment (km/h)
isBridge whether the road leads to a bridge
roadLength length of the road segment (km)
type the type of road segment
oneway whether roads allow driving in only one direction

Detailed Three Time Series Segments: Suppose that the sampling frequency is p times a day.
The current time is tp, and the length of the sequence to be predicted is T,. As described in Figure 5,
we intercept three time series fragments of length T, T;, and Ty, along the time axis as the inputs of
three spatial-temporal components, respectively. Here, Ty, T;, and T, are all integer multiples of T),.
The details of the three time series fragments are as follows:

e  The recent segment: X}, = (X, 7, 41,Xt)— T, 42, Xty) € RN*FxTi -~ As shown by the red part in
Figure 5, this segment is directly adjacent to the time series to be predicted. Since the traffic
condition of the sensors gradually spreads to the vicinity over time, the adjacent historical time
series have a great impact on it.
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e  The daily-periodic segment: X; = (Xto—(Td/Tp)*q+1tho—(Td/Tp)*qﬁ—zf“'/Xto—(Td/Tp)*q+Tp'

Kty (Ty 1 Ty—1)xq-+1:Ktg— (Ty S Ty—1)xq-+2 1Kty — (T / Ty 1)+ Ty oo Ktg =g+ 1Kt~ g4+ 200+, Xty —q+T, ) €
RN>*FxTs Tt includes several time segments in the past few days that are the same as the predicted
time period, as shown by the green part in Figure 5. As people’s daily routines are almost fixed on
workdays, such as morning peaks and evening peaks, traffic data may show repeating patterns.
The purpose of this component is to model the daily periodicity of traffic data.

o The weekly-periodic segment: Xy = (Xy, (1, /T, )s7sg4 1 XKty (T / T) 7 g+ 20+ Kt — (T / T 729+ T
Xty (T Ty=1)575q+1: Xty (T Ty = 1) 4744271 Ktg— (T / Ty=1) 759+ Ty 11 X tg—q 4 1 Xt~ g+ 2Kty T, ) €
RN*FxTe Tt is composed of the same periods of the past few weeks with the same week attribute
as the time segment to be predicted, as shown by the blue part in Figure 5. Usually, the traffic
pattern on a weekday is similar to those on the historical weekday, but the weekend would be
different. The weekly-periodic component is designed to capture the weekly periodic patterns of
traffic data.

3/15/2019
Xw Xa 7:00-7:55 am

‘ R Xn X
3/1/2019 3/8/2019 3/13/2019 3/14/2019 3/15/2019
7:00-7:55 am 7:00-7:55 am 7:00-7:55am 7:00-7:55am 6:00-6:55 am

Figure 5. An example of extracting time series segments. A}, X;, and Ay correspond to the three
time series fragments input into the model. &), is the time series to be predicted and its length is T),.
The lengths of &}, Ay, and & are Ty, Ty, and Ty,. Here, Ty is equal to Ty, and Ty, Ty, are double Tj,.

3.3. Structures of the Three Spatial-Temporal Components

Traffic conditions usually involve multiple temporal periodic patterns, and the traffic data exhibit
strong daily and weekly periodicity. Taking multiple periodic temporal dependencies into account
will improve prediction performance [19]. The three spatial-temporal components, respectively, model
the recent, daily-periodic, and weekly-periodic spatial-temporal dependencies with the same structure.
It includes two sub-modules: a dynamic temporal module and a global correlated spatial module (see
Figure 4).

3.3.1. Dynamic Temporal Module

We propose a dynamic temporal module to extract the temporal dependencies of the traffic data.
The dynamic temporal module is composed of multiple residual blocks containing stacked dilated
casual convolutions [43]. It has a long receptive field so as to capture both short-term neighboring and
long-term periodic temporal dependencies with high effectiveness.

Dilated Casual Convolution: Dilated causal convolution (DCC) is based on 1D convolution,
injecting holes into the convolution kernel, padding zeros to the input sequence to keep its length
unchanged, skipping a fixed step, and sliding on the input sequence to operate convolution. In Figure 6,
for a 1D sequence x € RT when the convolution kernel is f € R, x; denotes the tth value in the 1D
sequence x, the dilated causal convolution is F, and the tth value of the dilated causal convolution
result is as follows:

K-1
Fi(x) = (f*ax)e = Y f(i) - x_gi (5)
i=0

where d refers to the dilation factor. It is the distance skipped during the convolution process. Multiple
stacked dilated casual convolutions with progressively increasing dilation factor (') = 2(-1) make
the model’s receptive field grow exponentially, where I denotes the number of layers.
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Figure 6. Dilated casual convolution with kernel size 2. With dilation factor d, it performs a standard
1D convolution on the selected sequence that is picked from the input every d steps.

Residual Block Architecture: As shown in Figure 4, a residual block contains two stacked
dilated causal convolutional layers and an identity map. The identity map is connected across layers.
It addresses the gradient explosion problem in the deep networks. Weight normalization [44] is
added after each dilated causal convolution layer to tackle the overfitting problem. For non-linearity,
the rectified linear unit (ReLU) [45] keeps the model’s convergence rate steady. The dilation factors
of two DCC layers in a residual block are the same. Given an input X/ € RN*XT*F the result X'*! €
RN*TXF' after passing through the (I + 1)th residual block is:

X1 = X! 4 ReLU(®1 #g, (ReLU(Pg %q, X'))) ©

where @y, ®; € RF*XF'*K are the convolution kernels for two dilated causal convolutions in a residual
block. F and F’ represent the number of input features and output channels, respectively; do and dq
are the dilation factors; and K is the length of the convolution kernel.

Most previous models used RNN- and CNN-based methods to capture temporal dependencies,
but they cannot handle very long sequences and are prone to the problem of gradient explosions.
In contrast, residual blocks have a larger receptive field via stacking fewer dilated casual convolutional
layers, and the introduction of residual connections also eliminates the problem of gradient
disappearance or explosion. Besides, this architecture can be calculated in parallel with much less
resource consumption.

3.3.2. Global Correlated Spatial Module

This paper proposes a global correlated spatial module for capturing complex spatial correlations
between nodes on the traffic network. The module contains a localized graph convolution and a global
correlated mechanism with residual connection [16], where the former is used to extract local spatial
correlations while the latter is used to capture the non-local spatial correlations.

Localized Graph Convolution: Since traditional convolutions fail to effectively extract the
complicated spatial correlations between different nodes on the traffic network, the spectral graph
theory extends the convolution to the graph-structured data. In spectral graph theory, the Laplacian
matrix of a graph represents its topological structure. Therefore, we can study the properties of the
graph by analyzing the eigenvalues and eigenvectors of the Laplacian matrix. The Laplacian matrix of
a graph is defined as L = D — A, and the normalized Laplacian matrix L = Iy — D 2AD 1 € RNV,
where Iy is a unit matrix with N dimensions, A € RN*N g the adjacency matrix, and the D € RNxN
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is the degree matrix, with D;; = }; A;. The eigenvalue decomposition of the normalized Laplacian
matrix is L = UAUT, where U is eigenvectors of the normalized L and A is the diagonal matrix with
corresponding eigenvalues. Let x € RN be the signal of all nodes on the traffic network. The Fourier
transform of the signal x is # = UTx. According to the properties of the Laplacian matrix, U is an
orthogonal matrix, so the inverse Fourier transform of the signal £ is x = U%. Based on these concepts,
the signal x on graph G is filtered by the convolution kernel gy:

96 %G X = go(L)x = go(UAUT)x = Ugy(A)UTx (7)

The spectral graph convolution first uses the Fourier transform to map the graph signal x and
the kernel gy into an orthogonal space formed by the Laplacian matrix eigenvectors, then performs
convolution in the Fourier domain, and last conducts the inverse Fourier transform to obtain the
final graph convolution results. However, this method requires explicit Laplacian matrix eigenvalue
decomposition, and the computational complexity is too high, when the scale of the graph is large.
Therefore, in this paper, we employ the Chebyshev polynomial [29] to approximate the convolution
kernel and solve this problem. The formula is as follows:

K-1 ~
go*xcgx=gp(L)x = Z 0k Ty (L)x ()
k=0

where the parameter 6 € RK is a vector of polynomial coefficients and L= ﬁ[. — Iy, with Ay the
maximal eigenvalue of the Laplacian matrix. The Chebyshev polynomials are recursively defined as
Ti(x) = 2xTi_q(x) — Tx_(x), in which Ty(x) =1, Ty (x) = «.

We denote x;; € RC as all extracted features of the ith node at the th historical timestamp, where
C is the number of the input channels. Thus, the input signal of the graph convolution is a feature

matrix X; = [x1, %24, ..., xn,]7 € RNV*C and the result of graph convolution is as follows:
K-l _
X =) 6T (L)X )
k=0

where X; = (R1p Rop s BN € RN*D and D is the number of the output channels. It is worth noting
that the convolution results contain the feature information of K-order neighbors, and only capture the
local spatial correlation of the road network structure.

Global Correlated Spatial Mechanism: To model the global spatial correlations between different
nodes in the road network, a global correlated mechanism is proposed, as depicted in Figure 4.
The formula for computing global correlations is as follows:

Yir = Z sij P(Rip i) - R Wy + £ Wy (10)
Vvi#vi

where y;; € RF represents the output feature of the ith node at timestamp ¢. Considering whether there
is an edge between the ith node and the jth node in the road network, if there is an edge, s;; = a > 1,
elses; ;=1. s; ; represents the static global topological weights. In Equation (10), ¢ is the Gaussian kernel
¢(x,y) = exp(xTWyy), measuring the correlations between two node embedding representations,
where Wy, € RP*D is the learnable parameter. ZVU,;&v,» siji - ¢(Rir Rj1) - &)1 Wyq represents the impact of
all other nodes on the ith node in the spatial dimension and "+%£; ;W;" denotes a residual connection
with the localized output features of the ith node, with W, € RP*F and W, € RP*F the learnable
parameters. The output of the global correlated mechanism at timestamp # is Y = [y14, Y21, - Yn4) T €
RN*F and the final output feature matrix of the spatial module is Y € RN*T*F,
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3.4. The Structure of the External Component

Traffic speed is affected by many factors such as holidays, weather conditions, and so on. Suppose
tg is the current time and S, represents the feature vector of the external factor at time interval
t 4+ 1 to be predicted. We use the feature vectors of the T time intervals to form a feature matrix S.
In our implementation, S = [S;1, ..., Sy 1]
select. Specific details are shown in Table 2. Since the weather conditions at the next T intervals are
unknown, we use the weather forecasting data from the weather website Darksky [46]. Next, we
stack two fully-connected layers in the external component to deal with the external factor features.
The first layer embeds each sub-factor and followed by an activation. The second layer maps the
low-dimensional features to the higher-dimensional ones to get Y.,; whose shape is the same as ¥;.s.

€ RT*F where F; = 15 is the number of features we

Table 2. External factors.

Name Description
is_weekend whether it is weekend, dimension: 1
is_weekday whether it is weekday, dimension: 1
is_holiday whether it is holiday, dimension: 1
hour hour of the time, dimension: 1
minute minute of the time, dimension: 1
weather e.g., clear-day,rain,cloudy, dimension: 10

3.5. Multi-Component Fusion

In this section, we discuss how to integrate the four main parts of the model. Since the first three
spatiotemporal components model the recent, daily-periodic, and weekly-periodic spatial-temporal
correlations, respectively, the impact of the three parts on different locations is various. For example,
we intend to predict the traffic speed at 08:30 on Monday morning. For some places with obvious
morning peaks, the output of the daily-periodic and weekly-periodic component have significant
impacts on prediction performance, and for some places where there is no obvious periodic pattern,
the output of the daily component and weekly component will be useless. Above all, the different
locations are all affected by short-term neighbors, long-term period, and trend, but the degrees of
impact may be diverse [25]. Therefore, the impact weights of different spatiotemporal components on
each node are constantly changing, and these weight values should be learned from historical traffic
data. Thus, we fuse the three components of Figure 4 as follows:

Yies = Wy oYy +Wyo Yy +WyoYy (11)

where o is Hadamard product. W, Wy, and W,, are all learned parameters. These parameters indicate
the degree to which the outputs of the three spatiotemporal components affect the forecasting target.
Then, we further merge the fusion result ¥, of the three spatiotemporal components with the
output of the external component Y, to generate the final prediction result Y, as illustrated in Figure 4.

The output of the entire model is:
Y = tanh(Yyes + Yext) (12)

where tanh is a function to map the prediction result to the range of [—1,1] and makes the model
converge faster.

Our model predicts the future T timestamps speeds of all sensors based on the historical T’ traffic
conditions. We choose the L2 loss as the training target of GSTGCN, which is defined by:

T
LVt Yy ©) = 3 3 (Vs — Yol 2 (13)
T i=1
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where O are all learnable parameters in the GSTGCN, Y}, is the ground truth, and YHI- is the model’s
prediction result.

4. Experiments
4.1. Datasets

The proposed model was verified on two highway traffic datasets, PeMSD4 and PeMSD7, collected
by Caltrans Performance Measurement System (PeMS) [47] at 30-s intervals. The traffic speed data
were aggregated from the raw data into 5-min windows. This system deploys 39,000 detectors in major
cities in California. Geographic information of sensors is recorded in datasets with corresponding
interval. The details of the datasets in our experiments are:

PeMSD?7: It contains the traffic information from the sensors on the highways of Los Angeles
County. We selected 204 sensors and collected three months of data from 1 January 2018 to 31 March
2018 for the experiment.

PeMSD4: It refers to the traffic data from the sensors in San Francisco Bay Area. We chose
325 sensors and extracted the data from 1 January 2017 to 31 March 2017 for the experiment.

During the experiment, both datasets were divided into chronological order, with 70% used for
training, 10% for validation, and the remaining 20% for testing. The sensors distribution of the two
datasets is displayed in Figure 7. In the data preprocessing stage, we discarded traffic speed outliers
less than 0 and used the tensor decomposition method to complete the missing values in the traffic
speed data. Then, we encoded the non-numeric features in external factors using a one-hot encoding
scheme. Later, we used Min-Max normalization to map its value into [0, 1] and the original speed into
[—1,1]. During the evaluation phase, we re-projected the speed back to the original range as the final
prediction result.
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Figure 7. Sensor distribution of PeMSD4 and PeMSD?7 datasets.
4.2. Evaluation Metric

In the experiments, we applied three widely-used metrics to evaluate the performance of our
model: Mean Absolute Error (MAE), Root Mean Squared Error (RMSE) and Mean Absolute Percentage
Error (MAPE). They are defined as follows:

MAE = -——— Z Z [vij — 9i (14)
1 1j=1
. S TR
RMSE = vij— i (15)
MxN =5 e
1 My~
MAPE_MxNZZf (16)
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where §; ; and y; ; are the true value and the predicted value, N is the number of detectors we select in
the road network, and M is the total number of predicted samples.

4.3. Baselines

We compared our model with the following eight models:

e  ARIMA [4]: This model predicts future time series data based on historical series values.

e  SVR[7]: This model uses support vector regression to predict travel time.

e SAE [20]: A stacked auto-encoder model is used to learn common traffic flow features and is
trained in a voraciously layered way.

e  SBU-LSTM [24]: A deep LSTM-based network composed of bidirectional ones and unidirectional
ones for traffic prediction.

e  DCRNN [12]: Diffusion Convolutional Recurrent Neural Network integrates sequence2sequence
framework and diffusion convolution to model the relationships of inflow and outflow.

e STGCN [13]: Spatio-Temporal Graph Convolutional Network is a complete convolutional
structure combining graph convolution with 1D standard convolution layers for traffic prediction.

e  ST-MetaNet [37]: Spatial-Temporal Meta Learning Network utilizes graph attention network
(GAT) and the recurrent neural network (RNN) for traffic prediction.

e  Graph WavaNet [14]: Graph WavaNet employs graph convolution network (GCN) with
self-adaptive matrix and a stacked dilated 1D convolution to model the spatial-temporal graph.

4.4. Experiment Settings

We implemented our GSTGCN model based on the Pytorch framework and conducted
experiments on a computer with one Intel(R) Xeon(R) W-2123 CPU @ 3.60GHz and one NVIDIA
Quadro P2000 GPU card. The dynamic temporal module in the model contained four residual blocks.
The residual blocks consisted of two stacked dilated casual convolutions. The kernel size was set as 3.
The dilation factors of three residual blocks were 1, 2, and 4. The number of kernels in localized graph
convolution and the hidden channels was set to 8. The hyperparameter a was set as 2. For external
component, we set the output channels of the first fully-connected layer to 22, and the output channels
were reduced to 1 by the next fully-connected layer. During the phase of constructing adjacency matrix,
x, w1 and wy were set as 0.5. The batch size was 256, and we trained the model for 30 epochs. We used
Adam optimizer to train our model with the initialized learning rate of 0.001. During the testing phase,
we predicted the traffic speed in the next hour (12 steps) based on 12 historical speeds.

4.5. Experimental Results
4.5.1. Prediction Performance Comparison

Table 3 displays the GSTGCN and all baseline models on the PeMSD4 and PeMSD7 datasets for
prediction of MAE, RMSE, and MAPE of 15 min (3 steps), 30 min (6 steps), and 60 min (12 steps).
As shown in the table, we observed that deep learning methods perform better than simple time series
methods (ARIMA) and traditional machine learning methods (SVR), indicating that deep learning
methods can model more complex traffic data. Graph-based models containing STGCN, DCRNN,
Graph WaveNet, ST-MetaNet, and GSTGCN predict more accurately than SAE and SBU-LSTM.
It means that the spatial topological information of the traffic data is critical to prediction performance.
Compared to DCRNN, STGCN, ST-MetaNet, and Graph WaveNet, GSTGCN has a great advantage
in long-term prediction with a slower error growth rate and achieves the best prediction accuracy
on all metrics and both two datasets. To further verify the accuracy of our model, we compared the
prediction performance of GSTGCN for the morning peak hours and weekends with that of Graph
Wavenet. Based on the experimental result shown in Figure 8, we found that GSTGCN performs better
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than Graph WaveNet, which demonstrates that GSTGCN is more effective in modeling the complex

spatiotemporal correlations.

speed (km/h)
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—— Graph WaveNet v
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Figure 8. Speed prediction in the morning peak hours and weekends of the dataset PeMSD?7.

Table 3. Performance comparison of different approaches for traffic prediction on PeMSD7 and PeMSD4

datasets. The best results are marked in bold.

15 min 30 min 1h
Data Method
MAE RMSE MAPE MAE RMSE MAPE MAE RMSE MAPE
ARIMA 5.68 9.38 12.36%  6.29 9.98 13.67% 7.23 11.02 14.52%
SVR 3.67 5.52 7.64%  4.28 8.02 9.19%  5.14 9.67 11.27%
SAE 3.44 5.25 724%  4.01 7.89 8.89%  4.92 9.25 10.43%
SBU-LSTM 3.52 5.05 7.01%  3.95 7.42 8.52%  4.78 8.93 9.87%
PeMSD7 DCRNN 2.46 452 550%  3.32 6.51 7.94%  4.37 8.23 8.78%
STGCN 2.34 4.40 536%  3.28 6.34 7.80%  4.16 7.86 8.80%
ST-MetaNet 2.05 3.95 4.52% 2.81 5.66 6.23%  3.57 7.10 8.01%
Graph WaveNet 2.04 3.92 4.72%  2.74 5.54 6.83%  3.36 6.74 8.74%
GSTGCN 1.20 2.16 2.66%  1.81 3.03 458%  3.05 4.63 8.63%
ARIMA 5.04 7.45 10.86%  6.06 8.09 11.05% 6.98 9.78 12.32%
SVR 3.08 4.62 6.54%  4.09 6.72 7.78%  5.67 8.13 10.96%
SAE 2.90 4.44 6.25%  3.98 6.48 7.52% 528 7.66 8.34%
SBU-LSTM 2.10 4.01 6.09%  3.66 6.26 7.05%  4.33 6.85 7.88%
PeMSD4 DCRNN 2.15 3.45 4.38% 290 5.15 5.74%  3.49 5.78 6.17%
STGCN 2.05 3.30 4.27%  2.85 4.98 5.65%  3.24 5.65 5.98%
ST-MetaNet 1.21 2.73 4.01% 1.79 4.17 3.92% 231 5.12 4.83%
Graph WaveNet 1.31 2.76 2.75% 1.66 3.75 3.69%  2.00 4.61 4.73%
GSTGCN 0.73 1.65 1.78% 1.31 3.17 2.94% 1.89 343 4.78%

4.5.2. Model Structure Comparison

In this section, we mainly discuss the structural differences between STGCN [13], ST-MetaNet [37],
Graph WaveNet [14], and our proposed model GSTGCN.

STGCN is a deep learning framework with complete convolutional structures. It contains
multiple 1D casual convolutions followed by a gated linear unit (GLU) for capturing temporal
correlations and employs K-order Chebyshev graph convolution on traffic data to extract spatial
dependencies. The architecture only captures simple nonlinear temporal correlations and localized
spatial dependencies of traffic data. We can observe that STGCN performs poorly compared to the
other models in Figure 9a, especially in the case of long-term prediction.
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ST-MetaNet employs a sequence-to-sequence architecture. It introduces meta-learning to
spatiotemporal modeling. The model first utilizes the points of interests (POls) and density of road
network around the detector to construct node attributes and then constructs the graph’s edge attributes
using k-nearest neighbor (KNN) algorithm. In the model, a meta graph attention network (GAT) is
used to capture diverse spatial correlations, and a meta recurrent neural network (RNN) is employed
to consider diverse temporal correlations. Compared with the ordinary 1D casual convolution, RNN
has the advantage for time series modeling, as it can remember the previous input sequence using its
inner memory structure. Besides, ST-MetaNet takes meta-learning knowledge into account. Thus, it is
superior to STGCN in Table 3 and Figure 9a.

Graph WaveNet is a graph neural network architecture for spatial-temporal graph modeling.
In the spatial dimension, Graph WaveNet introduces an adaptive adjacency matrix to capture spatial
correlation based on diffusion convolution. The adaptive adjacency could learn the hidden spatial
dependency existing in the road network and the diffusion convolution could capture localized spatial
correlations. In the temporal dimension, Graph WaveNet employs stacked dilated casual convolution
(DCC) to obtain temporal dependencies. The stacked dilated casual convolution’s receptive field grows
exponentially as the number of layers increases and can handle long sequence very well. Therefore,
as shown in Table 3 and Figure 9a, Graph WaveNet performs better than ST-MetaNet.

Our proposed model GSTGCN integrates the spatiotemporal correlations of traffic data and the
influence of external factors together. In the temporal dimension, we employ three spatial-temporal
components considering multiple temporal periodicities, and we use stacked dilated casual convolution
(DCC) with residual connection to obtain temporal dynamics in each component. In the spatial
dimension, we model local and global correlations through a global correlated module, which contains
K-order Chebyshev graph convolution and a global correlated mechanism. When constructing the
adjacency matrix, we consider not only the distance between the geographic locations of the sensors,
but also the surrounding points of interests (POIs) data to explore the functional similarity of the area
where the sensors are located. In addition, we take external factors into account using fully connected
layers. Compared to Graph WaveNet, GSTGCN considers multiple temporal periodicities, global
spatial correlations, and the impact of external factors on traffic data. Hence, the experimental results
demonstrate that GSTGCN achieves the best prediction accuracy on all metrics.

GSTGCN
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Graph WaveNet ——
ST-MetaNet 8 —a— DCRNN
STGCN —a— Graph WaveNet
DCRNN ST-MetaNet
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Figure 9. (a) Test Mean RMSE of 12 steps versus the number of training epochs on PeMSD7 dataset.
(b) Fault-tolerance comparison on PeMSD? dataset.

4.5.3. Number of Residual Blocks in Dynamic Temporal Module

To determine the appropriate number of residual blocks in the model, we selected different
numbers of residual blocks and performed experiments. The experimental results are presented in
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Figure 10a. As the number of residual blocks increases, the prediction performance of the model
improves. However, after the number of residual blocks reaches 4, the accuracy of the model does not
continue to improve or even becomes worse, and the training time of the model also increases greatly.
Finally, four residual blocks are used in the dynamic temporal module of our model.

4.5.4. Effect of Each Component

To investigate the effect of each component of our model on the prediction result, we evaluate
the four variants separately by removing the external module, the global correlated mechanism,
the independent daily-periodic spatial-temporal component, and the independent weekly-periodic
spatial-temporal component from GSTGCN. These four variants are: GSTGCN-noExt, GTSGCN-noGlo,
GSTGCN-noDay, and GSTGCN-noWeek. Figure 10b illustrates the MAE comparison of the GSTGCN
and its four variants predicting the next 12 steps on PeMSD7. It can be seen from the figure
that the GSTGCN consistently outperforms GSTGCN-noExt and GSTGCN-noGlo, indicating the
effectiveness of the external component and the global correlated mechanism. The other two models,
GSTGCN-noDay and GSTGCN-noWeek, have similar short-term prediction performance as GSTGCN,
but they perform worse in the long-term predictions. Therefore, it is proved that the daily-periodic
component and the weekly-periodic component help to capture the long-term temporal dependencies
of the traffic data more effectively.

3.0 1

GSTGCN
GSTGCN-noEXt
GSTGCN-noGlo
GSTGCN-HD
GSTGCN-HW
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Figure 10. (a) Prediction performance of GSTGCN with a different number of residual blocks on
PeMSD?7. (b) MAE of each prediction step of GSTGCN and its four variants on PeMSD?.

4.5.5. Fault Tolerance Comparison

Due to sensor maintenance and breakdown, there are partially missing values in the traffic data.
To evaluate the fault-tolerant ability of the model, we randomly discarded a fraction « of the historical
traffic data, and trained the model using the remaining data. In the experiment, we set the a ranging
from 10% to 90%. We conducted experiments on the GSTGCN, Graph Wavenet, DCRNN, STGCN, and
ST-MetaNet using the dataset PeMSD? separately, and the prediction MAE are shown in Figure 9b.
Our proposed model, GSTGCN, has better fault tolerance than all the other baselines. It indicates
that GSTGCN learn complex spatiotemporal correlations more effectively from sparse and noisy
real-world datasets.

4.5.6. Training Efficiency

We compared the computational cost of GSTGCN, DCRNN, STGCN, ST-Metanet, and Graph
WaveNet on PeMSD7. For the sake of fairness, the training time is the time it takes each model to
train one epoch, and the inference time is the time cost of each model to predict the traffic speed
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at 12 timestamps in the next hour on the validation data. Table 4 demonstrates the experiment
results. We observed that, during the training phase, the fastest is GSTGCN, followed by STGCN
and Graph WaveNet. GSTGCN runs eleven times faster than DCRNN and seven times faster than
ST-MetaNet in training. Since DCRNN and ST-MetaNet use recurrent neural network to capture
temporal dependencies, they need more time to train. For inference, GSTGCN is the most effective
one, and the time cost of STGCN and DCRNN significantly increases because they need to iteratively
predict the results of 12 steps, while GSTGCN and Graph WaveNet generate 12 predictions in one run.
To further investigate the performance of the compared models, we plot the Mean RMSE of 12 steps
on the PeMSD? test set with increasing training epochs, as shown in Figure 9a. The figure suggests
that our GSTGCN achieves easier convergence and faster training procedure.

Table 4. The computation time on the PeMSD7 dataset.

Model GSTGCN  Graph WaveNet ST-MetaNet STGCN DCRNN
Training time (s/epoch) 117.01 520.71 825.52 185.27 1378.25
Inference time (s) 16.32 23.68 44.55 118.597 253.64

5. Conclusions

We propose a novel global spatial-temporal graph convolutional network called GSTGCN to
predict urban traffic speed. In the spatial dimension, the model combines localized graph convolution
and global correlated mechanism for local and non-local spatial correlations. When constructing
the adjacency matrix that represents the structure of the road network, the model considers not
only the distances between the sensors, but also the similarities of the sensors” locations. In the
temporal dimension, three independent modules are used to model the recent, daily-periodic and
weekly-periodic temporal dependencies, respectively. Each module consists of several residual blocks
containing stacked dilated causal convolutions. In addition, the model takes the effects of weather
condition and other factors such as holidays into account. Experiments on two real-world datasets
showed that the prediction accuracy of our model GSTGCN is significantly better than existing
models. In the future work, we plan to explore more complex spatial correlations to further improve
the prediction accuracy. Since GSTGCN is a general framework for the spatiotemporal prediction
problem of graph-structured data, we can also apply it to other practical applications, such as arrival
time estimation.
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Abstract: Vehicular traffic flow prediction for a specific day of the week in a specific time span
is valuable information. Local police can use this information to preventively control the traffic
in more critical areas and improve the viability by decreasing, also, the number of accidents.
In this paper, a novel generative deep learning architecture for time series analysis, inspired by
the Google DeepMind” Wavenet network, called TrafficWave, is proposed and applied to traffic
prediction problem. The technique is compared with the most performing state-of-the-art approaches:
stacked auto encoders, long—short term memory and gated recurrent unit. Results show that the
proposed system performs a valuable MAPE error rate reduction when compared with other state of
art techniques.

Keywords: traffic flow prediction; wavenet; TrafficWave; deep learning; RNN; LSTM; GRU; SAEs

1. Introduction

Traffic can be defined as the movement of vehicles on a road transport network regulated by
specific rules for its correct and safe organization [1]. More in general, the term indicates the number
of vehicles in circulation in a specific area. Roads congestion can occur in situations of intense traffic: it
is characterized by low speed and long travel times. This happens when the vehicular flow is greater
than the capacity of the road. This is a well-known phenomenon very familiar to those living in
medium/large cities: it results in loss of time, stress, incremented CO, emissions and nevertheless
acoustic and atmospheric pollution [2].

In recent years, local administrations, also to comply with legal obligations, are increasingly
paying attention to the traffic prediction problem. Among the most effective interventions, there are
the strengthening of public transport, the adoption of predictive planning tools to limit the number of
accidents, increase viability and decrease the previously mentioned forms of pollution as well as to
provide intelligent public roads lighting solutions.

Under this light, it is essential to understand when road congestion or other traffic flow conditions
are going to occur. In order to have good predictions, traffic data should be accurately and continuously
collected over long periods and at all hours (both day and night). The most common methods of
automatic detection are pneumatic tubes, aerial photography, infrared sensors, magneto dynamic
sensors, triboelectric cables, video images, VIM sensors, microwave sensors, and many others [3,4].
These conditions are leading technological research to produce increasingly refined instruments and
automatic detection systems.

This work proposes the use of a tuned version of the Google Deepmind Wavenet [5] architecture
for traffic flow prediction problem and compare its performance to other state-of-the-art techniques
thus providing a review of the most profitable approaches highlighting pro and cons.

The paper is organized as follows. Section 2 contains a literature review focusing on a specific set
of state-of-the-art techniques stacked auto encoders, long—short term memory and gated recurrent
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unit architectures. Section 3 describes the TrafficWave architecture proposed in this work. Section 4
presents datasets and the experimental setup. Section 5 shows and discusses the result. Section 6
concludes the article.

2. Methods

2.1. Mathematical Properties of Traffic Flow

Traffic flow deals with interactions between travelers (including pedestrians, cyclists, drivers and
their vehicles) and infrastructures (including motorways, signage and traffic control devices), in order to
understand and develop a transport network with efficient circulation and minimum traffic congestion
problems [6,7]. It is important to underline that spatial and temporal constraints must be considered to
properly model the flow [8,9].

Let X! denote the observed traffic flow for the t-th time interval at the i-th sensing location and
given a sequence {Xlt.} of observed traffic flow data points withi =1, ..., m,and t = 1, ..., T, the traffic
flow problem aims to forecast the flow for the next (t + A) time interval under a prediction window
A [10]. The traffic flow can also be defined, such as:

T={xJ¥iteNit>0 ©)

If we consider highways, the traffic flow is generally limited along a one-dimensional path
(for example a travel lane).

Three main variables for displaying a traffic flow: speed (v), density (k), and flow (q).
In general-purpose systems, the speed of each vehicle cannot be tracked; therefore, the average
speed is measured by sampling the vehicles in a given area for a time period. However, in many other
cases, due to the adoption of speeding violations tools, average speed on a segment of the highway
and instantaneous speed, can also be monitored (e.g., Safety tutor system on Italian highways).

The density (k) is defined as the number of vehicles per length unit. Spacing (s) is the distance
from center to center between two vehicles. The relation between density and spacing is the following:

k=

1
= @)

Even in this case, density can be estimated in general terms or an extended evaluation of it can be
available depending on the specific devices available on the highway. The flow () is the number of
vehicles that exceed a reference point per unit of time, its unit of measure is vehicles per hour:

q = kv. ®3)

The inverse of the flow is progress (), which is the time between the first vehicle passing a
reference point in space and its successive vehicle:

9= 0

In this work, the main metric is Flow (g). This value is aggregated with respect to the datasets
adopted for experiments by using timestamps of when each car was detected which implies also its
speed (v) and the overall density (k) over a predefined time window.

2.2. State of the Art on Deep Learning for Vehicular Traffic Flow Prediction

There are three main categories of traffic flow prediction solutions: parametric, non-parametric
and hybrid [10,11]. However, the traffic flow prediction problem is non-deterministic and non-linear
because it can exhibit variations due to weather, accidents, driving characteristics, etc. Due to these
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reasons, this work focuses on non-parametric solutions with special attention to very recent deep
learning techniques, which have been demonstrated to achieve state-of-the-art accuracies [11-13].

Authors of [12] have been among the first to address the challenge of road traffic prediction by
using big data, deep learning, in-memory computing and high-performance computing through GPU.
More specifically, the California Department of Transportation (Caltrans) dataset was adopted. Eleven
years of traffic at 5-min level were analyzed (thus the motivation on big data), in-memory computing
usage for real-time evaluations and convolutional neural networks (CNNs). The work reached a
minimum MAPE (mean absolute percentage error) of 3.5 against other works on the same dataset who
had a MAPE of 6.75 [10] and 9 [13]. Respectively authors in [10] used stacked autoencoders to learn
generic traffic flow features over the Caltrans dataset. The solution was tested against 15, 30, 45 and
60 min of data aggregation, the best result was achieved at 45 min aggregation. In [14] authors used
stacked layers of CNNs and recurrent neural networks layers merged by an attention model able to
score how strong the input of the spatial (CNN)-temporal (recurrent neural network (RNN)) position
correlates to the future traffic flow. When dealing with neural network models for traffic flow prediction,
an interesting issue deals with the selection of the most profitable one. In [15], long short-term memory
(LSTM) RNN, gated recurrent unit (GRU) RNN and ARIMA were compared: GRU outperformed
the others. In [16] authors developed an architecture able to combine a linear model fitted using L
regularization and a sequence of tanh layers. The first layer identifies spatio-temporal relations among
predictors, the other layers model non-linear relations, the accuracy obtained was acceptable and the
authors showed an in-depth analysis on the fact that the architecture was learning spatio—temporal
features. In [17], the authors proposed a deep architecture consisting of a deep belief network in the
bottom and a regression layer on top. The Deep Belief Network was used for unsupervised traffic flow
feature learning. The authors reported a 3% improvement over state of the art. In [18] authors used an
Italian dataset belonging to the city of Turin for traffic flow prediction adopting a deep feed-forward
neural network to model the non-linear regression problem of the traffic flow. Their solution was
better than other shallow learning (all non-deep learning models) tested solutions. The authors also
tested several time window lags and data aggregation. In [19], the authors used the Auto Encoder to
model the internal relationship of the traffic flow by extracting the characteristics of upstream and
downstream traffic flow data. Additionally, the LSTM network utilizes the characteristic acquired
by the autoencoder and the historical data to predict linear traffic flow. The error rate obtained was
slightly lower than the reviewed works. In [20], authors created an improved spatio-temporal residual
network to predict the traffic flow of buses by using fully connected neural networks to capture the bus
flow patterns and improved residual networks to capture the bus traffic flow spatio-temporal patterns.
Their accuracies were the best among the compared. In [21], the authors proposed a novel approach
for identifying traffic-states of different spots of road sections and determine their spatiotemporal
dependencies for missing value imputations. The principal component analysis (PCA) was employed
to identify the section-based traffic state. The pre-processing was combined with a support vector
machine for developing the imputation model. It was found that the proposed approach outperformed
other existing models. In [22], the authors proposed e a deep autoencoder-based neural network
model with symmetrical layers for the encoder and the decoder which was able to learn temporal
correlations of a transportation network and predicting traffic flow. Their architecture outperformed
all their reviewed works.

As it is possible to note from the reviewed works, state of art solutions make use of Stacked
Denoising Autoencoders, LSTM RNN, and GRU NN. In addition, almost all works compare their
accuracies with the ARIMA model. Unfortunately, different works perform experiments on different
dataset and under different testing conditions, so that it is hard to clearly state which approach performs
better than another. The aims of this work are:

(1)  to briefly review the most used and performing ones (i.e., stacked auto encoders (SAEs), LSTM,
GRU),
(2) tointroduce a new one named TrafficWave able to outperform the previous,
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(3) to perform comparisons under a common testing framework.

2.3. Deep Learning Techniques

2.3.1. SAEs (Stacked Auto Encoders)

An SAE model is a stack of autoencoders used as building blocks to create a deep network [9].
An autoencoder is a Neural Network that attempts to reproduce its input. It has an input layer,
a hidden layer, and an output layer. Given a set of training samples {X 1) X2): X@)y - X(n)} where
X7y € R which can be considered to be the traffic flow at i-time, an autoencoder first encodes an input

X(j) in a hidden representation y(X(l)) on the basis of (5):
y(x) = f(Wix +b), (5)
then it decodes the representation y(X(l)) in a reconstruction named Z(X(l)) calculated as in (6):
z(x) = g(Way(x) +c. (6)
being;:

e  W; aweight matrix,

e  bacoding polarization vector,

e W; adecoding matrix,

e cadecoding polarization vector,
e f(x)and g (x) sigmoid functions.

An SAE model is created by stacking autoencoders to form a deep neural network taking the
autoencoder output found on the underlying layer as current level input as shown in Figure 1.
After obtaining the first hidden level, the output of the k-hidden layer is used as an entrance to the (k +
1)-th hidden level. In this way, more autoencoders can be stacked hierarchically.

Encoder Decoder

Input Output

Code

Encoder Decoder

Figure 1. Stacked denoising autoencoder.

In order to use the SAE network for traffic flow prediction, it is necessary to add a standard
predictor on the top level. A logistic regression layer is generally considered [9].
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Stacked denoising autoencoders for traffic flow prediction are adapted to learn network-wide
relationships, these are necessary to estimate missing traffic flow data, and thus predict the future
traffic value as a missing point with respect to the input data.

SAE networks have been used in [19,22,23]. Figure 2 reports the SAE architecture used in this
work to perform tests and comparisons.

input: (None, 5)

hidden | _input: InputLayer

output: | (None, 5)

input: (None, 5)
hiddenl: Dense

output: | (None, 400)

input: | (None, 400)
activation_54: Activation

output: | (None, 400)

input: | (None, 400)
hidden2: Dense

output: | (None, 400)

input: | (None, 400)

output: | (None, 400)

input: (None, 400)

hidden3: Dense

output: | (None, 400)

input: | (None, 400)

activation_56: Activation

output: | (None, 400)

nput: | (None, 400)

dropout_8: Dropout

output: | (None, 400)

input: | (None, 400)

dense_6: Dense
output: (None, 1)

Figure 2. Stacked auto encoders (SAEs) architecture.
2.3.2. LSTM (Long-Short Term Memory)

LSTM was originally introduced by Hochreiter [24]. A typical LSTM cell, Figure 3, is mainly
composed of four gates: input gate, input modulation gate, forget gate and output gate. The input gate
takes a new input and processes the incoming data. The input port of the memory cell receives as
input the output of the LSTM cell of the previous iteration. The forget gate decides when to discard
the results and then selects the optimal delay for the input sequence. The output gate takes all the
calculated results and generates the output for the LSTM cell. In linguistic models, a soft-max layer is
usually added to determine the final output. In the traffic flow prediction model, a linear regression
layer is applied to the output level of the LSTM cell. A typical architecture is presented in Figure 4 and
is equivalent to the architecture used in [9]. In this domain, LSTMs have been used by [15,19] and [23].
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X:

Figure 3. Long short-term memory (LSTM) cell.

input: | (None, 5, 1)

Istm_I_input: InputLayer

output: | (None, 5, 1)

:

input: (None, 5, 1)
Istm_1: LSTM
output: | (None, 5, 64)
input: | (None, 5, 64)

dropout_2: Dropout

output: | (None, 5, 64)
input: | (None, 5, 64)
Istm_2: LSTM
output: (None, 64)
input: | (None, 64)
dropout_3: Dropout
output: | (None, 64)
input: [ (None, 64)
dense_1: Dense
output: [ (None, 1)

Figure 4. LSTM architecture.
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2.3.3. GRU (Gated Recurrent Unit)

GRU was originally proposed by Cho et al. [25]. The typical GRU cell structure is shown in
Figure 5. A GRU cell is composed of two gates: reset gate r and update gate z. The output of the
hidden layer at time ¢t is calculated using the hidden layer of t — 1 and the input value of the time series

at time ¢:
hy = f(ht—l,xt)- 7)
— —
[
|
°,
|
\
N
B Input
L . h
—— —v]
Output

Figure 5. Gated recurrent unit (GRU) cell.

The reset gate is similar to the LSTM forget gate. Interested readers can find details in [25].
The regression part and the optimization method are, in general, the same as for an LSTM cell.
The architecture is presented in Figure 6. GRUs have been used by [15,23].

input: | (None, 5, 1)

gru_l_input: InputLayer

:

output: [ (None, 5, 1)

input: (None, 5, 1)
gru_l: GRU

output: | (None, 5, 64)

input: | (None, 5, 64)
gru_2: GRU

output: (None, 64)

l
l

input: | (None, 64)

input: | (None, 64)

dropout_4: Dropout
output: | (None, 64)

dense_2: Dense
output: | (None, 1)

Figure 6. GRU architecture.
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3. Traffic(Wave Architecture

The solution here proposed, named TrafficWave, is based on Wavenet [5]. Wavenet was originally
developed with the aim of producing (imitating) human voice. Wavenet uses a deep generative model
able to produce realistic sounds. It works by extracting patterns from human voice recordings, in order
to create sound waves able to reproduce a syllable sound. Wavenet calculates the trend of the single
wave: it merges knowledge of what has been produced before and knowledge about how waves
operate (the previously extracted patterns), therefore, it foresees the trend of the wave (in terms of
rise and fall) for each instance. In other words, at each instant, a value is generated based on all the
previous values and on rules learned from the analysis of many samples.

Van Den Oord et al. [5] had the intuition of stacking 1D convolutional layers one on top of the
other, and, at the same time, doubling the dilation rate per layer. The dilation rate can be considered
as the “distance” between each neuron’s input in the same layer, a sort of quantity of how much
spread apart every neuron input is. For example, if the dilation rate is 2, 4 and 8, then the first 1D
convolutional layer foresees two time-steps at time, while the second 1D convolutional layer foresees
four time-steps and the last one eight. This allows the capability of learning short-term patterns in the
lower layer and longer-term patterns in the higher layer. This is shown in Figure 7.

2.90.0.90.90.90.9092990.0.0.90.90.90.0 e,
é O O O O O O O %} Hidden layer

e

dilation rate = 4

Hidden layer
dilation rate = 2

O Hidden layer
dilation rate = 1
l Input layer
Figure 7. The wavenet architecture.

The system is a generative model: it can generate the sequences of real-valued data starting from
some conditional inputs. The behavior is mainly due to the dilated causal convolutions. A big number
of layers and large filters are used to increase the receptive field within the causal convolutions.

Dilated convolution allows to exponentially increase the receptive field which grows as a function
of the number of 1D CNN layers skipping inputs by a constant dilation rate. Casual dilated convolutions
allow to skip inputs at casual distance. This architecture allows the net to get a more in-depth
pattern extraction being able to output and add a new node with relatively low computation. Just for
comparison, a similar solution developed with several layers of CNN and 512 inputs would require
511 CNN layers with respect to the 7 stacked casual dilated convolutions in Wavenet. Given a specific
dilation rate, it is possible to extract similar patterns with minutes, days and months lag. This fits
very well with traffic flow prediction. Similar architectures were used for predicting Uber demand in
NYC [26] and for predicting sales forecasting during a Kaggle competition [27]. Kaggle is a private
owned company that hosts competitions where students, researchers, and other experts publish their
solutions and accuracies for benchmarking purposes.

The TrafficWave network here proposed is a modified Wavenet network, where the number of
filters is 12 and each filter depth is defined by the lag of sliding window, which has been empirically set
to 5. The convolutions used are 1D convolutional layers. The filters depth is the number of channels
of the residual output for the 1D convolutional layer of the initial casual convolution. Dilation rates
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used are {1, 2, 4, 8, 16, 32, 64, 128, 256, 512, 1024, 2048, 1, 2, 4, 8, 16, 32, 64, 128, 256, 512, 1024, 2048}.
These dilation rates are used to increase, up to 2048 traffic data points, its receptive fields.

This allows to learn very recent trends (for small dilation rates) but also capturing events that
happened a long time back.

The resulting network is extremely complex and it would require several pages to be displayed.

4. Dataset and Experimental Set-Up

Two datasets have been considered for experimental evaluation: Caltrans PeMS [28],
briefly Caltrans, and TRAP-2017 [29].

4.1. PeMS (Caltrans Performance Measurement Systein)

Caltrans is composed of five-minute interval traffic data on various freeways. It contains data
such as the vehicle flow, speed, occupancy, the ID of the Vehicle Detector Station (VDS), etc. Caltrans
dataset has been used in [9,15,19] for traffic flow prediction. According to the current state of the art
methodologies, traffic data from 1 January 2016 to 29 February 2016 have been aggregated, in this
work, every 5 min and then used as a training set, traffic data of March 2016 has been aggregated every
5 and used for the test. The lag of the sliding window has been set to 5 as in [9] for comparison aims.
SAEs, LST, GRU and TrafficWave have been tuned using Adam optimizer [30]. All algorithms have
been trained for 500 epochs with a batch size of 64.

4.2. TRAP-2017 (Traffic Mining Applied to Police Activities)

TRAP-2017 was released by the Italian National Police [30]. It was acquired using Number Plate
Reading Systems in 2016, from 1 January to 31 December, on 27 gates distributed over the Italian
highway. The dataset is composed of 365 commas separated values (CSV) files containing the following
data: plate number, gate, lane, timestamp and nationality (of the plate). The total number of rows is
111089717. Each gate represents a point of the highway network on which the traffic flow prediction
can be performed. In this study, the prediction has been done on gate 1 considering only the timestamp
field which uniquely represents the transit of a vehicle.

Data have been aggregated over a 5-min time window enumerating the number of vehicles that
have transited under the gate and successively normalized with min-max rule. The A lag has been set
to 5 min for three reasons:

1.  To be consistent with other authors implementations (comparison aims);

2. A =5min produce the best accuracy for all models with respect to other solutions (i.e., 15, 30 and
45 min);

3. A =5minimplies a near real-time prediction, therefore it allows to promptly implement strategies
of traffic control.

The dataset has been preprocessed as follow:

1.  Data have been aggregated over 5-min time window: the number of vehicles which have transited
under the gate 1 every 5 min are reported along with the time stamp captured of the last vehicle
belonging to the 5 min time window.

Time windows with 0 transited cars, have been reported as 0.

Data have been separated in months and days.

Data has been normalized with min-max rule within [0.1-1.0].

The sliding window approach has been then used on the normalized data (lag = 5).

Monday has been selected as the day of forecasting.

NS G wDd

The preprocessed data is then fed to the various neural network architectures.
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The input to the various architectures are the following 5 min lag datapoints: Ts, Ty, T15, T2, To2s.
These are used to do forecast T3y datapoint. The days used for training were 60 days for PeMS dataset
and 44 days for TRAP-2017.

5. Results

The following metrics have been used for results evaluation.
Mean absolute percentage error (MAPE), defined as:

n

100% Ay —F;
n ; At '
Mean absolute error (MAE), defined as:
Z?:] |At —-F tl
—_—

Root mean square error (RMSE):

Zf\il (A - Ft)z
- N
where A; is the actual value and F; is the forecast value.
Experiments were performed using AMD Ryzen threadripper 1920x with 64GB RAM and Nvidia

Titan RTX with Nvidia CUDA and Keras with Tensorflow GPU backend.
Table 1 shows the results obtained on the Caltrans dataset.

Table 1. Performance on Caltrans dataset.

MAPE MAE RMSE TIME

TrafficWave 15.522% 6.229 8.668 5293s
LSTM 15.703% 6.274 8.734 820s
GRU 17.757% 6.323 8.637 641s
SAEs 16.742% 6.095 8.335 1163s
Wei et al. [19] NA 25.26 35.45 NA
Fu et al. [15] NA 17.211 25.86 NA
Lv etal. [9] NA 34.1.8 50.0 NA

Note: Bold is the solution proposed in this work. Normal have been calculated. Italics are just reported from
other works.

The proposed architecture outperforms all other architectures in terms of MAPE. MAPE is a
percentage value so that it has a simple and intuitive understanding: in general, TrafficWave performs
better than other approaches. Results related to RMSE and MAE report that SAEs is able to perform,
in specific cases, an error lower than TrafficWave, however the distance (in terms of performance) is
little. SAEs are able to limit huge errors in general, but TrafficWave is able to suddenly capture trend
changes, this can be seen in Figures 8 and 9, but often at the cost of a major error.

It is worth noting that the training time is very high compared to other networks. However, this is
a minor limitation since training is usually performed off-line. Table 1 also reports results obtained by
other authors on the same dataset, however, it is important to state that these tests were performed on
different months and with different aggregations. This is the main point of this benchmark: compare
the state of art techniques plus a novel one (TrafficWave), on the exact same data and same conditions.
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Figure 8. Intraday flow prediction for Caltrans dataset.
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Figure 9. Intraday flow prediction for first Monday of November 2017 from TRAP-2017 dataset.

Figure 8 shows the prediction trend of the different neural networks over time.

Table 2 reports results obtained on the TRAP-2017 dataset. Results confirm that TrafficWave
outperforms all other approaches. Considerations are similar to those already reported for the Caltrans
dataset. Figure 9 confirms that the proposed architecture has the closest pattern with the ground
through data.

Table 2. Performance on the TRAP-2017 dataset.

MAPE MAE RMSE TIME
TrafficWave 14.929% 35.406 50.902 893s
LSTM 15.991% 37.959 53.552 292s
GRU 15.964% 37.879 53.669 245s
SAEs 16.674% 36.374 51.267 198s

Once more, TrafficWave needs more computational time than other techniques. The reason relies
on the high complexity of the model. The architecture, being a generative one, it reaches 199 sequential
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hidden layers. It is more difficult to be trained if compared to sequential architecture. This is caused by
stacking dilated convolutions as previously explained.

Table 3 shows the MAPE for all the weekdays. TrafficWave outperforms all the competition
achieving the lower error in all the weekdays, confirming results already observed for a single day.

Table 3. MAPE results for TRAP-2017 on various weekdays of November 2016.

Monday Tuesday =~ Wednesday Thursday Friday Saturday Sunday
TrafficWave  14.929% 17.354% 14.998% 12.190% 14.779% 14.891% 17.439%

LSTM 15.991% 18.041% 16.835% 12.394% 14.884% 23.253% 17.483%
GRU 15.964% 22.478% 17.119% 12.212% 15.463% 16.591% 17.950%
SAEs 16.674% 18.620% 15.593% 21.260% 14.986% 15.895% 17.580%

6. Conclusions and Future Research

TrafficWave net has been proposed in this work. It has been used for the weekday traffic flow
prediction problem on two different datasets. The approaches outperform other state-of-the-art
techniques in terms of MAPE. Results have been confirmed over two different datasets. Other metrics,
such as MAE and RMSE, have been inspected too. Considering these metrics, SAEs is able to limit
huge errors in general, but TrafficWave is able to suddenly capture trend changes.

Due to its complexity, TrafficWave results in increased training time, however, this is a minor limit
since training is generally performed off-line in real scenarios and, more in general, it can be speeded
up with more performing architectures.

Future research will focus on considering also contour conditions as, for example, weather [11].
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Featured Application: Based on Grassmann Manifold, a method for identifying congestion state
of Traffic Surveillance Video has been proposed in this paper. Meanwhile, the effectiveness of
the proposed method is verified via UCSD dataset and the Capital Airport Expressway dataset.

Abstract: For a contemporary intelligent transport system, congestion state analysis of traffic
surveillance video (TSV) is one of the most crucial and intricate research topics because of the
rapid development of transportation systems, the sustained growth of surveillance facilities on
road, which lead to massive traffic flow data, and the inherent characteristics of our analysis target.
Traditional methods on feature extractions are usually operated on Euclidean space in general,
which are not accurate for high-dimensional TSV data analysis. This paper proposes a Grassmann
manifold based neural network model to analysis TSV data , by mapping the video data from high
dimensional Euclidean space to Grassmann manifold space, and considering the inner relation
among adjacent cameras. The accuracy of the traffic congestion is improved, compared with several
traditional methods. Experimental results are conducted to validate the accuracy of our method and
to investigate the effects of different factors on performance.

Keywords: traffic surveillance video; state analysis; Grassmann manifold; neural network

1. Introduction

At present, state analysis of urban transportation is generally admitted as a progressively intricate
issue due to the inherent complexity. Primarily, urban transport system is considered intricate
and massive. Thus the corresponding data of traffic flow own its significant characteristics, which
are distributed, stochastic and spatiotemporal correlated. Furthermore, the quantity of deployed
surveillance cameras are increasing in leaps and bounds globally. Under this circumstance, much more
accurate state analysis of traffic surveillance video (TSV) is the vital problem demanding a prompt
solution. Since the development of artificial intelligence and pattern recognition has risen steadily,
the internal law of urban transportation, such as state analysis and estimate, is able to be digged out
to a greater extent than before [1]. Accordingly, the intelligent transport system can be much more
efficient, more collaborative and more predictive.

TSV data can be used to extract massive amounts of meaningful traffic information including
traffic density, average velocity of vehicles, traffic flux, lane-changing rate and other various statistical
properties for traffic flow. In fact, there are some pioneer studies [2,3] that obtain those properties from
traffic videos, which can be applied to validate mathematical models of traffic flow.

Currently, traditional traffic state classifications are roughly divided into three categories:
“heavy”, “medium” and “light” in general, which however, need higher classification accuracy to
meet the requirement of acceptable performance of an intelligent transport system. There are several
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traditional methodologies of the traffic state classifications, such as Sparse Representation (SR),
Support Vector Machine (SVM), Neural Networks (NN) and so on.

On one hand, SR is based on the principle that a signal can often be represented by a linear
sum of a small amount of signals from dictionary. Numerous research has been made to construct
the dictionary with specific attributes. Sparse representation model achieves great success in
many applications, such as face recognition [4], image denoising [5], and image super-resolution
reconstruction [6]. On the other hand, the main idea of SVM can be summarized into two points: (1) It
is analyzed for linear separable case. In the case of linear inseparable, in order to make this case linear
separable, linear inseparable low-dimensional input space is mapped to high-dimensional feature
space through nonlinear mapping algorithm. (2) SVM creates the optimal segmentation hyperplane
in the feature space based on the Structural Risk Minimization Theory, so that the learners get global
optimization, and the expected risk of the entire sample space can meet a certain upper bound with
a certain probability. Compared with the above methods, NN can reflect the relevancy of the TSV data
more accurately, so NN is better than the other methods in the classification of traffic TSV.

The traditional methods of feature extraction, such as PCA, LDA and LPP, process original data in
Euclidean space. However, TSV data is high-dimensional which is operated inaccurately in Euclidean
space, thus the result of feature extraction in the Euclidean space is not effective. Scholars demonstrate
that high-dimensional Euclidean space can be embedded in manifold space, so if we map the data
from high dimensional Euclidean space to manifold space, the operation will be more accurate and the
feature extraction will be more effective. At the same time, TSV is difficult to make a consistent length,
and it is important to process different lengths of TSV data uniformly. In the manifold, there is a kind
named Grassmann manifold, which can process different lengths of TSV data uniformly by unifying
data while doing SVD decomposition.

In this paper we propose a neural network model based on Grassmann manifold. Our model
can directly identify the congestion status without calculating traffic flow parameters such as vehicle
speed and number of vehicles. The data processing schematic is shown in Figure 1. Furthermore, the
contributions of the paper are as follows:

Introducing neural networks model into traffic state classification applications.
Connecting Grassmann manifold with neural networks according to the temporal characteristics
of traffic data.

e  Giving a reliable and efficient algorithm to neural networks model based on Grassmann manifold.

Light

Congestion
Medium State
Heavy

Grassmann
manifold
space

Euclidean
space

Traffic
Surveillance
Video

Figure 1. The data processing schematic.
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The rest of the paper is organized as follows. In Section 2, we review the background of neural
networks and Grassmann manifold. In Section 3, we introduce the principles and application of
Grassmann based neural network method in the traffic state analysis. In Section 4, we validate the
performance of our traffic state analysis method on two datasets, the UCSD dataset and Capital Airport
Expressway dataset. Finally, we conclude the paper and come up with other research directions in
Section 5.

2. Preliminaries

2.1. Grassmann Manifold

Recently, some discriminant analyses on Grassmann manifold [7] have been achieved by
researchers. The basic principle of the Grassmann manifold algorithm is compressing datasets
that are loose distributed on Grassmann Manifold into a low-dimensional Grassmann manifold
through non-linear transformation, so that the distribution of the dataset is more compact on the
low-dimensional Grassmann manifold. Hamm proposed Grassmann manifold Discriminant Analysis
(GDA) [8], in which the subspace is represented by points on Grassmann manifold, to achieve
nonlinear discriminant analysis on Grassmann manifold by measuring the similarity of subspace
using Grassmann kernel. Although GDA performs superior properties, it does not explicitly consider
the intrinsic geometry of data [9-11], which affects the ability of discriminant for the dataset and the
generalization. In view of this, Harandi [12] proposed a Graph Embedding Discriminant Analysis
on Grassmannian Manifolds (GEDAGM). In the case where global solutions do not work, the local
learning method provides an effective solution.

Some fatal concepts on Grassmann mainfolds of Riemannian geometry are supposed to be
illustrated before presenting our algorithm. Details on Grassmann manifolds and related topics can be
found in [13].

Grassmann manifold G(p,d) [13] consists of the set of all linear p-dimensional subspaces of
R%(0 < p < d), which stands on a space of p x d matrices with d orthogonal columns:

G(p,d) = {X e R?: XTX = Ip} 1)

There are two methods to measure the distance in Grassmann manifold. One is to map the
Grassmann points into tangent spaces where there exist measures [14,15]. Another method is to embed
the Grassmann manifold into the symmetric matrix spaces while the Euclidean distance is available.
The latter one is easier and more effective in practice, and the mapping relation can be represented
as [16]:

I1: G(p,d) — Sym(d), TI(X;) = XXT )

The embedding I1(X)is diffeomorphism [17]. In this paper, we adopt the second strategy on
Grassmann manifold to define the following distance inherited from the symmetric matrix space under
the (2) mapping:

dz(X,Y) = 1/2|11(X) —T1(Y) |} ©)

One point on Grassmann manifold is actually an equivalent class of all orthogonal high matrices
in R4*? , any one of which can be converted to the other by a p x p orthogonal matrix.

2.2. Neural Networks

Once the features are extracted separately from both the visible and IR images, they are
combined together and fed to a neural network classifier. In order to accommodate temporal changes,
the neural network should be fast in learning and be plastic to accommodate changes in the data.
The unsupervised Kohonen Self Organizing Feature Map (SOM) [18] and the supervised Probability
neural network (PNN) [19] are chosen and their effectiveness are examined for this problem.
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On one hand, Kohonen SOM is one of the most popular unsupervised networks which exploits
the natural structure of the input feature space without using any priori class information. This method
is suitable for the cloud classification tasks where ground truth is often not available or reliable and
a huge amount of satellite data is available. The training process of the SOM is based on the competitive
learning rule. When a new input is present, the neurons will compete with each other by comparing the
distance of the input and the weight vector of that neuron. For the winning neuron, winner-takes-all
weight adjustment rule is applied. The neurons, which are close enough to the winning neuron in
a neighborhood, will also participate in learning. As the learning progresses, the neighborhood shrinks
to declare only one winning neuron. In this way, the SOM represents the feature space by a set of well
organized neurons which corresponds to the centroid of each cluster. These neurons later are mapped
into physical classes.

On the other hand, PNN is a kind of supervised network which is closely related to
Bayes classification rule and Parzen non-parametric probability density function (PDF) estimation.
Comparing with the well-known back-propagation (BP) network, PNN has a very fast one-pass
learning scheme while it has a comparable generalization ability [19].

2.3. Single Neuron Involved Neural Networks

For training sample set (x' , y'), neural network algorithm can provide a complex and non-linear
assumption model /1y 5 (x), in which W and b are used to fit the data.

Neurons are the basis elements of the neural network, the most simple neural network mode
contains only one neuron. For the neuron network which only contains neurons, the inputis x; , x2,
x3 and the intercept is +1. This Neural network operates as follows:

3
hyp(x) = FWTx) = F()" Wix; +b) @)

i=1

where W is the connection parameter (the weight of the cable), and b is the offset term. The function
f is activation function. It can be seen that a single neuron input - output mapping relationship is
actually a logistic regression.

3. The Proposed Method

TSV data feature extraction and spatial mapping process are shown in Figure 1. When processing
the raw data of TSV, the feature extraction in the European space will affect the effect because of the
inaccurate operation, so the features extracted in the European space are irregularly distributed, which
is not conducive to the subsequent processing. In order to solve the problem of inaccurate calculation
of data in European space, we map the data of European space to the Grassmann manifold space. Since
the operation is more accurate in the Grassmann manifold space, the extracted feature distribution is
very regular.

After the feature extraction and spatial mapping processing based on Grassmann Manifold,
in order to express the spatio-temporal correlation of traffic information, we input the features in
the Grassmann manifold space into the neural network. Through the three-layer neural network,
the extracted features are classified according to three states: “light”, “medium” and “heavy”. Finally,
the traffic status is obtained, as shown in Figure 1.

Neural networks couple many single neurons together, so that an output is inputted to another
neuron. The sketch map of the neural network architecture is shown in Figure 2.

The leftmost layer in neural network is called the input layer, the rightmost one is called the
output layer, and the superscript +1 circle is called the bias node, which is intercept. The network layer
between the input layer and the output layer is called the hidden layer, since we do not concentrate on
the values of the middle layer when training sample observations. At the same time, we can see that
the above neural network has three input units (not counting the bias unit), two hidden layers (each
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with three units) and three output units. In our experiments, the input layer is traffic video feature
matrix which is extracted by Grassmann manifold, and then through the appropriate training and

classification rules, traffic state eventually is divided into “heavy”, “medium” and “light”. These traffic
states mean that the neural network has three outputs.

(21 )
Xy
ey — hwp(d
( x3 ) =
. B —
[ <l +1 +1
Layer L1 Layer L2 Layer L3 Layer L4

Figure 2. The sketch map of the neural network architecture.

We use 1 to represent the layers of the network. The /th layer is recorded as L; , and the input
layer is L; and the output layer is Ly,. There is (W,b) = (W1, 5(1), W), p(2)) as parameters in the

above neural network, Wi(j.)

I+1 bfl) is offset term of unit i in layer [ 4- 1. 5; is used to represent the number of nodes in layer [
(not counting the bias unit).

D is used to represent the activation value (output value) of unit i in layer I. afl) = x; while
I = 1, means the i th input value (the ith feature of the input value). For a given set of parameters
W, b, we can calculate the output according to hyy ;(x) through neural network. Neural network
computation steps in Figure 2 are obtained as follows.

is the connection parameter between unit j in layer [ and unit i in layer

i

o = W xy + Wi x + Wi s + 0 )
o = FOWYxy + WY xp + Wil s + 0 ©)
ol = FOWYxy + Wi xo + Wil s + ) %)
Ty = at” = FONT 0y + W + W3 x5+ b1Y) @®)

zgl) is used to represent the weighted sum of input for unit i in layer [ (counting the bias unit).

n
A=Wy ey ©)
i=1
So
! = £z (10)

Then we expand the activation function f(-) to vectors, which means f([z1,22,23]) =
[f(z1), f(22), f (z3)]. Therefore, the above equations can be more succinctly expressed as follows.

22 = Wy 4 p(M) (11)
2@ = f(z(2)) (12)
23 = w2, L p2) (13)

hyp(x) = a® = £(z®)) (14)
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The above calculation is called propagation step forward. Given the activation value a!) in layer
I, the activation value a('*1) in layer [ + 1 can be calculated as :

L051) — g 4 p0) (15)
a(l+1) :f(z(l+1)) (16)

We quickly solve the neural network problems with the help of linear algebra by using
a matrix-vector operating method.

In our experiment, we use two methods to input Grassmann manifold space features into the
neural network. First, in order to be able to show the temporal correlation of traffic video data features,
we input the characteristics of t — 1, t and t + 1 moments under the same camera into the neural
network simultaneously, so that the results are classified accurately by front-to-back video frame
constraints. In this case, t in Figure 1 represents time. Secondly, in order to be able to express the
spatial correlation of traffic video data features, we input the feature of camera f and the features of the
cameras t — 1 and t + 1, which are connected to the camera ¢, into the neural network simultaneously,
so that the results are classified accurately by front and rear camera constraints. In this case, ¢ in
Figure 1 represents camera number.

4. Experiment Results and Discussion

In this section, to test the effectiveness of our proposed method, we conduct several unsupervised
experiments for TSV clips classification. The two datasets used in our experiments are listed below:

e  UCSD dataset (http://www.svcl.ucsd.edu/projects/traffic/).
e  Capital Airport Expressway dataset (We establish the dataset by ourselves).

To demonstrate the performance of Grassmann Neural Networks (GNN) method, we compare
GNN method with several state-of-the-art clustering methods. Since our method is related to
Grassmann Sparse Representation (GSR) models, we select GSR based methods as baselines, which
are listed below:

GDA: A transform over the Grassmann manifold is learned to simultaneously maximize interclass
distance and minimize intra-class distance in GDA.

Graph-embedding Grassmann Discriminant Analysis (GGDA): It is considered as an extension
of GDA, where a local discriminant transform over Grassmann manifolds is learned. This is
achieved by incorporating local similarities /dissimilarities through within-class and between-class
similarity graphs.

Kernel Affine Hull method (KAHM): Images are considered as points in a linear or affine feature
space, while image sets are characterized by a convex geometric region (affine or convex hull) spanned
by their feature points in KAHM.

Our proposed methods are also compared against Linear Dynamical System (LDS), Compressive
Sensing Linear Dynamical System (CS-LDS) and Grassmann Sparse Representation (GSR).

In our experiments, the performances of different algorithms are measured by the following
clustering accuracy Accuracy = % x 100%, where M means the number of correctly classified points,
and N means the total number of points. All algorithms are run in matlab 2014a environment, and
workstation is configured for Intel Core i7-4770K 3.5GHz CPU and 16G RAM. We first introduce the
database and experimental set-up, then report and analyze our results.

4.1. Information of Datasets

(1) UCSD Traffic Dataset: The dataset includes 254 segments of highway video data, with different
statuses in different weather conditions, such as cloudy, sunny, rainy days and so on. Each video has
aresolution of 320 x 240 pixels and 42 to 52 frames. We unify the resolution into a 48 x 48 standardized
grayscale when we use the dataset. The standardized operation of the video clip includes subtracting
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average image and standardizing pixel intensity by the method of unit variance. This standardized
operation has a better effect for reducing the impact of changes in illumination.

The dataset is divided into three levels according to the degree of traffic congestion, which are
heavy, medium and light. There are 44 video segments in heavy state, 45 video segments in medium
state, and 165 video segments in light state. Some examples of the video segments are shown in
Figure 3.

Figure 3. Examples of UCSD dataset.

(2) Capital Airport Expressway Dataset: The dataset is established by ourselves. We first select
suitable videos from a large number of TSVs of Beijing Capital Airport Expressway. After the selection
of record clear, situation mutative, all the required status contained videos, we convert videos from
.ts format into .avi format. Then we choose videos from the same camera at different time and
intercept each video segment into 5 s. Then we save these video segments as original data matrices by
specific algorithm, forming our own dataset. After extracting the Grassmann manifold characteristics,
the dataset is used in traffic status classification based on sparse representation and neural network.
We select the videos of Capital Airport Expressway by filtering videos from 19 surveillance video
cameras. The map of airport expressway in Beijing and the 19 cameras on the expressway are shown
in Figure 4.

After considering the clarity, the congestion level and other conditions of the video, we select
TSVs in Wuyuangiao North, which is number 6 on the map. Then we intercept and select the large
number of TSVs of this camera, in order to form a relative and representative video database. Some
examples are shown in Figure 5.

For the selected TSVs, first, we screened a large number of surveillance videos provided by the
Beijing Traffic Information Center. After selecting the surveillance videos that meet the requirements of
clear recording, diversified conditions, and including all states, we chose videos from the same camera
at different time and intercepted each video segment into 5 s. Then we saved these video segments
into the original data matrix. Then we extract features in original data matrix and save these features
as a new data matrix. There are five datasets in this part of the experiment, which are shown in Table 1.
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Figure 5. Surveillance video of Capital Airport Expressway.
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Table 1. Information of the dataset.

Name Number of Video Including Daytime Video Including Night Video
Data-video-original 120 yes no
Data-video-expand 270 yes no

Data-video-darklight 300 yes yes
Data-video-darklight-only 300 no yes
Data-video-mix 900 yes yes

4.2. Analysis of Traffic Video Status

(1) Analysis of the UCSD Dataset: We put each video into Grassmann manifold by using
auto-regressive moving-average (ARMA) model. ARMA model is a common model which is used
to describe stationary random sequence. This model includes three forms: (1) Auto-regressive (AR)
model. (2) Moving-average (MA) model. (3) ARMA model. The observing size is set to 5 and the
dimensions of the subspace are set to 10 in ARMA model. We compare our method with GDA, GGDA,
KAHM, LDS, CS-LDS and GSR, the results shown in Table 2.

Table 2. Results of the experiment.

Methods Accuracy (%)
GDA (Hammand Lee 2008) 79.1
GGDA (Harandi et al. 2011) 89.4
KAHM (Cevikalp and Triggs 2010) 82.7
LDS (Sankaranarayanan et al.2010) 87.8
CS-LDS (Sankaranarayanan et al. 2010) 86.6
GSR (Grassmann Sparse Represetation) 82.8
GNN (Grassmann Neural Networks) 99.5

The videos in the dataset are from the same camera, and the dataset contains different weather
and light conditions. Through Table 2, we can see that the accuracy of our method (GNN) is pretty
good, and the method gets the highest accuracy.

(2) Analysis of Capital Airport Expressway Dataset: After preparing the dataset and thinking
through the experimental design work, we begin to conduct the experiment. First of all, we divide the
traffic states into three levels, “heavy”,”medium” and “light”. Then we extract features by Grassmnn
manifold and combine these features with sparse representation and neural network. Finally, we
classify the dataset by using methods of machine learning, where 20 percent of the data are selected
for training and 80 percent of the data are selected for testing. To verify the effect of our proposed
method in a variety of situations, this Expressway Dataset is divided into five datasets, and each
dataset contains different numbers of videos and different conditions.

We select two datasets named Data-video-original and Data-video-expand, which respectively
include 120 and 270 videos, and both of the datasets are just videos in daytime. The traffic video status
classification accuracy of these two datasets is shown in Table 3.

Table 3. The accuracy of these two datasets.

Dataset Data-Video-Original (%) Data-Video-Expand (%)

GGDA 45.24 82.54
GSR 95.80 99.50
GNN 98.96 99.54

After taking into consideration that the actual situation is not only daytime, but also contains
a lot of night time (bad light conditions), we expand the datasets with Data-video-darklight dataset,
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Data-video-darklight-only dataset and Data-video-mix dataset. The traffic video status classification
accuracy of the three datasets is shown in Table 4.

Table 4. The accuracy of these three datasets.

Dataset Data-Video-Darklight (%) Data-Video-Darklight-Only (%) Data-Video-Mix (%)

GGDA 40.48 34.29 48.73
GSR 97.08 97.08 99.30
GNN 99.58 99.58 99.86

There are both daytime and nighttime TSVs in the dataset, and the use of headlight is inconsistent,
so the light conditions are complicated. On the other hand, obviously, the weather is not always the
same, ranging from sunny, cloudy, foggy and so on. All the reasons above show that it is especially
difficult to get high accuracy using this dataset. Although there are many difficulties, considering the
inner relation through the front-neighbor camera and behind-neighbor camera, our method (GNN)
achieves the desired effect.

According to Tables 3 and 4, there is no doubt that our methodology acquired higher classification
accuracy among all the methods.

In the experiment, we used the UCSD dataset and built Capital Airport Expressway dataset.
The experiment proves that our method can be applied to analyzing congestion state of traffic
surveillance video data, and our method is simple and effective.

5. Conclusions

In this paper, a neural network model based on Grassmann manifold has been proposed to
analyze TSV statuses. Our algorithm can directly identify the congestion status without calculating
traffic flow parameters such as vehicle speed and number of vehicles. We map the data of
European space to the Grassmann manifold space, to solve the problem of inaccurate calculation
of high-dimensional data in European space. Then we use the video data of the adjacent camera
to improve the accuracy of traffic status analysis under the current camera. The Capital Airport
Expressway dataset was established to facilitate our experiments. Experimental results show that the
proposed method is superior compared to other state-of-the-art traffic data analysis methodologies.
For future work, the traffic surveillance video database is expected to be an expansion on various
monitory spots.

Author Contributions: Conceptualization, P.Q., Y.Z. and Y.H.; Data curation, P.Q.; Formal analysis, P.Q. and
B.W.; Funding acquisition, Y.Z.; Investigation, P.Q. and B.W.; Methodology, P.Q., Y.Z., B.W. and Y.H.; Project
administration, Y.Z.; Resources, Y.Z. and Y.H.; Software, P.Q. and B.W.; Supervision, Y.Z. and Y.H.; Validation,
P.Q.; Visualization, P.Q.; Writing—original draft, P.Q. and B.W.; Writing—review & editing, Y.Z. and Y.H.

Funding: This work was supported in part by the National Natural Science Foundation of China under
Grant U1811463, 4162009,61602486, 61632006, and 61772049, in part by the Beijing Municipal Science and
Technology Project under Grant Z171100004417023, in part by the Beijing Municipal Education Project under
Grant KM201610005033.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Zhang, H.; Zhang,Y.; Hu, D. Study on the architecture and methods for large amount of data management.
Comput. Eng. Appl. 2004, 11, 26-131.

2. Fukuda, E.; Tanimoto, J.; Iwamura, Y.; Nakamura, K.; Akimoto, M. Field measurement analysis to validate
lane-changing behavior in a cellular automaton model. Phys. Rev. E 2016, 94, 052209. [CrossRef] [PubMed]

3. Tanimoto, J.; Fujiki, T.; Kukida, S.; Ikegaya, N.; Hagishima, A. Acquisition of the field measurement data
relating to lane change actions. Int. ]. Mod. Phys. C 2015, 26, 1550072. [CrossRef]



Appl. Sci. 2019, 9,1319

10.
11.

12.

13.

14.

15.

16.

17.
18.
19.

Wright, J.; Yang, A.; Ganesh, A. Robust face recognitionvia sparse representation. IEEE Trans. Pattern Anal.
Mach. Intell. 2009, 31, 210-227. [CrossRef] [PubMed]

Elad, M.; Aharon, M. Image denoising via sparse and redundant representationsover learned dictionaries.
IEEE Trans. Image Process. 2006, 15, 3736-3745. [CrossRef] [PubMed]

Mairal, J.; Elad, M.; Sapiro, G. Sparse representation for color image restoration. IEEE Trans. Image Process.
2008, 17, 53-69. [CrossRef] [PubMed]

Shirazi, S.; Harandi, M.; Sanderson, C. Clustering on grassmann manifolds via kernel embedding with
application to action analysis. In Proceedings of the IEEE International Conference on Image Processing,
Orlando, FL, USA, 30 September—3 October 2012.

Hamm, J.; Lee, D. Grassmann discriminant analysis: A unifying view on subspace-based learning.
In Proceedings of the International Conference on Machine Learning, Helsinki, Finland, 5-9 July 2008;
pp. 376-383.

Chen, J.; Ye, J.; Li, Q. Integrating global and local structures: A least squares framework for dimensionality
reduction. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Minneapolis,
MN, USA, 17-22 June 2007; pp. 1-8.

Yin, X.; Hu, E. Semi-supervised locality dimensionality reduction. J. Image Graph. 2011, 16, 1615-1624.
Harandi, M.; Ahmadabadi, M.N.; Araabi, B.N. Optimal local basis: A reinforcement learning approach for
face recognition. Int. J. Comput. Vis. 2009, 81, 191-204. [CrossRef]

Harandi, M.; Sanderson, C.; Shirazi, S. Graph embedding discriminant analysis on grassmannian manifolds
for improved image set matching. In Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, Colorado Springs, CO, USA, 20-25 June 2011; pp. 2705-2712.

Absil, P; Mahony, R.; Sepulchre, R. Optimization Algorithms on Matrix Manifolds; Princeton University Press:
Princeton, NJ, USA, 2008.

Cetingul, H.; Wright, M.; Thompson, P,; Vidal, R. Segmentation of high angular resolution diffusion mri
using sparse riemannian manifold clustering. IEEE Trans. Med. Imaging 2014, 33, 301-317. [CrossRef]
[PubMed]

Goh, A; Vidal, R. Clustering and dimensionality reduction on riemannian manifolds. In Proceedings of
the IEEE Conference on Computer Vision and Pattern Recognition, Anchorage, AK, USA, 23-28 June 2008;
pp. 1-7.

Harandi, M.; Sanderson, C.; Shen, C.; Lovell, B. Dictionary learning and sparse coding on grassmann
manifolds: An extrinsic solution. In Proceedings of the International Conference on Computer Vision,
Sydney, Australia, 1-8 December 2013; pp. 3120-3127.

Helmke, J.; Huper, K. Newtonss method on grassmann manifolds. arXiv 2007, arXiv:0709.2205.

Kohonen, M.T. The self-organizing map. Proc. IEEE 1990, 78, 1464-1480. [CrossRef]

Specht, D.E. Probabilistic neural network. Neural Netw. 1990, 3, 109-118. [CrossRef]

® (© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution
[

(CC BY) license (http:/ /creativecommons.org/licenses /by /4.0/).






friricd applied
A sciences

Atrticle
Improved Spatio-Temporal Residual Networks for
Bus Traffic Flow Prediction

Panbiao Liu, Yong Zhang *, Dehui Kong and Baocai Yin

Beijing Key Laboratory of Multimedia and Intelligent Software Technology, Faculty of Information Technology,
Beijing University of Technology, Beijing 100124, China; panbiaoliu@emails.bjut.edu.cn (P.L.);
kdh@bjut.edu.cn (D.K.); ybe@bjut.edu.cn (B.Y.)

* Correspondence: zhangyong2010@bjut.edu.cn; Tel.: +86-10-67396568-2103

Received: 28 December 2018; Accepted: 7 February 2019; Published: 13 February 2019

Abstract: Buses, as the most commonly used public transport, play a significant role in cities.
Predicting bus traffic flow cannot only build an efficient and safe transportation network but
also improve the current situation of road traffic congestion, which is very important for urban
development. However, bus traffic flow has complex spatial and temporal correlations, as well as
specific scenario patterns compared with other modes of transportation, which is one of the biggest
challenges when building models to predict bus traffic flow. In this study, we explore bus traffic
flow and its specific scenario patterns, then we build improved spatio-temporal residual networks
to predict bus traffic flow, which uses fully connected neural networks to capture the bus scenario
patterns and improved residual networks to capture the bus traffic flow spatio-temporal correlation.
Experiments on Beijing transportation smart card data demonstrate that our method achieves better
results than the four baseline methods.

Keywords: spatio-temporal; residual networks; bus traffic flow prediction

1. Introduction

Buses play a significant role in the development of cities. They are the most important and most
commonly used transportation in cities, and are especially important in large cities such as Beijing,
where millions of people commute by bus every day. Therefore, predicting bus traffic flow is very
important to urban transportation development, which can provide guidance on urban traffic planning
and provide citizens with an efficient and safe travel experience.

For instance, at rush hour, bus traffic flow is extremely large, which can lead to many hidden
problems, such as theft, overcrowding and the obvious associated dangers, and other safety risks.
Moreover, it will cause traffic jams if it is not managed effectively, and the operation of buses is under
great pressure. However, in other periods, such as the time of the first bus or last bus, bus traffic flow
is particularly small, which will lead to lower energy efficiency and increasing operating costs. If we
can predict the bus traffic flow in advance, it will not only help traffic managers to schedule bus lines
reasonably and dispatch buses effectively, but also help passengers to travel safely thus improving the
travel experience. Currently, as a result of the development of intelligent transportation technology,
smart terminals such as smart card payment devices are widely used in public transportation. A smart
card stores more reliable and abundant information of residents” travel. With the increase of urban
population and the wide application of intelligent terminals, we have entered the era of bus traffic
big data.

However, it is challenge to utilize bus traffic big data for traffic flow forecasting in a city. There are
two main challenges. First, bus traffic data are high spatio-temporal nonlinear correlations; for example,
bus traffic flow in one region may affect its adjacent region or a distant region, and bus-traffic flow
at the current time will influence a future time. Second, bus traffic flow has specific patterns among
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other traffic flows; for example, it has a two-peak traffic flow during the morning and evening, and its
daily traffic volume is extremely large compared with other transportations. Researchers have long
been testing various methods to predict traffic flow. The autoregressive integrated moving average
(ARIMA) model and its variants are widely used time-series approaches to predict traffic flow [1-5].
However, these methods cannot capture the spatial correlation of traffic flow.

Recently, as a result of the accumulation of big data and improvements in machine computing
capabilities, deep learning has been greatly successful in the sectors of image classification [6], natural
language processing [7], as well as in other fields [8]. This has inspired many researchers to try to
use the deep learning methods to predict traffic flow. For example, Zhang et al. [9] used convolution
neural networks to model traffic predictions. Later, they [10] used residual networks [11,12] to capture
spatio-temporal correlation more effectively. However, these studies do not fully consider the scenario
pattern of traffic flow.

In this study, we build improved spatio-temporal residual networks for bus traffic flow prediction,
which captures both the spatio-temporal correlation and scenario patterns of bus traffic flow.
Specifically, we used two fully connected neural networks to capture the scenario patterns and
improved residual network block to capture the spatio-temporal correlation, which together predict
the bus traffic flow. Experiments on Beijing transportation smart card data show that our proposed
model outperforms the four baseline methods.

In summary, our contributions are as follows:

e  We find that bus traffic flow has specific scenario patterns, which is important for bus traffic flow
prediction. We use two fully connected neural networks to capture these specific scenario patterns.

e  We improve the residual network block to capture the spatial and temporal correlation of bus
traffic flow. We build an improved spatio-temporal residual network model to predict bus traffic
flow effectively.

e  We evaluate our model on Beijing transportation smart card data, which shows that our proposed
method achieves better results than the four baseline methods.

2. Related Work

Over the past decades, many researchers have been working on traffic flow prediction, which is
one of the main tasks of intelligent transportation systems. Traditional time series statistical theory,
which uses mathematical statistics to process traffic historical data, was frequently used for traffic
flow forecasting. It assumes that future predicted data have the same characteristics as those in the
past. The ARIMA model and its variants were widely used time series models [1-5]. Most of these
investigations are mainly based on small datasets or focus on several road segments, and most of these
models are linear models that rely on mathematical equations. In general, traffic predictions based on
traditional theories are limited, which focuse on capturing temporal information and ignoring spatial
information of traffic flow.

In recent years, as a result of the accumulation of massive data and the improvement of machine
computing capabilities, deep learning methods have been widely used in computer vision [6], natural
language processing [7], recommendation services [8], and other fields, which have achieved great
success. Deep learning performs very well in feature extraction and data modeling [13]. Therefore,
some researchers used deep learning methods to predict traffic flow. For instance, Huang et al. use the
deep belief network for traffic prediction [14], which works by adding a multi-tasking regression layer
on top of the deep belief network. Lv et al. used stack auto-encoders for traffic prediction [15]. Tan et al.
compared two deep belief network-based traffic flow prediction models for feature extraction and
performance comparisons [16]. Liu et al. proposed a hybrid deep network of unsupervised stacked
auto-encoders and a supervised deep neural network to predict passenger flow [17]. However, these
deep learning methods cannot capture spatial information of traffic flow well.

Convolution neural networks have been widely used to solve various spatial correlation problems,
such as image classification [6], because of their ability to capture spatial information. Deep residual



Appl. Sci. 2019, 9, 615

networks (ResNet) use a shortcut connection that skips two layers to address the degradation problem
in the training process, which can make convolution neural networks deep enough to achieve
state-of-the-art results in many visual recognition tasks [11]. These have inspired researchers to use
convolution neural networks for traffic flow predictions. For instance, Zhang et al. used convolutional
neural networks to predict citywide crowd flows [9], thereafter, they used deep residual networks to
model the crowd flows [10]. Ma et al. [18] proposed a convolutional neural network-based method
that learns traffic as images and predicts traffic speed. However, they do not consider the specific
scenario patterns of traffic flow. Hence, in this study, we propose a novel method to capture both
spatio-temporal correlation and specific scenario patterns of bus traffic flow.

3. Methods
3.1. The Bus Traffic Flow Prediction Problem

In this section, we first give some notations and then define the bus traffic flow problem.

Definition 1. (Alighting/boarding flow): We divide the city into M x N grids based on the latitude and
longitude, and each grid represents a region. For each region, there are two kinds of bus traffic flow, which are
alighting flow and boarding flow. They are defined respectively as

ligh .

it = Y [{i > 1fri € (m,n) Arigq & (mm)} | (1)
RteS

poard — N |{i > 1|ri1 & (m,n) Ar; € (m,n)}| )
RteS

where Ry : vy — 1 — -+ — 1 is a trajectory in a set of trajectories S, and r;is the geospatial coordinate;
ri € (m,n) means the point r; lies in region(m, n).

Therefore, we can get a bus traffic flow matrix at each time interval using the above definition,
as is shows in Figure 1. The matrix of alighting flow and boarding flow can stack to a two-channel
image-like tensor.

Figure 1. Bus traffic flow matrix.

Problem 1. (Bus traffic flow prediction): The bus traffic flow prediction problem is that given the historical
alighting flow y,.; and boarding flow yy,.; fori = 0,1,--- ,t — 1, to predict alighting flow v, and boarding flow
Ypy at future time interval t, respectively.

Yat Yot = F(Yasi o) i=0,1,---,t =1 @)

where F is prediction function.
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3.2. Improved Residual Block

Deep residual networks (ResNet) [11] use identity mapping by shortcut connection, which
high-level neural networks can connect to low-level neural networks directly; this may fit a desired
underlying mapping. In this way, the gradient of the high-level neural network layers can propagate
to the low-level neural network layers easily during back propagation; this can stop the gradient from
vanishing, which is very important to effectively train neural networks.

ResNet stacks many residual units, which skips the connection every two weight layers,
i.e., shortcut connection. The original ResNet was used in image classification and it achieved
state-of-the-art results. In a typical picture, each pixel value is relatively small, which is between 0
and 255. However, in some cases, bus traffic flow is relatively large, sometimes more than 255 in each
region, so that just skipping the connection every two weight layers may not achieve good result.
Through our experiments, we found that a shortcut every three weight layers can achieve better results,
which gives it more nonlinear capability to model the spatio-temporal correlation of bus traffic flow.
Therefore, we present our improved residual block that skips the connection every three weight layers
as shown in Figure 2, which can be defined in the following form:

x4 = x4 g(w; x) 4)

G = Waaz(Waay(Wiay (X[1))) ®)

where G is our adaptive residual learning function, X' and X'*3 are the input and output layers,
respectively, W; denotes the weight of each layer, and a; denotes activation function, for simplicity we
omit the biases.

1nd1I0yYs

G(W; Xy
x[+3]

Figure 2. Improved residual block.
3.3. Bus Scenario Patterns

In this section, we present our bus scenario patterns. We used Beijing transportation smart card
data from 3 August 2015 to 30 August 2015 and then divided the metropolitan area of Beijing into
32 x 32 grids, each grid representing a region. The size of each region is 0.625 km x 0.625 km, and the
time interval is 30 min. Then, using Definition 1, we obtained the bus alighting flow and boarding
flow of each region at 30 min time intervals. We chose bus boarding flow and alighting flow from 6:00
to 22:00 each day as observational data, and there were 32 time intervals every day.

Figure 3 shows one week’s boarding flow in a region, that is the flow of each 30 min from 6:00
to 22:00 every day of one week. The region is located in the Beijing Central Business District, which
is one of the busiest areas of Beijing. From the figure, we can find that there are two boarding-flow
peaks every day during the weekday, and the boarding-flow curve is smoother during the weekend.
Thus, there are obvious daily periodicity patterns. Figure 4 shows boarding flow in the same region of
different time intervals, which is from 6:00 on 3 August 2015 to 22:00 on 30 August 2015. There are
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896 time intervals. We can find that its period is 224 time intervals, i.e., one week. These all indicate
that bus traffic flow has specific scenario patterns.
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Figure 3. One week’s boarding flow in a region.
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Figure 4. Boarding flow of different time intervals in a region. The time interval is 30 min, starting
from 6:00 on 3 August 2015.

Figure 5 presents total bus traffic flow of all regions at each time interval. Each subgraph in the
figure represents the total traffic flow of one day, which is the sum of bus alighting flow and boarding
flow in all regions at each time interval. The horizontal coordinate in each subgraph represents
different time intervals from 6:00 to 22:00, and the vertical coordinate in each subgraph represents the
total traffic flow of the current time interval. There are a total of 28 subgraphs, representing 28 days
from 3 August 2015 to 30 August 2015. The seven subgraphs of each column in the figure are all from
Monday to Sunday.

From the figure, we can find that the bus traffic flow has two significant features that we define as
bus scenario patterns. First, its total traffic flow volume is especially large and it has two peaks every
day, which are from 7:30 to 9:30 in the morning and from 17:00 to 19:00 in the evening. Second, there
are obviously different modes between workdays and weekends; the total traffic flow on the weekend
is relatively small compared with the workday, and the traffic flow change is relatively smooth on the
weekend compared with the workday. Therefore, it is crucial to capture the bus scenario patterns for
traffic flow prediction.
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Figure 5. Bus total traffic flow. Each subgraph represents the total traffic flow of all regions at each time
interval in one day.

3.4. Building Our Model

Figure 6 presents the architecture of our proposed model, which is composed of four components.
The left three components capture spatio-temporal correlation of bus traffic flow, which shared the
same network structure. The single right component captures bus scenario patterns.

We first obtained the bus boarding flow and alighting flow of each time interval using Definition
1, which can stack together into a two-channel image-like matrix. Then, in order to capture the
temporal correlation of bus traffic flow, we divided these matrices of all time intervals into three
parts denoting adjacent time, near time, and far time, i.e., temporal closeness, period, and trend,
respectively [10]. More specifically, to predict the Y; of future time interval t, the closeness can be
denoted as [Y; ., Y;_(;._1), .-, Yi—1], which is a sequence that contains the past /.-length consecutive
time interval observations. Then, we concatenated the sequence to a tensor Y., which is the input of
Inputl. Likewise, the period can be denoted as [Y; plys thp.( 1=1)r s Yt,p], which is a sequence that
contains past /,-length observations with time interval of p, when p is set to one-day. The trend can be
denoted as [Yt,q_lq, Yt—q.( Iy=1)ree s Yt,q], which is a sequence that contains past lq-length observations
with time interval of q, q is set to one-week. Then, the /-length sequence of closeness, period, and
trend were concatenated into a tensor Y € R2/xmxn, respectively, which are inputs of the left three
components, namely Inputl, Input2, Input3.
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The left three components share the same structure, that is each component contains a
convolutional neural network layer named Convln, then connect to two improved residual blocks, and
finally through a ReLU [19] activation function followed by another convolutional neural network layer
named ConvOut; these convolutional networks can capture the spatial dependency of each region.
The output of the left three components is weight-fused by the parametric-matrix-based method [10],
which denotes the different influence of spatio-temporal correlations of each component to obtain the
final spatio-temporal output Ys;.

The single right component of our model captures the bus scenario patterns. We first obtained the
sum of bus boarding flow and alighting flow of each time interval, and then we normalized the flow
sum and encode the normalized value into a one-dimension matrix, next we fed it into a two-layer
fully connected neural network to get the output of bus scenario patterns Y. Then, we merge the
spatio-temporal output Ys; and bus scenario patterns output Yy, followed by a Tanh activation function.
Finally, we obtained the prediction of bus traffic flow Y},;.
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Figure 6. The architecture of improved deep residual networks.

4. Experiments

In this section, we first describe our datasets, and then we present the evaluation metric and
compared approaches. Next, we describe our experiment settings, including the data preprocessing
and the detail of our training process, such as the hyperparameter settings. Finally, we show the
performance of our proposed model compared with other baseline methods and analyze the results.
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4.1. Datasets

Our datasets are Beijing transportation smart card data from 3 August 2015 to 30 August
2015, which contain about 177 million records of passengers’ bus transaction information. Each
record contains the following key attributes: card id, bus route id, bus vehicle code, boarding and
alighting time, latitude and longitude coordinates of boarding and alighting stations. We divided
the metropolitan area of Beijing into 32 x 32 grids, and each grid represents a region. The size of
each region is 0.625 km x 0.625 km, and the time interval is set to half an hour. We filtered out night
buses as there are quite few of them and the traffic flow is extremely small, then using Definition 1 we
obtained bus boarding flow and alighting flow from 6:00 to 22:00 every day. The average and the max
traffic flow of all regions were 87 and 3497, respectively. We choose the last four days as the test data
and all date before that as the training data.

4.2. Evaluation Metric

In our experiment, we measure our method by root mean square error (RMSE) and mean average
error (MAE), which are defined as follows:

RMSE = [0} (i~ ©

1& R
MAE = — Zh/i =il 7)

where y; and 7; are the ground truth and predicted value, respectively, and 7 is the number of all
predicted values.

4.3. Compared Approaches

We compare our model with the following approaches:

Historical average (HA): HA predicts boarding flow and alighting flow for a given region using
the average value of the previous relative time interval in the same region.

Autoregressive integrated moving average (ARIMA): ARIMA is a widely used method to
predict future values in a time series. It combines autoregressive and moving average components for
modeling time series.

DeepST [9]: DeepST is a deep neural network (DNN)-based prediction model for spatio-temporal
data. It uses convolutional neural networks to predict spatio-temporal data.

ST-ResNet [10]: ST-ResNet is a deep residual network-based prediction model for spatio-temporal
data. It employs deep residual network framework to model the spatio-temporal of crowd traffic.

4.4. Experiment Settings

The Beijing transportation smart card data are very large, containing about 177 million records of
passengers’ bus transaction information. A single computer is too slow to process this, and sometimes
even fails to produce results. We used the Apache Hadoop distributed computing platform, which
consists of a cluster of eight Intel Xeon servers, to process the bus big data. We scaled the bus traffic flow
value into the range [—1, 1] by the Min-Max normalization method. We re-scaled the predicted value
back into the normal value in order to compare it with ground truth in the evaluation. The convolution
kernel sizes were set to 3 x 3 with 64 filters in the convolution layer of both ConvIn and improved
residual block. The convolution kernel sizes were set to 3 x 3 with two filters in ConvOut. We used the
Tanh activation function in output weight layer, and the activation function in the other weight layers
were ReLU [19]. The length of the three dependence sequences were settolc = 3,1, = 1,and [; = 1.

We trained our model in two stages. In the first stage, we split our training data into a 90% training
set and 10% validation set, then we warmed up the training with 500 epochs, using early-stop methods
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to stop training when the validation metric stopped decreasing. Figure 7 presents the warm-up
training, which shows the change of loss value and normalized RMSE value in each epoch, respectively.
From the figure, we find that our proposed methods are very easy to train, and the training curves
are close to the validation curves. After about 400 epochs, the training process was stopped, which
showed that the validation metrics had stopped decreasing. In this way, we got the selected best model
on the validation set. In the second stage, we continued training on all training data with another fixed
number of epochs, e.g., 1000 epochs, using the selected best model. The learning rate was set to 0.0001.
We used the Mean Squared Error as our loss function.

The models were built using Keras [20] and Tensorflow [21], and we trained our model on a
cluster of eight NVIDIA Tesla P100 GPUs.

Warm up model loss Warm up model RMSE

061 — Train 03] — Tain
Test Test

[ 50 100 150 200 50 300 350 400 0 50 100 150 200 250 300 350 400
Epoch Epoch

Figure 7. Warm-up training on Beijing transportation smart card data. Left: The two curves denote
training loss and validation loss, respectively. Right: The two curves denote training normalization
root mean square error (RMSE) and validation normalization RMSE, respectively.

4.5. Performance Comparison

Table 1 shows the results of our proposed model, the improved spatio-temporal residual network
(ISTR-Net) and its two variants compared with four baseline models. From the table, we can see that
our model achieves the lowest RMSE and MAE, which proves that our proposed method can more
effectively predict bus traffic flow than the baseline methods. More specifically, we can see that the
predicted result of historical average (HA) is worst, which simply calculates the average value of
historical flow in some previous relative time interval, for example, using all previous historical flow
of 8:00 to 8:30 to predict 8:00 to 8:30, thus it cannot capture the temporal correlation of traffic flow
effectively. Autoregressive integrated moving average (ARIMA) performs poorly when it just considers
the temporal correlation of traffic flow, and overlooks the spatial correlation of traffic flow, such as
the fact that traffic flow in one region may affect its adjacent region. For DeepST and ST-ResNet, we
used the same hyperparameters with our proposed methods, we can see that DeepST and ST-ResNet,
which use convolution neural networks to capture the spatio-temporal correlation of bus traffic flow,
achieve better results than the traditional time-series method such as HA and ARIMA. However, these
methods have not considered the bus scenario patterns. Compared with ST-ResNet, our proposed
method uses improved residual blocks to model the spatio-temporal correlation of bus traffic flow
effectively, while at the same time considering bus scenario patterns. Consequently, our proposed
method outperforms those methods.
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Table 1. Comparison with different baselines.

Model RMSE MAE

HA 44.66 21.52
ARIMA 30.31 20.96
DeepST 28.91 17.13
ST-ResNet 26.42 15.12
ISTR-Net 25.63 14.89
ISTR-Net [none] 2576  14.93

ISTR-Net [metadata] 26.03  15.11

We also compare variants of our proposed method. There are two variants. In the first variant,
we did not use the bus scenario patterns component which feeds nothing to the bus scenario patterns
component, marked as none in the table. In the second variant, we encoded the metadata of weekday
and weekend into one-hot values, and then fed the one-hot values instead of the flow sum value to the
bus scenario patterns component to capture the scenario patterns, which is marked as metadata in
the table. From the table, we can see that without the bus scenario patterns component, it performs
poorly compared with our original method, which proves the effectiveness of the bus scenario patterns
component. We also find that feeding one-hot encoded metadata of weekday and weekend cannot
capture the bus scenario patterns, and it may lead to overfitting compared with the first variant,
which also performs poorly. However, these two variants are all outperformed by the four baseline
methods, which shows the effectiveness of our improved residual block. Therefore, we can see that it
is important to capture both spatio-temporal correlation and its scenario patterns for bus traffic flow
prediction, and our proposed method can synthetically capture spatio-temporal correlation and bus
specific scenario patterns of bus traffic flow.

We further compared our proposed method with ST-ResNet during the rush hour period and
off-peak period of the last four test days, that is from 27 August 2015 to 30 August 2015. As a result of
the space limitation, we only show RMSE here, though we got the same conclusion of MAE. Figure 8
shows RMSE between ST-ResNet and our proposed method in rush hour (7:30-9:30), evening rush
hour (17:00-19:00), and the off-peak period (12:00-14:00), respectively. From the figure, we can see that
our proposed method has a lower RMSE compared with ST-ResNet, which shows that our proposed
method has a better ability for bus traffic flow prediction in different periods. Moreover, we can
see that prediction during rush hour is generally worse than the off-peak period. We believe that
this is because the average value of traffic flow in rush hour is much larger than that of the off-peak
period, e.g., 150 and 69 during rush hour and off-peak period, respectively. Because 27 August and 28
August are weekdays, and 29 August and 30 August are weekends, we can find that the prediction
on weekdays are worse than weekends during rush hour, which we believe is because the average
value of traffic flow on weekdays is larger than weekends, e.g., 123 and 82, respectively. However, the
predictions on weekdays are better than weekends during the off-peak period; we think this is because
the patterns are less regular on weekend.
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Figure 8. RMSE of different periods between ST-ResNet and our proposed method.
5. Conclusions

In this paper, we build an improved spatio-temporal residual network to predict bus traffic
flow. We find that bus traffic flow has a spatio-temporal correlation and specific scenario patterns.
Our proposed method can synthetically capture the spatio-temporal correlation and bus specific
scenario patterns of bus traffic flow. Specifically, we improve the residual network block to capture the
spatio-temporal correlation of bus traffic flow effectively, and we use a fully connected neural network
to capture the bus specific scenario patterns. The evaluation of our model on Beijing transportation
smart card data shows that our proposed method achieves better results than the four baseline methods,
which demonstrates that our proposed model performs better at predicting bus traffic flow.

However, there are still some improvements needed to our proposed method. The model can be
improved by considering more heterogeneous data, such as point-of-interest data, social activities, and
transportation networks. In addition, regions with similar functionality may have similar patterns; for
example, tourist regions may have more traffic flow on weekends, and commercial regions may have
more traffic flow in the evening. In the future, we will consider regions with similar functionality, and
we will consider using local convolutional neural network in the same similar functional region to
enhance the performance. Moreover, deep learning methods are often difficult to interpret, and it is
interesting to understand and visualize the deep learning methods on traffic flow. We will consider
visualizing the deep neural networks to understand how it learns the features of traffic flow.
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Abstract: Smartness, which underpins smart cities and societies, is defined by our ability to engage
with our environments, analyze them, and make decisions, all in a timely manner. Healthcare is the
prime candidate needing the transformative capability of this smartness. Social media could enable a
ubiquitous and continuous engagement between healthcare stakeholders, leading to better public
health. Current works are limited in their scope, functionality, and scalability. This paper proposes
Sehaa, a big data analytics tool for healthcare in the Kingdom of Saudi Arabia (KSA) using Twitter
data in Arabic. Sehaa uses Naive Bayes, Logistic Regression, and multiple feature extraction methods
to detect various diseases in the KSA. Sehaa found that the top five diseases in Saudi Arabia in terms
of the actual afflicted cases are dermal diseases, heart diseases, hypertension, cancer, and diabetes.
Riyadh and Jeddah need to do more in creating awareness about the top diseases. Taif is the healthiest
city in the KSA in terms of the detected diseases and awareness activities. Sehaa is developed over
Apache Spark allowing true scalability. The dataset used comprises 18.9 million tweets collected from
November 2018 to September 2019. The results are evaluated using well-known numerical criteria
(Accuracy and F1-Score) and are validated against externally available statistics.

Keywords: smart cities; healthcare; Apache Spark; disease detection; symptoms detection; Arabic
language; Saudi dialect; Twitter; machine learning; big data; high performance computing (HPC)

1. Introduction

Smart cities and societies are driving unparalleled technological growth manifested in our daily
lives [1]. We are witnessing a rapid evolution, rather a transformation, of our societies. Novel solutions
are being developed and adopted in work and life, benefitting from the growing ability to monitor
and analyze our environments in near real-time. A range of devices and technologies are being
used for monitoring purposes including the Internet of Things (IoT), GPS, cameras, (radio-frequency
identification) RFIDs, smartphones, smartwatches, other smart wearables, and social media. These
devices produce diverse data that are analyzed using artificial intelligence (AI) and other computational
intelligence methods, and used for decision-making purposes. The key to this transformative
“smartness” is our ability to “engage with the environment”, analyze it, and make decisions, all in a
timely manner.

The healthcare industry is the prime candidate in need of the transformative capability of this
“smartness” [2]. This is for a number of reasons. Healthcare is necessary for our survival. Countries
throughout the world are spending a significant portion of their GDPs on healthcare, and this
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expenditure is rising [3]. For example, the total spending on healthcare in the US equals nearly
one-fifth of the US economy [4]. The healthcare services industry is known to be inefficient compared
to other sectors, causing waste of resources and higher costs [4]. The cost of high-quality healthcare is
increasing in general [2]. The average age of the populations in several countries around the world is
also increasing. A surge in the consumption of processed foods and decline in physical activities have
given rise to obesity and prevalence of chronic and other diseases including heart diseases, diabetes,
cancer, dementia, depression, and hypertension [2]. It is well known that the traditional model of
appointments between doctors and patients is not satisfactory, and there is a need to continuously (but
non-intrusively) engage with the patients to manage their health [5]. There is an increasing emphasis
on personalized disease prevention, leaving disease treatment as a last resort [5]. In short, the key
to reversing this trend of the near-ubiquity of chronic, lifelong diseases is the ability of governments,
healthcare providers, stakeholders, and the public to “engage” with each other in a dynamic, adaptive,
and timely manner. With half of the world population connected to social networks, social media
provides a vital solution for a ubiquitous and timely engagement among healthcare stakeholders.

It is reported that roughly 58% of the global “eligible population” (70% of the eligible
population in 100 countries around the world) uses social media [6]. Therefore, social media is
the ultimate stakeholders” “engagement” platform for healthcare. Social media could provide a
two-way communication channel for governments, healthcare providers, stakeholders, and citizens
to engage with each other, understand the requirements of all parties, crowdsource and develop
innovative solutions, identify specific targets, redefine and improve the public health management
experience, improve healthcare services and educational and awareness programs, reduce healthcare
costs, provide guidance on alternative personalized routes for treatment of specific diseases, improve
transparency and participatory decision-making, and more.

Twitter is one of the most popular social media platforms today [7]. Tweeters, people or
organizations, post short messages on Twitter, called tweets, sharing various types of information,
including personal and organizational news, status, events, and more [8]. These tweets provide
important information on public, technical, or business matters such as on product ratings, new
technologies, healthcare, transportation, and politics. People discuss everyday matters related to all
aspects of their lives, seek knowledge, and form opinions about various matters. Twitter is being used
to interact with the public and with customers, promote services, products, and policies, and gain
feedback on service requirements and government matters. Twitter has 330 million monthly active
users worldwide, 40% of whom are active on Twitter daily [8]. 500 million tweets are sent every day,
equating 5.79 tweets per second [8]. Twitter’s influence is well known. For example, according to a
2019 report by the Digital Marketing Institute, 40% of Twitter users purchased something after seeing
it on Twitter [8]. As of October 2019, Statista reports that Saudi Arabia has the fifth largest number of
Twitter users in the world (10.09 million, roughly one third of its population), only after the US, Japan,
Russia, and the UK [7]. Moreover, Saudi Arabia has the highest proportion of Internet users who are
active on Twitter. 80% of the Twitter users access it through mobile phones, that allowing connecting
to people anywhere anytime, providing access to rich spatio-temporal information [9].

Our research focuses on the use of Twitter media for healthcare in Saudi Arabia, with the aim to
develop technologies that provide enhanced healthcare in the country. We have performed a review
of the relevant literature (see Section 3), and it reveals that there are two major challenges in this
quest. First, the current state of research on the topic is in its infancy, both in terms of the scope of
the works [10] as well as the investigation into the methods for healthcare analytics, including that of
machine learning methods [11]. Several works exist on the analysis of tweets in the English language;
however, much more is needed for developing robust analytics methods, tool functionalities, and
usability. The state of research in languages other than English is even more rudimentary. For the Arabic
language, while some works (not in healthcare) are available in Modern Standard Arabic (MSA) [12,13],
the works on the Arabic dialects are very limited in numbers and scope [10,14]. Moreover, we have
found only three works in Arabic specific to healthcare [15-17], but these are limited in scope, depth,
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and/or functionalities. Specifically, there is no known work in data analytics of the Saudi Arabic dialect
in healthcare.

The second challenge relates to the fact that the scalability and interoperability of the Twitter
data analytics tools for healthcare have not been considered. The challenges in this respect include
management, integration, and distributed computation of data, including the difficulties related to
managing the 4V characteristics of big data, i.e., volume, velocity, variety, and veracity of data. There
have been some works on the use of big data platforms in Twitter data analysis in various application
domains [18-23]. However, to the best of our knowledge, no work exists that uses big data technologies
for data analytics in healthcare using tweets in the Arabic language.

This paper proposes Sehaa (an Arabic word meaning health), a big data analytics system
for healthcare. Sehaa is composed of four main modules. The Data Collection module captures
and stores public tweet messages from Saudi Arabia using a Twitter streaming API (application
programming interfaces) according to a set of predefined parameters. Social media contents are
unstructured and contain many errors (e.g., the veracity of big data). The Pre-Processing module
cleans and manually labels the data to prepare it for the actual learning and classification stages.
The Classification Module comprises six classification models (classifiers) that are used in two
classification stages. The classification methods used include Naive Bayes (NB) and Logistic Regression
(LR), in combination with four feature extraction methods: BiGram, TriGram, HashingTF, and
CountVectorizer. The Validation Module evaluates the classifiers” performance against two widely
used numerical evaluation criteria, F1-Score and Accuracy. The results are visualized and validated
against external sources such as national statistics, research reports, and news media.

The Sehaa tool is used in this paper to detect symptoms, diseases, and medications in Saudi
Arabia. The results are collected and analyzed in terms of the detected diseases and the level of
awareness generated in five major cities in the country—Riyadh, Jeddah, Dammam, Makkah, and Taif.
Sehaa found that the top five diseases in Saudi Arabia in terms of the actual afflicted cases are dermal
diseases, heart diseases, hypertension, cancer, and diabetes. Riyadh, the capital and the biggest city by
population, has the highest ratio of awareness to afflicted cases for six of the fourteen diseases that
Sehaa has detected. However, the top two diseases, dermal diseases and heart diseases (HRD) are not
included in these six diseases, implying that Riyadh should do more in creating awareness of these
diseases. Jeddah, the second major city in Saudi Arabia, does not have a good awareness-to-afflicted
number of tweets for any of the top five diseases in Saudi Arabia. Jeddah needs to do much more in
creating awareness of the top five national diseases. Taif is the fifth major city with a population that
is one-eighth of Riyadh’s. However, it has a ratio of awareness to afflicted cases for several diseases
comparable to Riyadh. We have found that Taif is the healthiest city in Saudi Arabia. It has the lowest
number of disease cases in Saudi Arabia (seven out of 14 diseases) while maintaining a high number of
awareness activities.

Sehaa is developed over Apache Spark, which is an open-source big data distributed computing
platform allowing scalability and feasibility for integration with other datasets and tools. The dataset
was formed by collecting tweets from Saudi Arabia during the period between November 2018 and
September 2019. A total of 18.9 million tweets were used in the analytics reported in this paper. This
study is the first of its kind in Saudi Arabia using Apache Spark and tweets in the Arabic language.
Sehaa is an excellent example of integrating artificial intelligence (Al), distributed big data computing,
and human cognition, brought together as a convenient tool for the betterment of public health and the
economy. The system methodology and design are generic and it can be adopted globally. Our focus
in this work is on Saudi Arabia and therefore the tool currently works with tweets only in the Arabic
language (it can be used in other Arabic speaking countries, such as UAE, Kuwait, and Egypt). Potential
users of this tool are hospitals and other healthcare organizations, ministries of health, pharmaceutical
companies, and other healthcare stakeholders.

The rest of this paper consists of six sections. Section 2 presents a brief overview on the background
material and Section 3 presents a review of the relevant literature. The methodology, design and
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architecture of the Sehaa tool are described in Section 4. Section 5 presents a detailed analysis of the
results obtained through Sehaa. Section 6 discusses the numerical evaluation and external validation
of the Sehaa system. Section 7 concludes and proposes future directions.

2. Background

This section briefly describes important background concepts related to this study, including big
data, Apache Spark, the machine learning algorithms, and the feature extraction techniques.

2.1. Big Data

Recently, the term big data has been widely used to describe specific type of datasets. Big data is
defined as “the datasets that could not be perceived, acquired, managed, and processed by traditional
IT and software/hardware tools within a tolerable time” [24]. Big data also refers to the “emerging
technologies that are designed to extract value from data having the four Vs characteristics; volume,
variety, velocity and veracity” [25]. Hadoop, Apache Spark, and Tableau are examples of technologies
that provide solutions for big data.

2.2. Apache Spark

Apache Spark is “a unified analytics engine for large-scale data processing” [26]. Spark has many
features, which make it an optimal choice for big data analytics. For example, in parallel processing,
applications can be easily constructed using more than 80 high-level operators that are provided by
Spark. Spark also offers an interactive shell written in different programming languages such as
Python, Scala, or R. Moreover, Spark contains most of the required libraries for big data analytics steps.
Figure 1 shows the programming libraries provided by Spark: Spark SQL, Spark Streaming, MLib,
and GraphX.

Spark Spark MLIib GraphX
SQL Streaming  (machine (graph)
learning)

Apache Spark

Figure 1. Components of Apache Spark [26].

2.3. Machine Learning

The term machine learning can be defined as the process of learning from input data in order
to build adequate experience and then generate the required output [27]. The learning process can
be supervised or unsupervised. In supervised learning, the scenario includes predicting missing
information (usually a class or a label) for some data. The prediction is made after learning from
provided information in the training data. By contrast, in unsupervised learning, the data is not
divided into training and testing sets, and the learning process is achieved by grouping data into
subsets of similar objects according to various features. The following algorithms are examples of
supervised learning algorithms.
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2.3.1. Logistic Regression (LR)

In logistic regression, the learner uses the logistic sigmoid function (Equation (1)) to calculate the
probability value for the testing data. The appropriate label or class is then assigned according to the
resulting probability value [28]. In Equation (1), s(z) is the output between 0 and 1 (probability value),
z is the input to the function, and e is the base of the natural logarithm.

s(z)=1/(1+¢7), @

2.3.2. Naive Bayes (NB)

For the Naive Bayes classifier, the learner applies the Bayes theorem assuming independency
between the extracted features of the training data. Hence, the NB algorithm is highly scalable
according to the number of features included [29]. This algorithm is commonly used in a wide range
of big data analytics research.

2.4. Feature Extraction

Feature extraction is a crucial step in constructing a machine learning classifier. It aims to reduce
the raw data into a manageable number of variables (set of features) while maintaining the data
accuracy. This allows us to select the significant features when building the classifications models.
There are several techniques for feature extraction; N-Gram and TF-IDF, which have been used in this
study, are defined below.

2.4.1. N-Gram

In machine learning, one of the feature extraction methods is N-Gram. It involves converting the
input data into a sequence of separate n tokens, which are usually words. N is an integer number,
which is usually one in the one-gram method, two in the bi-gram method, or three in the tri-gram
method. In practice, pyspark libraries implement this method using N-Gram class instances [30].

2.4.2. TF-IDF

The term TF-IDF refers to Term Frequency-Inverse Document Frequency. It measures the term
importance in a document in a corpus by considering its frequency [30]. If the term appears frequently,
that means it does not have special information about a particular document—for example, “and”, “a”,
“the”, and “of”. For a given corpus D, which contains the number of documents d, the TF-IDF numeric
value for a term £ is calculated as shown in Equation (2). TF(t,d) is the term f frequency in a document
d. DF(t,D) is the number of documents in the corpus D that contain the term t. The term IDF (t,D) in
Equation (2) is calculated using Equation (3).

TFIDF(t,d,D) = TF(t,d) +IDF (t D) @)
B ID| +1
IDF (,D) = log oo D)+ ®)

2.4.3. CountVectorizer

The idea of CountVectorizer is to transform a collection of text documents to vectors of token
counts. In cases where an a priori dictionary does not exist, CountVectorizer can be used to extract the
vocabulary and construct the required dictionary [30].
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2.4.4. HashingTF

For each sentence (bag of words), HashingTF can be used to hash the sentence into a feature
vector. We use IDF to rescale the feature vectors; this is done in order to improve performance when
using text as features [30].

3. Literature Review

Smart cities provide “state-of-the-art approaches for urbanization ... The notion of smart cities
can be extended to smart societies ... digitally enabled, knowledge-based societies, aware of and
working towards social, environmental, and economic sustainability” [1,31]. The foundations of these
smart cities and societies are laid out with smart systems and applications. A range of technologies
is contributing to the development of these smart systems. These include the Internet of Things
(IoT) [32-36], social media [21-23,37,38], big data [39-44], high performance computing (HPC) [45-48],
cloud, fog, and edge computing [34,49-52], and machine learning [36,53]. The applications include
healthcare [34,39,54-56], transportation [57,58], and others [59,60]. Social media and IoT provide the
pulse for sensing and engaging with the environments. Sentiment analysis, or opinion mining, is a
vital tool in natural language processing (NLP), defined as “the field of study that analyzes people’s
opinions, sentiments, evaluations, appraisals, attitudes, and emotions toward entities such as products,
services, organizations, individuals, issues, events, topics, and their attributes” [61]. Many of the
notable works on sentiment analysis rely on machine learning and social media, including Twitter.

In this section, we review the literature related to the use of Twitter sentiment analysis in healthcare.
Section 3.1 focuses on healthcare-related analytics in English, while Section 3.2 focuses on the same but
for the Arabic language. Section 3.3 describes the research gap.

3.1. Twitter Data Analytics in Healthcare

The data generated by social media, such as Twitter, provides unexpected opportunities to enrich
the health care sector (see, e.g., [62]). Fields of applications in health care that have benefitted from
social media data include, for example, building surveillance tools to track a certain disease, studying
side effects of medications, and exploring healthcare-related habits. The most common methodologies
found in the literature are statistical analysis and text mining (including sentiment analysis) of Twitter
data using machine learning algorithms. The notable works are reviewed below.

Parker et al. [63] analyzed tweets without aiming to detect a particular illness. The target was to
produce “interest curves” that document the generation of hypotheses regarding which health-related
conditions/topics have occurred frequently. Unlike other studies, this approach is not dedicated to
discovering one certain disease. The main contribution was to convert the stream of tweets to a
list of health-related topics. Paul and Dredze developed a model, called the Ailment Topic Aspect
Model (ATAM), to link each disease with its possible symptoms, medications, and related words [64].
The ATAM model has been constructed using Twitter data and trained by a support vector machine
algorithm (SVM). The experiments demonstrated the efficiency of ATAM in aligning different groups
of diseases with their symptoms, medications, and related words. The authors mentioned that ATAM
could be used as a surveillance tool for general health topics. The authors extended in [65] the original
ATAM to discover mentions of additional illnesses, including allergies, obesity, and insomnia.

The idea of detecting influenza cases from Twitter data was explored by Aramaki et al. [66]. Using
a support vector machine (SVM)-based classifier, they detected the influenza patients. The experiments’
results demonstrated the practicability of the proposed approach, which showed acceptable correlation
comparing with medical reports statistics, especially at the outbreak and early spread (early epidemic)
stage. The authors extended their work in [67] and implemented a robust influenza prediction model
that enabled the use of direct and indirect information using tweets from urban and rural areas in
Japan. This work was further extended in [68]. The authors constructed a more generalized diseases
surveillance tool that performs multi-label and cross-language tasks. The multi-label approach was
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used to classify tweets into eight different diseases symptoms and label them appropriately with
patients” symptoms. The tool is cross-language and works on three different languages: English,
Japanese, and Chinese.

Lamb et al. [69] found that deeper content analysis of tweets leads to a remarkable improvement
in influenza’s surveillance performance. More precisely, flu-related tweets do not reflect infections
alone; rather the tweets might be related to suspicions related to flu infections, worries about the
infection, or discussions about the disease itself. Hence, they relied on trained classifiers that can
distinguish between the awareness and infection tweets using a pre-annotated set of trained data.
Their results demonstrated that by distinguishing between types of flu tweets to identify reports of
infection, reasonable surveillance could be recovered. The obtained results brought to the attention of
the NLP community that deeper content analysis of tweets is worth investigation. Smith et al. [70]
developed a real-time surveillance tool for disease awareness rather than monitoring infection cases.
This system offered an opportunity not only for public health officials to identify awareness trends, for
which they often have no other data sources, but also to study what drives awareness of influenza in
a population.

The studies are not limited to tracking the spread of a specific epidemic; they also examined
following the side effects of certain medications. For example, Bian et al. [71] reported that sentiment
analysis of Twitter data revealed some of the unreported side effects for five drugs related to cancer
medications. The researchers firstly specified the drug users’ Twitter accounts using a Support Vector
machine (SVM) classifier. Then, they evolved an analytic framework that integrates natural language
processing and machine learning methods to capture drug-related adverse events from the Twitter
messages. Their findings showed the possibility of supporting pharmacovigilance by extracting
knowledge from tweets.

Mayslin and Zhu explored in [72] the role of Twitter data analysis in tobacco consumption
surveillance. The extracted sentiment was linked in complex ways with social image, personal
experience, and recently popular products such as the hookah and electronic cigarettes. It also showed
the need for public awareness of their health effects. Taken together, these findings suggest a role for
machine classification of tobacco-related posts over strictly keyword-based approaches in enhancing
tobacco surveillance applications. Jashinsky et al. [73] investigated whether Twitter data can be a
promising source for researchers to identify suicide-related risk factors. They indicated in their study
that Twitter could be a useful tool for the early detection of individuals who are at risk of suicide.
Their findings demonstrated a strong correlation between Twitter data and actual suicide data for a
certain state in the United States.

Achrekar et al. [74] implemented a novel approach in estimating influenza statistics using Twitter
data and real data provided by Centers for Disease Control and Prevention (CDC). Their model
showed that to some extent, Twitter data could be conferred as a reliable source for the real-time
assessment of epidemic conditions and could offset the lack of real statistics. They showed that text
mining significantly improves the correlation between Twitter and the Influenza like Illness (ILI) rates
provided by the Centers for Disease Control and Prevention (CDC). They built a model using a support
vector machine algorithm and simple bag-of-words text processing to detect flu cases. Due to the high
correlation of their model results with real statistics, they then built an estimation tool using the same
techniques that could compensate for the absence of real statistical cases.

Furthermore, for a certain disease such as influenza, surveillance approaches have proved
their efficiency when tested on larger scale regions [75]. However, not only influenza was a public
health concern; asthma is another concern that implies readiness from emergency rooms in hospitals.
In [76], a robust model was developed using different sources of real data to predict the number of
asthma-related emergency department (ED) visits in a specific area. Unlike the traditional surveillance
tools, which rely on EMRs (electronic medical records), the study relied on employing machine
learning in social media and environmental sensors data. In practice, for a specific geographic area
within a time period, they collected Twitter data and examined the relationship between Twitter data,
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internet users’ search interests from Google, ED asthma-related visits data, and pollution sensor data.
The association between these different data was examined to build a prediction tool for asthma-related
visits. After that, a prediction tool was built to estimate the number of ED asthma related visits. The tool
successfully estimated the rate of asthma ED visits using a combination of independent variables from
the above-mentioned data sources.

Culotta in [77] developed a flu tracking system using a supervised learning approach for the
analysis of flu-related tweets. The results of the tracking system showed a high correlation with the
real statistics generated by the national health authorities. That provided further confidence in the
usefulness of Twitter as a data resource for health-related research and for the robustness of natural
language processing NLP algorithms.

3.2. Twitter Data Analytics in Healthcare (Arabic)

We have found only three works on Twitter data analytics for healthcare in the Arabic language.
Alayba et al. [15] introduce a new Arabic annotated dataset about health services which they state
is a necessary component in sentiment analysis studies. The dataset consists of about 2026 tweets in
the Arabic language. The tweets were collected over a six-month period using the four most popular
hashtags about health services. Pre-processing including the normalizing steps was applied. The clean
tweets were annotated by three annotators to be either positive or negative. The classification of tweets
was limited to two classes only, due to the difficulty of rating the opinion in the Arabic language
compared to English. Their experiments were performed by various machine learning algorithms and
deep neural networks using different settings. They reported to have obtained a best classifier results
using SVM with Linear Support Vector Classification and Stochastic Gradient Descent. Alkouz and
Aghbari [16] detect influenza in the UAE from Arabic tweets. They classified tweets and used them to
predict the number of future hospital visits using a linear regression model. Their work focused on
analyzing tweets in Arabic MSA and in the UAE dialect. The authors reported correlations between
their reported results and those obtained from the UAE Ministry of Health. This work did not use
any big data technologies. Ilyas and Alowibdi [17] used tweets in Arabic to track diseases in the Gulf
Cooperation Council (GCC) countries. This work used a small number of tweets and did not use any
Al and big data technologies.

3.3. Research Gap

The discussions on the related works provided above clearly establish the immense potential
of Twitter data analytics in healthcare. Two major challenges are evident. First, the current state of
research on the topic is limited, both in terms of the scope of the works [10] as well as the investigation
into and comparison of the methods for healthcare analytics, including machine learning methods [11].
A number of works exist in the analysis of tweets in the English language; however much more
is needed to develop robust analytics methods, tool functionalities, and usability. Further works
are needed in languages other than English, particularly cross-language works. There are several
challenges that hinder the development of tools for Twitter data analytics in the Arabic language,
the greatest being the complexity of the language itself. Research on Twitter data analytics in Arabic
has begun to appear in recent years in various application domains (detecting authors’ genders [12],
detecting traffic related events [18,20,38], finding restaurants’ reputations [13]) but the progress has
been slow. Moreover, some works are available in Modern Standard Arabic (MSA), but in general
(not specific to healthcare), the works on Arabic dialects are very limited in number and scope [10,14].
The three works in Arabic specific to healthcare [15-17] that we have discussed in the previous section
are limited in scope, depth, and/or functionalities. There is no known work in data analytics specifically
on Saudi Arabic dialect in healthcare.

The second challenge related to Twitter data analytics in healthcare concerns the scalability
and interoperability of the Twitter data analytics systems. The challenges in this respect include
management, integration, and distributed computation of data including the difficulties related to
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managing the 4V characteristics of big data, i.e., volume, velocity, variety, and veracity. There have
been some works on the use of big data platforms in Twitter data analytics in various languages
but in different application domains [18-23,37,78,79]. To the best of our knowledge, no work has
been reported that uses big data technologies for data analytics in healthcare using tweets in the
Arabic language.

Healthcare is among the most data-intensive generating and consuming sectors. The use of
big data distributed computing technologies is important for scalability and integration with other
sources of healthcare information. Motivated by these research gaps, we have attempted the design
of a tool that provides healthcare analytics capabilities from tweets in the Arabic language using big
data technologies.

4. Sehaa Tool: Methodology and Design

In this section, we describe the methodology and design of our proposed Sehaa system. We have
built a software tool based on the design of the proposed Sehaa system and we will refer to it as a
tool or system interchangeably. The tool comprises four modules and these are described in separate
subsections (Sections 4.2 and 4.5) subsequent to the first Section 4.1, which provides an overview.
The dataset is described in Section 4.2.

4.1. Sehaa: An Overview

We built the Sehaa system in order to detect the most frequent health symptoms and diseases.
The system methodology and design are generic and can be adopted globally. However, our focus
in this work is on Saudi Arabia and therefore the tool currently works with the Arabic language.
The architecture of the Sehaa tool is illustrated in Figure 2. Sehaa is composed of four main modules.
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Figure 2. Proposed architecture for the Sehaa system.

The overall process of the Sehaa system can be summarized as follows. First, we capture and
download public tweet messages from Saudi Arabia using a Twitter streaming API according to a set
of predefined parameters. These parameters are the (Arabic) language, the location, and a set of search
keywords which represent health symptoms and diseases (see Section 4.2, [80], and Table 1).
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Table 1. Sehaa: list of symptoms, medications, and diseases.
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It is well known that social media contents are unstructured and contain many errors (i.e., veracity
of big data). Therefore, in the Pre-Processing module, the acquired data are cleaned and pre-processed
to ensure its readiness for the actual learning, classification, and prediction stages. This forms our
dataset. We then divide the dataset into training and testing datasets. 60% of the tweets are included
in the training set and the rest in the testing dataset. There is no lexicon or libraries available in the
Arabic language for machine learning, particularly for healthcare, and, therefore, we have manually
labeled the tweets; see details of the Pre-Processing Module in Section 4.3. Subsequently, we build six
classification models (classifiers) to be used in two classification stages, first to classify related and
unrelated tweets, and then to detect symptoms and diseases; see Section 4.4. Finally, the results are
validated using multiple numerical criteria and external sources (news media) and visualized; see

Section 4.5.
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4.2. Data Collection Module

The main purpose of this module is to collect relevant tweets. Our aim is to capture tweets in
the Arabic language that are related to healthcare in Saudi Arabia. We have used a stream listener for
the purpose.

4.2.1. Keywords and Geolocation

Firstly, we collected the tweets using a filter based on a list of keywords. These keywords were
partly taken from the latest statistics published by the Saudi Ministry of Health (MOH) on their official
website [80]. Some of the other keywords were acquired from the domain experts through personal
discussions, and from common knowledge and vocabularies in the Saudi Dialect. Table 1. lists common
vocabularies for most common symptoms and diseases in Saudi Arabia. Column 1 lists the set of
keywords that could be used by Tweeters to mention symptoms, diseases, or medications and hence
were included in the search keywords. These keywords are grouped based on particular representative
diseases in English and Arabic, and are listed in Column 2. The abbreviations for the diseases are
provided in Column 3. The next three columns provide similar details for other diseases.

Secondly, we filtered the tweets based on the geographical location of the tweets to ensure that the
tweets are generated from Saudi Arabia. This was achieved by specifying the top-right and bottom-left
geographical coordinates and defining a bounding square box around the country. The tweets that
originated from within the defined bounding box were extracted by the stream listener. This is different
from the paid Twitter Search API, where the user’s location field is used to filter tweets. A Python
function using the Tweepy library was written that incorporated the two filters described above into
the stream listener.

We understand that some tweets originating outside Saudi Arabia could also be relevant to this
work and should have been collected. However, we used a free streaming Twitter API and were
limited in resources. Moreover, the tweets originating from outside Saudi Arabia would form a small
proportion of the overall tweets and we plan to consider this in future work.

4.2.2. The Data Set

The data were collected between 20 November 2018 and 9 September 2019. However, we were
unable to run the collection script several times during the period due to technical difficulties and
personal circumstances. The periods when the tweets were collected are: 20 November 2018 to 8
January 2019, 13 February to 29 May 2019, and 31 July to 9 September 2019. This makes a total of 195
days of data. A total of 18.9 million tweets were collected.

4.2.3. The JSON Parser

The tweets from the streaming API as described above are tweet objects in the JSON (JavaScript
Object Notation) format. The structured JSON format is the default response of the Twitter API. A part
of a tweet object in the JSON format is illustrated in Figure 3. The JOSN format consists of pairs of
attributes and values for different objects. Tweets and Users are the two main objects, and each object
has its own attributes. The values of the attributes can be accessed using appropriate indexing.

There are a number of difficulties related to handling tweets in the JSON format, including
programming and computational complexities. Moreover, the existing parsers are dedicated to the
English language and many encoding issues are encountered when they are used for Arabic. Therefore,
we built a parser to extract the required attributes of the tweets in the JSON format and to store them
into the CSV format. Each tweet in the JSON format is stored as a separate file. The parser takes these
files containing JSON tweets, extracts all the required attributes of each tweet, and stores them in CSV
files. This time, however, each tweet is not stored as a separate file; rather all the tweets related to a
specific keyword (see Table 1) are stored in a single file. A new file is used when the maximum file size
limit is reached.
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{
"created_at™ "Tues Dec 20 20:19:24 +0000 2018,

"id": 1050118,

"id_str": "1050118621198921728",

"text": " vkl Slaly el a8l Cun o g sy J bl 8 pdl sl ey Jeadl g S panad J4 7,
"user”: {“location”: Riyadh

2

"entities": {}

I

Figure 3. Example of the JSON objects of a Tweet.

The parser algorithm is given as Algorithm 1. It starts by iterating over all the tweet objects in
the JSON format. The necessary attributes, such as tweet ids, text, time, and location are extracted
and stored in RAM in multiple lists. Finally, these lists are exported to CSV files in the secondary
storage (see Figure 4). The generated CSV files are relatively easy to modify for annotation and
labeling purposes.

Algorithm 1: Sehaa JSON Parser

Input: tweets_json [ |
// A list of files each containing tweet objects in json format
Output: tweets_csv | |
// A list of files each containing tweet objects in csv format
1 tweet_csv_temp=] |
labell=null
label2= null
for tweet in tweets_json do
2 tweet_json_temp=| ]
id=tweet[“id”]
text=tweet| “text”]
time=tweet[“created_at”]
location = tweet[“User”][“location”]
tweet_json_temp.append(id, time, text, labell, label2)
tweet_csv_temp.append (tweet_json_temp)

3 header=[id, text, time, location, labell, label2]
csv_writer.writerow (tweets_csv, header)
csv_writer.writerows(tweets_csv, tweet_csv_temp)

ID | Text | Time |Location | Labell |Label2
10501181 canbll Slaly Gilel @l Lo o 5 oy g (Jolaall (Ji8 adll HlAR] Loy (Jonll 5 S pn &

| Tues Dec 20 20:19:24 +0000 20181 Riyadh | NULL | NULL
1050212 8 siciuadl ) e © Uil I el 3 0 it 5 €0+ Lo Shons il (5 S

| Tues Dec 20 22:00:00 +0000 2018 Jeddah | NULL | NULL
1062222 | oa sl sz yo il 2glll o | Wed Dec 21 07:13:24 +0000 2018 | Jeddah | NULL |
NULL
107888210 A5 = 0 30 | Fri Dec 23 01:15:55 +0000 20181 Riyadh | NULL | NULL

Figure 4. Sehaa: the output of the JSON parser.
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4.3. Data Pre-Processing Module

Data pre-processing or preparation is a crucial step within a data analytics pipeline, due to
the unstructured and informal nature of the data generated by social media. It involves applying
several techniques to the acquired data set in order to clean the data. Data pre-processing should be
performed to ensure the data readiness for the subsequent steps wherein the actual analytics will be
performed. It also enhances the quality and accuracy of data analytics. Some libraries are available
for the pre-processing of text in various languages. The NLTK (natural language toolkit) library is
an example. It is used to pre-process text in a wide range of languages including English. However,
it does not provide satisfactory support for the Arabic language.

Based on our design preferences and the nature of our data set, we have created a specific
pre-processing algorithm appropriate for the Arabic language (see Algorithm 2). It starts by removing
all advertisement tweets; then incomplete and non-Arabic tweets are removed. Duplicated and
unwanted characters such as emoticons characters are also removed.

Labeling the Tweets

Subsequent to the data cleaning phase, the dataset needs to be labeled for training and testing
purposes. We randomly selected a part of the data set and divided it into training (60%) and testing
(40%) datasets. We manually labeled all the selected tweets using two levels of labeling. At the first
level, we label tweets to distinguish between “related” and “unrelated” tweets, using the labels “R”
and “U”, respectively. Tweets that express sickness cases and include information about a specific
disease or news about awareness events regarding certain health phenomena are considered as related.
However, if the text contains one of the search keywords but the context does not reflect a health
concern, such as supplications, jokes, and poems, it is labeled as unrelated. A few examples of tweets
and their labels are shown in Table 2.

Table 2. The manual labeling of the tweets in Sehaa: a few examples.

2nd
1st Level
No. Tweet’s Text (Arabic and Its Literal Translation) Context Type st -eve Level
Label Label

e soans Jsladll Jd aall HLEd) Jery deall (5 S ol oy
Qo laly el il Cana o ,
1 Pregnancy diabetes is diagnosed by blood test Medical information R A
before and after the syrup and based on the results, (awareness tweet)
the doctor will tell you.
el (G Anaall s g (i S e o Glaas 4l g S
il 7 5 ) Gl e 0 Ly i

Complaint (afflicted by

2 I am diabetic and my sugar level is more than 400 A R 1
since Friday, five times a day, do I need to go to the disease)
hospital?
oL Be s 3l e G .
3 Sleepless upon sleepless and who is like me? Complaint R !
Jalll B sl Gl
4 Riyadh is being delicate at late night. Poem v v
Claud) (m e G2 pell) o
5 May Allah cure cancer’s patients Supplication U v
dald € add by o
6 - c o ke u u

It is not a disease, just a person such as sugar.
S iy Jeal Al AL (g e 55 (5 S el I siY
ASLeal) 3hlie grend doa sl s iy 60 _
7 Do not miss the chance, luxury mjarwsh sukari Advertisement U U

dates, for delivery to all Saudi cities with 60 riyals.

The second level of labeling is performed on the related tweets to distinguish between the tweets
that communicate to create “awareness” about diseases and those which are reporting actual cases of
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being “inflicted by” a disease. The former category of the related tweets is labeled as “A” and the latter
category of tweets as “1”.

Algorithm 2: Sehaa Pre-Processing Algorithm

Input: tweets_csv [ |; stop_words_list
Output: tokens [ ]
tokens =[]
tweets_df = load(tweets_csv) // load csv files to spark dataframe (df)

[ury

2 for tweet in tweets_df do
3 temp:[] // a temporary variable carries a tweet tokens
/* Check if the Tweets is advertisement */
if tweetftext]. contains(phone_number) then
tweets_df.remove(tweet)
continue
6 else
tweet.replace(URL, Emoticons, NonArabicChar, RT,
Hashtags)with(“ ”) // Using Regular Expressions
temp = pyarabic.arabic.tokenize(tweet) // Pyarabic library
9 for ¢ in temp not in stop_words_list do
10 if len(tweet) < 3 then
11 tweets_df.remove(tweet)
\\ continue // delete short tweets
12 tokens list.append(temp)

13 tv_veets_df[ “filtered Text”]= tokens

4.4. Classification Module

In machine learning, classification aims to predict a category, a class, or a label of a given input data
based on the rules generated during the learning or training phase. The label values are already known,
and the class boundaries are well defined in the training data. In the learning phase, the classifier uses
the labeled data (training data) to generate the rules of classification in order to learn how to predict
the labels for the data provided in the future.

Several classification techniques have been suggested and implemented in various programming
language libraries, such as Python and Pyspark. Support vector machine, decision tree and deep
learning are examples of machine learning techniques [81]. In our study, we have used the Naive Bayes
(NB) and Logistic Regression (LR) algorithms in different combinations with four feature extraction
methods: BiGram, TriGram, HashingTF, and CountVectorizer.

The Classification Module receives data from the Pre-Processing module containing labeled and
unlabeled tweets and classifies the tweets using the NB and LR algorithms in different combinations
with the four above-mentioned extraction techniques. At the first level, the tweets are classified into
related and unrelated tweets. Subsequently, the related tweets undergo a second level of classification
where we separate the tweets into the “awareness” and the “afflicted by” tweets (see Section 4.3 and
Table 2).
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4.5. Validation Module

The validation of the classification results is the most important task in data analytics. The task
involves evaluating the classification models using a set of criteria. We have used two widely used
numerical evaluation criteria, Accuracy and F-1 Score. These are calculated as follows:

Accuracy = (TP + TN)/(TP + TN + FP + FN) (4)
F-1 Score = 2/(1/Precision + 1/Recall), 5)
Precision = TP/(TP + FP), (6)

Recall = TP/(TP + FN), 7)

where True Positive (TP), True Negative (TN), False Positive (FP), False Negative (FN), Precision,
and Recall are well known metrics. We use the Accuracy and F-1 Score criteria to select the best algorithm
for the classification of the tweets.

4.5.1. Visualization

An important function in the Sehaa system is to prepare various statistics such as the numerical
evaluation metrics mentioned above and to visualize them.

4.5.2. External Validation

We also validated the results obtained through the Sehaa system against various external sources.
These sources include the Institute for Health Metrics and Evaluation (IHME), which is an independent
global health research center at the University of Washington [82], the official World Health Organization
(WHO) website [83], the Centers for Diseases Control and Prevention [84], and the Saudi Ministry of
Health (MOH). We looked at these sources and compared the relative occurrence of various diseases in
Saudi Arabia. The results will be discussed in the next section.

5. Sehaa: Results and Discussions

This section summarizes the main findings of this research. In Section 5.1, we analyze the
pre-classification results. Section 5.2 presents the post-classification results using the first level
classification. The results differentiating the awareness and afflicted cases from the second level
classifier are discussed in Section 5.3. See Section 4.4, for the classification methodology.

An important point in reporting the results in this section should be noted here. We understand
that a tweet could mention multiple diseases (though our experiences suggest that tweets mentioning
multiple diseases are rare). However, in this work, we made the decision to associate each tweet with
only one disease, the one which is mentioned first in a tweet. Future work will explore this further and
improve the quality of data analytics in Sehaa.

5.1. Pre-Classification Results

Figure 5 shows the frequency of symptoms, medications, and diseases in Saudi Arabia detected
by the Sehaa system; see Table 1 for the list of keywords and their representative diseases. The x-axis
represents symptoms, medications, and diseases in the Saudi dialect. The y-axis shows the number of
tweets that mention each keyword. We have used the log-10 scale for the y-axis in order to be able to
show both the low-frequency and high-frequency keywords. These are pre-classification results, and
they also include irrelevant tweets such as advertisements. The first level classification has not been
performed yet, and hence the tweets may include the use of various terms that are related to healthcare
but are being used in the contexts other than healthcare. See Table 2, example 4, where the Arabic
word (transliterated into English as) “araqq” could mean insomnia but is being used to mean delicate.
Other examples include supplications listed as example 5 in Table 2.
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Figure 5. Sehaa: symptoms, medications, and diseases (Saudi Arabia) (pre-classification).

Note in the figure that the distribution of keywords has a high variance. The highly frequent
keywords include (heall o Sl S ), (blood pressure, heart disease, diabetes, and scabies),
while (F+ ’L‘USi), (eczema, and vitiligo), are the least frequent keywords.

Looking at the uses of various keywords for a specific disease, most of the tweets that mentioned
heart disease used the keywords (s 5) Similarly, for dermal diseases, the most frequently used
keywords were (w >) and (ch ). For cancer, the most frequently used keywords were (OMB s )

For hypertension diseases there is the only word that is used in Arabic, (laxall), and the figure shows
that it is one of the most of common diseases in Saudi Arabia. The diabetes disease is represented by
multiple keywords (see Table 1). Figure 5 shows that a number of these keywords have been used
to talk about diabetes and with fairly high frequencies, implying that it is one of the most common
diseases in Saudi Arabia. Finally, we note that scabies is one of the most common diseases in Saudi
Arabia according to the figure. However, it is in fact not that common in Saudi Arabia based on our
external validation (see Section 6.2). The reason for the high occurrence of the Scabies disease in
Figure 5 is due to a number of epidemic cases that were reported in Saudi Arabia in late 2018 (the
period when this data was collected).

Figure 6 plots the data as in Figure 5 but as a pie chart, and depicts the numerical proportions
of various diseases. The symptoms, diseases, and medications are aggregated using the terminology
given in Table 1. Note that the highest four common diseases in the figure are DBT (diabetes) with 31%
of total mentions, HYT (hypertension) with 28%, DRD (dermal) with 21%, and HRD (heart disease)
with 16% of total mentions. Diabetes is the most common disease in Saudi Arabia based on the
unfiltered results.
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Figure 6. Sehaa: symptoms, medications, and diseases (Saudi Arabia) (pre-classification) (pie chart).
5.2. Post-Classification Results (First-Level)

This section presents and analyzes the results obtained from the first-level classifier, i.e., the classifier
that removed unrelated (or irrelevant) tweets (for classifier details, see Section 4.4). The difference
between these results compared to the ones presented in the previous section is as follows. Firstly,
these results do not include irrelevant tweets as explained in the previous section. Secondly, the results
are aggregated based on the common terminologies provided in Table 1. Thirdly, we provide results
for major cities in addition to the whole of Saudi Arabia and also provide statistics based on the data,
which were normalized with the population sizes of the examined cities.

Figure 7 illustrates the post-classification (first-level) distribution of the diseases detected by the
Sehaa system. Each set of bars in the figure represents a unique disease and the detected numbers of
occurrences are plotted using the log-10 scale on the y-axis. For detailed analysis, we have extracted
the tweets for the five major cities in Saudi Arabia and plotted them for each unique disease. There
are a total of 14 diseases. The cities are Riyadh, Jeddah, Dammam, Makkah, and Taif. After the
classification stages, we filtered the tweets according to their locations by retrieving the locations of the
users. The location of a tweet is available in the location attribute of the user object, which is part of the
tweet objects. Note that we were only able to find locations of tweets where these were enabled by the
user. The sixth bar in the figure for each disease is the total number of occurrences in the whole of
Saudi Arabia. The absence of bars implies no cases detected for a disease in a city. The three-lettered
abbreviations of the diseases are provided in Table 1.
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Figure 7. Sehaa: distribution of Diseases across major cities (post-classification) (first-level).

For further exploration, and to take into consideration the fact that bigger cities, such as Riyadh,
have a higher population and hence potentially a higher number of tweeters, the frequency of each
disease was normalized against the relevant population. That is, the frequency of a disease for a city
was divided by the population of the city, and the frequency of a disease for the whole of Saudi Arabia
was divided by the population of the country. These normalized values for the 14 diseases, five cities,
and the whole of Saudi Arabia are plotted in Figure 8.

Figures 7 and 8 show that the top five prevalent diseases in Saudi Arabia are hypertension (HYT),
dermal diseases (DRD), heart diseases (HRD), diabetes (DBT), and cancer (CNR). This pattern is
somehow different from the pattern of all five major cities (Riyadh, Jeddah, Dammam, Makkah, and
Taif). The top five prevalent diseases for the five cities are heart diseases, hypertension, dermal diseases,
cancer, and diabetes. However, there are clear differences in some of these cases in terms of the precise
frequencies of the top five diseases across the five cities.

Note in the normalized values (Figure 8) that Riyadh and Jeddah have the highest frequency
among the five cities for most of the diseases. One exception is Makkah, which is the only city where
influenza has been detected, and this could be due to a large number of people visiting from all over
the world coming in close proximity, which could spread influenza in Makkah more than in other cities.
This is generally known in Saudi Arabia and therefore the Sehaa findings have verified the common
knowledge in Saudi Arabia. We would like to note here that we are not suggesting that influenza does
not exist in other cities, but that perhaps people do not talk about it as much as they do in Makkah.

Note also in Figure 8 that the overall national normalized number of the occurrence of most diseases
is lower than the frequencies for one or more of the five cities except asthma (AST), hypertension
(HYT), dermal diseases (DRD), diabetes (DBT), and thyroid diseases (THD). Riyadh, followed by
Jeddah, have the highest normalized value among the five cities and the national value. Asthma
(AST) and cholesterol (CHT) were only detected in Riyadh and Jeddah and not in the other three cities.
For Makkah, there was an almost equal number of detected cases for diabetes and cancer. The most
intriguing finding is that Taif city appears to be the healthiest city. It had the lowest number of detected
diseases; only seven diseases were detected out of a total of fourteen diseases. It had the lowest
normalized value for all the detected diseases.
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Finally, note that the top five diseases detected by the pre-classification (Figure 6) and
post-classification (Figures 7 and 8) results are different. A careful look at the numbers reveals
that the pattern is more or less the same for all diseases except for diabetes. The reason for these
differences is firstly the removal of irrelevant tweets, which makes the post-classification results a
better indication of the reality. Secondly, in Saudi Arabia, the most common word used by the public
for diabetes is “ L.” that literally means “sugar”. People also use the word “ . to show love for
each other, to (positively) make jokes to each other, and greet each other to have a sweet morning,
evening, etc. (see Table 2, Row 6). There were a large number of such tweets that were filtered out by
the classifier and therefore diabetes was not detected as the top disease. Moreover, the words “ ¢ "

and “ s SV also refer to a type of date fruit (see Table 2, Row 7). These words in fruit connotation
are also found very frequently in tweets and these were filtered out as advertisements and other types

of unrelated tweets. Nevertheless, a deeper look into these results and the classifiers is needed and
forms our future work.
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Figure 8. Sehaa: distribution of diseases across major cities (Normalized) (post-classification) (first-level).
5.3. Awareness vs. Afflicted Tweets

The tweets detected by the first-level classifiers comprise both the “afflicted by” and “awareness”
tweets (see Section 4.3). The “afflicted by” tweets include cases of sickness, suffering, and medication.
The awareness tweets communicate to create awareness about diseases. Usually, the awareness
tweets are posted by medical practitioners who are tweeting for raising public awareness purposes.
The purpose of the second-level classifier is to separate the actual cases from the awareness tweets in
order to compute the actual number of diseases cases. Moreover, this classification also helps with
finding the level of awareness-related activities for particular diseases across various cities in the
Kingdom of Saudi Arabia (KSA).

Figure 9 depicts the total number of awareness and afflicted cases for the set of fourteen diseases
in the KSA. The top five diseases in terms of awareness tweets were hypertension (HYT), dermal
diseases (DRD), heart diseases (HRD), diabetes (DBT), and cancer (CNR). The top five diseases in terms
of the actual “afflicted by” cases were dermal diseases (DRD), heart diseases (HRD), hypertension
(HYT), cancer (CNR), and diabetes (DBT). The rankings of the diseases using the awareness tweets are
the same as for the first-level classification. However, the ranking of the occurrence of the diseases
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using the “afflicted by” cases is different from the first-level classification (see Figure 9). Although this
appears to be a surprise, it is expected because the number of the awareness tweets is much higher
than the number of the tweets reporting the actual cases, and these bigger numbers dominated the
first-level classification trends in Figure 7. Compare these results with the pre-classification results in
Figure 6 and note that the trend for the diseases is also different from the second-level classification
results in Figure 9. We conclude that the most accurate top five diseases detected by the Sehaa system
are the ones depicted in Figure 9 for “afflicted by” cases, that is, dermal diseases (DRD), heart diseases
(HRD), hypertension (HYT), cancer (CNR), and diabetes (DBT).
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Figure 9. Sehaa: awareness vs. afflicted cases.

Figure 10 depicts the ratio of awareness and afflicted cases for Saudi Arabia and its five major
cities. We infer from these values the level of awareness activities being carried out by various cities in
comparison to the occurrence of each of the fourteen diseases. We expect bigger cities to carry out
a higher number of awareness activities, as is usually the case due to the larger population, higher
education levels, and use of technologies (Twitter). However, we reiterate that Figure 10 depicts
the ratio and not the number of awareness activities. Note in Figure 10 that Riyadh has the highest
ratio of awareness to afflicted cases for six of the fourteen diseases: AST, HYT, CNR, CGH, DBT, and
THD. Interestingly, the top two diseases—dermal diseases (DRD) and heart diseases (HRD)—are
not included in these six diseases, implying that Riyadh should do more in creating awareness for
these diseases.

Jeddah is considered the second major city in Saudi Arabia. It has the highest ratio of awareness to
afflicted cases for three of the fourteen diseases: CHT (cholesterol), CLN (colon), and TBC (tuberculosis).
None of these are among the top five diseases in Saudi Arabia. Jeddah needs to do more in creating
awareness for the top five national diseases. Taif is the fifth major city with a population that is
one-eighth of that of the largest city Riyadh. However, it is commendable it has a comparable ratio of
awareness to afflicted cases for several diseases. Note in Figure 7 that seven out of 14 diseases were not
detected in Taif city and hence these diseases have zero values in Figure 10. Considering the two facts
together, Taif has the lowest number of disease cases in Saudi Arabia while maintaining a high number
of awareness activities.

Compare further Figures 7 and 10 and note that the national ratios for the fourteen diseases are
significantly lower compared to the other cities (which is not the case in Figure 7). This shows that
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most of the awareness activities are happening in the five major cities and more effort is needed in
other cities in Saudi Arabia.
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Figure 10. Sehaa: the ratio of awareness tweets to the afflicted cases.
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6. Results Validation

We now discuss the numerical evaluation results of the classifiers and the external validation for
the Sehaa system.

6.1. Numerical Evaluation

The Classification module provides critical functionality for the Sehaa system (see Section 4.4).
The classification is accomplished in two levels. The first level is to distinguish the health-related
tweets from the unrelated ones, while the second level is to classify the related tweets into awareness
or afflicted tweets (see Table 2). At each level, the classification relies on machine learning algorithms.

In order to select the most efficient algorithm, we used different machine learning algorithms in the
Spark ML packages, using Python with different feature extraction techniques to train the classification
models. We split the manually labeled data into training sets (60%) and testing sets (40%). We built
different model pipelines and trained these models using the Naive Bayes (NB) and logistic regression
(LR) algorithms. To find the best algorithm, we numerically evaluated them using the testing data set
using the well-known evaluation criteria Accuracy and Fl-score (see Section 4.5). These scores for the
first-level and second-level classifiers are plotted in Figures 11 and 12, respectively.

Figure 11 shows that Naive Bayes with Trigram feature extraction provided the highest Accuracy
(78.2%) compared to any other combinations of feature extraction techniques with Naive Bayes or
Logistic Regression. However, Logistic Regression with Trigram feature extraction provided the highest
F1-score among all the classification and feature extraction methods. We had selected Naive Bayes
with Trigram (due to the higher Accuracy score) for the results presented in the previous sections.

Figure 12 shows the results for the second-level classifier. Note that it provides higher accuracies
than the first-level classifier. For both Accuracy (86.7%) and F1-score (85.6%), Logistic Regression with
HashingTF provided the best results, and therefore it was selected for the second-level classification.
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Figure 11. Sehaa: numerical evaluation of first-level classifiers and feature extraction methods.
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Figure 12. Sehaa: numerical evaluation of second-level classifiers and feature extraction methods.
6.2. External Validation

We have attempted to validate the results obtained from the Sehaa system against external sources,
including reports from various relevant organizations, news media, and results reported in research
articles. This involved comparing the statistics reported in various sources and the statistics reported
from Sehaa. Unfortunately, we found limited information related to health and diseases in Saudi Arabia
in the various media. The information is either incomplete or is old. Moreover, the existing information
is limited to communicable diseases only. The sources we have looked at include the official website
of the Saudi Ministry of Health [80], published articles from various organizations including the
Institute for Health Metrics and Evaluation (IHME) (an independent global health research center at
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the University of Washington) [82], the official website of the World Health Organization (WHO) [83],
and the Centers for Diseases Control and Prevention (CDCP).

According to the latest report published by CDCP [84], heart disease was considered among the
top causes of death in Saudi Arabia in 2018. The Institute for Health Metrics and Evaluation reported
that the risk of death from heart diseases increased by 36% from 2007 to 2017 [82]. These data confirm
the findings of the Sehaa tool, where heart disease was detected as the second top disease in Saudi
Arabia (see Section 5.3).

Al-Nozha et al. [85] reported in 1997 that more than a quarter of Saudi adults were suffering
from hypertension. Aljohani reported, based on a study considering all hospitalized patients in one
of Jeddah’s hospitals, that hypertension was the sixth most widely prevalent disease in 2010 [86].
The Saudi Ministry of Health reported in 2017 that there was a remarkable increase in hypertension
cases among Saudi adults [87]. These findings from as early as 1997 until recently show the high
prevalence of hypertension in Saudi Arabia and hence a good correlation with the Sehaa findings.

MOH announced 1452 reported cases of Tuberculosis (TBC) in 2018 [88]; 451 of these cases were
from Jeddah, 338 from Riyadh, and 21 from Taif. While this news item does not relate directly to the
findings of the Sehaa tool, the low TBC numbers from Taif are in agreement with our findings for the
low levels of diseases in Taif.

7. Conclusions

Smartness, which underpins smart cities and societies, is defined by our ability to engage with
our environments, analyze them, and make decisions, all in a timely manner. Healthcare is the prime
candidate needing the transformative capability of this smartness due to reasons including healthcare
spending reaching a significant proportion of national GDPs (around one-fifth of the GDP in the US),
an aging population, gross inefficiencies, and bad eating habits around the world, giving rise to the
prevalence of lifelong diseases. With half of the world population connected to social networks, social
media provides a vital solution for a ubiquitous and timely engagement among healthcare stakeholders.
Twitter is one of the most popular social media platforms today. 500 million tweets are sent every day.
Saudi Arabia has the fifth largest number of Twitter users in the world.

Our focus in this research has been on the use of Twitter media for healthcare in Saudi Arabia
with the aim to develop technologies that provide enhanced healthcare in the country. We provided an
extensive review of the relevant literature and identified two major challenges: first, the rudimentary
level of the existing research (in terms of scope, functionalities, and usability) on Twitter data analytics
in healthcare in English, and particularly in other languages, including Arabic; second, the scalability
and interoperability of the analytics tools for healthcare, such as the management, integration, and
distributed computations of big data.

We proposed Sehaa, a big data analytics tool for healthcare in Saudi Arabia using Twitter data in
Arabic. Sehaa used Naive Bayes and Logistic Regression and multiple feature extraction methods to
detect various diseases in Saudi Arabia. Sehaa was able to successfully detect various diseases. The top
five diseases in Saudi Arabia in terms of the actual afflicted cases are dermal diseases, heart diseases,
hypertension, cancer, and diabetes. Riyadh and Jeddah need to do more in creating awareness about
the top diseases. Taif is the healthiest city in the KSA in terms of the detected diseases and awareness
activities. Sehaa is developed over Apache Spark, allowing true scalability. The results were evaluated
using the well-known numerical criteria Accuracy and F1-Score, obtaining 83.9% and 86.7% scores for
the two classification stages. The Sehaa results were validated against externally available statistics
and shown to have a good correlation with them. For example, heart disease was found to be one of
the top causes of death in Saudi Arabia, as reported in external sources, and this was in agreement with
Sehaa, which detected heart diseases among the top five diseases in the country. Taif was shown to
have low disease occurrence in external media and this was also in agreement with the results obtained
through Sehaa.
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Sehaa is an excellent example of integrating artificial intelligence (AI), distributed big data
computing, and human cognition, brought together as a convenient tool for the betterment of public
health and the economy. The system methodology and design are generic and can be extended to
other countries in the Arab world as well as globally. Our focus in this work is on Saudi Arabia
and therefore the tool currently works with tweets only in the Arabic language (it can be used in
other Arabic speaking countries, such as UAE, Kuwait, and Egypt). Potential users of this tool are
hospitals and other healthcare organizations, ministries of health, pharmaceutical companies, and
other healthcare stakeholders.

This study is the first of its kind in Saudi Arabia using Apache Spark and tweets in the Arabic
language. Sehaa is an important step in developing data analytics tools for Twitter (and other social
media) in Arabic. The use of a scalable distributed computing platform for big data (Apache Spark)
in this paper is also an important step in the right direction. The future will see the integration of
more and more disparate systems to allow global system optimization [89-92]; the use of open-source
scalable distributed computing platforms is very important for this purpose. The integration of Social
media data with other smart city systems for real-time healthcare analytics, planning, and operations
is a grand challenge with unimaginable benefits and applications. Another important challenge in
Twitter data analytics is the labeling of data or Tweets. In this paper, we have used manual labeling,
which is an extremely time- and resource-consuming task. An alternative is to use semi-supervised or
unsupervised machine learning to automatically label large amounts of data (see, e.g., [93]). These
methods are in their infancy and are limited due to low accuracies. Further investigation is planned
for developing automatic labeling methods. Future work will work in these directions and improve
the scope, functionality, scalability, analytics, data management, productivity, usability, and accuracy
of the tool.

Modern living includes ubiquitous use of smartphones, wearables such as smartwatches, and
other mobile devices. The concept of Smartness that we have discussed in this paper, i.e., our ability to
engage with our environments, analyze them, and make decisions, requires embedding mobile devices
and sensors in our environments. These sensor-rich environments undoubtedly have disadvantages in
terms of the security and privacy risks they pose to us [94]. Twitter data, which is the focus of this
research, is already public and our analysis only reports results on the population level; thus we believe
that the privacy risks would either be non-existent or would be of a minor nature. However, this is an
important concern and should be properly investigated. We have some background in developing
privacy-preserving technologies [59,95-97], and we plan to look further into the privacy issues related
to Twitter data and propose solutions to minimize these privacy risks.
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Featured Application: Data sensors for Smart Cities are an important component in the extraction
of patterns—thus, they must be placed in strategic locations where they are able to provide
information as accurate as possible.

Abstract: A significant and very extended approach for Smart Cities is the use of sensors and the
analysis of the data generated for the interpretation of phenomena. The proper sensor location
represents a key factor for suitable data collection, especially for big data. There are different
methodologies to select the places to install sensors. Such methodologies range from a simple grid of
the area to the use of complex statistical models to provide their optimal number and distribution,
or even the use of a random function within a set of defined positions. We propose the use of the same
data generated by the sensor to locate or relocate them in real-time, through what we denominate as
a ‘hot-zone’, a perimeter with significant data related to the observed phenomenon. In this paper,
we present a process with four phases to calculate the best georeferenced locations for sensors and
their visualization on a map. The process was applied to the Guadalajara Metropolitan Zone in
Mexico where, during the last twenty years, air quality has been monitored through sensors in ten
different locations. As a result, two algorithms were developed. The first one classifies data inputs in
order to generate a matrix with frequencies that works along with a matrix of territorial adjacencies.
The second algorithm uses training data with machine learning techniques, both running in parallel
modes, in order to diagnose the installation of new sensors within the detected hot-zones.

Keywords: smart cities; machine learning; big data; data analysis; sensors; Internet of Things

1. Introduction

An increasing number of people live in urban zones [1]. The United Nations organization
estimates that, by the year 2030, more than 60% of the world’s population will live in a city, and with
the lack of regulation addressing spatial, social, and environmental aspects, this might create severe
problems [2]—among them, air pollution as a source of health problems such as strokes, lung cancer,
chronic and acute pneumopathies, or asthma [3,4].

In order to face the problems of diverse metropolises, such as reducing energy consumption
or the negative impact of the city on the environment, the concept of Smart Cities has gained
notoriety. This concept is based on the use of information and communication technologies (ICT).
Here, data treatment represents the means to support decision making in order to provide citizens with
a better quality of life. There are several different approaches to smart reducing that attempt to reduce
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the problems inherent to urban life. A widespread practice to understand environmental factors is the
use of mobile sensors to monitor the environment, a practice that generates a considerable amount of
data. In order to analyze that volume of data, the implementation of big data technology is required.

Big data deals with the management of high volumes of data, as well as their storage. Big data is
characterized by 10 ‘bigs’. These ‘bigs’ are classified by three levels of characteristics: fundamental,
technological, and socioeconomic. The fundamental level is integrated by four bigs: big volume,
big velocity, big variety, and big veracity. The technological level is formed by three bigs: big intelligence,
big analytics, and big infrastructure. And the level of socioeconomic characteristics has three bigs:
big service, big value, and big market [5]. Data recollected by sensors in the analysis of smart
cites require technological achievements, supporting the primary goal of bringing smart cities to the
requirements of socioeconomic characteristics. Figure 1 represents the association of the 10 bigs in a
smart city.

Bigimariet . Big intelligence
Big velocity Smoke sensor/\ 3 ‘ .
L 4 / . Big veracity
Gas sensor nght sensor A

Big variety
‘ ¢ Monitor statlon ‘4 ‘

Temperature sensor
Wsensor !@omtor statlon 5
-~ |
/ Temperature sensorg
O p S = 3 y > {37 Pressure sensor
T A

1 |

Monitor statlon > 3 4
J / INy  Boanacs

Big infrastructure

Big volume
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Figure 1. Sensors monitoring events on a Smart City from a perspective of Big Data as 10 bigs.

Sensors allow collecting data from a context, detecting and responding to signals, which can be
measured and then converted into understandable data through designed and developed models.
Sensors can be installed both indoors and outdoors. Regarding interiors, sensors are those set in the
human body, which allow collecting information about peoples’ daily activities. They are usually
acceleration sensors, widely used for their low cost and small size. The first works carried out for these
devices focused primarily on the recognition of various modes of locomotion. Later, they were used
in more complex activities such as sports, industry, gesture recognition, sign language recognition,
and the human-computer interfaces (HCI) [6].

For exterior sensors, location is very relevant—they must be placed strategically in order to
provide as accurate information as possible, in such a way that big data analysis can provide the
identification of behavior patterns and the reduction of response times required for the smart cities.

However, it must be taken into account that, in the official information sites of quality measurement,
data is not usually displayed in real-time—the update of the evaluation of events is not immediate.
Sensor data is usually set to be taken over time intervals, which might lead to undetected changes.
On the other hand, there is a lack of systems that face the continuous increase in the volume of catches
and sensors, which support the monitoring of events of various kinds, and the readjustment of the
infrastructure in sensor networks.



Appl. Sci. 2019, 9, 4196

There is great interest in the installation of sensors in various areas of the city, human body,
buildings, or houses, thus covering multiple scales. The tendency is to converge upon the Internet
of Things (IoT), which is the construction of a dynamic network infrastructure capable of changing
its configuration for better control of the flow of variables that circulate through a large number of
interconnected sensors [7]. Thus, being able to extract patterns and relate phenomena to their causes
within an environment such as a city constitutes a complex system [8].

The proliferation of sensors is increasing, and with this, the applications that perform a scientific
analysis on their generated data, along with the use of different variables which, in one way or
another, contribute to improving human wellbeing. Such is the case of the mobile systems, in which
data comes from sensors installed inside them [9], or the systems that use sensors for environmental
monitoring [10].

Also, a paradigm proposed in smart cities is the mobile crowd sensing (MCS), which focuses on
using mobile integrated sensors to monitor multiple environmental phenomena, such as noise, air,
or electromagnetic fields in the environment [11]. In this same topic, a system of pollution warning
services was developed for smart cities [12], to notify the user of the concentration of pollution in the
place where they are located, through mobile devices that measure the quality of the air. For example,
a system based on crowdsourcing for mobile phones was developed to help car users to find the most
appropriate places to park, in order to avoid problems of traffic congestion, air pollution, and social
anxiety problems [8].

Another system of pollution warning services in smart cities was proposed to notify the user
regarding the concentration of pollution, and about vehicles. In this case, mobile devices measure air
quality [10]. In [11], an implementation of smart sensors was presented to monitor air quality where
the tracking variables included dust particles (PM;(), carbon monoxide (CO), carbon dioxide (CO,),
noise level (dB), and ozone (O3), with the aim to keep people informed in real-time through the IoT.

In this context, machine learning and deep learning are two successful techniques both used for
the classification of data as well as the identification of patterns. Another technology used in the same
context is bio-inspired algorithms for the interpretation of information from the sensors. However,
since big data faces the challenge of large volumes of information, several techniques are combined
with it to provide proper solutions.

As mentioned, the constant use of sensors in smart cities led to the field of big data, which deals
with processing and data analysis techniques. Within a broad set of techniques and methods for
processing big data are the decision trees (DT) based on classifiers applied to large datasets [13]—DTs
are also proposed to analyze large data sets for both numerical and mixed-type attributes. By processing
all the objects of the training set without prior memory storage, this requires that the user define the
parameters. It works by evaluating the training instances one by one incrementally, updating the
DT with each revised case. With a small number of instances, the node is expanded faster than the
expansion process of other algorithms. Furthermore, the instances used in the expansion of the node
will be eliminated once the expansion is made avoiding in this way the storage of the training set in
the memory.

In this context, in [14] was proposed the use of swarm search with accelerated particle swarm
optimization. This is an algorithm capable of selecting the variables for data mining—its search
achieves precision in a reasonable processing time. Further, in [15] was presented a system based on
the ideas of pattern recognition that converges in the Bayes classifier. This system is scalable in data
and can be implemented using structured query language (SQL) over arbitrary database tables—it
uses disk storage with classification purposes. In [16], the algorithm C4.5 implemented a DT with the
map-reduce model, to allow parallel computing of big data. This algorithm implements map-reduce
with the “divide and conquer” approach in order to discover the most relevant attributes of the data set
for decision-making.

Importantly, neither of the two techniques using and not using discs for the training of big data
ensure that there are defined patterns.
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Related Work

In this paper, we propose a classification scheme based on machine learning, using big data
generated to construct patterns in real-time for the fixed location of sensors. These patterns will
provide the surrounding areas with a low quality of life in order to establish a better-fixed location
for new sensors, or the relocation of the old sensors with the information generated by them through
established hot-zones. Therefore, some related works regarding sensor locations are next discussed.

In [6] are presented different methodologies for selecting the places where the sensors should be
installed to obtain information on the phenomena to be observed, ranging from the preparation of a
grid of the study area to the use of complex statistical models that provide the number and optimal
distribution of the sensors, but this is based strictly on the amount of information with which the
model is generated.

In [17] is implemented a genetic algorithm (GA) to determine sensor locations and to establish the
number of these sensors for proper coverage. As a first step, the GA randomly creates the population
on the input map. This algorithm has the main feature of finding the number of optimum sensors
based on the input map.

In [18] is presented an algorithm that simultaneously defines a sensor placement and a sensor
scheduling. An approximation algorithm with a finite set of possible locations establishes where
sensors can be placed; this algorithm selects a small subset of locations. These works focus on locating
the sensors through random functions or by a set of defined positions.

There are several works related to the location of sensors for smart cities. Furthermore, some of
them have a dynamic identification for sensors positions. However, few of them focus on the
identification of fixed positions and, to our knowledge, none of them exploit the information acquired
by the same sensors with big data techniques in order to identify their optimal location or relocation.
In contrast, our proposal establishes the location of sensors in real-time using the concept of hot-zones
in order to identify the sensors with significant activity regarding the phenomena observed with
high precision.

We defined the concept of a ‘hot-zone” as a perimeter area source of essential data for analysis.
In a hot-zone can be found constant activity with substantial data to evaluate the quality of an observed
phenomenon. These hot-zones are then used to locate or relocate new sensors. For that, a process
with four phases is proposed. The first three phases are based on the data mining process, and the
fourth phase constitutes the establishment of algorithms using selected techniques. The final aim of
the process is to settle the hot-zones.

As an example, this process was implemented in the Guadalajara Metropolitan Zone (GMZ),
Mexico, for air pollution. In this case, a first algorithm was designed for data training to generate
the classification model with dynamic updating. A second algorithm was designed for data labeling,
which is triggered after each data input. The two algorithms are independent. The classification is
carried out in parallel with the training process—while some data are classified, others are used for
training to observe possible changes in the patterns, or to decrease process time by a possible reduction
in the number of variables of the model. In this phase, a frequency matrix is generated that works
in conjunction with a neighboring sensor matrix in order to identify the hot-zones and present their
visualization in a geo-referenced map [19,20].

2. Process to Locate and Relocate Sensors
Our proposed process comprises four phases:

The preparation of sample data;
The inquiry or exploration of data analysis methods for big data treatment;
Exploring prediction techniques; and

Ll S

Algorithms design and updating of the map to locate and relocate sensors.
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The process is based on the data mining process for knowledge discovery in data bases (KDD) | [21]
and which, according to [22], should be guided by the seven phases: data integration, data selection,
data cleaning, data transformation, data mining, pattern evaluation/presentation, and knowledge
discovery. Data mining is the step of selection through the application of machine learning techniques,
in this case, aiming to find classification patterns for hot-zone identification.

Similarly, in our process, the first phase corresponds to data integration, data selection,
data cleaning, and data transformation. In our case, it consists of reviewing the quality of life
in smart city models in order to select variables according to the standards, and then extracting data
from open data public domains to conform the data set. Afterward, the sample is prepared by applying
a filter, cleaning, and when required labeling, which constitutes data cleaning and data transformation.

Figure 2 depicts the four phases. The first phase is the preparation of the data sample, which begins
with the revision of the smart city models and the compilation of standards related to the object of
study selected. These activities will indicate the variables that the sensors must capture but, at the same
time, will guide the search of data in public domains to form a sample data set. Here, preprocessing
for filtering and cleaning is also applied. The result to be obtained is a sample of data validated by the
metrics of the smart city models, and by models established by international organizations.

o7  Exploring methods
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Figure 2. Phases of the proposed process that determine a scheme to design algorithms to place sensors
in specific positions.

Once the data is transformed, it goes to Phase 2 for big data analysis focused on data mining,
optimizing the performance of the search of the classification patterns.

In the second phase, the exploration of data analysis is performed using supervised learning
techniques for classification in order to arrive at a prediction model, using as input the sample of the
data set of the previous phase. It is suggested to explore techniques with parallelization capacity
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in order to optimize the processing time of patterns from large volumes of data. Also, independent
variables must be clearly distinguished from their dependent counterparts. The output of phase two is
a candidate list of techniques to be tested in the Phase 3.

In the third phase, the selected techniques are tested with the prepared data sample. Here, a plan
has to be made to test and apply the candidate techniques. Then, those whose convergence obtained is
equal to or greater than the desired limit are chosen. Another factor that should influence this selection
is the technique’s capacity to reduce variables. The convergence results are sent to the Phase 4, as the
basis for the algorithm’s design.

In the fourth phase are designed and implemented the algorithms. Two types of algorithm are
required for the identification of the hot-zones.

The first type of algorithm is those that apply the chosen techniques in Phase 3, that is, those
with better convergence results. These algorithms serve for the extraction of data patterns from the
model. The second algorithm type includes those that classify and update the frequency matrix with
the neighboring sensor matrix shapes of the hot-zones.

The application of the algorithms implies the existence of a set of sensors in the network, where
every installed sensor has a pair of values related to its geographical localization: latitude and longitude.
Further, it also emits the value of variables. Although the sensor placement points are initially selected
for a better control of the areas, it does not necessarily mean that they are located in the focus of the
phenomenon, especially if there are not enough sensors, or if they are dispersed.

By recursively identifying the hot-zones, that is to say, applying or reapplying Phase 4 of the
process, midpoints between two sensors can be inferred—this represents the proposed fixed locations
to place a new sensor. With newly located sensors, we can get new and different matrices with a
reduced scope of hot-zones.

In Figure 3, an example of dispersed sensors in a geo-referenced region is observed. Two of the
four sensors were identified as hot-zones: Sensor 2 (in red) and Sensor 3 (in magenta) in contrast with
green sensors. In Figure 3, the scope of the hot-zone is reduced, approaching sensor 3, but it could go
to the other way around, approaching sensor 2. The scope of the hot-zone will be reduced based on the
sensors’ data and using the analogy of a binary search, that is, taking one of two paths. This process
will generate another dynamic map of the sensor.

hot-zone
Sensor 1 ‘
20°43'10" ‘
-

-103°21'19" hot-zone
Sensor 2
+20°42'01”
-103°17'47"
Sensor 3
20°40'25"
-103°19'59" ’
Sensorn
Midpoint
Recursive
search
82°24'52"
103°08' 14"

Figure 3. A recursive search of midpoints within hot-zones.

In the next section, the process is applied for a specific situation.
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3. Process Implementation

A critical problem in the big cities is air quality. Therefore, air pollution indicators of the
Guadalajara Metropolitan Zone (GMZ) in the Jalisco State of Mexico were treated. The GMZ is the
second most populous area in Mexico with more than 5 million habitants.

In order to choose our data sample, we consulted the official Mexican standards for population
health [23,24], which recommended the following variables: PM;, PM; 5, O3, NO,, SO,, and carbon
monoxide (CO) [23], and the World Health Organization (WHO) whose guidelines for improving air
quality include the reduction of particulate matter (PM), ozone (O3), nitrogen dioxide (NO,), and sulfur
dioxide (SO5).

For Phase 1 of the process (see Figure 2), we downloaded files from the information page of
the Secretariat of the Environment and Territorial Development of Jalisco State [25], in Microsoft
Office Excel software format. Data from 21 years of air variables, from 1996 to 2017, were recovered.
Sensor data monitoring started with eight stations and, in 2012, two additional stations were added.
The records contained data from every hour for each station. After analyzing the data, January to
December, 2015 was selected as a sample. In this year, the 10 stations were implemented, and it
presented fewer missing values when compared with other years.

For Phase 2 of the process, the dataset was cleaned—that is, null data were eliminated. Also,
the variable PM; 5 was not considered because, initially, there were no sensors for it. Moreover,
when sensors that could monitor it were installed, they contained a massive amount of null values.

Observations were labeled according to a certain level of air quality, as indicated by the Mexican
reference Metropolitan Index of Air Quality (IMECA by its Spanish initials), as shown in Table 1.

Table 1. Concentration intervals for color assignment or air quality levels [24].

IMECA O3 [ppml] NO; [ppm] SO, [ppml] CO [ppm] PM; [mg/m?]

0-50 0.000-0.055 0.000-0.105 0.000-0.065 0.00-5.50 0-60
51-100 0.056-0.110 0.106-0.210 0.066-0.130 5.51-11.00 61-120
101-150 0.111-0.165 0.211-0.315 0.131-0.195 11.01-16.50 121-220
151-200 0.166-0.220 0.316-0.420 0.196-0.260 16.51-22.00 221-320

>200 >0.220 >0.420 >0.260 >22.00 >320

The variables have a different range. The variable with the highest value according to its range is
the one that indicates the air quality level by color. Pollution levels are classified as: good = level 1 in
green color; fair = level 1 in yellow color; bad = level 5 in orange color; very bad = level 4 in red color,
and extremely bad = level 5 in magenta color. Table 2 shows an extract of registered entries in a file
after being classified with the quality label in the sixth column.

Table 2. Fragment of the sample of observations captured by sensors classified with a quality label.

co NOZ 03 PM1Q SOZ Quality

0.588 0.0181 0.0176 7.31 0.00207 1
1.139 0.02767  0.01062 14.6 0.00197
2.235 0.03053  0.00178 65.8 0.00232
1.204 0.03698  0.01597 123.4 0.002
1.361 0.03257 0.0149 154.18 0.002
0.64 0.01578  0.00308 58.8 0.001
22.83 0.01503  0.00217 49.1 0.001

Q= W WN =

Then, data analysis algorithms were selected. As mentioned with the objective of discarding,
if possible, some variables with less influence for the quality classification. Also, algorithms to train
with machine learning that require fixed-size datasets and disk storage were selected, because it added
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a function of partial elimination of records in the cloud. For Phases 3 and 4, the R language, kernlab,
€1071, rpart, and doParallel libraries were applied to support the process.

Three prediction methods were tested: multiple linear regression (MLR), support vector machine
(SVM), and decision trees implementing a classification and regression tree (CART). The first one
(MLR) was chosen to explore the linear model. The second and third methods were used for testing
because of the advantages they present, such as parallelization and reliability.

For the MLR test, six variables were involved—the quality label as a dependent variable,
and CO, NO,, O3, PMjg, and SO, as independent variables. Once the files were cleaned and
filtered, 66,880 observations formed the data sample. The data-training group contained 70% of these
observations, with a total of 46,816 observations. The MLR test presented an R-squared of 58.13%,
not reaching the expected 80%, indicating that the data did not fit a linear function.

For the SVM, two groups were formed: the training and testing groups. The first group contained
46,816 records, and the testing group 20,064 records, the values for the kernel parameter were
rbfdot, radial, and hyperparameter sigma = 0.5. For both, the training error of 20% was obtained.
The equivalent algorithm for both cases is represented by a mathematical equation in which the outputs
are the Quality level; this virtually eliminates comparisons and decreases execution time.

CART showed a root node error of 16974/66881 = 0.25379, reducing the comparison variables
PM; and O3. However, the model does not classify for level 5 because there are few entries with that
label, so that specific output is not explained, as shown in Figure 4.

PM10<61

03<0.056 PM10<121

OV
@ ©® ® /<
®© e

Figure 4. Training results using machine learning applying the CART classification technique.

Number of variables: 2

3.1. Algorithms for Classification and Training

The goal of these algorithms is to classify data and each data acquisition, from the sensor a set of
variables is identified as a record=(_n 1){ variable _i }, where n is the given number of variables of
instrumentation, for example, light intensity, humidity, or movement. To get the registration form as
register = [1|2||3|In] where each number is associated with a risk level of quality, as indicated by the
standards. In our case of study, the record is formed by the variables register = CO, NO,, O3, PMj,
SO; to be classified according to the level of quality from the IMECA index.

According to the results of Phase 3 of the process (see Figure 2), in Phase 4, the algorithms were
executed—the algorithm to classify the sensor inputs, and the algorithm for training and setting the
prediction model. Here, we proposed an architecture that allows each sensor to dispatch data captured
to different processing threads, using cloud computing for a distributed performance, and with access
to the shared memory. Figure 5 depicts the parallel processing of the data inputs captured by the
sensors, their destinations in the cloud, and a matrix with frequencies, the shared memory variable to
identify the hot-zones.
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Sensor 1 Sensorn
Entry1 Entry2 Entryn Entry1 Entry2 Entryn
Threat1 Thread2 Thread n Threat1 Thread2 Thread n

e b

Matrix with frequencies

Figure 5. A general scheme of big data analysis with classification threads, an updated matrix with
frequencies of pollution levels, and cloud training.

Classifying the sensor’s inputs can be made by a table in memory, in which the intervals for the
variables are specified. In this case, a systematic review is carried out, starting with the values that
exceed the limits in the IMECA classification. The best case is when just one comparison is needed,
and the worst case is when the variable does not exceed any previous interval and must continue with
the comparisons to the green level 1—see Figure 6.

This classification can be optimized through CART reducing conditions, as can be observed in
Figure 7. In this case, the number of variables is two (PMjy and O3)—the input lacks some variable
values (i.e. CO, SO,, or NO, variables) that are not necessary in this case for the classification.

It is essential to highlight that, if a mathematical model presents a proper classification solution,
for example, through the MLR model, that must be the less resource-consuming path to follow.
Otherwise, as in this case, a classification method has to be selected. In any case, a matrix with the
frequencies of sensors” events has to be updated. This update requires observing a time range. Itis also
necessary to label a representative sample of the big data burst, which will be used as a training group,
maintaining the observation stored. The remaining registers are eliminated, avoiding the demand for
storage space.

Cloud storage occurs to form a temporary dataset for training, to take advantage of resources,
and to distribute tasks for the tests with machine learning techniques. In the cloud, a process is
activated when a sample size or a specific period is reached. The process consists of using the training
data with the selected methods in Phase 3 of the process. In this example, SVM and CART run in
parallel and are distributed concurrently. The algorithm finally updates the classification model to be
read by the threads that will perform the classification.
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?

To read next observation
Co, NO2, 03, PM10, SO2
0.588 0.0181 0.0176 7.31 0.00207

No
0>22.0 | | N02>0.420 | | 03>0.220 | | PM10 > 320 | | S02>0.260

(C0>16.51 8& CO <22.00 ) || (N02>0.316 && NO2<0.420) ||
(03>0.166 && 03< 0.220 ) || (PM10 > 221 && PM10<320)
|1(S02>0.196 && SO2<0.260)

(C0>11.01 && CO <16.50 ) || (N02>0.211 && N02<0.315) ||
(03>0.111 && 03< 0.165 ) || PM10 > 121 && PM10<220)
|1 (802>0.131 && S02<0.195)
. start
[ ]

end

(C0>5.51 && CO <11.00 ) || (N02>0.106 && N0O2<0.210) ||
(03>0.056 && 03<0.110 ) || PM10 > 61 && PM10<120) Condition
|I (S02>0.066 && S02<0.130) if else

No

No

Yes

Level of quality
—® assignment
(C0>0.00 && CO <5.50 ) || (N02>0.00 && NO2<0.105) || mm extremely bad
(03>0.00 && 03< 0.055 ) || PM10 > 0 && PM10<60) mm very bad
|| (S02>0.00 && SO2<0.065) = bad
regular
mm good
data out of range
Figure 6. Flowchart for level classification.
o read next observation
PM10<61
No
Yes 3<0.056  Ye€S PM10<221
lNo No
Yes PM10<221
No

Figure 7. CART Algorithm from data training.
3.2. Matrices for the Dynamic Map

The objective of the frequency matrix is to provide an environment variable in shared memory.
This variable content is the sum of incidents specifying time intervals with high risk. Frequent readings
to this matrix will be performed to draw on a georeferenced map with the current sensors.

The frequency matrix accumulates the number of quality levels labeled (see Figure 5) during a
specific time. In this way, the sensors with the highest levels of pollution are easily identified—Table 3
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depicts one of these periods for five sensors. In Table 3, it can be observed that sensors 3, 4, and 5 have
the highest frequency in Level 5, meaning that they are classified as extremely bad.

Table 3. The frequency matrix of Quality levels with five sensors.

Level Level Level Level Level
Sensor  Quality1 Quality2 Quality 3 Quality 4 Quality 5

(Good) (Fair) (Bad) (Very Bad)  (Extremely Bad)
1 452,567 6,298,653 7,302,451 3,245,121 1,012,563
2 452,567 543,765 983,432 393,592 754,832
3 1,902,345 4,210,213 4,329,034 3,290,546 7,554,901
4 761,432 845,789 904,786 653,903 4,942,104
5 3,902,432 4,897,902 2,304,602 1,906,341 9,435,890

In order to locate or relocate sensors, a matrix indicating sensors in neighboring areas is required.
See, for example, Table 3, where the name to identify the sensor implies its coordinates. In Table 4 can
be observed, for instance, that Sensor 1 (Oblatos) in the first row is in the surrounding area with Sensors
2,4, and 5 (Centro, Tlaquepaque, and Loma Dorada) indicated by a number ‘1" in those columns.

Table 4. Neighboring sensors matrix.

Sensor Sensor 1 Sensor 2 Sensor 3 Sensor 4 Sensor 5
Oblatos Centro Miravalle Tlaquepaque Loma Dorada
1 1 1 1
2 1 1 1
3 1 1
4 1 1
5 1 1 1

Matching frequency matrix to the neighbor sensors with high pollution levels can be deduced.
Locating new sensors in the highest levels of pollution will help getting a better understanding
regarding the contamination source or the type variants that are affecting the area. The dynamic model
might change the location requirements by distinguishing a new sensor’s location or the relocation of
those that are already in the system.

In our example, new sensors could be located where the two arrows point in Figure 8. These are
between sensors 3 and 4, and sensors 4 and 5 (corresponding to Miravalle, Tlaquepaque and Loma
Dorada). According to the frequency matrix in Table 3, these three sensors have a high number of
records at level 5, or Extremely bad, and they also correspond to neighboring areas according to the
neighboring matrix in Table 4, where it can be observed that sensor 3 is adjacent to sensor 4, and sensor
4 is adjacent to sensor 5.
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Figure 8. Georeferenced map the neighbor’s sensor border on a first run of a recursive process.
4. Conclusions

The development of smart cities has led to the increase of sensors in cities—with them, it is
possible to identify phenomena to meet one of its main objectives, the development of quality of life
and sustainability. Therefore, it is essential to have methods that help to establish a better location for
new sensors in existing critical points or hot-zones.

We propose that the analysis of the data generated by the same sensors, provides information
helpful to identify the hot-zones, and to locate or relocate sensors.

Based on the data mining paradigm, we observed that this is not sufficient for a dynamic system.
Thus, our process includes the last phase for the recognition and visualization of hot-zones, a perimeter
with significant data related to the observed phenomenon. The information captured by the sensors
determines the location of new sensors, or the relocation of those already receiving data.

The proposed process offers a scheme for data labeling, creating a dynamic classification model.
The classification and training algorithms in the cloud manage an independent control. Then, prediction
techniques required to be tested to get those that better fit the data.

In our case study, data regarding air pollution in the Guadalajara Metropolitan Zone in Mexico
was analyzed and, for that, the SVM was selected. With the SVM, different parameters were tested,
and it was adjusted to different kernels, allowing for more accurate predictions.

Finally, two algorithms were designed as a result of the application of the process. These algorithms
are independent processes on threads using cloud computing. The first one classifies each one of the
entries captured in order to generate a matrix of territorial adjacencies. The second one is trained with
a classification and regression tree (CART) and SVM. Although the development of the algorithms
was performed in the context of environmental variables, this proposal is autonomous with respect
to the sensors’ features. It can also be scaled to various types, including the quantity and volume of
information, because it does not require data storage. It is worth mentioning that it is necessary to
continuously verify the local and international standards for the algorithms since new sensors might
be incorporated varying in variables and ranges.

In future work, the combinations of variables obtained from sensors, along with other retrieving
variables, such as those coming from questionnaires, social media, or government data, will be included.
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Abstract: Contfext. A Smart city is intended as a city able to offer advanced integrated services,
based on information and communication technology (ICT) technologies and intelligent (smart) use
of urban infrastructures for improving the quality of life of its citizens. This goal is pursued by
numerous cities worldwide, through smart projects that should contribute to the realization of an
integrated vision capable of harmonizing the technologies used and the services developed in various
application domains on which a Smart city operates. However, the current scenario is quite different.
The projects carried out are independent of each other, often redundant in the services provided,
unable to fully exploit the available technologies and reuse the results already obtained in previous
projects. Each project is more like a silo than a brick that contributes to the creation of an integrated
vision. Therefore, reference models and managerial practices are needed to bring together the efforts
in progress towards a shared, integrated, and intelligent vision of a Smart city. Objective. Given
these premises, the goal of this research work is to propose a Smart City Integrated Model together
with a Smart Program Management approach for managing the interdependencies between project,
strategy, and execution, and investigate the potential benefits that derive from using them. Method.
Starting from a Smart city worldwide analysis, the Italian scenario was selected, and we carried out a
retrospective analysis on a set of 378 projects belonging to nine different Italian Smart cities. Each
project was evaluated according to three different perspectives: application domain transversality,
technological depth, and interdependences. Results. The results obtained show that the current
scenario is far from being considered “smart” and motivates the adoption of a Smart integrated model
and Smart program management in the context of a Smart city. Conclusions. The development of a
Smart city requires the use of Smart program management, which may significantly improve the
level of integration between the application domain transversality and technological depth.

Keywords: Smart city; program management; integrated model

1. Introduction

Smart cities represent a future challenge, they are a city model where technology is a service for
the people and a means for improving the quality of their economic and social life [1]. Since its origin,
the Smart city concept has evolved from the execution of specific projects to the implementation of
global strategies to deal with wider city challenges [2]. This concept implies a comprehensive approach
to managing and developing a city that is able to balance technological, economic, and social factors
involved in an urban ecosystem. A city can be viewed as a system of systems in a particular social and
economic framework where all the systems work together [3]. Simply infusing intelligence into each
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subsystem of a city is not enough to become a smarter city [4]. Rather, a Smart city should be viewed as
a large organic system [5] where city administrations develop an integrated city-planning framework,
based on deciding where their internal expertise lie and identifying the city’s core competencies.
The interrelationship between the Smart city’s core systems can make the “system of systems” smarter
because no system can operate in isolation [6].

Many functions such as those serving individuals, buildings, and traffic systems are being
automated in a way that enables policy makers to monitor, understand, analyze, and plan the
city, improving aspects such as efficiency, equity, and quality of life for its citizens in real time [7].
Consequently, enormous amounts of data are automatically and routinely generated by access and
interaction with a wide variety of devices, such as smartphones, computers, surveillance cameras,
home appliances, sensors, commercial transactions, social networking sites, global positioning systems,
and games [8].

Given these premises, Smart city projects need to adopt an integrated model of data and services
from heterogeneous sources and multiple providers to ultimately allow the collaboration among
different actors and coordinate the management of different initiatives in order to maximize the synergy
between them, reuse common components, and align the management based on changes that may
occur over time. The integrated management of related projects [9] is a prerequisite to obtain benefits
and optimize and/or integrate costs, time, effort, and common assets. However, it requires the adoption
of structured management processes [10]. Unfortunately, the current lack of integration between smart
projects does not achieve these important synergies, making it difficult to communicate the improved
smartness of the city to citizens [11]. Projects focused on individual smart dimensions—mobility,
environment, people, living, governance, economy, etc. [12]—are no longer required, but instead a
systemic and integrated approach that enhances the interoperability and scalability of solutions is
needed. As so, management of smart projects must also be smart and a Smart city should be conceived
as a solution that effectively integrates bi-dimensional assets, which are application domains and
technology layers.

Nonetheless, an integrated management of projects goes beyond the objectives of ordinary project
management as the latter focuses on the management of individual project initiatives by providing ad
hoc processes and support methods and techniques. For example, the Project Management Institute in
the well-known Project Management Body of Knowledge (PMBOK) [9], currently in its seventh edition,
identifies 49 different processes for effectively managing a single project in compliance with the time,
cost, and quality desired. Managing integration between different projects requires more than that. For
this purpose, the Project Management Institute (PMI) introduces the concepts of “program” (i.e., a set
of correlated and interrelated projects), as well as “program management” (i.e., the set of additional
processes, methods, and techniques that are all necessary to achieve an integrated management of
the projects contained in a program). So, project management focuses on the single project initiative
while program management deals with the integrated management of multiple correlated projects,
starting from the assumption that managing the integration requires specific processes and can generate
additional value.

In this scenario, starting from the proposal of a Smart city integrated model [13], the goal of
this research is to investigate the need for program management in a Smart city context and thus the
potential benefits derived from using it. It also evaluates the actual level of integration along the two
dimensions of a Smart city and the interdependency between smart projects.

To address this goal, the authors have carried out a retrospective analysis on a set of 378 [14]
projects belonging to nine different Italian Smart cities. The results obtained show the lack of integration
between smart projects and motivate the adoption of what we define as “Smart program management”
(i.e., the integrated management of a program containing several smart projects in the context of a
Smart city).

The paper is organized as follows: Section 2 briefly presents a general overview of Smart cities
worldwide; Section 3 discusses related works; in Section 4 the program management approach is
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briefly sketched; Section 5 presents the Smart city integrated model and Section 6 introduces the Smart
program management approach (i.e., a specialization of the program management approach tailored
to the characteristics of a Smart city; Section 7 presents the research goals and questions along with
the retrospective analysis planned, while Section 8 presents the data analysis carried out. Finally,
Sections 9-11 respectively discuss the results, limitations of the work, and draw conclusions.

2. Smart City Worldwide Overview

The development of the Smart City paradigm has seen in recent years, the implementation
of various international and national initiatives. There are several cases of Smart cities and all are
examples of how a city of any size can be made more efficient, clean, livable, and functional. Citizens
or social organizations, new technologies, and business or public administrations are all actors that
should contribute together to the design and development of a Smart city. The role assigned to these
actors makes a difference.

In a worldwide Smart city ranking [15], 102 cities were selected and classified according to a series
of indicators, including social inclusion, environment, technological innovation, infrastructure, services
to citizens and businesses, entertainment, cultural offer, problems management such as pollution,
waste and supply of energy, and water resources.

Singapore is the world’s smartest city that adapts to smart technology integration, especially for
its high scores on safety, air quality, and low congestion.

In second position is Zurich, the first European city that shows high scores for public transport,
access to health services, and cultural offerings. Oslo follows Zurich in third, developing an advanced
and widespread circular economy, experimenting with electronic e-voting systems (i.e., government),
and mobility based on cycling rather than private cars.

The first of the Italian cities is Bologna (18th), followed by Milan (22nd), and then Rome, which
occupies the 77th position in the ranking.

It can be seen that the size of the cities does not affect the ranking, indeed the top 20 Smart cities are
small to medium centers: Copenhagen, Auckland, Taipei, Helsinki, Dusseldofr, Vancouver, Montreal.
This is because in large cities the distances between public administrations and citizens are enormous.
Consequently, it emerges that there is no confrontation and dialogue between the parties and many of
the technological solutions that are adopted remain almost unknown to those who should reap the
benefits, that is, the citizens. There is a large number of Smart city applications and platforms already
available, but they are either not known to the general public, are not active or are not used.

Following this worldwide analysis, we focused our attention on the Italian context and carried
out a detailed analysis with reference to the Smart Index [16].

3. Related Works

Smart city is a wide concept that involves technological, economic, and social improvement
fueled by technologies based on sensors, big data, open data, new ways of connectivity, and exchange
of information [17]. This concept is used worldwide with different nomenclatures, contexts, and
meanings and includes several definitions adopted in both practical and academic scenarios [18],
such as intelligent city, knowledge city, ubiquitous city, sustainable city, digital city, virtual city, etc.,
depending on the perceived meaning of the word “smart”. For example, Albino et al. [19] identified 23
different definitions proposed in literature for the term.

However, by analyzing and abstracting the different definitions, common aspects arise: the
existence of a layered architecture, the existence of several application domains that coexist in a
Smart city such as environment, people, mobility, etc., and the use of information and communication
technology ICT_ as the glue element and enabling factor.

This word is increasingly used to refer to resource optimization through the use of advanced
technologies [20,21] to create benefits for citizens in terms of well-being, inclusion and participation,
environmental quality, and intelligent development [22,23]. Quality of life represents the basic



Appl. Sci. 2020, 10, 714

component of a Smart city and all the actions taken should have the objective of raising the quality of
life [24,25].

Consequently, this approach pushes towards adapting city services to the behavior of its inhabitants
and enables the optimal use of available physical infrastructures and resources [26,27]. A better
comprehension of urban infrastructures—as the systems that provide energy, water, food, safety,
waste management, transportation, and public spaces—is essential to move from data to information,
knowledge, and finally, action for urban sustainability and human well-being [28]. This objective
can be pursued by developing an urban infrastructure that provides unified, secure [29], simple, and
economical access to a plethora of public services, thus unleashing potential synergies and increasing
transparency to citizens [30].

Both the necessity to implement many complex tasks in the area of a Smart city, using complex and
complicated technical infrastructure, as well as the need to link the function of such an infrastructure
with non-technical factors, require the development of a comprehensive model of intelligent city
management [31]. Information and communication technology (ICT) and related emerging technology
frameworks such as Internet of Things (IoT) [32], cyber physical systems (CPS), and big data are
enabling keys for transforming traditional cities to Smart cities [3].

As a result, governments have started to gather and deploy data more effectively [33,34] in order
to enhance the development and the sustainability of Smart cities [35], thinking in terms of strategic
planning over days, hours, and minutes, rather than years, decades or generations [36].

City managers require a political understanding of technology and a focus on both economic
gains and other public values to make a city smarter. They should consider the content of government
actions as the production of better outcomes of policies in wealth, health, and sustainability and, at
the same time, the process of governance as an innovative way of decision-making, administration,
citizen participation, and even innovative forms of collaboration through the use of information and
communication technologies [37]. Several models were proposed for evaluating, supporting decision
assumptions, and planning, such as approaches based on fuzzy logic which offer a more extended
comprehension, both for the decision makers as well as citizens, without yielding to competencies and
personal subjectivity [1]; an indicator of how small or large the spectrum of vertical domains is in a
Smart city which has developed projects and consolidated best practices, and reveals the improvement
of Smart city initiatives in different application domains such as social, geographic, demographic, and
environmental sectors [38]; a list of indicators to support the triple helix model in order to measure the
performances of Smart city components [39].

A review of the literature has highlighted the effort spent in evolving towards the smart concept.
However, at the same time, there are difficulties in managing projects in an integrated manner in order
to maximize the benefits. Moreover, there is a gap between strategy applied and projects carried out for
moving towards a Smart city, as well as a lack of alignment and integration between them. Therefore,
it is necessary to manage the interdependence between projects as well as the correlation between
strategy and execution, in order to obtain an integrated vision.

To manage this additional complexity, the Project Management Institute has over-structured
management levels by introducing the concept of program management, whose logic is to increase
the overall value of projects thanks to the exploitation of interdependencies between projects. In this
case, therefore, the total value generated by the program goes well beyond the sum of the value of the
individual projects. In the case of Smart cities, as mentioned above, the integration must be carried out
along at least two distinct dimensions, application domains, and technology layers, and the program
management must therefore be appropriately specialized.

4. Program Management

The Project Management Institute (PMI) defines a “Program” as related projects, subsidiary
programs, and program activities managed in a coordinated manner to obtain benefits not available
from managing them individually [40].
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Programs are primarily conducted to provide benefits to sponsoring organizations or members
of the sponsoring organization. They deliver the expected benefits through component projects and
subsidiary programs that are carried out to produce outputs and results. Components of a program
are connected through the achievements of complementary objectives, each of which contribute to
achieving global benefits. The activities carried out for an adequate benefit management require that
goals be correctly linked with the corporate strategy, the identification of tangible and intangible
benefits, the mapping, profiling and classification of benefits, and the evaluation of their impact on
stakeholders. The definitions of criteria and metrics for measuring benefits and managing risks and
critical issues are also critical. Furthermore, such metrics can be identified and collected through
various types of methods that entice statistical process control [41,42].

In order to achieve these objectives program management operates along five performance
dimensions:

e  DProgram strategy alignment: identifies program outputs and outcomes to provide benefits aligned
with the organization’s strategic goals and objectives.

e  Program benefits management: comprises a number of elements that are central to a program’s
success. The purpose is to focus program stakeholders on the outcomes and benefits provided by
the various activities conducted during program execution.

e  Program stakeholder engagement: identifies and evaluates stakeholder needs, mitigates the
resistance, and manages expectations and communications to encourage stakeholder support.

e  Program governance: enables and performs program decision making, establishes practices to
support the program, and maintains program oversight.

e  Program life cycle management: is the performance dimension that manages program activities
required in order to ensure the realization of benefits according to five steps: (i) start: definition
of the projects that realize (comprise) the program; (ii) planning: definition of the scope and
development of the program, including all projects and all activities that occur during its execution;
(iii) execution: the work needed to achieve the objectives and program benefits; (iv) control:
monitoring progress, updating program plans, and managing change and risk; (v) closure: the
finalization of all activities, including all component projects, the execution of the transition plan,
archiving, obtaining approvals, and reporting.

Using program management exploits the synergies that can be activated between different projects
to the benefit of the program and its stakeholders, thus obtaining benefits not obtainable otherwise by
managing projects individually, regardless of how virtuous it may be. Program management means
being able to identify areas of potential reuse between different projects, optimizing the use of resources
(personnel, budgets, etc.), sharing semi-finished and entire deliverables, ensuring that the objectives of
a single project can contribute to achieving the objectives of the remaining projects belonging to the
program, supporting decision making, and defining common governance practices.

5. The Smart City Integrated Model

The Smart city is an abstract projection of future communities, an application and conceptual
perimeter defined by a set of needs that find answers in technologies, services, and applications that
refer to different domains. The Smart city domains involve almost all sciences, which approach this
phenomenon from different perspectives [43] and take into consideration not only “hard domains”
but also “soft domains” [38] that do not necessarily imply the application of ICT but represent crucial
aspects of the urban, social, and economic development of a city, such as human capital, education,
culture, policy innovations, social inclusion, and government [19,44]. However, the most general
conceptual approach to a Smart city includes six dimensions that are common to several already
proposed models: people, government, economy, mobility, environment, and living [45] that play a
fundamental role in the design of a Smart city strategy [46]. Increasing environmental consciousness,
urbanization, and technological development has led to the need to rethink how to construct and
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manage cities, converging under the concept of Smart sustainable cities [47]. A general goal of Smart
cities is to improve sustainability with the help of technologies [48] analyzing the indicators of the
frameworks adopted to evaluate both sustainable and smart urban performances.

An analysis of different definitions, models, and approaches highlights some common aspects
of Smart cities; or rather, the existence of a layered architecture [49] and the use of ICT as the glue
element and enabling factor. These considerations allow to conceptually organize a Smart city based
on a two-dimensional integrated model: horizontal dimension and vertical dimension.

The horizontal dimension represents a set of four overlapping technological layers (Figure 1):

1.  Network and infrastructure: the construction of a Smart city is based on this layer which involves
telecommunication, mobility, energy, and environment (layer 1).

2. Sensors: level centered on IoT in order to collect big data from connected objects in the city that
capture data on infrastructure, environment, and user behavior (layer 2).

3. Service delivery platform: enables platforms able to elaborate and enhance the big data of the
territory generated by the other layers in order to improve the existing services and create new
ones (layer 3).

4. Application and services: layer of service applications, provided through mobile and web
applications, which represent the interface with the end users (layer 4).

4 Application
and services
Service Delivery
Platform
; ;j Sensors
, Network and
infrastructures

Figure 1. Horizontal dimension of a Smart city.

The vertical dimension includes the thematic areas or application domains in a Smart city (Figure 2).
These domains are identified and described by Giffinger and Pichler-Milanovi¢ [12] and extended
in a project conducted at the Vienna University of Technology [49]. In this research, according to
the “Agenda Urbana” [14], the domains considered are: people, energy, economy, mobility, living,
environment, planning, government.

The result of the interaction between technological layers and application domains (Figure 3)
contributes to the development of a Smart city and its smart services. In this integrated model a smart
project may interact with multiple application domains and span over several technological layers.
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Figure 3. The interaction between application domains and technological layers.
6. Smart Program Management

Smart projects are an opportunity to build new strategic hypotheses for the future of individual
cities and offer a credible and stable perspective over the medium term to private and public investors.
These visions must be reconciled and brought back to a common strategy and benefit by using an
integrated governance. In such a scenario, there is a need for “Smart program management” which
should involve a systemic logic able to encourage the integration among various initiatives regarding
the reuse of common services and replica of successful experiences.

Unfortunately, what currently seems to occur in Smart cities is a little bit different. There are
several projects implemented that are often redundant in the functionalities and services delivered, that
do not share any common asset between each other and that design and develop functionalities and
services which may already be available from previously executed projects. These projects (very) often
lack integration between application domains (vertical dimension) and technological layers (horizontal
dimension).

Consequently, program management may help to manage the interdependences between projects
and the correlation between a defined strategy and its execution. Moreover, if we consider the two
dimensions of the Smart city integrated model, adopting program management in the horizontal
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dimension may allow to obtain common and reusable assets, for any layer, where some elements
from the layer below are used by the layer above, generating high value outputs. The layer “n” thus
becomes an enabling platform for the layer “n + 1”. Similarly, the use of program management along
the vertical dimension allows integrating and optimizing project execution and maximizes the overall
benefits (Figure 4).
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Figure 4. Smart program management in a Smart city.

Rather than having several self-consistent and autonomous projects that appear like independent
silos, with program management more can be done starting from already existing reusable pieces or
artifacts that are produced in other projects.

Program management within a Smart city context needs to be smart too. As so, Smart Program
Management represents an evolution of program management able to deal with the bi-dimensional
complexity of a Smart city: application domains (vertical dimension) and technological layers
(horizontal dimension).

Therefore, each of the five performance dimensions need to be further specialized in order to be
effective:

1.  Program Strategy Alignment

e  Vertical alignment: identifies program outputs and outcomes, also in terms of macro
functionalities and business services, with respect to the different application domains of
interest (related to the smart projects included in the program) to provide benefits aligned
with the Smart city strategic goals and objectives.

e  Horizontal alignment: identifies program outputs and outcomes, in terms of ICT solutions
adopted, enabling platforms and architectural components for each technological layer
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impacted by the projects included in the program, to provide benefits aligned with the Smart
city technological vision and objectives.

2. Program Benefits Management

Vertical benefits: identify the overall benefits to be provided for each of the application
domains impacted by the smart projects included in the program and further achievable
benefits thanks to the domain integration.

Horizontal benefits: identify the technological benefits obtainable for each of the technological
layers impacted by the smart projects included in the program and further achievable benefits
thanks to the reuse and integration between layers.

3. Program Stakeholder Engagement

Vertical needs: identify and evaluate application domains-related stakeholder needs, mitigate
the resistance to organizational changes; manage customer and user expectations, and
communications to encourage stakeholder support.

Horizontal needs: identify and evaluate stakeholder technological needs, mitigate the
resistance to technological changes and adoption; manage expectations of technology
providers and adopters and communications to encourage stakeholder support.

4. Program Governance

Vertical governance: enables and performs application domain decision making in the
program, establishes practices to support integration of application domains in the program,
and maintains program oversight.

Horizontal governance: enables and performs technological levels-related decision making,
establishes practices to support integration of technological layers in the program, and
maintains program technological oversight.

5. Program life cycle management: each step of the program life cycle management identifies
program activities along two dimensions (Table 1).

Table 1. Program life cycle management: vertical and horizontal dimensions.

Vertical Program Horizontal Program

Program Life Cycle Management

Start: Definition of the projects that execute the program trying to
identify and maximize the potential reuse opportunities and X X
interdependencies between what projects to include.

Planning: Definition of the scope and development of the program,
including all projects and all activities that occur during its execution.
Execution: The work needed to achieve the objectives and the
program benefits.

Control: Monitor progress, update program plans, manage change
and risk.

Closure: This is a crucial phase for Smart program management. Other
than what is necessary to finalize all the activities of the program,
including all component projects, execution of the transition plan,

archiving, obtaining approvals, and reporting, an extra effort has to be
made in the direction of individuating any potential area of reuse in the

vertical and horizontal dimensions. This phase contributes to the
generation of extra values for the Smart city and future projects that will
benefit from the results and solutions developed in the past.

7. Retrospective Analysis

The previous sections advocate the use of Smart program management as a reasonable approach

for managing the complexity of smart projects. The research goal addressed in this paper is to
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investigate the potential effectiveness and benefits of Smart program management in managing
the interdependencies across the numerous projects of a Smart city. For this aim, we carried out a
retrospective analysis on a total set of 378 projects belonging to nine different Italian Smart cities.
The following steps were executed by a team of seven members: a PhD Student, four senior researchers,
and two IT specialists from a private company. The research goal and questions were defined according
to the Goal-Question-Metrics paradigm [25,50]. In the following, details of the retrospective analysis
process are provided.

e  Definition of the research goal and questions

Research goal: Analyze smart projects with the aim of characterizing them from a Smart program
management point of view in the context of a Smart city.

Research questions:

RQ1: What is the transversality of the smart projects?
RQ2: What is the technological depth of the smart projects?
RQ3: How many potential interdependences exist between the projects?

Metrics:

M1—Projects’ transversality (PT)

Given Smart project i (SMi), PT(SMi) is equal to the number of different application domains
that SMi spams/covers and PT(SMi)e{1,2,3,4,5,6};

M2—Technological depth (TD)

Given Smart project i (SMi), TD(SMi) is equal to the number of different technological layers
that SMi crosses, and TD(SMi)e€{1,2,3 4};

M3—Project interdependencies (PI)
Given two Smart Project i,j, PI(SMij) is equal to:

«  0—if there are no interdependencies between SMi and SMj
« 1—if interdependencies exist between SMi and SMj

where an “interdependency” between SMi and SMj is any potential opportunity of reusing
project requirements, functionalities, technologies used, or artifacts/deliverables produced
between SMi and SM;j.

PT and TD are objective metrics and in the absence of information, no subjective assumptions
were made, while PI was evaluated subjectively based on expert judgment. Therefore, in order to
identify the interdependency each expert used a correlation matrix to define the existence or not
of interdependence (an example is given in Section 8.3) and of a technical report related to the
data: project requirements, functionalities, technologies used, or artifacts/deliverables produced
between SMi and SMjj. In this way, each member of the team would be provided with all the
information necessary to evaluate the existence of interdependence during the interview.

e Selection of the experimental sample. For the selection of the experimental sample “Convenience
sampling” was used, a specific type of non-probability sampling method based on data collected
from population members [51]. The Italian scenario was selected mainly because it was feasible to
analyze in comparison to the entire population (worldwide Smart cities) which would have been
too large and therefore impossible to consider for both the availability of data (available only for
the Italian cities) and the effort needed. Furthermore, within the Italian context, the criterion of
geographical distribution of the sample was adopted to avoid potential threats to the investigation
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dictated by the particular economic and social context, being a factor that could influence the
characteristics of the selected projects. The best rated cities for each geographical area were selected
rather than chosen with a random selection, to avoid poor performances could also represent a
threat for the retrospective analysis. Furthermore, given the geographical characteristics of the
Italian territory we selected the same number of cities distributed between northern, central, and
southern Italy. Two main sources were used to select the sample of experimental data. The first
was represented by the report “Smart City Index 2018” [16] published at the beginning of 2019, and
the second was the “Agenda Urbana” web portal [14]. In a study by D’acunto and colleagues [16],
117 Italian cities were analyzed and evaluated, classifying their development in terms of networks
and intelligent infrastructures and measuring their ability to innovate and offer quality services
to their citizens. The evaluation associates each city with a Smart Index obtained through the
combination of over 480 different indicators. It provides a general classification on a national basis
(Figure 5 shows the top 39 positions in the ranking).

All the smart projects carried out in each of the cities evaluated in the 2018 Smart city index
report [16] are surveyed and described in detail in [14]. The selection criteria adopted was the
following:

«  identify the three cities with the highest smart index in northern, central, and southern Italy;

«  for each selected Smart city, include in the sample all the smart projects described in the
Urban Agenda Web Portal.

Initially the following cities were included in the sample: Milan, Turin, Bologna for northern Italy;
Rome, Florence, and Pisa for central Italy and Bari, Cagliari, and Lecce for southern Italy. However,
since there was no information for Pisa in the Urban Web Portal Agenda, it was excluded from
the sample. The city classified in central Italy after Pisa was Perugia, but even in this case there
was no information. We then moved on and selected the next city, Terni, which was included
in the sample. As so, at the end of this process the following nine Italian Smart cities were
selected: Milan, Turin, Bologna, Rome, Florence, Terni, Bari, Cagliari, and Lecce, along with 378
associated projects. The criterion of geographical distribution of the sample was adopted to avoid
potential threats to the investigation dictated by the particular economic and social context, being
a factor that could influence the characteristics of the selected projects. The best rated cities for
each geographical area were also selected rather than using random selection, to avoid poor
performances which could also represent a threat for the retrospective analysis.

e  Data collection. The information collected for each selected project were: project name; application
domain; project description; project stakeholders; expected impact; conditions of replicability;
project outputs.

e  Data analysis. This step was divided into three activities:

1.  Data cleaning: the collected data was verified for completeness and consistency and projects
that contained incomplete data or did not use ICT technologies were eliminated from
the sample.

2. Descriptive statistics: used to obtain information and characterize the projects with respect
to PT and TD.

3. Commonality and variability analysis (CVA) [52,53]: were used to identify the common
aspects and distinctive and unique characteristics between the selected projects. It was
carried out in order to collect data concerning the PI metric.
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Smart cities index. The top 39 positions in the ranking
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Figure 5. Smart cities index. Positioning by layers and domains: 1-39.
8. Results

The experimental sample selected was made up of nine Smart cities for a total of 378 projects [54]
distributed across the Italian territory from the north, center, and south, as shown in Table 2. During
data cleaning, the first phase of data analysis, a total of 74 projects were excluded because they were
not considered “Smart” or contained incomplete data. An example of a non-smart project is the
construction of a bridge, and an example of incomplete data is absence of the “project description”.
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Table 2. Project distribution.

Smart City Projects Selected Projects Removed Projects Included
Milan 79 4 75
Bologna 10 2 8
Turin 76 9 67
Rome 18 0 18
Florence 32 6 26
Terni 37 10 27
Bari 49 24 25
Cagliari 50 18 32
Lecce 27 1 26
Total 378 74 304

8.1. Transversality of the Smart Projects

Of the total 304 projects included in the final sample, only 35% were considered transversal to two
or more domains, with a peak of 63% for Turin and a minimum of 12% for Lecce (Figure 6).
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Figure 6. Single vs. multiple application domains projects.

Overall, 198 projects out of 304 covered only one application domain, 74 covered two application
domains, and 25 covered three domains (Figure 7). Six projects were transversal to four and five
domains, and only one project had six domains. The results show that Turin is the highest performing
Smart city in terms of transversality; out of 65 projects it developed 25 projects covering a single
application domain, 21 projects covering two application domains, 14 covering three application
domains, three projects covering four domains, another three projects focusing on five domains, and
one project covering all six domains.
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Figure 7. Projects’ transversality for single Smart city.
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8.2. Technological Depth

Of the nine Smart cities analyzed, the highest performing in terms of technological depth were
Milan, Turin, and Bologna (Figure 8). Out of a total of eight projects analyzed, Bologna developed only
one project on one level, three projects on two levels, and four on four levels, taking full advantage
of the potentiality offered by a layered architecture. The cities that do not seem to fully exploit this
potentiality were Bari, Florence, Terni, and Cagliari.
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Figure 8. Overview of technological depth for single Smart city.

Globally, 182 projects (60%) appeared to be single layer, 57 projects (19%) were double layer,
18 projects (6%) were triple layer, and only 47 projects (15%) were able to fully use the stratified
architecture (Figure 9).

Percentage of Smart Project per Technological Depth

m1layer m2layers m=3layers m4layers

Figure 9. Percentage of smart project per technological depth.
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8.3. Project Interdependencies

Project interdependencies (PI) were investigated by using commonality and variability analysis
(CVA) performed by a group of seven members. Starting from Agenda Urbana [14], for each city all the
information concerning each project was collected, such as description, domain, number city partner,
replicability conditions, stakeholder, development period, total investment, and population.

After collecting and examining all the information of each project, it was analyzed in order to
extract the key terms to highlight common and variable aspects of each project.

Textual analysis [55] a tool for recording customer needs, allowed us to highlight key elements
according to the integrated model described in Section 5. The Smart city integrated model includes
application domain, technological layer, project requirements, functionalities, technologies used, and
deliverables produced (Figure 10).

Project: 1 Project: 1
City: Turin City: Turin
Description: In line with the Domain:

European strategy to take

up the challenge of the . People
"Smart Cities", i.e. more — | Textual y:'\> Mobility
sustainable urban Analysis Environment

development models from Te layer:
the energy-environmental,

economic and social point o Network and

of view as well as more Infrastructures
intelligent in terms of o Sensors
interconnection capacity « Service Delivery
and interactivity, the City of Platform

Torino joined the Covenant e Application and
of Mayors in 2009 and Services

Figure 10. Textual analysis.

This textual analysis allowed to define a lean project sheet ready to be analyzed in order to evaluate
the possible presence of interdependencies between the projects. Indeed, the sheets of each Smart city
project were grouped together to analyze the common and variable aspects of all the projects related to
a Smart city (Figure 11); for example, searching with the key term ‘People’ (application domain) or
‘App’ (deliverables produced) would elicit all the projects in that domain or that were deliverable.

Project: N Project: 1 Technical Report
City: Turin City: Turin Smaq—;::lecls
Domain: Domain:
e People e People Project: 1
« Mobility « Mobility
¢ Environment + ... o Environment
Technological layer: Technological layer: | [ v
e Application and o Network and
Services Infrastructures
e Sensors
Deliverable: e Service Delivery
Platform
e Situation Room e Application and
e IssueManager Services

Figure 11. Technical report smart projects.

The result of the research for each highlighted aspect has defined a set of aspects: commonalities,
which describe what all projects of the Smart city have in common and variabilities which describe
distinctive and unique aspects of each smart project that contribute to the development of the Smart
city (Figure 12). In addition, this phase of analysis is complemented with expert judgement to
assess interdependencies.
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Figure 12. Commonality and variability analysis.

The nine Smart cities were divided among the members of the team; one city was assigned to
each member except for one member who had to analyze three cities. The goal of the team was
to study projects in order to identify project requirements, functionalities, technologies used, or
artifacts/deliverables produced. These results were reported by each member in a technical report to
discuss with the team.

Overall 10 face-to-face meetings were organized: during the first nine, the projects of each city
were presented in turn. During each meeting, based on the technical report produced and sent a week in
advance to the team, the rest of the members evaluated the actual existence, or not, of interdependence
between the projects.

A correlation matrix was used to support data collection, and an example of Bologna Smart city is
shown in Table 3.

Table 3. Correlation matrix for Bologna project interdependencies (PI) evaluation.

Mi%‘&%f‘[g;jj PrjBO1 PrjBO2 PrjBO3 PrjBO4 PrjBO5 PrjBO6 PrjBO7 Prj BO9 ;gPI(Prj -1

Prj BO1 1 0 1 0 0 1 0 0 2
Prj BO2 0 1 1 0 1 0 0 0 2
Prj BO3 1 1 1 0 0 0 1 0 3
Prj BO4 0 0 0 1 1 1 0 0 2
Prj BO5 0 1 0 1 1 1 0 0 3
Prj BO6 1 0 0 1 1 1 0 0 3
Prj BO7 0 0 1 0 0 0 1 1 2
Prj BO9 0 0 0 0 0 0 1 1 1

Ej”“”f ij)-1 2 2 3 2 3 3 2 1

P

The matrix contains the list of projects both on the first column and on the first row; for each
(i, j) cell of the matrix, a value of 1 means that during the meetings the members of the working team
identified an interdependence between project i and project ;.

The results show that all the projects analyzed were interdependent with at least one project in
the sample.

Figure 13 summarizes the distribution of the total PI achieved in each correlation matrix through a
box plot for all the Smart cities. In this work, for each Smart city, a box plot shows: the lowest number
of PI (minimum); the largest number of PI (maximum); the middle value of PI (median, Q2); the middle
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value between the smallest number and the median of PI (first quartile, Q1); the middle value between
the largest number; and the median of PI (third quartile, Q3).
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Figure 13. Box plot of project interdependencies.

If we consider Milan, for example, the minimum value of PI was 6, the median was 22, and the
first quartile was 14 (there are exactly 25% of PI that are less than the first quartile and exactly 75% of
PI that are greater). The third quartile was 31.5 and the maximum (65) was an outlier, so the upper
whiskers are drawn at the great value smaller than 1.5 interquartile range (IQR) above the third quartile,
which is 55.

Bologna and Rome were the only cities with a PI value of 1, but they were also the two Smart
cities with less smart projects. Bologna, Rome, Cagliari, and Lecce did not have outliers (i.e., any
observations that were more than 1.5 IQR below Q1 or more than 1.5 IQR above Q3 were considered
outliers [56]). This reinforces what was previously highlighted in Section 8.2. Bologna was able to
develop projects on several layers and to fully exploit the advantages of the layered architecture. Also,
Bari and Terni included outliers: two projects with PI = 24 for Bari and five projects for Terni with PI
equal to, respectively, 19, 22, 25, 26, and 26. This confirms the existence of redundant projects unable to
exploit potential areas of reuse, with loss of economies of scale and scope.

After removing the outliers, Bari, Cagliari, and Lecce had a minimum value of PI equal to 4 and a
maximum value of 15 out of 25 projects for Bari, 31 out of 32 for Cagliari, and 23 out of 26 for Lecce.

Milan and Turin were the two cities with the highest number of smart projects and Turin, despite
the removal of outliers, still remained the Smart city with the highest value of project interdependences.

9. Discussion of the Results and Answers to the Research Questions

The results obtained, as preliminarily discussed in a previous work [13], are interesting and
confirmed the research hypothesis that the use of Smart program management can turn into a success
factor in managing Smart city projects. On a sample of 378 projects, only 304 made use of ICT
technologies and thus can be considered “Smart”. The remaining 74 projects were “smartless” projects:
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building heritage sites; realization of hanging gardens; building renovation project of an old abandoned
military base; construction of a road bridge; construction of a bus station.

In the rest of the section each of the research questions defined are answered according to the data
analysis performed.

RQ1: What is the transversality of smart projects?

Overall, 35% of the analyzed projects appear to be transversal to several application domains.
Considering that they were carried out in the complete absence of any strategic planning and analysis
of the potential reuse and integration, the result is even more meaningful. At the same time, it can be
observed that the remaining 65% represents a large area of possible improvements.

Smart program management would allow a Smart city to be better structured, as the potential
areas of reuse could be exploited to create more (and better) with less, according to an overall strategic
vision and targeted local policies. Another key point is that the lack of transversality means low
interoperation and thus, as a result, fragmentation of services delivered to the citizens with a negative
impact on their user experience.

In some cities, such as Lecce and Florence, the transversality appears to be modest and therefore
the improvements achievable with the adoption of an intelligent management of the projects would be
even more relevant.

RQ2: What is the technological depth of smart projects?

The results show that each project of a Smart city actually consists of a self-consistent technological
silo, leaving aside any integration both at the strategic and technical operation level. Consequently, the
same considerations as for transversality generally apply here as well. Overall, 60% of the projects
were developed on a single layer, 19% comprised three layers, and only 15% included four layers.
Bologna is the highest performing city that was able to design applications and services by exploiting
four architectural layers in four different projects, over a total of eight. Therefore, the need to create
enabling platforms for each of the layers, to be used and reused, in each new project emerges. This
would eliminate the probability of having to carry out each new project from scratch and having to
develop the components for each of the technological layers each time.

RQ3: How many potential interdependences are there between the projects?

The interdependencies analysis corroborates the research hypothesis underlying this work, namely that
each project could benefit from what has already been achieved in other projects. The average value of
PI for all the cities analyzed is 16% and, on average, one project shares artifacts with 16 other projects.

Interdependent means potential reuse, interoperation opportunities, and more focused services.
Exploiting interdependencies results in an integrated vision and better resources management, financial
resources, workload, and human capital needed for application and service development and delivery.

Consequently, the adoption of Smart program management for planning and implementing Smart
city projects is an effective means to do such. Continuing to invest in the growth of a Smart city requires
the adoption of enabling platforms for each of the four technological levels of the architecture, so that
each new smart project can take advantage of what has already been achieved.

10. Limitations and Threats to Validity

In order to provide the reader with all the elements for evaluating the results presented,
possible experimental threats to validity, consistency, magnitude of the results, and transferability are
analyzed below.

Threats to validity, internal validity or credibility are related to the extent that the results match the
meanings and knowledge constructed in the investigated context. To increase credibility in the studies,
we tried to achieve maximum variation collecting data from different projects related to different Smart
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cities. We selected nine Smart cities with the highest Smart index in different geographical areas: three
in northern Italy, three in central Italy, and three in southern Italy. The high index of the selected cities
guarantees that the results obtained are not the effect of the poor performance of the cities analyzed.
The shortcomings highlighted by the analysis in terms of transversality, technological depth, and
interdependencies can only increase in the case of cities with a lower index. Choosing cities in three
different areas of Italy, prevents context factors such as local economy, available resources, and cultural
level from being threats to validity. We then synthesized the results of our analysis across all the
projects considered nationwide. This synthesis produced no contradictory evidence, increasing our
confidence on the credibility of our findings.

Consistency refers to whether the researchers did not make any inference that cannot be supported
by the data. To increase consistency, we performed all data analysis in group. The analysis was
performed by one researcher and reviewed by all other researchers. Member checking was also used
to check the consistency of our interpretations. Inconsistencies among researchers were resolved in
consensus meetings. We used the framework method to enhance the consistency of data analysis
among the researchers [57].

Finally, with respect to the magnitude of the results, in this work, 378 projects from nine Italian
Smart cities were analyzed; this represents a limit as the sample size was considerably lower than the
total number of Italian projects (about 1300) classified as smart. Furthermore, the selected projects
are not worldwide and refer only to Italian Smart cities. Different cultural practices and issues
such as the organizational and social aspects that lead the management of projects in a Smart city
might have influenced the results. Therefore, we do not claim generalization of our results to a large
population in a positivist perspective. Instead, consistent with our interpretive perspective, we believe
that the use of multiple sources of data derived from projects across Italy and related to cities with
various characteristics (e.g., dimension, culture, traditions, economy, etc.), supports good analytical
generalization increasing the potential of transferability [58] of the findings to other contexts. In
fact, we should keep in mind that the smart management of projects carried out in a Smart city is
comparable to those of other countries. As thus the typical management of any potential project, we are
confident in concluding that the results are representative. Moreover, to further strengthen the results
of these findings, we are currently performing a replicated multi-country study involving projects of
Smart cities in other European countries in the attempt to apply similarity-based generalization [50,59].
Despite the impossibility of generalizing the results obtained, the authors believe that they offer
interesting indications for the adoption of “Smart program management” in the context of a Smart city.

11. Conclusions

The research work presents the proposal of a Smart city integrated model and a Smart program
management approach for managing the transversality, technological matters, and interdependences
between smart projects.

The integrated model organizes a Smart city with respect to two dimensions: horizontal
(application domains) and vertical (technological layers). The result of the interaction between
these dimensions contributes to the development of a Smart city and its services. In this context, Smart
program management helps to manage the interdependences between projects and the correlation
between a defined strategy and its execution. With respect to the horizontal dimension, program
management allows to obtain common and reusables assets, whereas from the vertical dimension it
allows to integrate and optimize project execution maximizing overall benefits.

In this article, a retrospective analysis was carried out on a set of 378 projects belonging to nine
different Italian Smart cities starting from the proposal of the integrated model. The aim was to
investigate the potential benefits from using Smart program management analyzing the transversality
and the technological depth of the smart projects, and the existence of potential interdependences
between them.
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The results obtained show that not all projects can be classified as ‘Smart” and only 35% of them are
transversal to several application domains. Each smart project consists of a self-consistent technological
silo, leaving aside any integration both at the strategic and technical operation level. This suggests
that the proposed approach may be an effective means for planning and implementing more effective
Smart city projects.

The data analysis performed also provides useful insights on how Smart cities should be designed
and managed from strategic and operational points of views. Moreover, the following lessons learned
can by summarized:

e the adoption of the Smart city integrated model and Smart program management model helps
to plan strategic development of a Smart city pushing towards the realization of integrated
services across various domains. The integration between services cannot be achieved solely on a
technological level, it would not be sufficient. It requires the harmonization of administrative
procedures, public administration processes as well as infrastructures and physical resources
available in urban areas. This requires vision, strategy, and knowledge of the stakeholders and
territory, all in terms of usable needs, resources, and assets. The initiated projects cannot ignore the
transversal nature of a Smart city and, therefore, must consider the impacts and effects generated
on the different domains and conceive solutions capable of harmonizing the new with the already
existing components;

e from a technological point of view, it is necessary to conceive a Smart city as a stratification of
enabling platforms reusable by those who intend to produce new services and new solutions.
This guarantees technological standardization, but also strong specialization. Each layer of the
Smart city integrated model can be managed by one or a group of specialized providers, capable
of continuously evolving technologies and infrastructures based on new needs and market trends.
At the same time, this would allow those who begin new projects to fully exploit these platforms,
focusing on generating additional value. Everything should not be built from scratch; the various
layers should not be re-implemented each time. Project resources can therefore be used to take
a step forward compared to what already exists in the Smart city and, above all, in the right
direction (i.e., the one dictated by the vision and growth strategy defined).

Given these considerations, some implications for both industrial and academic communities can
be pointed out. First of all, it is necessary to invest in approaches that focus on the development of
ICT solutions strongly based on reuse. The development of new software services must be based as
much as possible on the re-use of existing services and the technological heritage already available in
Smart cities. Second, the traditional application-integration between software systems is not alone
sufficient to guarantee an acceptable result. As demonstrated by the analyses carried out, the current
smart projects are silos both from the applicative and technological point of view although they are
characterized by a strong interdependence (project interdependence). Each with their own services,
authentication systems, user registries, and interfaces. Everything is redundant. It should be simplified,
streamlined, and optimized. The control flows, the underlying data structure, and the operating
logics must be rethought. A citizen must be able to use the various services with the same login and
password, he/she must be able to insert information and be able to exploit it for all the services offered
(health, banking, administrative, etc.), without having to start from scratch each time. In this vision the
user interfaces are a very critical aspect since they represent the means for simplifying user interaction
relegating the complexity underlying the functioning of the various systems to the lower layers of
layered architecture. Finally, the data and information collected must become a common asset useful
for generating new knowledge. The availability of new data and information is a primary resource
to fuel today’s race towards artificial intelligence, which is increasingly strategic to realize such a
simplification process. In short, routine decisions must be made automatically, interaction with the
user must be intelligent, and the use of software and services must be simplified to the maximum
thanks to the use of recommendation systems, chatbots or voice interaction.
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Abstract: In order to protect human lives and infrastructure, as well as to minimize the risk of
damage, it is important to predict and respond to natural disasters in advance. However, currently,
the standardized disaster response system in South Korea still needs further advancement, and the
response phase systems need to be improved to ensure that they are properly equipped to cope
with natural disasters. Existing studies on intelligent disaster management systems (IDSSs) in South
Korea have focused only on storms, floods, and earthquakes, and they have not used past data.
This research proposes a new conceptual framework of an IDSS for disaster management, with
particular attention paid to wildfires and cold/heat waves. The IDSS uses big data collected from
open application programming interface (API) and artificial intelligence (Al) algorithms to help
decision-makers make faster and more accurate decisions. In addition, a simple example of the use of
a convolutional neural network (CNN) to detect fire in surveillance video has been developed, which
can be used for automatic fire detection and provide an appropriate response. The system will also
consider connecting to open source intelligence (OSINT) to identify vulnerabilities, mitigate risks,
and develop more robust security policies than those currently in place to prevent cyber-attacks.

Keywords: decision support system; big data; artificial intelligence; Internet of Things; disaster
management

1. Introduction

Urban climate change is an important research issue that must be investigated using
multidisciplinary approaches that include both engineering and socio-environmental sciences [1].
An effective approach to strengthen disaster reduction strategies is to build a decision support system
(DSS) for each region. A DSS is based on the correlation between the infrastructure, industries, and
related communities in a region. Information on the technical, social, and economic properties of
a region is collected to establish an effective natural disaster prevention strategy. By analyzing the
collected data, we can easily identify the vulnerabilities. Disaster-preparedness strategies for all citizens
will make it easier to prepare and respond to real disasters.

Decision Support System

A DSS is an information system that supports decision-making by selecting the best option by
developing and comparing multiple alternatives to solve various issues. DSSs have a long history
of development. From the late 1950s to the early 1960s at the Carnegie Institute of Technology, Nutt
studied the theory of decision-making at an organization [2]. In the 1960s, MIT conducted technical
research related to reciprocating computer systems. Subsequent studies by Pomerol and Adam
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contributed to the development of the DSS concept [3]. In 1981, Bonczek, Holsapple, and Whinston
established a DSS framework in a book entitled “Foundations of Decision Support Systems” [4]. Similarly,
in 1988, Turban et al. [5] proposed a system to solve semistructured and unstructured problems.
This type of effective decision-making by combining the information gained from data processing,
learning, and decision-making experience is known as “intelligence DSS.” Today, DSSs are proven
to be an effective support system in businesses. In addition, DSSs have been the foundation for the
development of numerous hypotheses and tools, such as artificial intelligence (AI), human—computer
interaction, simulation methods, software engineering, and telecommunication for applications in
DSSs. The use of DSSs has grown rapidly since the 1950s, particularly with the aid of effective data
analysis tools, enabling improved decision-making using data and information. Several attempts are
being made by scientists to improve the effectiveness of decision-making by combining technologies
from related fields.

The components of a DSS include data management, model management, user interface,
knowledge management, and users, as presented in Figure 1. A DSS is an interactive system
that allows decision-makers to easily analyze and evaluate decision models and to process the data to
solve complex, unstructured, and nonrepetitive decision-making tasks. The decision-makers access
the system via the interface and management components and extract various types of data and
information from the database model according to their requirements.

Other Computer-
Data : External Based Systems

and Internal S

R Data - Model

" Management Management
-

\ Knowledge /

S Management

User Interface

Manager
(User)

Figure 1. Decision support system components.

(a)  Data Management: The data management component comprises a database that stores various
data for decision-making as well as a database management system (DBMS). The function of the
DBMS in a DSS is to store and provide the data for the decision-making.

(b) Model Management: The model management component comprises a model base that stores
various models necessary for the decision-making as well as a model base management system
(MBMS). Particularly, the MBMS plays a key role in decision support by providing functions to
develop, modify, and control the models required for the decision-making.

(c)  User Interface: The user interface is the module system providing an interface between the user
and the system for importing and exporting data and performing various analytical procedures.
It is also known as the dialogue generation and management software (DGMS) because it provides
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user-friendly and dialogue functions that are easy to understand and use, via menus or graphics
processing formats.

(d) Knowledge Management: This module provides quantitative information about the relationships
between complex data. Knowledge management provides decision-makers with knowledge
and alternative solutions for problem solving. It also signals to the decision-makers if there is a
difference between the predicted result and the actual result.

(e) Users: The users who use a DSS are primarily the managers who are responsible for important
business decisions. They choose the most appropriate model from the model base, enter the
necessary data from the database or import them directly into the model, and then evaluate and
analyze the options to determine the best alternative.

This paper is organized as follows. Section 2 presents a literature review about the applications of
DSSs, Al, and big data for disaster management. Section 3 discusses the methodology regarding the
conceptual framework of an intelligent DSS (IDSS). It also introduces the recent problems of heatwaves,
cold waves, and wildfires, and then proposes an AI IDSS system. Finally, Section 4 presents the results
and future research.

2. Literature Review

2.1. DSS for Disaster Management

Although the use of DSSs to support disaster recovery efforts has provided tremendous benefits,
these systems have certain disadvantages. One of the disadvantages is the inability to freely and rapidly
transfer data between individuals and organizations. This is because the systems and technologies
of different organizations are different or incompatible. Nonetheless, DSSs have overcome these
disadvantages and are widely used by managers. Rajabifard et al. [6] used an intelligent disaster
DSS (IDDSS) as a platform to integrate road, traffic, geographic, economic, and meteorological data.
IDDSSs are used in the management of road networks during floods. To prevent hazardous traffic
scenarios, they provide the law enforcement with the exact locations to establish traffic management
points (TMPs) during an emergency. In 2011, Ishak et al. [7] created a conceptual model of a smart DSS
for reservoir operations in case of emergencies such as heavy rainfall. This model can help reservoir
operators make accurate decisions for releasing reservoir water so that there is sufficient space for the
released water, to avoid local flooding. Moreover, Al has also been integrated into DSSs to increase
the decision-making efficiency. Dijkstra’s algorithm can find the shortest path between two points
and has several applications in various areas. This algorithm has been widely employed in forest fire
simulations [8] and in improving the efficiency of route planning [9]. In 2011, Akay et al. [10] improved
this algorithm using the Geographic Information System (GIS) to assist firefighters in determining the
fastest and safest access routes. This system requires numerous spatial databases, including those of
road systems and land. Barrier systems have also been established to simulate the scenario of banned
roads; hence, these systems are not only used to determine the fastest route but also to assist firefighters
in identifying unforeseen scenarios and determining safe and reliable routes.

To deal with disasters, we require an effective disaster management system. However, disaster
management systems depend on various data and information and knowledge of previous disasters.
Therefore, coordination between the relevant agencies is necessary to integrate the data effectively.
A DSS is unable to prevent all catastrophic damage; however, it can mitigate the potential risks by
developing early warning strategies and preparing appropriate options. Particularly in the context of
disaster management [11], the process of developing intelligent systems focuses on the methods of
transferring expertise from human experts to computers and implementing theoretical models based on
the transferred knowledge. The model proposed by Turban (Figure 2) included the five main activities
of DSS components [12]. Within the scope of Al, there are several methods for solving interdependent
problems. Examples of alternative methods include Bayesian networks, which approximate reasoning
(fuzzy logic), and metadata (artificial neural networks, machine learning, genetic algorithms, and
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swarm intelligence), which involves the use of a hybrid approach combining the fuzzy IF-THEN rules
and optimization techniques to collect and present inaccurate information [13].
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Figure 2. The process of knowledge engineering (adapted).
2.2. Al for Disaster Management

Alis used in various applications, such as customer service, transactions, and healthcare. Recently,
researchers have found that Al can be employed to predict disasters. With numerous high-quality
datasets, Al can predict the occurrence of natural disasters, which can assist in saving the lives of
thousands of people and in preventing financial losses. Natural disasters that can be predicted by Al
include earthquakes, floods, storms, forest fires, and volcanic eruptions. In the field of earthquake
prediction, researchers are collecting vast amounts of seismic data for analysis using deep-learning
systems. Researchers use the data collected from past earthquakes to make improved predictions
for future earthquakes. Alarifi et al. [14] proposed an Al prediction system based on artificial neural
networks, which could be used to predict the magnitude of an earthquake. Al can also employ seismic
data to analyze the magnitude and pattern of an earthquake, as well as to aid in predicting the occurrence
of an earthquake. Goymann et al. [15] presented data for the establishment, training, and evaluation of
a neural network to detect flood and water levels. Al-based systems can learn rainfall records, climate
records, and flood simulation tests and can predict floods better than traditional systems.

2.3. Big Data for Disaster Management

Big data result from the large amount of data generated by the explosive growth of information
technology and communications, as well as by the rapid spread of smart devices [16,17]. They have
been applied in several fields [18,19]. Using large datasets, it is possible to analyze past disaster data
and develop future scenarios for the possibilities of disasters and the damage caused by them [20].
Big data contribute to the science of decision-making by developing a technology that can read common
patterns of user behaviors and predict future steps [21]. Al is defined as a computer program that can
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think and process information like a human being. It is the science that enables computers to perform
intellectual activities based on experience and knowledge. Existing data serve as the criteria for
core judgments, and an Al learning algorithm narrows the choices for decision-making and provides
feedback that is very similar to human judgment. For an optimal response to complex disasters, a
large amount of data should be analyzed and used; hence, Al can be used to understand large-scale
social phenomena [22]. By big data analysis and simulation, the selection of the required actual data
can be achieved using the judgment of Al based on the existing empirical data.

2.4. Intelligent Decision Support Systems

Using Al, researchers have attempted to improve the effectiveness of decision-making. Integrated
Al support systems or IDSSs have been created and used in various fields, such as healthcare
and commerce.

These systems use Al tools to infer, learn, memorize, plan, and analyze the data. Simon presented
four stages in a decision-making process, which are displayed in Figure 3 [23]. Intelligence is the first
stage of the study and requires the decision-makers to develop an understanding of the problem and
collect information related to the decision-making. Similarly, the design stage involves characterizing
the data with important variables based on decision issues, determining the criteria for the decisions,
and developing decision models that can be used to evaluate alternative decisions. In the third stage,
the decision-makers review the alternatives and choose the consolidated decisions that satisfy the
alternatives. The final stage, sometimes referred to as evaluation, is when the decision-makers assess
the consequences of a decision.

INTELLIGENCE

e Observe and understand the problem

e Develop a statement of the problem and [«—
decision

e Acquire information relevant to the decision

DESIGN

e Identify variables and criteria for the decision

e Specify relationship between variables

e Identify controllable and uncontrollable
events

e Develop decision models that can be used to
evaluate alternatives

e Develop alternatives

CHOICE

e Evaluate decision alternatives

e Make or recommend a decision that best
meets the decision criteria

IMPLEMENTATION

e Consider consequences of the decision
Gain confidence in the decision
Develop an implementation plan
Secure needed resources

Put implementation plan into action

Figure 3. Four decision-making stages
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IDSSs utilize Al techniques to provide better support to decision-makers. Al tools, such as
fuzzy logic, case-based reasoning, evolutionary computing, artificial neural networks, and intelligent
agents, when combined with a DSS provide powerful methods for solving difficult problems that are
frequently real-time and involve large amounts of distributed data [24]. IDSSs utilize some of the
below-mentioned tools:

Fuzzy logic for intelligent decision support;
Expert systems for intelligent decision support;
Evolutionary computing for intelligent decision support;

O O O O

Intelligent agents for intelligent decision support.

Disaster response is a continuous decision-making process based on past experiences, because a
disaster scenario is recognized as a disaster until it ends. In the past, because of the limitations regarding
information and data-collection technology, the decision-making process had various constraints and
relied on the subjective experiences of the decision-makers. Recently, however, information technology
has developed considerably and the amount of information that can be used to make decisions
has increased sharply. The information processing ability of humans is limited, and responding to
disasters requires timely decisions. The benefits of combining a DSS and Al to create an IDSS in
disaster management are clear. However, the use of information of past disasters to analyze and
make predictions has not sufficiently been investigated. Therefore, this study aims to contribute
to this growing area of research by exploring a conceptual framework that supports intelligent
decision-making using big data to help decision-makers make more rapid and more accurate decisions.

Recently, a series of innovative solutions based on free and open-source software has been
developed [25-27]. Open source information is data collected from publicly available sources and
the system data. In this study, the proposed system also collected data from various open sources.
With the growth of big data and online social networks, increasing amounts of data are available online,
which creates opportunities for criminals—particularly adversaries preparing for a cyberattack [28].
Thus, an IDSS can become vulnerable to cyberattacks. Consequently, the scientific community,
companies, practitioners, and governments worldwide are searching for solutions to mitigate risks [29].
Hayes and Cappa [30] introduced open source intelligence (OSINT) to provide tactical and strategic
recommendations for organizations to prevent cyberattacks by identifying vulnerabilities, mitigating
risks, and formulating robust security policies.

3. Methodology

Heat waves, cold waves, and wildfires are the main concerns for the South Korean government,
because of the difficulty in predicting and responding to these events. Therefore, the proposed Al
IDSS focuses on the aforementioned phenomena. In the next two subsections, the issues and scenarios
regarding heat waves, cold waves, and wildfire phenomena in South Korea are briefly introduced.
Based on these issues, an Al IDSS with a multifunction Al algorithm is presented.

3.1. Issues and Scenarios of Heatwave/Cold Wave Disasters

The fund for disaster support money paid to the families of those who are killed by heat is limited
between 5000 and 10,000 dollars (in the case of household heads) based on the South Korea disaster
relief regulations and costs (DRRCs) for disaster recovery. However, no system or technology has
been established to objectively determine the causes of deaths during the summer in South Korea.
In addition, there have been numerous difficulties in diagnosing the causes of deaths owing to victim
interventions and ethical issues that may have arisen. Furthermore, while heatwave damage occurs in
almost all areas during the summer, the extent of the damage varies depending on the local scenarios
and personal health conditions, which can lead to legal repercussions.
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A domestic cold wave alarm is issued based on three criteria. It is issued during the winter
(October to April), when the minimum temperature the following morning is expected to drop by more
than 10 °C compared to that of the previous day and is below 3 °C, or when the temperature is lower
than the average winter temperature values of previous years by 3 °C. The warning is also issued when
the minimum morning temperature is expected to be below 12 °C for two days or more, or when there
is a significant loss of life and property due to a sudden fall in the temperature. If there is a specific list
of victims or temperature damages, it is possible to set an absolute standard for facility damages or
loss of life. However, as such a database has not yet been established, cold weather management will
need to be implemented and systematically managed by generating the associated database.

There is no big data Al study case for heat and cold waves. In 2018, the Ministry of Public
Administration and Security identified heat and cold waves as new types of disasters. Currently, there
is no specific management standard to deal with crises caused by heat and cold waves in Korea. It is
also necessary to improve the speed and accuracy of the system that predicts heat and cold waves.
For example, it is possible to predict pre-heat phenomena two days in advance; however, in developed
regions such as Europe or the U.S., this can be done three to five days in advance. Through this study,
by collecting data to prevent and be prepared for disasters, an Al-based support system was developed
to enable more rapid and more accurate decision-making than is currently achievable.

3.2. Issues and Situations Of Forest Fire Disaster

When considering information on the direction and speed of a spreading fire, a possibility of
widespread fire is found to exist. Accordingly, a rapid plan to protect nearby houses and evacuate
people is required. However, a gap remains in relaying the wildfire information from the fire helicopter
to the ground firefighter commander. Even if a firefighter commander decides that an emergency
defense is needed, it is still necessary to go through the integrated fire protection procedure to adopt
the necessary measures. In the process, damages are frequently increased because of the inappropriate
propagation of information or lack of content transformation. Therefore, it is necessary to improve the
information sharing system for handling forest fires.

3.3. A System Using Big Data and Al for Intelligent Decision Support

The level of success of a DSS is assessed using two parameters. The first parameter is the data input
rate and output rate, which represent the information that is useful for the decision-making process. The
second parameter is time. To improve the efficiency of the DSS in this study, a conceptual framework
using big data and Al to enhance the above-mentioned parameters is proposed. The decision points of
the standard manual for heat/cold wave and forest fire crisis management and the services provided
by the decision-maker in the event of a disaster are summarized in Figure 4, along with the big data
system processes and big data analysis. The proposed big data process is composed of data sources,
collection, storage, analysis, and presentation order, and is built on the basis of the data lake (DL)
form. The data collection is performed based on the type of natural disaster that a given DSS is built
to deal with. The choice of data source for the analysis is extremely important. If the collected data
are not reliable, they will be difficult to process and discard. Extreme disasters, such as heat and cold
waves, need to be analyzed, forecasted, and planned for in advance. By contrast, with forest fires,
the post-disaster response includes population evacuation, which is more important than forecasting.
Therefore, camera data should be analyzed to predict the speed and direction of the flames and to send
information to the people in the affected areas.
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Figure 4. System using big data and Al for intelligent decision support.

To collect and store data, it is important to build a DL. A DL differs from a data warehouse (DW) in
that the former contains both structured and unstructured data. Post data collection, it undergoes the
process of extraction, transformation, and loading (ETL); however, this process is time-consuming and
makes it difficult to arrive at a timely decision. Hence, this system splits the DL archive into two parts.
The first is a platform that can store the data in the original form without going through the ETL process,
and the second is the data analysis platform that undertakes the ETL process. The collected data
include real-time data and batch data. Real-time data are structured data, which can be periodically
collected and processed by the existing DWs. Batch data are the raw and unstructured data that need
to be used for analysis.

3.4. Data Collection and Storage

Essentially, most structured data are collected by an open APIL The data are provided in
Comma-Separated Values (CSV) format on a public data portal operated by the Ministry of
Administration and Security. Because big data systems use data from various organizations, the range
of the collected data is wide. However, only the data considered necessary for the analysis must be
used. In the case of image data that require real-time processing, satellite image information can be
used to cover a wide area. Along with satellite images, Closed-Circuit Television (CCTV) cameras
can collect image data anytime and anywhere, and they can be used to detect a fire early. Most CCTV
cameras in South Korea are used for traffic or crime prevention, and their data storage cycle is only
30 days. Thus, their application to machine learning in the disaster field is limited. These elements are
listed in Table 1, which describes the types of disaster, data sources, and organizations responsible for
answering the questions of decision-makers and enabling them to make rapid and precise decisions.
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Table 1. Questions and data sources required for disaster response (Application Programming Interface
(API), Closed-Circuit Television (CCTV), Unmanned Aerial Vehicle (UAV)).

Disaster Type Data Source

Question

Statistical Geographic Information

Extreme Weather Service (Open API)

Current status of population and households
in heat/cold wave expected areas

Statistical Geographic Information

Extreme Weather Service (Open API)

Status of land use and age of buildings in
heat/cold wave expected areas

Extreme Weather Data Portal (Open API)

Status of operation of hot/cold shelter in
heat/cold wave expected areas

Korea Centers for Disaster Control

Extreme Weather and Prevention (Document)

Cases of human damage from past
heat/cold waves

Extreme Weather ~ Korea Meteorological Administration
Wildfire (Open API)

Weather status (temperature, precipitation,
wind, humidity, atmospheric pressure)

Extreme Weather CCTV, UAV, Satellite (Image, Video)

Disaster image information

Wildfire
Heat Wave K-Water (Open API) Status of water supply in heat/cold wave
expected areas
Wildfire Data Portal (Open API) Forest fire danger rating index
Wildfire Data Portal (Open API) Past wildfire disaster cases
Wildfire Korea Database on Protected Areas Status of cultural assets and hazardous
(CSV) facilities near the forest area

3.5. Machine Learning Based on a Data Analysis Algorithm for AI Management

The algorithm modeled for the machine learning data analysis is displayed in Figure 5. It uses
convolutional neural network (CNN) and generative adversarial network (GAN) algorithms for natural
disaster detection and employs reinforcement learning (RL) to predict wildfire direction. A CNN is a
specific type of artificial neural network that uses perceptron, a machine learning unit algorithm, to
analyze the data. A CNN can be applied to image processing, natural language processing, and other
types of cognitive tasks.

Wildfire response: a proposed system (Closed-Circuit Television :CCTV)

2
&
Convolutional| | Generative
Reinforcement
Neural Adversarial [
Network Network eaming
Trained
model Fire? ——Nor Store
_ (Detection)
g
b4
Yes
2 Trained o
& ode] suggestion
8 (Prediction) 88

Figure 5. Wildfire response: the proposed system diagram.
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The GAN algorithm, which is an unsupervised learning algorithm used in the model, utilizes
image data both from fires and from normal conditions for learning. Real-time CCTV and Unmanned
Aerial Vehicle (UAV) data are then fed into and trained in the models to determine the occurrence of a
fire. If it is not a forest fire, then the used data will be stored and utilized for subsequent training. In the
case of forest fires, significant information about the weather and real-time satellite images are required.
The weather data include the temperature, wind speed, wind direction, rainfall, and humidity. At this
point, the model is transformed into an enhanced model that predicts the propagation speed and the
direction of the fire per unit of space.

The following discussion presents how the proposed algorithm can be used for fire detection and
response. CNNs were first introduced by LeCun et al. [31]. By collective knowledge from the training
data, computers can learn and understand a structure based on a hierarchy of concepts. A common
CNN architecture contains various types of processing layers including convolution, pooling, and
fully connected layers [32]. The optimization process of a CNN is conducted by trial and error and
guided by checking the validation set error [33]. In this study, the overall architecture and layers of
FireNet [33] were used. The FireNet CNN architecture contains three convolutional layers of sizes
64, 128, and 256, with kernel filters of sizes 5 x 5,4 X 4, and 1 x 1, respectively. Each convolutional
layer is followed by a max-pooling layer with a kernel size of 3 X 3 and local response normalization.
This set of convolutional layers is followed by two fully connected layers, each with 4096 incoming
connections and a hyperbolic tangent activation function. A dropout of 0.5 is applied across these two
fully connected layers during the training to offset the residual over-fitting. Finally, we obtain a fully
connected layer with two incoming connections and a soft-max activation output [33].

The experiment was performed using a dataset of 9852 images from Chenebert et al. [33], and the
testing was conducted on 2931 images.

The experiment was performed using an NVIDIA GeForce GTX 2080 Ti with 12 GB onboard
memory and a deep learning framework [34] on an Intel Xeon CPU E3-1230 v6 with 32 GB RAM. From
the results, it was noted that FireNet could predict the test data with an accuracy of 91.2%. Figure 6
displays the grad class activation map (CAM) results, elucidating how the computer differentiated
between a fire and a non-fire. This demonstrates that this algorithm can be used for automatic fire
detection and can suggest the appropriate response.
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Figure 6. FireNet model localizes the fire area using class activation maps (CAMs), which highlight the
areas of the image that are most important for making predictions.

4. Conclusions

With climate change, natural disasters have increased in frequency and intensity compared to
those in the past. Thus, in this study, we proposed a support system for disaster response decisions
using big data storage and machine learning analysis. We focused on forest fires and hot/cold disasters,
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which cause significant loss of life and property annually. Current disaster area systems focusing on
simple methods of information collection, efficient visualization, storage systems, and big data analysis
are inadequate. In other countries, big data analysis conducted during the entire process of disaster
management, including prevention, preparation, response, and recovery, mainly uses video data and
social media. Based on previous studies, we developed a big data analysis algorithm to support
decisions for heat wave disasters and proposed its application. In the field of disaster management,
which requires prompt decisions, if the current forest fire detection system employs image recognition
technology intelligently, preventive responses can reduce the damage. In addition, it can provide
information that may be useful for decision-making, instead of yielding simple statistical information.
Moreover, a simple example of using a CNN to detect fire in a surveillance video was introduced.
It was evident that this algorithm could be used for automatic fire detection and provide an appropriate
response. This conceptual framework can support decision-makers and enable them to make correct
decisions that can save lives, reduce property damage, and assist in predicting disasters. In the future,
the system and the algorithm will be tested with real events to gradually increase its accuracy by
diversifying the input data and correcting the algorithms. We will also consider connecting the system
with OSINT to identify vulnerabilities, mitigate risks, and formulate more robust security policies than
the current ones to prevent cyberattacks.
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Decision Support System DSS
Big Data BD
Internet of Things 10T
Database Management System DBMS
Model Base Management System MBMS
Dialogue Management and Management Software DGMS
Intelligent Disaster Decision Support System IDDSS
Traffic Management Points TMP
Artificial Intelligence Al
Intelligent Decision Support System IDSS
Open Source Intelligence OSINT
Disaster Relief Regulations and Costs DRRC
Data Base DB
Data Lakes DL
Extraction, Transformation, and Loading ETL
Social Networking Service SNS
User Interface Ul
k-Nearest Neighbor KNN
Convolutional Neural Network CNN
Recurrent Neural Network RNN
Multilayer Perceptron MLP
Support Vector Machine SVM
Generative Adversarial Network GAN

Bidirectional Encoder Representations from Transformers BERT
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Data Warehouse DW

Comma-Separated Values csv

Closed-Circuit Television CCTV

Class Activation Maps CAMs

Unmanned Aerial Vehicle UAV
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Abstract: Though the technological advancement of smart city infrastructure has significantly
improved urban pedestrians’ health and safety, there remains a large number of road traffic accident
victims, making it a pressing current transportation concern. In particular, unsignalized crosswalks
present a major threat to pedestrians, but we lack dense behavioral data to understand the risks
they face. In this study, we propose a new model for potential pedestrian risky event (PPRE)
analysis, using video footage gathered by road security cameras already installed at such crossings.
Our system automatically detects vehicles and pedestrians, calculates trajectories, and extracts
frame-level behavioral features. We use k-means clustering and decision tree algorithms to classify
these events into six clusters, then visualize and interpret these clusters to show how they may or
may not contribute to pedestrian risk at these crosswalks. We confirmed the feasibility of the model
by applying it to video footage from unsignalized crosswalks in Osan city, South Korea.

Keywords: smart city; intelligence transportation system; computer vision; potential pedestrian
safety; data mining

1. Introduction

Around the world, many cities have adopted information and communication technologies
(ICT) to create intelligent platforms within a broader smart city context, and use data to support the
safety, health, and welfare of the average urban resident [1,2]. However, despite the proliferation
of technological advancements, road traffic accidents remain a leading cause of premature deaths,
and rank among the most pressing transportation concerns around the world [3,4]. In particular,
pedestrians are at greatest likelihood of injury from incidents where speeding cars fail to yield to them
at crosswalks [5,6]. Therefore, it is essential to alleviate fatalities and injuries of vulnerable road users
(VRUs) at unsignalized crosswalks.

In general, there are two ways to support road users’ safety; (1) passive safety systems such as
speed cameras and fences which prevent drivers and pedestrians from engaging in risky or illegal
behaviors; and (2) active safety systems which analyze historical accident data and forecast future
driving states, based on vehicle dynamics and specific traffic infrastructures. A variety of studies
have reported on examples of active safety systems, which include (1) the analysis of urban road
infrastructure deficiencies and their relation to pedestrian accidents [6]; and (2) using long-term accident
statistics to model the high fatality or injury rates of pedestrians at unsignalized crosswalks [7,8]. These
are the most common types of safety systems that analyze vehicles and pedestrian behaviors, and their
relationship to traffic accidents rates.
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However, most active safety systems only use traffic accident statistics to determine the
improvement of an urban environment post-facto. A different strategy is to pinpoint potential
traffic risk events (e.g., near-miss collision) in order to prevent accidents proactively. Current research
has focused on vision sensor systems such as closed-circuit televisions (CCTVs) which have already
been deployed on many roads for security reasons. With these vision sensors, potential traffic risks
could be more easily analyzed, (1) by assessing pedestrian safety at unsignalized roads based on
vehicle-pedestrian interactions [9,10]; (2) recording pedestrian behavioral patterns such as walking
phases and speeds [11]; and (3) guiding decision-makers and administrators with nuanced data
on pedestrian—-automobile interactions [11,12]. Many studies have reliably extracted trajectories by
manually inspecting large amounts of traffic surveillance video [13-15]. However, this is costly and
time-consuming to do at the urban scale, so we seek to develop automated processes that generate
useful data for pedestrian safety analysis.

In this study, we propose a new model for the analysis of potential pedestrian risky events
(PPREs) through the use of data mining techniques employed on real traffic video footage from CCTVs
deployed on the road. We had three objectives in this study: (1) Detect traffic-related objects and
translate their oblique features into overhead features through the use of simple image processing
techniques; (2) automatically extract the behavioral characteristics which affect the likelihood of
potential pedestrian risky events; and (3) analyze interactions between objects and then classify the
degrees of risk through the use of data mining techniques. The rest of this paper is organized as follows:

1.  Materials and methods: Overview of our video dataset, methods of processing images into
trajectories, and data mining on resulting trajectories.

2. Experiments and results: Visualizations and interpretation of resulting clusters, and discussion of
results and limitations.

3. Conclusion: Summary of our study and future research directions.

The novel contributions of this study are: (1) Repurposing video footage from CCTV cameras
to contribute to the study of unsafe road conditions for pedestrians; (2) automatically extracting
behavioral features from a large dataset of vehicle-pedestrian interactions; and (3) applying statistics
and machine learning to characterize and cluster different types of vehicle-pedestrian interactions,
to identify those with the highest potential risk to pedestrians. To the best of our knowledge, this is
the first study of potential pedestrian risky event analysis which creates one sequential process for
detecting and segmenting objects, extracting their features, and applying data mining to classify PPREs.
We confirm the feasibility of this model by applying it to video footage collected from unsignalized
crosswalks in Osan city, South Korea.

2. Materials and Methods

2.1. Data Sources

In this study, we used video data from CCTV cameras deployed over two unsignalized crosswalks
for the recording of street crime incidents in Osan city, Republic of Korea; (1) Segyo complex #9 back
gate #2 (spot A); and (2) Noriter daycare #2 (spot B). Figure 1 shows the deployed camera views at
oblique angles from above the road. The widths of both crosswalks are 15 m, and speed limits on
surrounding roads are 30 km/h. Spot A is near a high school but is not within a designated school zone,
whereas spot B is located within a school zone. Thus, in spot B, road safety features are deployed to
ensure the safe movement of children such as red urethane pavement to attract drivers’ attention, and a
fence separating the road and the sidewalk (see Figure 1b). Moreover, drivers who have accidents or
break laws within these school zone areas receive heavy penalties, such as the doubling of fines.
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(b)
Figure 1. Closed-circuit television (CCTV) views in (a) spot A; and (b) spot B.

All videos frames were handled locally on a server we deployed in the Osan Smart City Integrated
Operations Center. Since these areas are located near schools and residential complexes, the “floating
population” passing through these areas is highest during commuting hours. Thus, we used video
footage recorded between 8 am and 9 am on weekdays. We extracted only video clips containing
scenes where at least one pedestrian and one car were simultaneously in camera view. As a result,
we processed 429 and 359 video clips of potential vehicle-pedestrian interaction events in spots A and
B, respectively. Frame sizes of the obtained video clips are 1280 x 720 pixels at both spots, and had
been recorded at 15 and 11 fps (frames-per-second), respectively. Due to privacy issues, we viewed
the processed trajectory data only after removing the original videos. Figure 2 represents spots A
and B with the roads, sidewalks, and crosswalks from an overhead perspective, as well as illustrating
a sample of object trajectories which resulted from our processing. Blue and green lines indicate
pedestrians and vehicles, respectively.

@ (b)
Figure 2. Diagrams of objects’ trajectories in (a) spot A; and (b) spot B in overhead view.
2.2. Proposed PPRE Analysis System

In this section, we propose a system which can analyze potential pedestrian risky events using
various traffic-related objects” behavioral features. Figure 3 illustrates the overall structure. The system
consists of three modules: (1) Preprocessing, (2) behavioral feature extraction, and (3) PPRE analysis.
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In the first module, traffic-related objects are detected from the video footage using the mask R-CNN
(regional convolutional neural network) model, a widely-used deep learning algorithm. We first
capture the “ground tip” point of each object, which are the points on the ground directly underneath
the front center of the object in oblique view. These ground tip points are then transformed into the
overhead perspective, with the obtained information being delivered to the next module.

Object Detection and Segmentation
Video Stream Image Frames
Preprocessing
Overhead Contact Point Recognition
=
Perspective Transform Structured Data
Object’s
Behavioral Feature
Extraction
Structured Data Object Tracking and Indexing Feature Extraction Final Dataset for Analysis
=)
R~ EE Useful
@ Information >
PPRE Analysis — a"ld d
'y - Knowledge
Clustering Analysis Decision Tree and Rule Analysis Decision-maker

Figure 3. Overall architecture of the proposed analysis system.

In the second module, we extract various features frame-by-frame, such as vehicle velocity,
vehicle acceleration, pedestrian velocity, the distance between vehicle and pedestrian, and the distance
between vehicle and crosswalk. In order to obtain objects” behavioral features, it is important to
obtain the trajectories of each object. Thus, we apply a simple tracking algorithm through the use
of threshold and minimum distance methods, and then extract their behavioral features. In the last
module, we analyze the relationships between the extracted object features through data mining
techniques such as k-means clustering and decision tree methodologies. Furthermore, we describe
the means of each cluster, and discuss the rules of the decision tree and explain how these statistical
methods strengthen the analysis of pedestrian-automobile interactions.

2.3. Preprocessing

This section briefly describes how we capture the “contact points” of traffic-related objects such as
vehicles and pedestrians. A contact point is a reference point we assign to each object to determine its
velocity and distance from other objects. Typical video footage extracted from CCTV are captured
in oblique view, since the cameras are installed at an angle from the view area, so the contact points
of each object depends on the camera’s angle as well as its trajectory. Thus, we need to convert the
contact points from oblique to overhead perspective to correctly understand the objects’ behaviors.

This is a recurring problem in traffic analysis that others have tried to solve. In one case, Sochor et al.
proposed a model constructing 3-D bounding boxes around vehicles through the use of convolutional
neural networks (CNNs) from only a single camera viewpoint. This makes it possible to project the
coordinates of the car from an oblique viewpoint to dimensionally-accurate space [16]. Likewise,
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Hussein et al. tracked pedestrians from two hours of video data from a major signalized intersection in
New York City [17]. The study used an automated video handling system set to calibrate the image
into an overhead view, and then tracked the pedestrians using computer vision techniques. These two
studies applied complex algorithms or multiple sensors to automatically obtain objects” behavioral
features, but, in practice, these approaches require high computational power, and are difficult to
expand to a larger urban scale. Therefore, it is still useful to develop a simpler algorithm for the
processing of video data.

First, we used a pre-trained mask R-CNN model to detect and segment the objects in each frame.
The mask R-CNN model is an extension of the faster R-CNN model, and it provides the output in the
form of a bitmap mask with bounding-boxes [18]. Currently, deep-learning algorithms in the field of
computer vision have encouraged the development of object detection and instance segmentation [19].
In particular, faster R-CNN models have been commonly used to detect and segment objects in image
frames, with the only output being a bounding-box [20]. However, since the proposed system estimates
the contact point of objects through the use of a segmentation mask over the region of interest (Rol) in
combination with the bounding-box, we used the mask R-CNN model in our experiment [21].

In our experiment, we applied object detection API (application programming interface) within
the Tensorflow platform. The pre-trained mask R-CNN model is RestNet-101-FPN, which is provided
by Microsoft common objects in the context (MS COCO) image dataset [22,23]. Our target objects
consisted only of vehicles and pedestrians, which was accomplished with about 99.9% accuracy. Thus,
no additional model training was needed for our purposes.

Second, we aimed to capture the ground tip points of vehicles and pedestrians, which are located
directly under the center of the front bumper and on the ground between the feet, respectively.
For vehicles, we captured the ground tip by using the object mask and central axis line of the vehicle
lane, and a more detailed procedure for this is described in our previous study, [24]. We used a similar
procedure for pedestrians, and as seen in Figure 4, we regarded the midpoint from their tiptoe points
within mask, as the ground tip point.

Tiptoe point Tiptoe point

Ground point of pedestrian
Figure 4. Ground point of pedestrian for recognizing its overhead view point.

Next, with the recognized ground tip points, we transformed them into an overhead perspective
using the “transformation matrix” within the OpenCV library. The transformation matrix can be
derived from four pairs of corresponding “anchor points” in real image (oblique view) and virtual
space (overhead view). Figure 5 represents the anchor points as green points from the two perspectives.
In our experiment, we used the four corners of the rectangular crosswalk area as anchor points.
We measured the real length and width of the crosswalk area on-site, then reconstructed it in virtual
space from an overhead perspective with proportional dimensions, oriented orthogonally to the x-y
plane. We then identified the vertex coordinates of the rectangular crosswalk area in the camera image
and the corresponding vertices in our virtual space, and used these to initialize the OpenCV function
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to apply to all detected contact points. A similar procedure for perspective transformation is also
described in detail in [24].

@ (b)
Figure 5. Example of perspective transform from (a) oblique view; into (b) overhead view.
2.4. Object Behavioral Feature Extraction

In this section, we describe how to extract the objects’” behavioral features from the recognized
overhead contact point. Vehicles and pedestrians exist as contact points in each individual frame.
To estimate velocity and acceleration, we must identify each object in successive frames and link them
into trajectories. The field of computer vision has developed many successful strategies for object
tracking [25-27]. In this study, we applied a simple and low-computational tracking and indexing
algorithm, since most unsignalized crosswalks are on narrow roads with light pedestrian traffic [25,27].
The algorithm identifies each individual object in consecutive frames by using the threshold and
minimum distances of objects. For example, assume that there are three detected object (pedestrian)
positions in the first frame named A, B, and C, and in the second frame named D, E, and F, respectively
(see Figure 6).

A --7 E First frame

Second frame

C - === Out of frame
D

Actual movements
between first and second frames

Figure 6. Example of object positions in two consecutive frames.

There are multiple object positions defined as x—y coordinates (contact points) in each frame,
and each object has a unique identifier (ID) ordered by detection accuracy. In Figure 6, A and B in the
first frame move to E and F in the second frame, respectively. C moves to somewhere out-of-frame,
while D emerges in the second frame.
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To ascertain the trajectories of each object, we set frame-to-frame distance thresholds for vehicles
and pedestrians, and then compare all distances between positions from the first to the second frame,
as seen in Table 1. In this example, if we set the pedestrian threshold at 3.5, C is too far from either
position in the second, but within range of the edge of the frame. When A is compared with D, E, and
F it is closest to E; likewise, B is closest to F. We can infer that A moved to E, and B moved to F, while
a pedestrian at C left the frame, and D entered the frame. We apply this algorithm to each pair of
consecutive frames in the dataset to rebuild the full trajectory of each object.

Table 1. Result of tracking and indexing algorithm using threshold and minimum distance.

Object ID in First Frame Object ID in Second Frame Distance (m) Result

A D 4.518 Over threshold
A E 1.651 Min. dist.
A F 2.310

B D 3.286

B E 2.587

B F 1.149 Min. dist.
C D 7.241 Over threshold
C E 5.612 Over threshold
C F 3.771 Over threshold

With the trajectories of these objects, we can extract the object’s behavioral features which affect
the potential risk. At each frame, we extracted five behavioral features for each object: Vehicle velocity
(VV), vehicle acceleration (VA), pedestrian velocity (PV), distance between vehicle and pedestrian
(DVP), and distance between vehicle and crosswalk (DVC). The extracting methods are described
below in detail.

Vehicle and pedestrian velocity (VV and PV): In general, object velocity is a basic measurement
that can signal the likelihood of potentially dangerous situations. The speed limit in our testbed,
spots A and B, is 30 km/h, so if there are many vehicles detected driving over this limit at any point,
this contributes to the risk of that location. Pedestrian velocity alone is not an obvious factor for risk,
but when analyzed together with other features, we may find important correlations and interactions
between the object velocities and the likelihood for pedestrian risk.

Velocity of objects is calculated by dividing an object’s distance moving between frames by the time
interval between the frames. In our experiment, videos were recorded at 15 and 11 fps in spots A and B,
respectively, and sampled at every fifth frame. Therefore, the time interval F between two consecutive
frames was 1/3 s in spot A, and 5/11 s, in spot B. Meanwhile, pixel distance in our transformed overhead
points was converted into real-world distance in meters. We infer pixel-per-meter constant (P) using
the actual length of the crosswalks as our reference point. In our experiment, the actual length of both
crosswalks in spots A and B were 15 m, and the pixel lengths of these crosswalks were 960 pixels. Thus,
object velocity was calculated as:

object distance

T+P M

Velocity =
The unit is finally converted into km/h.
Vehicle acceleration (VA): Vehicle acceleration is also an important factor to determine the potential
risk for pedestrian injury. In general, while vehicles pass over a crosswalk with a pedestrian nearby,
they reduce speed (resulting in negative acceleration values). If many vehicles maintain speed (zero
value) or accelerate (positive values) while nearby the crosswalk or pedestrian, it can be considered as
a risky situation for pedestrians.
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Vehicle acceleration is the difference between vehicle velocities in the current frame (vg) and in the
next frame (v):

Acceleration = ¢ _FUO m/s? )

The unit is finally converted into km/h?.

Distance between vehicle and pedestrian (DVP): This feature refers to the physical distance
between each vehicle and pedestrian. In general, if this distance is short, the driver should slow
down with additional caution. However, if the vehicle has already passed the pedestrian, accelerating
presents less risk than when the pedestrian ahead of the car. Therefore, we measure DVP to distinguish
between these types of situations. If a pedestrian is ahead of the vehicle, the distance has a positive
sign, if not, it has a negative sign:

object tgstance ( )

+ m), if the pedestrian is in front of the vehicle
DVP = __ object distance (m)
P 7

. ®3)
otherwise

Distance between vehicle and crosswalk (DVC): This feature is also extracted by calculating the
distance between vehicle and crosswalk. We measure this distance from the crosswalk line closest to
the vehicle; when vehicle is on the crosswalk, the distance is 0:

object distance

DVC — 5 (m), if a vehicle is out of crosswalk

4)

0, otherwise

As a result of feature extraction, we can obtain a structured dataset suitable for various data
mining techniques, as seen in Table 2.

Table 2. Example of the structured dataset for analysis.

Spot#  Event# Frame#  VV (km/h) VA (km/h?) PV (km/h)  DVP (m) DVC (m)

1 1 1 19.3 5.0 3.2 121 8.3
1 1 2 16.6 =21 29 -11.4 6.2
1 529 8 32.1 8.4 4.1 8.0 0

2 1 1 11.8 1.2 33 17.2 18.3
2 1 2 9.5 0.3 27 7.8 43
2 333 12 22.3 1.6 7.2 3.3 2.3

-+ : It means that the records are still listed

2.5. Data Mining Techniques for PPRE Analysis

In this section, we describe two data mining techniques used to elicit useful information for
an in-depth understanding of potential pedestrian risky events: K-means clustering and decision
tree methods.

K-means clustering: Clustering techniques consist of unsupervised and semi-supervised learning
methods and are mainly used to handle the associations of some characteristic features [28]. In this
study, we considered each frame with its extracted features as a record, and used k-means clustering to
classify them into categories which could indicate degrees of risk. The basic idea of k-means clustering
is to classify the dataset D into K different clusters, with the classified clusters C; consisting of the
elements (records or frames) denoted as x. The set of elements between classified clusters is disjointed,
and the number of elements in each cluster C; is denoted by #;. The k-means algorithm consists of
two steps [29]. First, the initial centroids for each cluster are chosen randomly, then each point in
the dataset is assigned to its nearest centroid by Euclidean distance [30]. After the first assignment,
each cluster’s centroid is recalculated for its assigned points. Then, we alternate between reassigning
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points to the cluster of its closest centroid, and recalculating those centroids. This process continues
until the clusters no longer differ between two consecutive iterations [31].

In order to evaluate the results of k-means clustering, we used the elbow method with the sum of
squared errors (SSE). SSE is the sum of squared differences between each observation and mean of its
group. It can be used as a measure of variation within a cluster, and the SSE is calculated as follows:

SSE = Z(xi -%)? ()
i=1

where 7 is the number of observations x;, which is a value of the i-th observation, and x is the mean of
all the observations.

We ran k-means clustering on the dataset for a certain range of values of K, and calculate the SSE
for each result. If the line chart of SSE plotted against K resembles an arm, then the “elbow” on the
arm represents a point of diminishing returns when increasing K. Therefore, with the elbow method,
we selected an optimal number of K clusters without overfitting our dataset. Then, we validated the
accuracy of our clustering by using the decision tree method.

Decision tree: Decision trees are widely used to model classification processes [32,33]. It is one of
many supervised learning algorithms, and can effectively divide a dataset into smaller subsets [34].
It takes a set of classified data as input, and arranges the outputs into a tree structure composed of
nodes and branches.

There are three types of nodes: (1) root node, (2) internal node, and (3) leaf node. Root nodes
represent a choice that will result in the subdivision of all records into two or more mutually exclusive
subsets. Internal nodes represent one of the possible choices available at that point in the tree structure.
Lastly, the leaf node, located at the end of the tree structure, represents the final result of a series of
decisions or events [35,36]. Since a decision tree model forms a hierarchical structure, each path from
the root node to leaf node via internal nodes represents a classification decision rule. These pathways
can be also described as “if-then” rules [36]. For example, “if condition 1 and condition 2 and ... condition
k occur, then outcome j occurs.”

In order to construct a decision tree model, it is important to split the data into subtrees by
applying criteria such as information gain and gain ratio. In our experiment, we applied the popular
C4.5 decision tree algorithm, an extended algorithm of ID3 that uses information gain as its attribute
selection measure. Information gain is based on the concept of entropy of information, referring to the
reduction of the weight of desired information, which then determines the importance of variables [35].
C4.5 decision tree algorithm selects the attribute of the highest information gain (minimum entropy) as
the test attribute of the current node. Information gain is calculated as follows:

Information Gain(D, A) = Entropy(D Z ||D| Entropy ) (6)

where D is a given data partition, and A is the attribute (the extracted five features in our experiment).
D is split into v partitions (subsets) as :Dl, Dy,..., Dj}. Entropy is calculated as follows:

Entropy(D Z pilog, pi (7)

ISi, ol

where p; is derived from =5, and has non-zero probability that an arbitrary tuple in D belongs to
class (cluster, in our experiment) C. The attribute with the highest information gain is selected. In the
decision tree, entropy is a numerical measure of impurity, and is the expected value for information.
The decision tree is constructed to minimize impurity.
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Note that in order to minimize entropy, the decision tree is constructed to maximize information
gain. However, information gain is biased toward attributes with many outcomes, referred to as
multivalued attributes. To address this challenge, we used C4.5 with “gain ratio”. Unlike with
information gain, the split information value represents the potential information generated by
splitting the training dataset D into v partitions, corresponding to v outcomes on attribute A. Gain
ratio are used for split criteria and calculated as follows [37,38]:

_ Information Gain(A)

GainRatio(A) = Splitlnfo(A) :
v Ip: D;
Splitinfo(A) = - | % Ing(%] :
j=1

The attribute with the highest gain ratio will be chosen for splitting attributes.

In our experiment, there are two reasons for using the decision tree algorithm. First, we can
validate the result of the k-means clustering algorithm. Unlike k-means clustering, the performance
of the decision tree can be validated through its accuracy, precision, recall, and F1 score. Precision is
the ratio of positive classification to the classified results, and recall is the ratio of data successfully
classified in the input data [37,39].

Precision = ﬁ (10)
TP
Recall = ——— 11
= TP L EN) (1)
Fl 05 (Precision = Recall) (12)
score =2X ~————————
(Precision + Recall)

where TP is true positive, FP is false positive, and FN is false negative.

Second, we can analyze the decision tree results in-depth, by treating them as a set of “if-then”
rules applying to every vehicle—pedestrian interaction at that location. At the end of Section 3, we will
discuss the results of the decision tree and confirm the feasibility and applicability of the proposed
PPRE analysis system by analyzing these rules.

3. Experiments and Results

3.1. Experimental Design

In this section, we describe the experimental design for k-means clustering and decision trees as
core methodologies for the proposed PPRE analysis system. First, we briefly explain the results of
data preprocessing and statistical methodologies. The total number of records (frames) is 4035 frames
(spot A: 2635 frames and spot B: 1400 frames). Through preprocessing, we removed outlier frames
based on extreme feature values, yielding 2291 and 987 frames, respectively. We then conducted [0, 1]
normalization on the features as follows:

s di—min(d)

i max(d) —min(d) (13)

Prior to the main analyses, we conducted statistical analyses such as histogram and correlation
analysis. Figure 7a—f illustrated histograms of all features and each feature, respectively. VV and
PV features are skewed low since almost all cars and pedestrians stopped or moved slowly in these
areas. Averages of VV and PV are at about 24.37 and 2.5 km/h, respectively. When considering speed
limits are 30 km/h in these spots, and the average person’s speed is approximately 4 km/h, these
are reasonable values. DVP (distance from vehicle to pedestrian) shows two local maxima: One for
pedestrians ahead of the car, and one for behind.
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Figure 7. Histograms of (a) all features; (b) VV; (c) VA; (d) PV; (e) DVP; and (f) DVC.

Next, we can study the relationships between each feature by performing correlation analysis.
Figure 8a,b represents correlation matrices in spots A and B. In spot A, we can observe negative
correlation between VV and DVP. This indicates that vehicles tended to move quickly near pedestrians,
indicating a dangerous situation for the pedestrian. In spot B, there is negative correlation between PV
and DVP, which could be interpreted in two ways: Pedestrians moved quickly to avoid a near-miss
by an approaching car, or pedestrians slowed down or stopped altogether to wait for the car to pass
nearby. Since we extracted only video clips containing scenes where at least one pedestrian and one
car were in the camera view at the same time, DVP and DVC have positive correlation.

X 0.6
VA VA
03 03
1 4% rv
0 0
Dvp 03 DvP 03
-0.6 -0.6
DvC DVC
\'A% VA 14Y% Dvp \'A% VA 1% DvVP

@ (b)

Figure 8. Correlation matrices in (a) spot A; and (b) spot B.
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For our experiment, we conducted both quantitative and qualitative analyses. In the quantitative
analysis, we performed k-means clustering to obtain the optimal number of clusters (K). Each clustering
experiment was evaluated by the SSE depending on K between 2 to 10, and through the elbow method,
we chose the optimal K. Then, we used the decision tree method to validate the classified dataset
with a chosen K. The proportion of training and test data were at about 70% (2287 frames) and 30%
(991 frames), respectively. In the qualitative analysis, we analyzed each feature and its relationship
with multiple other features by clustering them. Then, we analyzed the rules derived from the decision
tree and their implications for the behavior and safety at the two sites.

3.2. Quantitative Analysis

In order to obtain the optimal number of clusters, K, we looked at the sum of squared errors
between the observations and centroids in each cluster by adjusting K from 2 to 10 (see Figure 9).
SSE decreases with each additional cluster, but when considering computational overhead, the curve
flattens at K = 6. Thus, we set the optimal K at 6, which means that the five behavioral features could
be sufficiently classified into six categories.

SSE
450

400

350 Elbow point

300

250

2 4 6 8 K

Figure 9. Sum of squared errors with elbow method for finding optimal K.

As a result of this clustering method, we obtained the labels (i.e., classes or categories). Since this
is an unsupervised learning model, and since the elbow method is partly subjective, we need to ensure
that the derived labels are well classified.

Thus, with the chosen K, we performed the decision tree classifier as a supervised model, and
used the following parameter options for learning process: a gain ratio for split criterion, max tree
depth of 5, and binary tree structure. As a result, Table 3 shows the confusion matrix, with the accuracy
remaining at 92.43%, and the average precision, recall, and F1-score all staying at 0.92.

Table 3. Confusion matrix.

Actual Class

Expected Class

0 1 2 3 4 5
0 137 1 4 0 1 2
1 1 212 0 8 1 0
2 7 0 156 5 2 3
3 0 7 6 240 1 0
4 0 3 4 6 75 0
5 4 0 7 0 2 96

Thus, with the k-means clustering and decision tree methods, we determined an optimal number
of clusters (6), and evaluated the performance of the derived clusters.
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3.3. Qualitative Analysis

We scrutinized the distributions and relationships between each two features, and clarified
the meaning of each cluster by matching each cluster’s classification rules and the degree of PPRE.
This section consists of three parts: (1) Boxplot analysis for single feature by cluster, (2) scatter analysis
for two features, and (3) rule analysis by decision tree.

First, we viewed the boxplot grouped by cluster, as illustrated in Figure 10a—e, as distributions of
VV, VA, PV, DVP, and DVC features, respectively. In Figure 10a, cluster #5 is skewed higher than others,
and this would distinguish it from the others overall. In Figure 10b,e, most frames are evenly allocated
to each cluster, and a clear line does not seem to exist for their classification. In Figure 10c, we can see
that in cluster #4, most frames are associated with high walking speed. In Figure 10d, cluster #0 and #1
are skewed higher than others, and have similar means and deviations. Comprehensively, cluster #5
has high VV and low PV, and cluster #4 has low VV and high PV. Cluster #0 and #1 have high DVP,
but cluster #0 has moderate VV, and cluster #1 has low VV. As above results reveal, partial clusters
have distinguishable features. However, boxplot analysis only illustrates a single feature, limiting its
use in clearly defining the degrees of PPRE.
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Figure 10. Boxplots of (a) VV; (b) VA; (c) PV; (d) DVP; and (e) DVC by clusters.
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Second, we performed the correlation analysis between two features by using scatter matrices as
illustrated in Figure 11. This figure describes the comprehensive results for labeled frames by hue and

correlations between each feature.
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Figure 11. Result of correlation analysis using scatter matrices by clusters.

We studied three cases which are well-marked in detail (see Figure 12a—c). Figure 12a represents
the distributions between VV and PV features by cluster. Cluster #5 features high-speed cars and slow
pedestrians. This could be interpreted as moments when pedestrians walk slowly or stop to wait for
fast-moving cars to pass by. Cluster #4 could be similarly interpreted as moments when cars stop or
drive slowly to wait for pedestrians to quickly cross the street.

() (b) (c)
Figure 12. Cluster distributions of (a) VV-PV; (b) VV-DVP; and (c) PV-DVP.

Figure 12b illustrates the scatterplot between VV and DVP features. Remarkably, most clusters
appear well-defined except for cluster #4. For example, cluster #3 has low VV and low DVD, for cars
slowing or stopped while near pedestrians. Cluster #2 has higher VV than those of cluster #3 and low
DVP, representing cars that move quickly while near pedestrians. Cluster #5 seems to capture vehicles
traveling at high speeds regardless of their distance from pedestrians.

Finally, Figure 12c shows the relationships between PV and DVP. In this figure, cluster #1 has low
PV and high DVP, capturing pedestrians walking slowly even when cars are far from them. In cluster
#4, regardless of distance from cars, pedestrians run quickly to avoid approaching cars. Through these
analyses, it is possible to know features” distributions as allocated to each cluster, and to simply infer
the type of PPRE that each cluster represents.
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Finally, we visualized the decision tree and analyzed it in order to figure out how each cluster
could be matched to degrees of PPRE. Note that the decision tree makes it possible to analyze the
classified frames in detail in the form of “if-then” rules. Figure 13 shows the result of the full decision
tree without pruning, representing all of the complicated rules in detail. However, for the purpose of
this paper, we chose to simplify the tree and the derived rules by limiting their maximum depth to
5levels. Figure 14 shows the simpler decision tree and Table 4 lists its derived rules.

Figure 13. Result of decision tree (no pruning).

=216 km/h >21.6 km/h
T 1
<106m S 106m =545 km/h >545 km/h
=31 km/h >31km/h =78 km/h >7.8 km/h =92m >92m <156m >156m
| 2 1
e o
#4
\ | j ‘ I | ‘ \
=6.6 km/h >6.6 km/h <117 km/h >117 km/h

<123m >123m l <102 km/h >10.2 km/h l <654 km/h  >65.4 km/h

+
Cluster Cluster
#4 #

Sublree Subtree Subtree Subtree
Figure 14. Result of decision tree with pruning.
Table 4. Rules derived from decision tree.
Cluster # Rules
VV > 21.6 km/h and DVP > 9.2 m and PV <= 10.2 km/h
0 or
54.5 km/h < VV <= 65.4 km/h and DVP > 15.6 m
1 VV <= 21.6 km/h and DVP > 10.6 m and PV <= 7.8 km/h
2 21.6 km/h < VV <= 54.5 km/h and DVP <= 9.2 m and PV <= 6.6 km/h
3 VV <=21.6 km/h and DVP <= 10.6 m and PV <= 3.1 km/h
VV <=21.6 km/h and DVP <= 10.6 m and PV > 3.1 km/h
or
4 VV <=21.6 km/h and 10.6 m < DVP <= 12.3 m and PV > 7.8 km/h
or
21.6 km/h < VV <= 54.5 km/h and DVP <= 9.2 m and PV > 6.6 km/h
5 VV >=54.5 km/h and DVP <= 15.6 m and PV <= 11.7 km/h

Note: Vehicle velocity = VV, vehicle acceleration = VA, pedestrian velocity = PV, vehicle-pedestrian distance = DVP,
vehicle-crosswalk distance = DVC.

In this figure, VV serves as the root node, reflecting its importance in classifying the given data.
In addition, although we started with five features (VV, VA, PV, DVP, and DVC), only three features
(VV, PV, and DVP) formed branches in this simplified decision tree. We focused on analyzing the rules
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for paths from root to leaf node, rather than what each node means within the context of the tree and
subtrees. For example, if we follow the leftmost path from root node to the leaf node (VV is less than
21.6 km/h, DVP is less than 10.6 m, and PV is less than 3.1 km/h), then this rule matches cluster #3.
Based on these “if-then” rules, we can interpret the patterns for each cluster. Table 4 shows all of the
rules derived from this decision tree.

In cluster #1, cars are driving slowly, and pedestrians are at least 10 m away, while in cluster #3,
cars are driving slowly but closer to the pedestrians, who are stopped or walking very slowly. Both of
these represent safer situations than the other clusters.

Cluster #0 encompasses two scenarios. First, vehicles are moving at moderate to high speeds,
but pedestrians are sufficiently far away and walking somewhat quickly. Alternatively, cars are moving
faster than the speed limit, but their distance from pedestrians is large. We interpret cluster #0 to
represent potential (but not severe) risky situations. Similarly, cluster #2 shows vehicles driving at
moderate speeds within 9 m of pedestrians, who are walking slowly. Cluster #4 includes three branches
that parallel situations in clusters #1, #2, and #3, but with faster-moving pedestrians. Either pedestrians
are moving quickly to avoid contact, or are entering the crosswalk at higher speeds, implying greater
risk to the pedestrian.

We regarded cluster #5 as having the most dangerous situations, since vehicle velocities far exceeds
the speed limit, at distances from pedestrians within ~15 m.

Comprehensively, we can match each rule (cluster) to a degree of PPRE. As a result, clusters #1
and #3 appear safe, while clusters #0, #2, and #4 are ambiguous but could represent risky situations for
pedestrians. The risks in cluster #5 were much clearer.

3.4. Results in Summary

In this study, we aimed to detect traffic-related objects from video footage, extract their behavioral
features, and classify the frames by using data mining techniques such as k-means clustering and
decision trees. We applied our system using a large video dataset from Osan city, automatically
extracted object trajectories and frame-level features, determined the optimal number of frame clusters
using the elbow method with the sum of squared errors, and evaluated the result by using a decision
tree. As a result, the accuracy of our model is at 92.43% when the optimal K is 6 clusters.

We then performed a boxplot analysis for single feature by cluster, scatter analysis for two features,
and rule analysis derived from decision tree. While some clusters could be distinguished by boxplot,
scatter plots provided clearer distinctions between the clusters. Rule analysis allowed us to interpret
each cluster, and although three of the six clusters could be clearly identified as safe or dangerous
situations, the remaining three clusters were more ambiguous in their potential risk to pedestrians.
We also found that of our five initial features, only vehicle velocity, vehicle-pedestrian distance,
and pedestrian velocity were needed to classify situations at a high level.

Figure 15 illustrates an example situation from each cluster, and the three behavioral features used
to classify them.
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Figure 15. Examples of objects’ states based on rules in (a) cluster #0; (b) cluster #1; (c) cluster #2;
(d) cluster #3; (e) cluster #4; and (f) cluster #5.

3.5. Discussions

When preprocessing and extracting behavioral features, we handled video footage on an end-point
server with direct access to the image feed from individual CCTV cameras (see Figure 3). Because
we only worked with two cameras and processed one hour of footage from each day, our system
could afford to run more slowly than real-time. However, it is possible to optimize the system to run
at or faster than real-time, which will be necessary to expand the scale to larger urban areas with
more cameras available, as well as longer daily study periods. The future goals of this study are to
accumulate a large number of vehicle-pedestrian interaction events, in diverse environments and
external conditions, and provide a dense dataset for other types of behavioral analysis.

Much research has been conducted on pedestrian safety evaluation at locations where they are
vulnerable (e.g., mid-block crosswalks, intersections, school zones, etc.) by analyzing vehicle and
pedestrian behaviors and their interactions based on vision sensors. Table 5 compares characteristics
of previous systems with our approach. To assess potential risk, these systems extracted various
standardized features from video footage, such as time-to-collision (TTC) or post-encroachment time
(PET), but in practice, most relied on manual effort by a human observer. The closest approach to
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ours was [40], which similarly automated the entire process of object detection, tracking, and feature
extraction, but focused on TTC at signalized intersections. By contrast, our process focused on
unsignalized crosswalks, looked more generally at velocities and distances to assess risk, and introduced
clustering as a new way to categorize types of risk event. Thus, we combine the advantages of
automated feature extraction with machine learning to efficiently characterize potential risk events in
these vulnerable locations.

Table 5. Comparison table for characteristics of previous systems with our approach.

Object

Data Source  Target Spot Obj e.ct Identification Featu}'e Used Features
Detection . Extraction
and Tracking
Unsignalized .
Ref [13] cctv mid-block x n/a x Pedestrian safety
camera margin
crosswalk
. . Crossing speed,
Ref [14] ccrv . Slgnahz‘ed X n/a X pedestrian delay,
camera intersections etc
Ref [15] ccrv Signalized X n/a X t C;e:f;:;LEh;Cfed
camera intersections Ype, ot 8 speed,
Ref [17] CCTV . Slgnahzgd X n/a N TTC, P.edesma“
camera intersections gait, etc.
Ref [40] cerv Signalized + + + TTC, etc.
camera intersection
Driving . Maximum
Ref [41] simulator Ig/rlii_:‘)/\l’z;lz X n/a n/a deceleration, TTC,
data PET, etc.
Thermal Unsignalized Ob]ecris{gdeiid’ PE
Ref [42] video S1g © X n/a X yieng
crosswalk compliances,
camera .
conflict rates, etc.
y CCTV . Object trajectory,
Ref [43] camera Intersections n/a + + TTC, etc.
Ref [44] ccrv School zone n/a + + Object trajectory, VV
camera roads
Proposed CCTV Unsignalized + + . VV, VA, PV, DVP
System camera crosswalk and DVC

Note: x: Manual extraction, +: Automated extraction, n/a: Not applicable, TTC: Time to collision, PET:
Post-encroachment time.

In addition, by classifying potentially risky situations, we sought to create an objective metric that
planners could use to compare different crosswalks, based on the relative frequency of these events at
each location. Crosswalks dominated by “dangerous” clusters demand closer attention than those
with mostly “safe” events. However, as our results show, there are still clusters of situations that, while
distinct, are not easily classified as “safe” or “dangerous”.

Because vehicle-pedestrian interactions happen many times more often than actual accidents,
this approach provides a richer, denser, more consistent perspective on the safety of these environments.
We hypothesize that a much larger-scale PPRE dataset could actually be correlated with accident
rates to clarify the relative risk of different types of event, or even predict accident rates based on
observable driver/pedestrian behavior at the crosswalks. This could become part of a decision support
system allowing transportation engineers or city planners to study existing areas, propose alternative
road/intersection designs, and test the impact of these physical changes over relatively short timeframes.
We plan to develop this decision support system in subsequent studies.
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4. Conclusions

In this study, we demonstrated a system for classifying potential pedestrian risky events at
unsignalized crosswalks, using data mining techniques on footage from existing traffic surveillance
cameras. The core methodologies were to automatically recognize objects’ precise contact points
(despite the oblique perspective of the camera footage), to extract their behavioral features through
simple object tracking, and to classify the types of risk and analyze features in each class through data
mining, visualization, and interpretation. We validated the feasibility of our proposed PPRE analysis
model by implementing it with Tensorflow, OpenCV libraries, and k-means clustering and decision
tree algorithms in Python, and applying it to actual video data from unsignalized crosswalks in Osan
city, South Korea.

Our results show the potential value and limits of information derived from such video
data, in identifying situations and places where potential pedestrian risky events frequently occur.
Such information can be harvested without great expense nor new infrastructure, specifically by
repurposing security footage near roads to extract anonymized movement trajectories of vehicles near
pedestrians. Collecting this data at a large scale could help protect pedestrians by detecting potentially
dangerous driving patterns in certain areas before accidents occur there. This research is the first step
to develop safer mobility environments in smart cities. Further reinforcement of the proposed model is
required and is a part of our ongoing work.
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Abstract: This paper describes the development of deep learning based human-centered threat
assessment for application to automated driving vehicle. To achieve naturalistic driver model that
would feel natural while safe to a human driver, manual driving characteristics are investigated
through real-world driving test data. A probabilistic threat assessment with predicted collision time
and collision probability is conducted to evaluate driving situations. On the basis of collision risk
analysis, two kinds of deep learning have been implemented to reflect human driving characteristics
for automated driving. A deep neural network (DNN) and recurrent neural network (RNN) are
designed by neural architecture search (NAS), and by learning from the sequential data, respectively.
The NAS is used to automatically design the individual driver’s neural network for efficient and
effortless design process while ensuring training performance. Sequential trends in the host vehicle’s
state can be incorporated through hand-made RNN. It has been shown from human-centered risk
assessment simulations that two successfully designed deep learning driver models can provide
conservative and progressive driving behavior similar to a manual human driver in both acceleration
and deceleration situations by preventing collision.

Keywords: risk assessment; deep learning; neural architecture search; recurrent neural network;
automated driving vehicle

1. Introduction

Autonomous vehicles are designed to take human error out of driving actions, which should help
make self-driving vehicles safer, thus, dramatically reducing the number of road accidents. Nowadays,
high-level automation projects such as General Motors’ Cruise Automation [1], Waymo from Google [2],
and the highly market penetrated Autopilot from Tesla [3] are the main examples of the leading
commercial autonomous vehicle industry. Waymo’s robot taxis, although there are still some notable
complaints about driver acceptance, according to [4] because of shaky driving experience, as well as
lack of trust in the autopilot is one of the critical reasons for low acceptance of the system [5].
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Recently, Hyundai Motor Group develops the world’s first machine learning based smart cruise
control (SCC-ML) technology [6]. SCC-ML combines Al and SCC into a system that learns the driver’s
patterns and habits on its own. Through machine learning, SCC autonomously drives in an identical
pattern as that of the driver. Lefevre et al. [7] proposed a method for personalizing the driving style of
an autonomous vehicle. The driving styles are learned from the human driver in order to benefit from
the experienced skill sets of different situations. According to [8], a confusion matrix method based on
natural driving data sets was used to tune control parameters in the proposed adaptive cruise control
(ACC) system.

Although conventional learning framework is beneficial for mimicking human driver behavior,
however, it consumes a large amount of time and error-prone process due to the fact that it is developed
by human experts [9]. As deep learning has scaled up to more challenging tasks, the architectures have
become difficult to design by hand [10]. For these reasons, various studies have been carried out to
generate the network architecture automatically [11]. Structure learning is a very useful instrument
that is able to automatically find an appropriate artificial neural network (ANN) architecture [12].
For this reason, the structure learning algorithm is used to generate the topology of ANN in this study.

Nevertheless, NAS based DNN is still questionable due to a lack of sequential data. Zoph and
Le [13] use a recurrent neural network (RNN) policy to sequentially sample a string that in turn
encodes the neural architecture. The main advantage of RNN over ANN is that RNN can model a
sequence of data (i.e., time series) so that each sample can be assumed to be dependent on previous
ones. In order to express the sequential data in both acceleration and deceleration situations of human
driving, hand-made RNN is implemented in this paper.

With a well-trained neural network, the automated driving function can be achieved by
guaranteeing the safety at any driving speed. Thus, human-centered risk assessment approach [14]
has been incorporated to demonstrate the naturalistic and safe driving performance for a vehicle
longitudinal control situation. There are many different risk assessment methods that have been
investigated previously through many scholars [15-17]. The current stages of risk metrics are mainly
explained by the predicted time when some known hazardous events are encountered. The typical
predicted time based indices include the time to collision (TTC) or time to impact [18]. Polychronopoulos
et al. proposed the predicted time to minimum distance with sensor-fusion method [19]. Time to react
which means the last point to decelerate or accelerate or steer to avoid the predicted collision has
been proposed and analyzed [17]. Berthelot et al. presented an algorithm to compute the probability
distribution of TTC induced by an uncertain system input and thus allows to use TTC as a more robust
and reliable probabilistic activation condition [20].

This paper is organized as follows. The next section accounts for human driving data based threat
assessment by investigating manual driving data. In Section 3, a design of deep neural network for
learning human driver is demonstrated. The two deep learning driver model based risk assessment
algorithms with manual human driving data are evaluated and validated via simulation studies in
Section 4. Finally, conclusions are provided in Section 5.

2. Human-Centered Threat Assessment

A human driver’s driving behavior is analyzed using real-world driving data. Driving data
were collected using a test vehicle. Figure 1a shows the test vehicle used for a human-centered risk
assessment in this study. We modified the 2014 Kia K7 with market-released sensor setup as follows: A
multilayer laser scanner was added for monitoring static obstacles with increased precision. For lane
detection, an additional monocular vision system was mounted on the windshield. In addition, a
low-cost-GPS was equipped for a rough-precision host-localization which is used for initial corridor
decision. The complete sensor setup is shown in Figure 1a. Yellow is a monocular vision system
for lane detection. The front radar system is depicted in blue and two rear-side radars are depicted
in green. A multilayer laser scanner for obstacle monitoring is shown in red and a low-cost GPS is
depicted in purple signal. Vehicle speed, engine RPM, turbine speed of the torque converter, throttle
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position, and gear status are obtained from the engine control unit (ECU) and each sensor through the
controller area network (CAN). With 125 drivers, the measured data set for a normal driving is 1809,
and for an emergency deceleration case is 62.

Figure 1b shows an architecture of human-centered threat assessment algorithm with sensors. In
order to process the data from the sensor input, an environment description algorithm has 10 Hz of
sampling rate [21].
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Figure 1. The experimental vehicle with sensor setup and architecture of a human-centered risk
assessment. (a) Sensor configuration of test vehicle; (b) Architecture of human-centered threat assessment.
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2.1. Driving Characteristics of Human Drivers

It is well known that the threat assessment performance can be significantly enhanced by
human-centered risk assessment in [14]. The human-centered risk assessment algorithm monitors the
risk and determines an active safety control intervention point based on collision probability. In order
to analyze the driving pattern of the human driver, the collision probability is used to compute the
threat vehicle ahead using real-road test driving data. The test had been performed on the highway
and urban traffic situations. It consists of 40 to 1800 s of driving duration with the speed of 0 to 120 kph.
With 125 drivers, the measured data set for a normal driving is 1809, and for an emergency deceleration
case is 62. The collision probability, maxCp is accumulated as seen in Figure 2. With the computation
of collision probability, most probable predicted collision time, Tpuaxcp, is derived according to maxCp
real time. The driving data can be analyzed by contouring it based on the range of general acceleration
pattern of the driver. To minimize the effect of outlier detection from sensors, accumulated average
longitudinal acceleration is used by removing the outliers. Figure 3 successfully demonstrates the
human driver’s driving pattern due to the fact that collision risk increases as the driver decelerates the
vehicle. The driver’s normal driving pattern is not generally expressed on the “A” since the collision
risk grows really fast with the short duration. Additionally, the collision probability cannot be defined
on “B”.

Average Longitudinal Acceleration

T T T T

Collision Probability [%]

T D, maxCp [S]

Figure 2. Human driver’s driving pattern with acceleration.
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Figure 3. Accumulation of peak collision probability.
2.2. Risk Management

The test driving data usually constitutes four phases of risk management pattern of the human
driver as shown in Table 1. Phase 0 is normal driving situation. Phase 1 is alert situation because of
human perception failure. The human perception failure can be triggered by distracted or incautious
driving. Phase 2 is hazard detection with control for the collision avoidance. Phase 3 is a recovery stage
for a safety distance with respect to the preceding vehicle. In order to verify the threat assessment and
risk management strategy, the vehicle test had been performed on the real road as seen in Figure 4.
The host vehicle (denoted by green vehicle) drives in a straight lane with an initial speed of 50 km/h.
The participant 1 (denoted by gray vehicle) drives with an initial speed of 40 km/h and participant
2 is the stop vehicle. Participant 1 suddenly starts to cut-out when the host-vehicle’s clearance to
participant 2 is only just 35 m. As meeting the unexpected stop vehicle, the host vehicle suddenly
brakes to assure a safe distance using the peak deceleration at about 4 m/s. Figure 5 shows the three
stages of human driver’s risk management pattern as explained above according to the described
test scenario.

Table 1. Risk management and driving phase [21].

Driving Phase Risk Management
Phase 0 Normal Driving
Phase 1 Collision Risk Increase
Phase 2 Safety Control
Phase 3 Safety Spacing
. sudden cut out
Host Vehicle

- Initial speed: 50kph
10D

il
Participant 2
- Stop vehicle

Participant 1
- Initial speed: 40kph

Figure 4. Test scenario: Sudden stop due to unexpected stop-vehicle.
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Figure 5. Risk management strategies.

3. Design of Deep Neural Network for Learning Human Driver

Deep neural network (DNN) is a multi-layer perceptron (MLP) with many hidden layers [22].
It consists of many neurons. Neurons which consist of MLP are called perceptron. Perceptron is an
algorithm for supervised learning of binary classification which imitate neurons of human driver’s
driving pattern by mimicking its brain. It is trained with the error backpropagation algorithm [23].

There are various types of DNN and each has an appropriate application. For example,
convolutional neural network (CNN) is the most famous structure of DNN. CNN is specialized
in image data processing which can be regarded as a two-dimension (2D) grid of pixels [24]. To learn
human driving data, other forms of DNN need to be considered.

3.1. Deep Neural Network Based on Neural Architecture Search

Neural architecture search (NAS) is a method for automatic design of DNN architecture. In general,
designing high-performance DNN architectures require extensive research efforts by human experts
through lots of trial and error [25]. It is a time consuming and error-prone process [26]. However, the
NAS method allows researchers to find proper architecture easily.

The NAS method can design individual DNN architecture automatically according to every single
driver dataset. Due to this, NAS techniques are beneficial for effortless and efficient design of tailor
made DNN for intelligent driver assistance systems [27].

3.2. Recurrent Neural Network (RNN) Using Sequential Data

RNNs are DNN architectures for processing sequential data such as text or speech [28-30]. At each
time step, the current output presents the network through a layer of input units [29]. In other
words, output data of the previous step is used for current input data. It is possible for RNNs to
remember previous states and to learn sequential data through the recursive process. RNNs are
suitable for learning driving patterns due to the fact that driving patterns can be represented by time
series sequential data [31]. Thus, RNNs are expected to show good results of human driving pattern
compared to other DNNS.
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3.3. Learning Driving Data of Adaptive Cruise Control

We used both DNN generated by NAS and general RNN architecture to learn human driving data
as described in Section 2. Both NAS based DNN and RNN have two inputs as shown in Figure 6: A
longitudinal acceleration (Ax) and the most probable predicted collision time (Tpuaxcp). Additionally,
the output is collision probability, maxCp.

As shown in Figure 6, NAS methodology with an auto-design DNN architecture which
uses evolutionary algorithm (EA) with variable chromosome genetic algorithm (VCGA) has been
implemented [18]. VCGA makes ANN variable with variable chromosome and chromosome
attachments, which makes it suitable for generating simple ANN.

Design and Training Process of NAS based DNN

Design Process of DNN

Sampled
Driv’ijng Auto-design Architecture
VCGA
Dataset

Train auto-designed Architecture

<+

Full Training Process of auto-designed DNN
Drivi
D;‘;Isnegt Train fixed neural network architecture
input data Auto-Designed DNN Output data
T - Individual Driver Model (maxCp)
maxcp

Figure 6. Auto-design process of DNN using NAS.
4. Simulation Studies

To validate the design of DNN and its applications for human-centered threat assessment of
automated driving vehicle, simulations are conducted on the C/C++ and MATLAB/SIMULINK,
respectively.

Design validations for the two DNN are performed using real world test driving data as described
in Section 2. Using sampled data, NAS based DNN is generated. Trade-off between a loss rate and
calculation speed have been investigated to make sure whether NAS makes the correct structure.
The loss rate is the discrepancy of the manual driver’s data and output data of trained model.

In order to investigate the effectiveness of sequential data characteristics of RNN, we compare
auto-designed (NAS based) DNN with hand-made RNN by presenting the average loss rate of two.

Human-centered threat assessment has been implemented to represent driving behavior of two
deep learning models. The two trained output have been analyzed and demonstrated through a
collision risk framework compared with manual driving data as described in Section 2. According to
the type of neural network, the driving styles are expressed.

4.1. Deep Neural Network Design Validation

We evaluated the proposed two ANN (auto-designed DNN and RNN) on driving dataset of ACC.
The size of this dataset is 146,565. First, we sampled eight data for the process of auto-design DNN.
Figure 7 shows the auto-design process of DNN using NAS. It has eight batch sizes and 5000 epochs
with a 0.2 learning rate. The number of neurons including DNN has increased by 14 in early stage, and
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it has an accuracy lower than 0.8. However, the number of neurons has decreased by six and it shows
that oscillatory increased up to 10. When it has increased to 10, accuracy of this DNN is about 0.9.
After 10 neurons, the number of neurons has decreased gradually. On the other hand, accuracy has
settled down within about 0.9. The number of neurons has decreased and settled down to four or six.

14 T T T T T T 0.92
: Number of Neuron

12 g i - 0.9
5 o
g i 0.88
[0} [ :
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Figure 7. Auto-design process of DNN using NAS.

The auto-designed DNN architecture shown in Figure 7 has four or six neurons and a fully
connected architecture with one hidden layer. Then, we simulated some DNN architecture trained
with full dataset to validate this result. Figure 8 shows results of loss rate with respect to the number of
neurons. The architecture with five or six neurons shows the minimum loss, meanwhile it has a similar
loss rate. The architecture that has lower number of neurons is a much better architecture since the
number of neurons affect the calculation speed. Figure 9 shows the loss of auto-designed DNN with
five neurons. The average loss rate of this architecture is 0.016811.

0.022 ; : ; .

Loss
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Figure 8. Loss rate with respect to the number of neurons.
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Figure 9. Loss of auto-designed DNN.
Since the human driving dataset has sequential data, we compared auto-designed DNN with

RNN. The RNN architecture with a five sequence length is implemented. Figure 10 shows loss of RNN.
The average loss rate of this architecture is 0.029620.
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Figure 10. Loss of RNN.

Table 2 presents average loss rate of each of architectures. DNNs with 5 neurons and 6 neurons
have almost same loss rate. However, DNN with 5 neurons is optimal architecture because the number
of neuron affects calculation speed. And loss rate of RNN is lower than auto-designed DNN, it is
regarded as discrete data like sudden brake.

Table 2. Average loss rate of each of the architectures.

DNN with DNN with DNN with DNN with DNN with DNNwith  RNN with 5
1Neuron 2Neurons 3 Neurons 4 Neurons 5Neurons 6 Neurons Sequences

Loss 0.021684 0.019931 0.019142 0.019627 0.016811 0.016753 0.02962

Architecture
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4.2. Two Deep Learning Driver Models Based on Human-Centered Threat Assessment

The individual driver model has been made using NAS and RNN. In the case of NAS, the fixed
neural network architecture has been trained by a full data set of human manual driving in order to
design or mimic the individual driver model. With the series of sequential data, hand-made RNN is
used to learn human driving pattern. Figure 11a—c show the human-centered threat assessment results
using manual driving data, NAS and RNN, respectively. As discussed in Section 2, the accumulated
collision risk reflects the acceleration and deceleration pattern of the human driver.

As shown in Figure 11b, the driving pattern of the auto-designed NAS is quite aggressive or
progressive by expanding its collision risk to 97.53%. On the other hand, with the sequential data in
Figure 11c, the driver model using RNN demonstrates conservative driving behavior by dramatically
reducing its maximum collision risk to 60% and illustrates a more naturalistic driving behavior
compared to the auto-designed DNN. It is shown that the two proposed deep learning driver models
guarantee safety by maintaining a maximum collision risk under 100%.
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Figure 11. Human-centered threat assessment results. (a) Manual driving data; (b) NAS; (c) RNN.
5. Conclusions

A development of deep learning based human-centered threat assessment for application to
automated driving vehicle has been presented. A NAS is used to design the individual driver model
because of its effortless and efficient automatic design process. In order to design a correct structure
of NAS based DNN, the loss ratio and the number of neurons which reflects calculation speed have
been optimized to 0.016 and five, respectively. Hand-made RNN is used to design the driver model by
incorporating a series of sequential human driving data. It was shown from simulation studies that
the two deep learning driver models using NAS and hand-made RNN can provide both conservative
and progressive driving behaviors similar to the manual human driver in both acceleration and
deceleration situations while ensuring safety of the vehicle. The effects of sequential data series for
deep learning, RNN, have been investigated through the human-centered threat assessment algorithm
and this shows a dramatically reduced collision risk by 37.53%, and illustrates a more naturalistic
driving behavior. In order to better represent increased risk instances of the human driver, the host
vehicle’s pitching motion due to sudden acceleration or deceleration can be additionally considered
in the future. Meanwhile, implementation, validation, and evaluation of the auto-designed RNN for

application to human-centered risk assessment of an automated driving vehicle are the topic of our
future research.
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Abstract: The exponential growth of cities has brought important challenges such as waste
management, pollution and overpopulation, and the administration of transportation. To mitigate
these problems, the idea of the smart city was born, seeking to provide robust solutions integrating
sensors and electronics, information technologies, and communication networks. More particularly,
to face transportation challenges, intelligent transportation systems are a vital component in this quest,
helped by vehicular communication networks, which offer a communication framework for vehicles,
road infrastructure, and pedestrians. The extreme conditions of vehicular environments, nonetheless,
make communication between nodes that may be moving at very high speeds very difficult to achieve,
so non-deterministic approaches are necessary to maximize the chances of packet delivery. In this
paper, we address this problem using artificial intelligence from a hybrid perspective, focusing on both
the best next message to replicate and the best next hop in its path. Furthermore, we propose a deep
learning-based router (DLR+), a router with a prioritized type of message scheduler and a routing
algorithm based on deep learning. Simulations done to assess the router performance show important
gains in terms of network overhead and hop count, while maintaining an acceptable packet delivery
ratio and delivery delays, with respect to other popular routing protocols in vehicular networks.

Keywords: vehicular networks; VDTN; routing; message scheduling; deep learning

1. Introduction

As urban environments have exponential grow, smart cities (5C) is the technological paradigm
that aims at providing the ultimate solution to the urban development in every aspect in wide areas
such as social management, security and safety, health and medical care, smart living, tourism, and
transportation, with the aid of sensors and electronics, communication networks, and information
technologies [1,2]. Among the essential needs and key components of a smart city are intelligent
transportation systems, which seek to provide a solution to transportation-related problems, such
as pollution, traffic congestions, and accident reduction [3,4]. In this sense, vehicular networks play
a key role by providing a communication framework for moving vehicles, road infrastructure, and
pedestrians [5]. The main goal of vehicular networks is to provide seamless wireless communication
between cars (vehicle to vehicle, or V2V), infrastructure (vehicle to infrastructure, or V2I), pedestrians
(vehicle to pedestrian, or V2P), and virtually any object (vehicle to anything, or V2X), which would
allow important improvements to transportation services as we know them as well as the creation of
new ones [6,7].
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The promise of vehicular networks is the evolution of transportation areas such as security and
safety, traffic management, sustainability (green transportation), and other digital services, including
e-commerce and infotainment, to more efficient ones. However, due to the harsh conditions of
vehicular environments, this kind of network presents serious challenges that limit and slow down
its deployment and adoption. For instance, the very high speeds at which nodes can move lead to a
lack of end to end connectivity between them, which makes having a fixed network topology rather
difficult [8]. Furthermore, the frequent disruptions in the connections add significant drawbacks in the
network performance, such as poor delivery rates and long delays [8] (that is why these networks are
often referred to as vehicular delay tolerant networks, or VDTN, for short). These and other issues are
mainly caused by network partitioning, which in turn can be a result of several factors. Disruptions in
the network can be caused when node density is sparse or very high in small areas; also, data congestion
and of course the high mobility of nodes are two of the main causes of network partitioning [9]. As a
consequence, delays are an expected, natural characteristic observed in the delivery process, due to the
lack of an end-to-end path between source and destination, that has to be created over time with the
aid of opportunistic encounters with other nodes [10]. Moreover, in order to increase the chances of
delivery, copies of the messages are spread through the network in the hope that they eventually get
to their destination, but this introduces another issue in the process, called network overhead. This
parameter refers to the redundancy of information in the network, such as message copies that did not
make it to their destination but did use network resources [10]. These particular characteristics bring
to life one of the main challenges in vehicular communications, which is the message routing [10-12]:
Depending on the application scenarios, it is desirable to have a high delivery ratio, while maintaining
acceptable delivery delays and network overhead. Packet routing in these environments is a difficult
situation to solve, as no predefined paths in the network can be considered, so deterministic methods for
optimization tend to fail and non-deterministic approaches have to be employed instead [10,12]. To face
this issue, VDTN routing algorithms opportunistically rely on other nodes to deliver data packets using
the store-carry-forward mechanism, where nodes store exchanged data with other nodes, carrying it as
they travel and forwarding it when appropriate, in the hope that the messages make it to their destination.

In the past several years, many opportunistic routing algorithms and non-deterministic solutions
have been proposed [13,14], but due to the very unique characteristics of this kind of networks, the
efficiency is limited, and the search for the best algorithm that can provide seamless and reliable
communication is still an ongoing primary quest. Some algorithms, like the epidemic routing [15] and
spray and wait [16], make use solely of a flooding-based principle, in which copies of the message
to deliver are spread in a controlled way. Others, like PRoPHET [17], make use of probabilistic
encounters maximizing the chances of two nodes meeting in the future. One third group, like SeeR [18],
seeks to make use of heuristic approaches to approximate a global optimization in a larger search
space. Nowadays and for the past few years, artificial intelligence (AI) has become an increasingly
important field of study to assist in the evolution of science, engineering, business, medicine, and
more [19]. Industry, finance, healthcare, education, and transportation have seen important advances
with the aid of image and speech recognition, natural language processing, and intelligent control and
predictions [19-21], which are possible thanks to different Al techniques. In this paper, we propose DLR+,
a deep learning-based router that is capable of learning to make intelligent decisions based on local and
global conditions from a dual perspective. The simulation results show that this router outperforms some
well-known routers in network overhead and hop count, while maintaining an acceptable delivery rate.

The rest of the paper is organized as follows: In Section 2, we dive into relevant related work,
and in Section 3, we frame the routing problem in a more formal way. In Section 4, an overview of
the proposed router is given, presenting the router architecture and its modules, and in Section 5,
we describe the routing algorithm in more detail. Section 6 is dedicated to the experiment and in
Section 7, we discuss the obtained results. Finally, in Section 8, we conclude this paper, providing a
quick summary of this work and the findings, and provide some recommendations to further advance
on this topic taking the proposed router as a starting point.
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2. Related Work

In the past several years, several approaches have been proposed to address the routing problem
in VDTN, but due to the particular characteristics of vehicular environments, and especially the lack of
an end-to-end connection between nodes in a vehicular network, non-deterministic approaches must
be used [10,11].

Some routers for delay-disruption tolerant networks, like the epidemic router [15] and the spray
and wait router [16], use a flooding-based principle of spreading copies of the messages to newly
discovered contacts. The epidemic router is one of the most popular routers in this category [7,15],
whose approach is to distribute messages to other hosts within connected portions of the network,
relying upon such carriers coming into contact with another connected portion of the network through
node mobility, hoping that through that transitive transmission of data, messages will eventually reach
their destination. This routing protocol provides an acceptable delivery rate and delay but at the
expense of using too many resources in the network. In the same way, the spray and wait router [16]
uses a similar (flooding-based) but more controlled mechanism, “spraying” a number of copies into
the network, and “waiting” until one of these nodes meets the destination. More particularly, this
router passes L copies from the source node (phase 1—spray), and then each of the L copies waits in
their temporal host until there is a contact, if any, with the destination (phase 2—wait), to whom they
are only then forwarded.

Other routers use probabilistic approaches to increase the chances of packet delivery. MaxProp [22]
is one of the first routers proposed in this category. This router uses what the authors call an estimated
delivery likelihood for each node in the network, updated through incremental averaging, so nodes that
are seen infrequently obtain lower values over time, and packets that are ranked with the highest
priority are the first to be transmitted during a transfer opportunity, whereas those ranked with the
lowest priority are the first to be deleted to make room for incoming packets. On the other hand,
the PRoPHET Router [17] is perhaps the most popular router in the probabilistic routing category.
Based on the history of encounters between the nodes, this router introduces a metric called delivery
predictability, a set of probabilities for successful delivery to known destinations in the network and
established at each node for each known destination. This way, when nodes meet, they exchange
information about the delivery predictabilities and update their own information accordingly, and the
final forwarding decision is made based on these values to whether or not pass the current message to
particular nodes.

In recent years, the use of artificial intelligence techniques has gained tremendous popularity
because of the successful application to many practical optimization, prediction, and classification
problems that include image processing (facial recognition, cancer detection, etc.), forecasting (stock
prediction, weather forecasting, etc.), and others [23,24]. The application of Al-based algorithms to
the routing problem in VDTN, however, is still not fully explored, although some efforts have been
conducted towards this direction. In this category, SeeR is one of the most efficient routers [18]. This
router uses the simulated annealing algorithm to evaluate which messages are best to be transferred
in each contact opportunity. Each message is associated with a cost function in terms of the hop
count and the average intercontact time of the current node, and one node transfers a message to
another node if the second node offers lower cost value. Otherwise, the messages are forwarded,
first decreasing their probability. Their experiment results show considerable gains in the average
delivery ratio and improvements in delivery delays with respect to flooding algorithms like epidemic
routing and spray and wait. Another router in this category is KNNR, a router based on the KNN
classification algorithm, proposed in [25]. They use six parameters (available buffer space, time-out
ratio, hop count, neighbor node distance from destination, interaction probability, and neighbor speed)
to decide on the final label. The class used during the training stage (which is done offline) is based on
the interaction probability, which is the same used in PRoPHET. Like SeeR, this router addresses the
routing problem under the best next message perspective. Their results show better average delivery
ratio and acceptable delay with respect to Epidemic and PRoPHET routers. Also, the authors in [26]
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propose MLProph, a machine learning model as a routing protocol. They use the PROPHET router as
the base and expand its capabilities by adding some other features to the equation, and the result is an
improved router with respect to the base. Although they use a neural network model as well, they use
a different algorithm than the one proposed here, Furthermore, their router makes calculations for
each connected router, which increases computational resources such as time and CPU usage, and
transfers sensible information from the connected nodes, increasing the risk of security leaks. In [27],
the authors presented CRPO (cognitive routing protocol for opportunistic networks), which also uses a
neural network as the core, although the decision parameter is the probability of encounter defined in
PRoPHET; hence, CRPO is similar in nature to MLProph, since both of them use PRoPHET’s probability
as their main decision parameter. Although the authors claim that the training stage is run for X units
of time each Y units of time, they do not provide further detail on this. Finally, in [28], the authors
explore the possibility of removing the routing protocol from a wireless network using deep learning
techniques. The problem statement, however, is formulated as a classical optimization problem to
find the shortest path in a connected graph. That is, the scenario is different to that of a vehicular
network, since one of the main characteristics in VDTN is precisely the lack of a fixed topology with
pre-defined paths.

3. Formulation of the Routing Problem

Let N = {Nj|]1 <i< Ly} be the set of available nodes in a vehicular network with constant
disruptions and non-fixed topology, and let A € N be a given node in that set (Figure 1). Given the fact
that there are no predefined paths and the connections are intermittent, the nodes in the network must
act opportunistically, taking advantage of any node that gets into their communication range, because
whenever these encounters happen, the opportunity of replicating a message arises. In those situations,
A has to decide on a node to start a transfer, and several criteria can be used for this decision, but
ultimately, A would like to choose the node with better capabilities of further spreading the messages
until hopefully they get to their destination. Following this approach, the routing problem can then
be expressed as finding the best next hop (BNH) for the messages. That is, from all k nodes that A is
connected to in a given moment, the one, N, with better fitness f, must be determined, in terms of
its current features xy, ...x,. Furthermore, in order to optimize the communication conditions, not
only must the best next hop B be selected, but we can also detect the best next message (BNM) to be
transferred. That is, based on its current attributes vy, ¥, ..., ¥m, we must be able to select from the
message queue M = {M;[1 <i < Ly} the message My € M with the best fitness f,. Because neural
networks have the power to learn very complex non-linear patterns, they are the perfect fit for what we
are traying to achieve here, so we can model both optimization scenarios as binary classification tasks
to allow us to quantify the capabilities of such nodes N; as a function F of some of their characteristics
x; as fy = F(x1,x2,...%,) and the capabilities of such messages M; as a function G of some of their
characteristics y; as f, = G(y1,y2, ... Yn)-

Figure 1. Opportunistic encounters for routing in vehicular delay tolerant networks (VDTN) and the
message queue in a host.
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4. DLR+ Router Overview

In this section, we describe in more detail the fundamental principle and architecture of DLR+,
the router in the proposed solution. The main idea is to have a router capable of learning from the
conditions of its environment and use such information to make smart forwarding decisions. In
order to achieve that, the router uses two pre-trained feed forward neural networks to process the
information from both its neighbors and the messages in their queues in real time and select from them
the best next hop for the best next message, according to their current fitness. More details are given in
the following subsections.

4.1. Router Architecture

The core of the router has two fundamental modules that allow the router, upon a connection-up
event, to choose the best next hop from its current connections and the best next message to send from
its queue, but also to share information to other nodes (upon request), so they can decide whether
or not to pass a packet to it. Such modules are called, respectively, the connections manager and the
fitness center, which in turn has two independent modules for the messages and for the host itself
(Figure 2).

Connected nodes fitness values

(global information)

DLR+

Fitness Center (local information)

Messages Deep Neural |Fitness f,,
features Network

BNM to BNH
Host features Deep Neural Di h
Network i
Fitness f;

Host Fitness

BNH
Selector

Connections Manager

Figure 2. The fundamental routing architecture of a deep learning-based router (DLR+).
4.1.1. The Fitness Center

This part of the router has two pre-trained deep feed forward neural networks that use the available
local information to compute the router’s current fitness fy, defined as the value that determines its
ability to correctly deliver data packets to the final destination, and the fitness f, for each message in the
queue, with fy, fy € R,0 < fi, fy < 1. The closer these values are to 1, the fitter their owners are. More
details on how to get these numbers are given in Section 4.2. These values are automatically updated
in each router right after a connection is ended and right after a new message has been received, so
they are available and ready to be used at any moment.

4.1.2. The Connections Manager

The function that this module has is vital in the selection of the best next message for the best next
hop. This module manages the incoming connections, requesting their f, values in order to select the
fittest node. After this, if available, the message scheduler will send the fittest message to such node.

4.2. The Neural Networks

We treat the problem of finding the BNH and BNM as binary classification problems, given that
we would like to know if the node and messages are in best conditions (i.e., fit) to carry and deliver
the messages, or not. Thus, the neural networks used in the fitness center are feed forward neural
networks, whose general architecture is presented in Figure 3.
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Figure 3. Architecture of the neural networks used in the host’s fitness center: (a) Neural network used
to calculate the host’s fitness; (b) neural network used to compute the messages’ fitness.

Here, X € R" is the set of n input values x;, Vi € {1,2,...,n} that reflect some of the characteristics
of the host at that moment, such as its speed and buffer occupancy; H; € R™i is the vector that contains
the values h;(computed according to Equation (3)) of the #j; neurons in the hidden layer number
i,Vie{l,..., K}, where K is the number of hidden layers in the network; and f is the resulting fitness
value of the host in the given conditions. The set of weights (synapsis) of the neural network, without
its bias values, is given by Syg € R"™"i1 for the connections between the input layer and the hidden
layer 1, and Sy; € R™i for the connections between the hidden layer i and the next hidden layer i+ 1,
for all 1 < i < K, including the connections from the last hidden layer to the output layer. Finally,
the bias values of each synapsis are given by By; € R"i, Vi € (0,K). Similarly, Syp € R™" is the
synapsis vector for the connections from the input layer to the first hidden layer, and Sys; € R™ are
the synapsis for the connections from the i-th hidden layer to the next one, including the connections
from the last hidden layer to the output layer, and the bias values of each synapsis are given by
Bpi € R™i, Yie (O,K]).

As for the number K of hidden layers, the universal approximation theorem [29] establishes that
“a neural network with a single hidden layer with a finite number of neurons can approximate any
continuous function on compact subsets in R"*”; this implies that, finding the appropriate parameters,
a neural network with one single hidden layer is enough to represent a great amount of systems.
Nonetheless, the width of such layer might become exponentially big. Indeed, Ian Goodfellow, a
pioneer researcher on deep learning, holds that “a neural network with a single layer is enough to
represent any function, but the layer can become infeasibly large and fail to learn and generalize
correctly” [30]. On the other hand, while not having hidden layers at all in the neural network would
only serve to represent linearly separable functions, a hidden layer can approximate functions with a
continuous mapping from a finite space to another, and two layers can represent an arbitrary decision
boundary with any level of accuracy [31]. In summary, this means that one hidden layer helps to
capture non-linear aspects from a complex function, but two layers help generalize and learn better.
In fact, the authors hold that one rarely needs more than two hidden layers to represent a complex
non-linear model. On the other hand, for the number 7,; of neurons in each hidden layer H;, there is no
formula to have an exact number, although some empirical rules can be used [32]. The most common
assumption is that the optimal size of the hidden layers is, in general, between the size of the input
layer and the size of the output layer. For this module in DLR+, this would mean that n > n;,; > 1.
Another suggestion is to keep this number as the mean between the number of neurons in the input and
output layers and from here start decreasing the number of neurons in each subsequent layer without
falling below 2 neurons in the last hidden layer. In DLR+, this would imply that 1, :|g|2 Ny > 2.
One last suggestion to avoid overfitting during the training process (which would mean that the neural
network would have great memory capacity, but no prediction capabilities over unseen data) is to keep

the number of neurons in the hidden layers as n,; < ﬁ, where Nj is the number of samples in
1 o
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the training set, N; is the number of neurons in the input layer, N, is the number of neurons in the
output layer, and y is an arbitrary scaling factor, generally with 2 <y < 10.

Finally, the rectified linear unit (ReLU, for short) was used as activation function for the neurons in
the hidden layers (Equation (1)), and the sigmoid function ¢(z) (defined in Equation (2)) as activation
function for the neuron in the output layer, because we want this value to reflect the fitness of the hosts,
and the nature of this function returns values between 0 and 1. This way, the fitness value for the
host is computed taking the current set of features X of the host and making a forward pass through
the neural network, as is shown mathematically by Equations (3) and (4), where P-Q denotes the dot
product between P and Q. Given the nature of the sigmoid function, the closer to 1 is a value f, the
fitter the host will be, and vice versa.

0, z<0
COR ()
1
a(z) = T 2
H; :R(Hi_l-S,-_l +Bi_1),ViE {1,...,K} 3)
f = o (Hk Sk + Bk) @)

5. The Routing Algorithm

To have some sensitivity with respect to other node’s fitness, DLR+ uses the parameter «, with 0
< « <1, named as the host fitness threshold, that determines the fitness limit over which the incoming
connections may be directly ignored. This value is a key component in the routing protocol in DLR+,
because different threshold values result in different dynamics in the opportunistic environment. In a
similar way, we introduced 3, the message fitness threshold, that determines a limit of fitness for the
messages in the queue, above which they can be directly ignored by the message dispatcher.

5.1. f-Value Update

This first stage takes place each time a connection between the host and another node in the
vehicular network has ended. Since some of the host’s features may have changed (such as buffer
occupancy, dropping rate, and others), its fitness value has to be recomputed as well. For this, the
considered features x; are obtained in the fitness center, and they are passed through a process of
normalization to obtained normalized features xl’, , according to Equation (5), where x is a feature that is
being transformed, and x,, and x); are the minimum and maximum registered values of that feature.

o Xoxm 5)
XM — Xm

This will give final input values x/, with 0 < x/ < 1, which in turn will make the prediction
process more reliable. These normalized values are forward passed through the network, according to
Equations (3) and (4) to get the final updated f value.

A similar process is executed each time a message is received by the host. Whenever this happens,
the f value of the incoming message is computed according to Equations (3) and (4) in its corresponding
neural network. Finally, the message is put in the queue according to its fitness. This way, the message
queue is always ready with the messages ordered by the fittest message first.

5.2. BNH Selection and Packet Forwarding

The second stage of the routing process occurs when a link is established between the current
host and some of its neighbor nodes. At that moment, the router will attempt to exchange deliverable
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messages (i.e., messages whose final destination is among the current connections), if any. Then, the
host router asks the connected nodes for their fitness values (which, thanks to their fitness center,
are always up to date). After that, before entering the final selection, the router directly discards
those connections whose f value is not at least the fitness threshold a, and orders in descending
order the remaining connections, according to their fitness. With a complete list of fit candidates, the
selection process is straightforward: The best next hop will be the fittest node (the one with the higher
f value), so the router will attempt to replicate a data package to the nodes in that order. Algorithm 1
summarizes the routing protocol, as explained in the previous subsections.

Algorithm 1 DLR+ algorithm. Actions in node ¢ connected to a set of nodes C and having a queue of
messages M.

Message received event—msg fitness update
Inputs:
m;: incoming message
M: ¢’s message queue

Outputs:
Mo,: ¢’s message queue, ordered by fitness value
Steps:
1. Imsertm;in M, in descending order
2. Return M
Connection down event—host fitness update
Inputs:
X: the set of features x; of ¢
Outputs:
fr: the updated fitness value of ¢
Steps:

1. X « current features x; of ¢
2. Normalize X according to Equation (5).
3. Compute the value f; of ¢ according to Equations (3) and (4).
Connection up event—Selection of BNH and BNM dispatch
Inputs:
C: the set of nodes connected to ¢ at that moment
M: c’s message queue
Outputs:
Co: the set of connection tuples ordered by fitness
Steps:
1. Exchange messages whose final destination is in C
2. Do: foreachc; € C:
getf;
iff; > a:
store tuple (c;, f;) in Co
3. Sort C, in descending order
4. Do:
for each m; € M:
getf;
iff; > p:
for each ¢; € Cy:
replicate m; to ¢;
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6. Experiment

In this section, we describe the design and execution of the experiment to validate the proposed

solution. First, we explain the general setup, and then go to the router and neural networks tuning as
well as the evaluation metrics considered in this experiment.

6.1. Simulation Setup

We used The ONE simulator, which is a virtual environment designed to test opportunistic
networks [33]. The test scenario, delimited by a 1000 m by 1200 m squared terrain (Figure 4), was a
portion of Queretaro City, a medium-sized state in Mexico, with little over 2 million inhabitants.
The main simulation was done with DLR+, and we tested against four popular routing protocols:
The epidemic router, the spray and wait router, the PRoPHET router, and the Seer router, from

the flooding-based, probabilistic, and Al-based categories, respectively, as explained in Section 2.
The simulation period was 43,200 s (12 h).
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Figure 4. The roads and streets used in the simulation.

6.1.1. Mobility Model

One of the features that makes the simulation more realistic is the model that governs the
movement of the nodes in the vehicular network, providing coordinates, speeds, and pause times
for the nodes. Popular models include random waypoint, map-based movement, and shortest path
map-based movement [34]. We used the latter for the simulation, which constrains the node movement
to predefined paths, using Dijkstra’s shortest path algorithm to find its way through the map area.
Under this model, once one node has reached its destination, it waits for a pause time, then another
random map node is chosen, and the node moves there repeating the process.

6.1.2. Host Groups

For this simulation, there was a total of 85 nodes, divided into eight different groups, each
with particular characteristics. The wireless access for vehicular environment (WAVE) IEEE 802.11p
Standard [35] established a minimum of 3 Mbps and a maximum of 27 Mbps speeds for wireless
communications. Thus, we decided to include connections at 6 Mbps, 12 Mbps, and 24 Mbps. Also, we
included some Bluetooth connections at 2 Mbps. The buffer size, maximum node speed, and number
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of nodes of each type are shown in Table 1. The time to live of the messages (TTL, in seconds) was
iterated from the list TTL = {0, 25, 50, 75, 100, 150, 200, 300} to have a broader understanding of the
behavior of the router.

Table 1. Group of nodes in the simulation.

Group Nodes ID Buffer Size (MB) Speed Range (m/S) Interface Description
1 10 pl 5 0.5-1.5 Bluetooth A group of pedestrians
2 10 p2 5 0.5-1.5 WAVE 802.11p@6Mbps Another group of pedestrians
3 5 bl 10 2.7-16.7 WAVE 802.11p@6Mbps A group of buses
4 10 b2 10 2.7-16.7 WAVE 802.11p@12Mbps Another group of buses
5 15 cl 15 5.5-22.22 WAVE 802.11p@12Mbps A group of low-speed cars
6 15 2 15 5.5-22.22 'WAVE 802.11p@24Mbps Another group of low-speed cars
7 10 3 20 8.3-30.56 WAVE 802.11p@12Mbps A group of high-speed cars
8 10 c4 20 8.3-30.56 WAVE 802.11p@24Mbps Another group of high-speed cars

6.2. Design and Training of the Neural Networks in DLR+

The general architecture of the neural networks used in DLR+ was presented in detail in Section 4.2.
As noted, all of the parameters were left as variables, meaning that they can be further adjusted in
future versions as desired. The neural networks considered in this work are deep feed forward neural
networks with two hidden layers, which provide the capability to capture complex non-linearities in
the system. This way, the networks consisted in an input layer, two hidden layers, and an output layer.
As explained in Section 4.2, the number of neurons in the input layers is the number 7 of features to
process from each sample in the classification process. For this version of DLR+, for the host’s fitness,
eight different features x; were considered, plus an additional eight features x = x?, 1<i<8, tohelp
capture nonlinearities, for a total of n = 8 input features, listed in Table 2.

Table 2. Features considered in the first neural network (for host fitness) in DLR+.

Feature Name Description
X1 Host speed Speed (m/S) at which the vehicle is moving
X2 Transmission speed Transmission speed of the communications link (Mbps)
- Maximum radial distance (m) at which the host can
X3 Transmission range
connect to other nodes
X4 Avg number of connections The number of connections, on average, that a host handle
X5 Buffer size Buffer size (MB)
X6 Buffer occupancy Percentage of buffer occupancy
Xy Dropping rate Rate at which a host drops packets
Xg Abort rate Rate at which a host aborts packet transmissions
X = xx.zig, for9<i<16 Composite features to help capture non-linearities

For the second neural network (the one that takes care of the messages fitness), we used a total
of m = 3 different features, described in Table 3. We also included the squared features during the
training process, but did not notice any gains in accuracy, so we decided to take them out.

Table 3. Features considered in the second neural network (for message fitness) in DLR+.

Feature Name Description

Also known as time-out ratio, is the ratio of the
remaining TTL to the initial TTL
2 Message size Size of the message (Bytes)
The number of nodes that the message has
traversed so far

n Residual TTL

Y3 Hop count

As for the number of neurons in the hidden layers, following the suggestions shown in Section 4.2
and seeking a short computational time, we opted for 1,1y = 14 and 1, = 10. In a similar way, we
decided to use my;; = 5 and myy = 3 for the messages’ neural network.
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Finally, the output layer in both neural networks (the one for the host fitness and the one for the
messages) has a single neuron, that, according to Equation (2) and explained in Section 4.2, will have a
value between 0 and 1. During the training process, this value is further converted to a digital value,
so each sample has a unique label I € {0, 1}, given by Equation (6), where f is the value returned by the
sigmoid function in the last part of the forward pass.

L09)

I = round( > 6)

This labeling process is used to compare and evaluate the prediction class during training.
However, we have to remember that during runtime in the VDTN environment this labeling process
must not be done, because we are only interested in identifying the samples with the best fitness (that
is, the samples with the highest f value), which are directly obtained after the forward pass by the
sigmoid function (see Equations (3) and (4)).

For the training stage, DLR+ uses K + 1 synapses matrixes S; with their corresponding bias
vectors B;, with i € {0, ..., K}, where K is the number of hidden layers of the deep neural networks, as
introduced before in Section 4.2. These matrixes are obtained during the training process by using a
dataset with samples obtained from a simulation scenario with the conditions defined in Section 6.1.
More particularly, the hosts were configured to be one of the three popular routers PRoPHET, Spray
and Wait, or SeeR, and a total of 11,016,000 sample vectors X = [x1,x,...,xs] were obtained from
a simulation with a simulation time of 43,200 s (12 h), gathering the current features x; of each of
the 85 hosts each second. The labels | for each sample were directly obtained from the feature final
delivery rate (FDR), considering that the more messages a host delivers to a final destination, the closer
to a fit node it must be. For this, the samples were passed through a standardization process and the
ones that got a positive z-score were considered as “fit” (I = 1) according to Equation (7), where x is
the value of the aforementioned feature FDR, X is the mean of all those FDR values in the data set, and
o is the sample standard deviation.

, withz =
1, z>0 g

l:{o, z2<0 x-X @)

In preprocessing, all duplicated records were deleted from the original dataset, and all remaining
values were normalized for each feature x;/y;, according to Equation (5), to have a better mapping and
a faster convergence during training; finally, the final dataset was randomly permuted. From this, the
resulting dataset was split into two subsets for real training (80% of the data) and validation (20%),
to assess the learning process and generalization. Other hyperparameters of the neural networks
were the ADAM optimizer (faster than the traditional stochastic gradient descent, [36]) and binary
cross-entropy as an error function. This way, we got 90.12% accuracy in the training set and 90.55% in
the validation set. This is how synapses and bias matrixes S; and B; used in DLR+ were obtained.

6.3. The Fitness Thresholds in DLR+

As described at the beginning of Section 5, the fitness threshold « is a router parameter used to
discriminate “bad” from “good” nodes as explained in the routing algorithm definition. This value can
be any real number between 0 and 1, each possibility resulting in a different router performance, as
can be seen in the results section (Section 7). We found that « = 0.65 offered the optimal performance,
so that is the default value for this parameter in DLR+. As for the $ value, we did not notice any
significant differences for values different than 0, so we decided to use = 0 as the default value.

6.4. Evaluation Metrics

The following key evaluation metrics were considered to assess the performance of DLR+ during
the simulation.
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6.4.1. Packet Delivery Ratio

We will call this metric PDR, for short. This value is defined as in Equation (8) and is a value that
is desired to be maximized, which would mean that a great amount of the messages that were created
were successfully delivered to its destination.

#of delivered msgs

PDR = #of created msgs

®)

Ideally, we would like this number to be 1, but in practice, this seems rather impossible, since
there are other constrains in the network, such as buffer size and message TTL, resulting in dropping
or destruction policies, which prevent some of the messages to get to its destination. Because the
resources in the network are limited, that is precisely why they must be optimized. This parameter
shows the fraction of created messages that got to its destination.

6.4.2. Average Delivery Delay

Also known as latency, this parameter is the elapsed time since a message is created until it reaches
its destination. In other words, this number shows how long it takes for a message to be delivered.
Ideally, we would like this value to be 0, but this is obviously impossible. Instead, the minimization of
this parameter is pursued. We will call this parameter ADD, for short.

6.4.3. Network Overhead Ratio

This parameter (that we will call OVH, for short), shows the ratio of the messages that were
relayed to the network that did not reach their destination with respect to the number of messages that
did do it. Equation (9) shows this definition:

#relayed msgs — #delivered msgs

OVH = #delivered msgs

©)

The impact of OVH in the network is directly in the resource usage on the entire network. Ideally,
this value should be minimized to reduce the problems related to poor bandwidth allocation, such as
network congestions and consequential delays and disruptions.

6.4.4. Hop Count

HOP for short, this parameter shows the number of nodes that a message must have traversed to
get to their final destination. The smaller this parameter is, the less administrative overhead in the
previous hosts this message may have caused, so it is ideal to keep this value low.

All of the above described metrics are desired to be optimized, since all of them offer some
advantages in the overall performance of the network, which can be critical under particular
environments. For instance, a low OVH would be desired in networks with hosts with low buffer
capacity, such as sensor networks.

7. Results

In this section, we describe and comment on the simulation results.

7.1. Effect of TTL

As can be seen in the subsequent plots, the time-to-live of the messages has a significant impact
on the metrics to a certain extent, as the longer a message exists, the higher the probability it has to be
delivered. Any metric value, however, tends to plateau as more TTL is granted. We found that the TTL
value at which the metrics began to settle in a notable way is around 300 s. This means that adding
more time-to-live to the messages will not normally add any improvements. Also, depending on the
router, some of them will exhibit a better performance when the TTL is smaller than that of the settling
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point. Therefore, at least a minimum of TTL = 300 s is advised when evaluating router performance to
capture the complete behavior.

7.2. Effect of the Fitness Thresholds

As described in Section 5, the « parameter is a value that determines to what extent some of the
connections are immediately discarded as next hop candidates. Intuitively, a very small value would
mean that only a small portion of the current connections are discarded, so most of them have a chance
to be chosen (although in descending order with respect to their fitness values). The limitis a = 0,
and since 1 > f > 0, the condition f > a means in this case that all of the connections are considered
as potential candidates. Similarly, a very large value of a will result in a strong limiting condition,
meaning that only the very best hosts (the ones with considerably large fitness) will be considered as
possible next hops. As we can infer from this explanation, the dynamics of the environment are strongly
influenced by the a value. To better understand the effect of this fitness threshold, we run simulations
changing this parameter with « = {0, 0.05, 0.1, 0.15, 0.2, 0.3, 0.5, 0.65, 0.8, 0.95, 1.0} and a msg TTL
varying from TTL = {10, 25,50, 75,100, 150,200, 300}. A similar reasoning than that for « was made
for the g fitness threshold, so we considered g = {0, 0.05, 0.1, 0.15, 0.2, 0.3, 0.5, 0.65, 0.8, 0.95, 1.0}
in the simulations as well. We distinguished two main differentiators in both the a and f values: a = 0
and a >0, and = 0 and > 0. In the first case, with @ = 0, we can see that the cases f = 0and > 0
resulted in noticeable different dynamics (see Figures 5 and 6). We notice that for « = 0, for TTL values
smaller than 60, the performance of DLR+ is better with = 0 for PDR. For ADD, in turn, § = 0 is the
choice, as it showed better results than for other  values.
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Figure 5. Effect of the fitness thresholds in packet delivery ratio (a) and average delivery delay (b).
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Figure 6. Effect of the fitness threshold in network overhead (a) and hop count (b).

In any case, however, for OVH and HOP (Figure 6) the choice is any value different than 0 for S.
As we can see, there is a tradeoff mainly between network overhead and delivery ratio or delivery
delays, and the final choice of the parameters ultimately depends on the final application of the router
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in delay-tolerant networks (i.e., if we are interested in minimizing latency, at the expense of some
overhead, or we have limited resources, such as in mobile sensor networks).

For a > 0, we did not notice any significant difference in the values of . Finally, for a > 0.5 there
was a slightly improvement in overhead and number of hops. For this version of DLR+, we decided to
use @ = 0.65and g = 0.

7.3. Performance of DLR+

In this subsection we discuss the final performance of DLR+ (o« = 0.65/0, = 0) and compare it
against other well-known routers (Figures 7 and 8).
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Figure 7. Performance of DLR+ in packet delivery ratio (a) and average delivery delay (b).
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Figure 8. Performance of DLR+ in network overhead (a) and hop count (b).

As can be seen in Figure 7a, DLR+ (& = 0.65) offers a greater PDR than the epidemic router and
PRoPHET for TTL greater than 60 and 130, respectively. Although its performance on this metric
is not the best, it is very close to those who offer the best values, only about 6.07% below its better
counterparts. On the other hand, with & = 0, DLR+ outperforms all routers in PDR for TTL < 25. This
reflects an interesting dynamic in the response of DLR+ for this case, in contrast with other routers:
The more TTL is provided, the more inefficient the router becomes; however, as TTL is smaller, the
response of the proposed router increases, outperforming the other routers in this metric. There is a
tradeoff, nonetheless, in this range of operation, because in this part, DLR+ (ot = 0) does not have the
best performance in network overhead and hop count (Figure 8), although it shows acceptable values,
very close to the ones generated by other routers.

As for delays, in the long run, DLR+ does not provide the best performance on average delivery
delay (Figure 7b). We can see that as the TTL increases, so does the delivery delay values, and although
they tend to stabilize at some point, there are significant differences with respect to other routers’
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performance. The proposed router, however, performs fairly well for small TTL values, laying in points
very close to those resulted from their counterparts, with roughly the same ADD values than those of
other routers for TTL < 25.

In network overhead (Figure 8a), DLR+ (x = 0) did not have the best results, with significant
differences with respect to their counterparts, closely resembling the epidemic routing. For ot = 0.65,
however, DLR+ had the best performance, with nearly zero overhead, which means extremely efficient
resource usage, way below the OVH values returned by other routers.

In hop count, on the other hand, with & = 0 the number of hops used by DLR+ is very close to
a constant 1.6 in the long run, which shows better values than other routers. Indeed, for TTL > 50,
the proposed router (o« = 0) outperforms all other routers in the experiment, but even for TTL values
smaller than 50, the number of hops used by DLR+ is between 2.2 and 2.8, which is a range in which
all other routers lie as well. For « = 0.65, however, the proposed router shows an impressive HOP of
nearly 1, which is a very significant difference with respect to the rest, confirming the highly efficient
usage of network resources.

8. Conclusions and Future Work

The integration of vehicular networks in intelligent transportation systems will bring a vast set of
new services in areas such as traffic management, security and safety, e-commerce, and entertainment,
resulting in a global evolution of cities as we know them. The deployment of this kind of network,
however, is slowed down by the intrinsic severe conditions of its environment. Among others, routing
in vehicular delay-tolerant networks is a research challenge that requires special attention, since their
efficiency will ultimately dictate when these networks become real life implementations. In this paper,
we have modeled a solution to the routing problem in VDTN and presented a router based on deep
learning, which uses an algorithm that leverages the power of neural networks to learn from local and
global information to make smart forwarding decisions on the best next hop and best next message.
As discussed in the previous section, the proposed router presents improvements in network overhead
and hop count over some popular routers, while maintaining an acceptable delivery rate and delivery
delay. For TTL < 25, if resources are not a problem, it is recommended to use DLR+ with x = 3 =0,
as it will provide the highest delivery ratio. On the contrary, if network resources are a concern, the
proposed router is recommended to use with ot = 65 and set the message scheduler to 3 = 0, so it has
the highest performance despite the resource limitation.

In the future, the DLR+ router can be further developed, including the full integration of the
neural network to work in real time and automatic online parameter tuning to increase the overall
performance. Also, more features of the host and messages can be added to the paradigm, so the router
gets an even better understanding of its environment.

As discussed earlier, there has to be a trade-off between some of the metrics that are sought to
be optimized to achieve an overall better performance in the VDTN, and the quest for this continues.
Ultimately, the corresponding trade-offs depend on the particular application of the network; for
instance, in mobile sensor networks, the delays may not be an important thing, but the limited
resources might be, whereas in VDTN, there can be a certain level of flexibility depending on even
more specific applications, such as e-commerce transactions versus entertainment applications. All in
all, the DLR+ router provides an insight into how deep neural networks can be used to make smarter
routers, and this work provides a framework than can serve as a starting point to build more intelligent
routing algorithms.
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Abstract: The effects of distracted driving are one of the main causes of deaths and injuries on
U.S. roads. According to the National Highway Traffic Safety Administration (NHTSA), among the
different types of distractions, the use of cellphones is highly related to car accidents, commonly
known as “texting and driving”, with around 481,000 drivers distracted by their cellphones while
driving, about 3450 people killed and 391,000 injured in car accidents involving distracted drivers
in 2016 alone. Therefore, in this research, a novel methodology to detect distracted drivers using
their cellphone is proposed. For this, a ceiling mounted wide angle camera coupled to a deep
learning—convolutional neural network (CNN) are implemented to detect such distracted drivers.
The CNN is constructed by the Inception V3 deep neural network, being trained to detect “texting
and driving” subjects. The final CNN was trained and validated on a dataset of 85,401 images,
achieving an area under the curve (AUC) of 0.891 in the training set, an AUC of 0.86 on a blind test
and a sensitivity value of 0.97 on the blind test. In this research, for the first time, a CNN is used
to detect the problem of texting and driving, achieving a significant performance. The proposed
methodology can be incorporated into a smart infotainment car, thus helping raise drivers” awareness
of their driving habits and associated risks, thus helping to reduce careless driving and promoting
safe driving practices to reduce the accident rate.

Keywords: driver’s behavior detection; texting and driving; convolutional neural network; smart
car; smart cities; smart infotainment; driver distraction

1. Introduction

Currently, car manufacturers devote much of their attention to equipping cars with new integrated
safety features. These features include avoiding collisions, pedestrian detection, lane change warning,
driver feedback, even semi-autonomous driving, among others.

With the advance of technology, the car can now infer dangerous behaviors such as drowsiness
by using advanced sensors integrated in the vehicle (for example, night cameras, radars, ultrasonic
sensors) [1]. In addition, some high-end cars can activate automatic steering when the car moves to
another lane without a safe warning (for example, the driver did not turn on the turn signal to indicate
a line change), and the car can even brake before dangerously approaching the car ahead by means
of the assistant of automatic braking. However, only a small fraction of automobiles present these
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warning systems to the driver and, even with all these safety features, one of the biggest problems that
has not yet been solved is the “distracted” driver, which continues to have significant repercussions
throughout the world due to the accidents generated.

According to the National Highway Traffic Safety Administration (NHTSA) [2], around 3450
people were killed and 391,000 were injured in motor vehicle accidents with distracted drivers in 2016
and approximately 481,000 drivers were using their cell phones while they were driving, which is a
potential danger to drivers and passengers, as it can cause deaths or injuries on the U.S. roads.

According to the National Highway Traffic Safety Administration (NHTSA) [2], around 3450
people died and 391,000 were injured in car accidents with distracted drivers in 2016 and approximately
481,000 drivers participated in the use of their cell phones while driving, which represents a potential
danger to drivers and passengers, as it can cause deaths or injuries on the roads in the U.S.

Therefore, the popularity of mobile devices has had some unplanned and even dangerous
consequences, since distracted drivers accounted for only 8.5% of total deaths in 2017 [3], and mobile
communications are now linked to a significant increase in distracted driving, which is a serious and
growing threat to road safety, causing injuries and loss of life [4].

Based on this, detecting driver distraction, specifically the use of the cell phone while driving,
can help increase drivers” awareness of their driving habits and associated risks, and thus help reduce
sloppy driving and promote safe driving practices.

A large number of studies have focused on measuring the effects of distracted driving among
the four types of driver distraction: visual (when drivers do not look at the road for a period of time);
cognitive (reflecting on a topic of conversation as a result of talking on the phone, instead of analyzing
the situation on the road); physical (when the driver holds or operates a device instead of driving with
both hands, or dials from a mobile phone or leans to tune to a radio that can lead to the address); and
auditory (responding to a ringing mobile phone, or if a device is activated so loudly that it masks other
sounds, such as ambulance sirens) [5].

A term that has been studied with great interest due to its negative effects is “texting and driving”,
which is defined as the act of holding/using the cell phone in front of a person near the chest, and is
likely to cause accidents. This term can be differentiated from talking on the cell phone while driving,
since the focal point of the driver’s eye is not the same, so it is possible to identify this action according
to the movement of the eyes.

On this basis, and trying to prevent accidents related to text messages and driving, a methodology
to detect such distracted behavior is proposed. This research presents a ubiquitous oriented
methodology based on deep learning: convolutional neural networks (CNN) to detect drivers who
use the cell phone while driving. We intend to use a wide-angle camera mounted on the roof
to send images of the driver to CNN and detect distraction. Once implemented, manufacturers
can use this methodology to detect and avoid accidents caused by “text and handling” behavior,
thus reducing deaths.

In the next sections, the details of the proposed methodology will be presented. In Section 2,
related work is shown, followed by Section 3, where the proposed methodology is presented. Section 4
presents the results obtained and, finally, Section 5 provides the discussion, while the final section
presents the conclusions.

2. Related Work

According to the literature, several works have been developing different research in order to
address the problem related to “texting and driving”.

Li et al. [6] investigated the pattern of eye movement of drivers in a process of collision avoidance
from the rear under the influence of driver distraction induced by cell phones using the driving
simulator of the Beijing Jiaotong University (BJTU), which was projected through a 300-degree
front/peripheral field of view at a resolution of 1400 x 1050 pixels, and the eye-tracking system
mounted on the head, Eye tracking glasses SensoMotoric Instruments (SMI ETG), to collect eye
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movement data. The study showed that the distraction of tasks that were not of visual demand could
also interrupt the visual attention of the drivers to the source of danger due to the multiple tasks
superimposed between the manual operation (adjustment of the force exerted on the brake pedal) and
the cognitive activities (calculation of arithmetic problems).

Atiquzzaman et al. [7] developed an algorithm to detect driving behavior in two distracting tasks,
sending text messages and eating or drinking. Using a simulator, subjects performed a series of tasks
while driving the simulation; then, 10 characteristics related to vehicle acceleration, steering angle,
speed, etc. were used as input data. Then, three data mining techniques were used: linear discriminant
analysis (LDA), logistic regression (LR) and support vector machine (SVM). Results showed that the
SVM algorithm outperformed LDA and LR, in the detection of distractions related to texting and
eating/drinking with an accuracy of 84.33% and 79.53%, respectively. The false alarm rates for these
SVM algorithms were 15.77% and 23.54%, respectively.

On the other hand, telephone conversations while driving are another type of distraction.
Igbal et al. [8] focused on proactive alert and mediation through voice communication. The authors
studied the effect of indicating the next critical conditions of the road and placing the calls on hold while
driving; quantitative data was collected, such as the number of errors during the turn and collisions,
as a measure of driving performance. Results show that context-sensitive mediation systems could
play a valuable role in focusing the driver’s attention on the road during telephone conversations.

Klaner et al. [9] studied the relationship between the performance of secondary tasks, including
the use of cell phones, and the risk of collisions and near collisions, measured through different sensors
such as accelerometers, cameras, global positioning systems, among others. The results obtained
show that the most critical risk of a collision or a near collision between novice drivers is when
they were dialing a number on a cell phone (odds ratio = 8.32, 95% confidence interval (CI), 2.83 to
24.42), reaching an object other than a cell phone (odds ratio = 8.00; 95% CI, 3.67 to 17.50) and among
experienced drivers; the dialing of a mobile phone was associated with a significantly greater risk of a
fall or near-fall (Probability ratio = 2.49, 95% CI, 1.38 to 4.54).

Gliklich et al. [10] described the frequency of the cell phone related to distracted driving behaviors.
They reported a reading or writing activity on the cell phone within the previous 30 days, with reading
texts (48%), writing texts (33%) and viewing maps (43%) reported more frequently. Only 4.9% of
respondents had enrolled in a program aimed at reducing distracted driving related to the cell phone.

Based on this, some technology approaches intend to reduce the dangers of distracted driving,
working to dissuade people from texting while driving.

An example of the technological advances that try to reduce the accident rate with text messages
is the Driver’s Distraction Prevention Dock (DDD Dock). DDD Dock is a device that can be used as
a method to prevent drivers from texting while driving, putting the driver’s phone out of sight and out
of reach. The car will not start unless your phone is on the dock. The device works by linking to the
phone, and, if the phone is removed from the base, a notification is sent to the device administrator [11].

In addition, “The SmartSense” is a sensor based on advanced algorithms based on computer
vision and combines them with motor data, telematics, accelerometer and analytical data based on
SmartDrive cameras to help solve the epidemic. Distracted and unattractive driving at the root of the
problem. The system interprets unit tracks that indicate distraction, such as movements of the head
and eyes, and activates a video, which is prioritized and downloaded for immediate verification and
intervention [12]. Among the applications-based solutions, Wahlstrom et al. [13] present a 10-year
comprehensive study of smartphones and their use in the automotive industry; among the risk factors,
having a telephone conversation can increase the risk of shock factor by a factor of two, while sending
text messages is even more distracting [13,14]; this is due to the fact that sending text messages is
a cognitive task. The effect of using the cell phone while driving at the cognitive level is shown in the
research proposed by Jibo et al. [15]; the author presented a novel study to study the mutual influences
of driving and text messages. For this, the subjects were asked to perform a lane change task using
a simulator; then, measurements of the driving performance were taken, such as the mean and the
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standard deviation of the lane deviation; the results showed a greater lane deviation to sending text
messages and driving. Trying to detect and prevent accidents caused by the cognitive distraction
of texting and driving, several investigations have been proposed; among them, Watkins et al. [16]
present a methodology based on applications to detect texting and driving; the authors focused on
the change of keystrokes and how the act of texting is affected while driving rather than how it is
affected by the sending of text messages alone; the authors developed an application that recorded
each event. Then, the pattern of the distribution of beats with text messages without driving was
compared. This showed greater entropy in the distribution of key presses when texting and driving,
demonstrating the cognitive complexity of the task. Bo et al. [17] presented a methodology for detecting
texting and driving through non-intrusive detection. TEXIVE is a system based on inertial sensors and
magnetometers integrated in common smartphones to distinguish the drivers from the passengers
through the recognition of rich micro-movements of smartphone users. Initially, the system detects
when a subject is driving and, once the system detects such behavior, it is able to distinguish when
the user is sending text messages by means of the speed and accuracy of text messages (writing).
The precision reports a value of 87.18%. On the other hand, Chu et al. [18] used smart phone sensors
coupled to a support vector machine algorithm to detect if the subject was a passenger or the driver;
the authors reported an accuracy of 85% using cross-validation. However, the authors did not focus on
text messages and the driver, but on detecting the act of driving (pushing the accelerator pedal). Later,
Mantouka et al. [19] presented a methodology to detect unsafe driving profiles, including driving
aggressively, being distracted from the task of driving (use of the mobile phone) and developing risk
behavior (speed) while he drives. The methodology was based on an application that the user must
use while driving, the application collects data (acceleration/km, Brakes/km, smoothness indicator,
acceleration standard deviation, percentage of mobile use, percentage of speeding), and then the
K-means that the algorithm grouped as aggressive and non-aggressive travel, nevertheless, no metrics
regarding “texting and driving” were presented.

Related to accident prevention, Dai et al. [20] developed a system to detect drunk driving using
only the smartphone’s accelerometer by characterizing the drunk driver’s behavior. Handel et al. [21]
discussed the technological aspects of vehicle insurance telematics and the use of smartphones as a
platform for vehicle insurance telematics [22].

Finally, on the commercial side, several approaches have been presented, TrueMotion [23]
presented a smartphone app that monitors driving behavior using sensors in the smartphone. The app
then gives an overall safety score based on the habits behind the wheel. Later, TrueMotion developed
an app called “Mojo” that provides feedback and incentives to help users reduce distracted driving.
The app provides an overall score that characterizes how distracted a user is while driving. The app
runs in the background on a driver’s phone and uses sensor-based algorithms to capture and break
down distracted driving into three categories: typing, handheld calls and hands-free calls [24].
DriveWell is an app developed by Cambridge Mobile Telematics (Cambridge, MA, USA) that uses
phone sensors to records trip data and using telematics and machine learning infer key metrics about
vehicle mileage, road types, speed, acceleration patterns, phone distraction, and collisions. Contrary to
TrueMotion, DriveWell can aggregate the data and provide a driver/passenger classification. Moreover,
this app showed a 40% reduction in phone usage once the app is used [25]. Similar to DriveWell, Floow
Score is an app developed by The Floow Limited (Yorkshire, UK), which uses the phone sensors and
telematic data, to score speed, smoothness of driving, distraction and time for the driver; this app is
mainly used to aid insurance companies with pricing their policies and predicting risk for each driver
more accurately; the app also provides tips, education, and coaching, in order to improve the score and
drive more safely. A software developer kit (SDK) is also available to provide data collection, storage,
scoring, etc. and generate custom solutions [26].
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3. Materials and Methods

The flow chart of the proposed methodology is presented in Figure 1, where, in order to detect
“texting and driving” or any other form of cellphone induced distraction, (1) a driver’s video is
compiled from a wide angle GoPro camera (GoPro, Inc., San Mateo, CA, USA). Then, (2) each second
of the video is split into 24 pictures with a resolution of 1980 x 1080. (3) These images are then used to
feed a deep learning algorithm in order to train it to (4) accurately detect the distraction of “texting
and driving”. In the next subsections, each stage is explained in detail.

®

Tensor!
Non Distracted

Figure 1. Flowchart of the methodology proposed.

Ay
Distracted v ‘

3.1. Data Acquisition

The first stage is to acquire the data; for this, a total of six test subjects was used, both women
and men, as well as two different vehicles and a different set of cell phones. This was chosen to
avoid biases towards a specific item, such as the color of the clothes, the model of the mobile phone,
the shape/color/clothes of the driver or the lighting conditions.

To detect the use of the cellphone while driving, a camera with a wide angle lens mounted in
the middle of the ceiling car is used. The camera, which is a GoPro Hero 5 sessions camera with an
equivalent 14 mm field of view angle, is mounted as depicted in Figure 2a and pointed towards the
driver’s body, as shown in Figure 2b. With the camera positioned, a series of videos with a resolution
of 1980 x 1080 and sample rate of 24 Hz were taken.

(a) Camera setup (b) Sample daylight Region of Interest (ROI) image.

Figure 2. Image acquisition setup.

With the camera mounted, in the second stage, test subjects were instructed to drive the car as
they normally do, without any special position or restriction of movement. Then, they had to move the
cellphone from anywhere they had it and send a text message or use an application, without restrictions
on how they held the phone or the time between events (as in real life, when the cellphone is held for
short or long periods of time). This process was repeated five times by each subject. For each subject
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video, every frame was saved as an independent image; then, the said image was assigned a label
(distracted, non distracted). Table 1 shows all the details of the data used, including, cellphone model,
vehicle type, number of images by subject, etc. All this was performed under two different lighting
conditions, daytime driving, and night driving, gathering a total of 85,401 images.

Table 1. Data distribution.

Day Night
Dataset . . . Non . Non

D Vehicle Subject Cellphone Model Distracted Distracted Distracted Distracted Total
ID1 Honda HR-V 2017 Az Xiaomi redmi 5a 1707 5451 2755 4394 14,307
D1 Honda HR-V 2017 Fa Motorola X Play 1885 5260 1952 5239 14,336
D1 Honda HR-V 2017 Je Alcatel pop 5 1312 5763 1236 5833 14,144
ID1 Honda HR-V 2017 Jo Huawei P20 Light 2453 4446 683 6471 14,053
D2 VW Golf 2016 Ja Moto G5 plus 1222 5975 1057 5842 14,096
D2 VW Golf 2016 va Motorola moto g5 plus 2006 5207 2355 4897 14,465

Total = 85,401

Number of captured images.

3.1.1. Data Privacy

All the data used in this investigation was processed in the vehicle, without transferring
information outside it. Once the data had been processed, the information was destroyed to maintain
the privacy of the data.

3.2. Image Processing

In order to minimize the effect of external lighting and focus on the hands of drivers, from the
85,401 images depicted in Table 1, a region of interest (ROI) was selected as the input image. The ROI
was placed in the center of the image with a size of 700 x 700, selecting this location to focus on the
movement of the hands while minimizing foreign objects, i.e., passing vehicles, walking pedestrians,
incoming cars, among others. Each ROI is then resized to a 299 x 299 image, using a bi-cubic
interpolation, which can be calculated with Equation (1):

3 3 o
floy) =YY ayx'y, M

i=0j=0

where a;; are the coefficients of the polynomial system and f(x,y) is the output image. After the size
reduction, the f(x,y) image is normalized to a f'(x,y) image through Equation (2), with I being the
input image (« = —0.5 and 6 = 0.5), so that all values are within the same range:

mindst(I) = a, maxydst(I) = 6. ()

3.3. Model Development

The pre-trained Google CNN architecture Inception v3 is implemented in this work (Mountain
View, CA, USA). This CNN used 1.28 million images and 1000 classes for its pre-training, achieving an
accuracy of 93.33% on the 2014 ImageNet Challenge [27].

For this approach, the CNN is trained using a “transfer learning” technique [28], where the final
classification layer from the network presented in Figure 3 was retrained for 5000 epochs with the
dataset collected in this research [29,30] and optimized to detect the presence of cellphones while
driving. The rest of the layers are fine-tuned using the original learning parameters [27]. Inception
CNN was chosen due the fact that such CNN can be exported for low cost hardware such as Raspberry
Pi and can be deployed in Android platforms; furthermore, the CNN architecture acted as multiple
convolution filters that were then applied to the same input; the results were then concatenated and
passed forward. This approach allowed the model to take advantage of multi-level feature extraction.
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The CNN Inception V3 is based on a pattern recognition network, and it is designed to use minimal
amounts of image pre-processing. Each of the proposed CNN layer reinforces key features; the first
layer detects edges, and the second tackles the overall design, among others [29].

The final CNN is shown in Figure 3. For this stage, using Python (version 2.7), the Google
TensorFlow deep learning framework is used to retrain the CNN; the experimental parameters were
set to 5000 epochs, with two binary classes (distracted i.e., “texting and driving”, non distracted i.e.,
“driving”) using the transfer learning technique presented by [28].

Input Image

Convolution
AvgPool
MaxPool

mm Concat

mm Dropout

#m  Fully connected
&m Softmax

Figure 3. Inception V3 CNN architecture. Adapted from [31].

3.3.1. Re-Training Setup

From the dataset of Table 1, the subset /D1 with a total of 56,840 images was used to train and test
the CNN model, composed of four randomly selected subjects, four different phones, day and night
light conditions and the same vehicle, while the remaining subset /D2 was used as an independent
blind-test with a total of 28,561 images, composed of two different subjects (not participating in the
training/testing set), two different phones, day and night light conditions and a different vehicle.

This data distribution allows for training the model with several different images, and validating it
in a complete unseen scenario, looking for the generalization in the behavior of the model to guarantee
good performance with real data on any new unseen vehicle or new unseen subject [32]. Figure 4
shows the proposed data set distribution for the training and testing, as well as the independent
blind test.
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Figure 4. Experiment image data distribution.
3.4. Model Evaluation
In this section, the description of each metric calculated to evaluate the model performance
is presented.
3.4.1. Cross-Entropy

Cross-entropy uses the Kullback-Leibler distance, which is a measure between two density
functions ¢ and h, known as the cross-entropy between ¢ and /, as shown in Equation (3).
This operation is based on iterations, generating a random set of values estimating the value to
be obtained and then actualizing the parameters in the next iteration to generate “better” values or
more approximately, in terms of the Kullback-Leibler distance [33,34], thus obtaining the model that
best fits the data [34]:

— [stomSuan) -

[ s@)mgx)pa) = [ g(x)imh(xu(a).

This method consists of evaluating the loss for each 7 sized batch sample of the total data as the
sum of the cross-entropy of the CNN, which is calculated with Equation (4) [35],

©)

g [y;logy] (1-9j)log(1 —y})], @)

where y* is the output of the model for all 7 batch samples, y}* is the output for sample j, and §;€0, 1 is
the true label of the sample j, with “0” representing “no texting while driving” and “1” representing
“texting and driving”.

3.4.2. Accuracy

The accuracy allows for measuring the performance of the CNN through a non-differentiable
function. This metric allows for selecting the model that presents the most suitable performance in



Appl. Sci. 2019, 9, 2962

the training stage, based on the average of the differences between the output calculated by the CNN
and the true output of the sample data. Equation (5) is reported as 1-error, where V¢4 is the output
predicted by the CNN and V., refers to the real output of the sample data [34,36]:

error = Vpred = Vactual- ®)

For this work, the “binary-accuracy” function from “tensorflow” is used, which calculates the
average accuracy rate across all predictions for binary classification problems [34].

3.4.3. ROC Curve

The receiver operating characteristic (ROC) curve is computed to evaluate the precision with
which the model classifies and it is based on the relationship between sensitivity and specificity
across the predictions, where sensitivity is the proportion of subjects “texting and driving” that were
classified as positive, commonly known as positive predictive values (PPV), and it is calculated with
Equation (6), where TP represents the number of true positives and FP represents the number of false
positives [37,38]:

TP
- TP+ FP

Specificity is defined as the proportion of no-texting subjects that were classified as negative,
commonly known as the negative predictive values (NPV), and it is calculated with Equation (7), where
TN represents the number of true negatives and FN represents the number of false negatives [34,37,38]:

PPV (6)

TN

NPV = NN

@
Finally, Cohen’s kappa statistic coefficient is computed to measure the inter-rater agreement of the
final models [39]; this metric measures the amount of agreement corrected by the agreement expected
by chance, the Kappa coefficient « is given by (8), where P(0) is the relative observed agreement among
raters (identical to accuracy), and P(e) is the hypothetical probability of chance agreement:
P(o) — Ple)

K= TP ()]

4. Results

The accuracy obtained by the CNN is shown in Figure 5, where the blue line represents the
behavior of the training data, obtaining a final accuracy of 0.93, while the orange line represents the
behavior of the testing data, obtaining a final accuracy of 0.98.

In contrast, Figure 6 shows the loss function, where the blue line represents the behavior of the
training data, obtaining a final value of 0.12, while the orange line represents the behavior of the testing
data, obtaining a final value of 0.12.

The ROC curves obtained are shown in Figure 7, where the training subset presented an area
under the curve (AUC) value of 0.89 (red line), the testing subset presented an AUC value of 0.88
(green line), and the blind subset presented an AUC value of 0.86 (blue line).

In Figure 8, the confusion matrix of the CNN for the training dataset is shown, obtaining
a sensitivity of 0.81, specificity of 0.96, PPV of 0.87 and kappa value of 0.80.
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Figure 7. Performance of the model measured using receiver operating characteristic (ROC) curves,
red line = train data set, green line = test data set, blue line = blind data set.
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Figure 8. Convolutional neural network (CNN) confusion matrix for the training dataset.

For the testing dataset, the confusion matrix of the CNN is shown in Figure 9, obtaining a
sensitivity of 0.81, specificity of 0.95, PPV of 0.86 and kappa value of 0.79.
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Figure 9. CNN Confusion matrix for the test dataset.

Finally, for the blind dataset, the confusion matrix of the CNN is shown in Figure 10, obtaining
a sensitivity of 0.97, specificity of 0.75, PPV of 0.5479 and kappa value of 0.57.
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Figure 10. CNN Confusion matrix for the blind dataset.

5. Discussion
The proposed methodology is able to demonstrate the effectiveness of deep learning in the smart
connected cars. The CNN of this work is able to detect distracted drivers while performing dangerous

tasks such as texting and driving.
According to the results obtained, the CNN presents a generalized behavior since the evaluation

using the test dataset presents very similar values to the obtained using the train dataset, even when
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the images were not seen by the CNN in the training stage, suggesting the high degree of detection
once the system is fully trained.

On the other hand, in order to validate the CNN performance in a more realistic scenario, a blind
dataset was used, where the data contained only unseen samples from different subjects, vehicles
and cellphones, achieving an accuracy of 0.80, sensitivity and specificity of 0.97 and 0.75, respectively,
and kappa value of 0.57. As it is evident, the CNN performance presents a decrease in its values due
to the complete change of the environmental conditions; however, the CNN is still able to detect the
texting and driving action with statistically significant performance.

From the confusion matrices for training and testing presented in Figures 8 and 9, it is possible to
observe that the performance of the CNN for the training and testing stages is very similar, with less
than 1% of a difference in the false positive (FP) and, when the CNN is compared with the blind data
set presented in Figure 10, an increase of 15.5% in the false negative (FN) with respect to the original
testing data set is obtained; nevertheless, the FP, with a value of 0.06% in the blind test, remained within
the original training values; therefore, even with different conditions, the CNN is able to precisely
detect the “texting and driving” condition with a low rate of FN and FP.

From the validation stage, Figure 7 shows that the performance of the training and testing is also
very similar, obtaining both AUC values higher than 0.88, being statistically significant, as well as the
value obtained with the blind dataset, which is higher than 0.86, demonstrating again that the CNN is
capable of detecting the “texting and driving” task in different conditions, suggesting the robustness
of the CNN model.

In Table 2, a comparison of the presented research against two similar approaches is shown. These
approaches are “SmartSence” and “TEXIVE”, where, from the SmartSence, no performance is disclosed
and, from the TEXIVE, the authors present an accuracy of 87.18%; however, even when TEXIVE
presents statistically significant performance, it is based on the assumption that the subject always
carries the phone in the same position (i.e., left pocket) prior to entering the car, and it is placed or held
in the same place inside the car. Chu et al. [18] focused instead on the detection of driving and did not
detect distracted drivers. Lastly, Mantouka et al. [19] detected aggressive driver detection; however,
the author did not disclose any performance regarding distracted driving. From this table, it is possible
to observe that the methodology presented in this work exceeded any other similar approaches; in
addition, it is not necessary to force the driver to carry the phone in any way or special place.

Table 2. Performance comparison of related work.

Approach Research Objective Description Performance
Our Approach ?ﬁﬁﬁigivm (lexting gg?v%?;izo‘:ziogeﬁral Network 92.8% Accuracy
The SmartSense [12] E;Zgiigde];;xf:;;:ﬁfh Computer vision & Telematics Non Disclosed
e R
Chu etal. 15 Drver Dutection ot B5% Accuracy
Mantouka et al. [19] Aggressive driver detection Smartphone, K-means to detect Non Disclosed

aggressive driving

SVM = Support-vector machine.

The present study limits the system to a green box delimited by return on investment, shown in
Figure 2b; this restriction was selected as the most common place to hold the phone while texting,
since, in order to write a text, the subject should see the screen of the phone; therefore, holding the
phone outside of the ROI and texting represent only a small fraction of the total cases; nevertheless,
future research will focus on addressing such scenarios. As mentioned in the related work in Section 2,
several approaches have been proposed to solve the problem of distracted drivers [13,15-19]. Most of
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the approaches are based on applications; therefore, it does not require any modification of hardware,
while our approach uses fixed sensors for vehicles, while we can think that this implementation will
have a higher cost; the CNN used in this investigation can export to low-cost computers like Raspberry
Pi 3 and can even be incorporated into an Android application, reducing the cost gap only at the
cost of the wide-angle camera. In addition, our approach does not analyze “writing” patterns such
as those proposed by He et al. [15] nor does it send any telematics outside the vehicle such as the
SmartSense [12] approach, thus maintaining privacy. If we compare our approach with He et al. [15],
if changes in the pattern of text messages are used to detect driving, our approach does not require
any text message patterns. That is, we can detect when the user is distracted even when the user
scrolls down in certain applications, sees a video, plays a game, etc. Furthermore, we do not force the
user to enter from a specific door or take the cell phone to a particular place (i.e., the right pocket),
according to the research proposed by Chu et al. [18]. Another aspect is that the proposed approach
is not based on cloud-based telematics such as [12,21,23,25,26]; all the processing is done on the site,
keeping, as shown, the fixed sensors in the vehicle. They have huge advantages over application-based
approaches; however, we do not believe that both approaches fight each other, but we think that the
both approaches can benefit from each other; for example, our approach can work backwards (i.e.,
detect driving instead of sending text messages), and communicate with the mobile phone to inform
when the driver was driving, and the mobile phone in combination with other application-based
approaches can use that information to block notifications, calls and other distraction events, so that
the proposed methodology can be more complete for the user.

The industry has driven some approaches based on applications such as TrueMotion, DriveWell,
Floow Score, among others [23,25,26]. However, these approaches focus on the driver’s score to
evaluate the risk on the part of the insurance companies. Some of them present some feedback to the
driver. In some cases, the user of this feedback reduced the use of the cell phone as in DriveWell [25].
Nevertheless, this change is achieved by increasing the policy insurance or labor penalties for those
who use the cell phone. Contrary to this, our approach does not require that the data be collected,
transmitted and analyzed to “score” a driver, but our approach is based on the detection of users in
real time. With this approach, we can send feedback in real time to avoid such use (i.e., steering wheel
vibration, dashboard warning, etc.). With this warning, we could reduce the use of the cellphone while
driving, and, contrary to industry approaches, we can prevent accidents related to the distraction,
and not only calculate a “risk” score. In addition, as indicated above, our approach can be used with
other applications as a complement to assess driver behavior and calculate individual risk.

6. Conclusions

In conclusion, according to the literature, this is the first time that a CNN has been used to detect
the problem of texting and driving, achieving a very good performance and being able to detect the
distracted driver with high sensitivity and specificity. Then, the implementation of this system in
intelligent information and entertainment can provide a tool for the prevention of accidents related to
the sending of text messages and driving, giving a warning to the driver about the use of the mobile
phone while driving, supporting the reduction of mortality. Due to this scenario, it was thought that
the system would be incorporated in future automobiles as a standard infotainment security system
that can communicate with other systems (i.e., force the activation of maintenance line assistance
until the driver is no longer distracted, activate pedestrian detection, advance) collision warning, etc.);
however, the system can be easily developed to be incorporated as an independent device to monitor
the performance of the driver of large fleets of driving cars.
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Abstract: Delays in transportation due to congestion generated by public and private transportation
are common in many urban areas of the world. To make transportation systems more efficient,
intelligent transportation systems (ITS) are currently being developed. One of the objectives of ITS is
to detect congested areas and redirect vehicles away from them. However, most existing approaches
only react once the traffic jam has occurred and, therefore, the delay has already spread to more
areas of the traffic network. We propose a vehicle redirection system to avoid congestion that uses
a model based on deep learning to predict the future state of the traffic network. The model uses
the information obtained from the previous step to determine the zones with possible congestion,
and redirects the vehicles that are about to cross them. Alternative routes are generated using the
entropy-balanced k Shortest Path algorithm (EBKSP). The proposal uses information obtained in real
time by a set of probe cars to detect non-recurrent congestion. The results obtained from simulations
in various scenarios have shown that the proposal is capable of reducing the average travel time
(ATT) by up to 19%, benefiting a maximum of 38% of the vehicles.

Keywords: traffic congestion detection; minimizing traffic congestion; traffic prediction; deep learning;
urban mobility; ITS; Vehicle-to-Infrastructure

1. Introduction

Excessive population growth in urban areas is one of the biggest challenges for every government
around the world. The congestion generated by public and private transport is the most important
cause of air pollution, noise levels, and economic losses caused by the time used in transfers, among
others. For example, the inhabitants of Mexico City lose an estimated 23 h per month in transfers,
which translates into losses of more than 1.5 billion dollars per year, which means 1% of the Mexico
City’s contribution to the country’s GDP, a very significant figure for a developing country [1].

The implementation of vehicular network standards and advances in wireless communication
technologies has enabled the implementation of intelligent transport systems (ITS). One of the objectives
of ITS is the real time traffic management using vehicle data collected from the road infrastructure.
With this data, it is sought to characterize the traffic and thus be able to detect, control, and minimize
traffic congestion. The main challenge of this approach is to forecast the congestion and re-route the
vehicles without causing new congestion in other places [2].

Appl. Sci. 2019, 9, 2717; doi:10.3390/app9132717 www.mdpi.com/journal/applsci
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Commercial solutions such as Waze [3] and Google Maps [4] are capable of providing alternative
routes from origin to destination based on the traffic information published by users. Although these
systems are capable of predicting long-term traffic congestion as well as its duration, they are often
used with reactive solutions that still cannot prevent congestion. In addition, the routes suggested to
users are based exclusively on the algorithm of the shortest route to their destination, without taking
into account the impact that the re-routing has on future traffic conditions [5].

In this work, we present a predictive congestion avoidance by re-routing system that uses a
mechanism based on deep learning with the goal of characterizing the future traffic conditions to
make an early detection of congestion. Based on these predictions and a short route generation
algorithm, alternatives for the vehicles that are about to cross the possible congested areas are provided.
In addition, the system uses vehicle to infrastructure communications (V2I) for the early detection of
non-recurrent congestion. The results obtained from simulations in synthetic scenarios have shown
that the proposal is capable of reducing the average travel time (ATT) by up to 19%, benefiting a
maximum of 38% of the vehicles. The rest of this document is organized as follows. In Section 2,
previous research in this field is summarized. Section 3 presents the details of the proposal. Section 4
presents the tools used in the development of the proposal and the scenarios used for the evaluation.
Section 5 shows the obtained results. Finally, Section 6 presents conclusions and future work.

2. Related Work

CoTEC [6] (Cooperative Traffic congestion detECtion) is a cooperative vehicle system based on
vehicle-to-vehicle (V2V) communication. This system uses fuzzy logic to detect local traffic conditions,
using beacon messages received from surrounding vehicles. When detecting congestion in the area,
CoTEC activates a cooperative process that shares and correlates the individual estimates made by the
different vehicles, thus achieving a characterization of the degree of traffic congestion. Tested in large
scenarios, COTEC obtained good results in the detection of congestion; however, it does not integrate
any vehicle re-routing strategy.

Araujo etal. [7] present a system, based on CoTEC, called CARTIM (identification and minimization
of traffic congestion of cooperative vehicle