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1. Introduction

Acoustic emission (AE) techniques have successfully been used for assuring the structural integrity
of large rocket motorcases since 1963 [1], and their uses have been expanded to ever larger structures [2,3],
especially since the structural health monitoring (SHM) of large structures has become an urgent task
for engineering communities globally. The needs for advanced methods of AE monitoring are felt most
keenly by those dealing with aging infrastructure. Many publications have appeared covering various
aspects of AE techniques, but documentation of actual applications of AE techniques has been limited
mostly to reports of successful results without technical details that allow objective evaluation of the
results, except for some exceptions in the literature where special applications were detailed [4–6].
In this Special Issue of the Acoustics section of Applied Sciences, we sought contributions, like the
exceptions cited here, which describe case histories of AE being applied to large structures. That
is, papers that have achieved the goals of SHM and do so by giving adequate technical information
supporting the success stories. Gathered here are 14 such articles that cover structures from aerospace
and geological structures, bridges, buildings, factories, nuclear facilities, etc.

2. Acoustic Emission Applications

With the goal given above, this special issue was initiated to collect latest research on relevant
subjects. There were 28 papers submitted to this special issue, and 14 papers were accepted (i.e., a 50%
acceptance rate). A key review paper, authored by Manthei and Plenkars [7], covered AE applications
for the SHM of mines and in various geological settings. Of these, underground repositories for
nuclear waste are especially significant, and millimeter-size defects were located in a million cubic
meter volume, demonstrating in situ AE monitoring is a useful tool to observe instabilities in rock long
before any damage becomes visible. Moriya [8] presented the use of an AE method for determining the
seismicity of a lake bottom following the massive 2011 Tohoku earthquake. Another review by Behnia
et al. [9] discussed AE methods for evaluating the structural integrity of asphalt pavements located
in cold regions. It amply shows that AE allows for relatively rapid and inexpensive characterization
of pavement materials and can be used for enhancing pavement sustainability and resiliency to
thermal loading.

Three papers dealt with the SHM of industrial structures, bridges, and masonry buildings.
Elizarov et al. [10] presented a series of examples of AE monitoring of industrial facilities under load,
both static and fatigue conditions. Some were one of a kind structures, forcing them to improvise
various techniques. They successfully evaluated oil refinery tanks and towers, pipelines, rotary kilns,
bridge structures, drag lines, etc. Swit [11] also covered AE detection of active destructive processes
that are in progress on various structures, including steel bridges, steel columns, and a large suspension
bridge. The use of pattern recognition analysis was effective in identifying active damage progression.
Carpinteri et al. [12] detected AEs from seismically induced cracking in an ancient building.

Appl. Sci. 2019, 9, 4602; doi:10.3390/app9214602 www.mdpi.com/journal/applsci1
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Work by Esola et al. [13] was directed at the evaluation of aerospace composite parts via AE
monitoring. They developed a multi-dimensional parts assessment method by taking advantage of AE
data recorded during structural testing. For this goal, they tested 16 composite fixed-wing-aircraft spars
using a structural loading sequence designed around a manufacturer-specified design limit load (DLL).
While loading, the Felicity ratio was calculated. Along with specific AE data from post-processing,
they deduced spar test classification in terms of apparent damage behavior.

In applications aimed toward the SHM of concrete structures, the Ziehl group presented two
studies [14,15]. In the first one, Abdelrahman et al. [14] applied remote AE monitoring on an actively
corroding concrete structure for one year and showed the feasibility of using AE for corrosion damage
detection and classification. Here, studies of decommissioned components and control concrete parts
were examined in parallel and comparative evaluation led to the conclusion. In the second study,
Soltangharaei et al. [15] examined alkali-silicate reaction on large-scale concrete structures. They
utilized an agglomerative hierarchical algorithm to classify the AE data based on energy-frequency
based features. AE observations were correlated to confinement strains, allowing the assessment of
structural degradation via AE signal features.

In all AE applications, source location is essential and Zhou et al. [16] proposed a new scheme for
dealing with outliers, by introducing a preconditioned closed-form solution based on weight estimation.
While this produced improvements, some real effects like damage-induced velocity variation still needs
additional study, as noted by the authors. Zhong et al. [17] provided another approach for improving
source location accuracy. This is called multiple signal classification (MUSIC), which adds directional
scanning ability and easy arrangement of the sensor array. This approach takes advantage of Lamb
wave propagation behavior, focusing on identified center frequency. This work further combined
optimized ensemble empirical mode decomposition (EEMD) and a two-dimensional multiple signal
classification algorithm for real-time impact localization on composite structures. This new method
was validated on a cross-ply composite plate.

Another improvement in AE data analysis was given by Keshtgar et al. [18] through a statistical
concept, Bayesian analysis. They considered AE data during fatigue monitoring of crack growth. Hong
et al. [19] gave an analysis of transverse vibration on a beam that may be useful in preventing damages
to high-rate systems.

Lastly, a review paper by the present author, ‘Review on structural health evaluation with acoustic
emission’ [3] gave an overview of the current status of AE contribution to SHM. This article first
examined signal attenuation, since any AE application seeks minimizing the number of sensors. It is
shown that signal loss from geometrical spreading is a key issue in many shell-type structures. Another
issue is general lack of attenuation data, found after an extensive survey of existing experimental
reports. Since theory cannot provide such attenuation data, more effort is needed before quantitative
SHM design procedures can be implemented. This is followed by discussion on source location, bridge
monitoring, sensing and signal processing, pressure vessels and tanks, and special applications.

3. Future on AE-SHM

Although this special issue has been closed, more research and development work in AE
technologies useful for SHM is in progress. It can be anticipated that future SHM will benefit from
advanced AE applications that take advantage of various modeling tools and artificial intelligence
technologies. Newer, smaller sensors, remote monitoring, feature and clustering analyses, and AE
monitoring in extreme environments are some of anticipated topics to come. More effective AE
methods are required more than ever for sustainable societies.

Acknowledgments: This issue was made successful by the contributions of all the talented authors. Also essential
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Abstract: This review introduces several areas of importance in acoustic emission (AE) technology,
starting from signal attenuation. Signal loss is a critical issue in any large-scale AE monitoring, but few
systematic studies have appeared. Information on damping and attenuation has been gathered from
metal, polymer, and composite fields to provide a useful method for AE monitoring. This is followed
by discussion on source location, bridge monitoring, sensing and signal processing, and pressure
vessels and tanks, then special applications are briefly covered. Here, useful information and valuable
sources are identified with short comments indicating their significance. It is hoped that readers note
developments in areas outside of their own specialty for possible cross-fertilization.

Keywords: acoustic emission; structural diagnosis; attenuation; source location; sensing; signal processing

1. Introduction

Nondestructive evaluation (NDE) of various structures, large and small, has been the primary
target of acoustic emission (AE) technology along with its uses in materials research. The first success
of AE technology was achieved at Aerojet for the inspection of Polaris missile chambers in the 1960s [1].
Further works continued for nuclear and chemical pressure vessels and tanks [2,3]. For industrial
AE applications to fiber reinforced plastics (FRP) vessels, the Committee on Acoustic Emission for
Reinforced Plastics (CARP) was instrumental in code development, culminating in ASME Boiler and
Pressure Vessels Codes and ASTM standards. See Fowler et al. [4] and four following articles in the
special issue of Journal of AE in 1989. A wide range of AE applications have been compiled in the
AE volume of the Nondestructive Testing Handbook [5], while many articles appeared in conference
proceedings and in Journal of AE [6]. Shiotani [7] and Bohse [8] reviewed various applications of
AE to infrastructures and to structural diagnosis, respectively. Two recent review articles [9,10] on
bridge and pressure-vessel inspection are noteworthy in connection to the topic of this introduction.
Another review was published as a Sandia report, comparing AE with other methods for structural
health monitoring (SHM) in evaluating damages to a full-scale wind turbine blade, and demonstrating
the advantages of AE over others [11]. The present author also prepared survey papers on structural
diagnosis [12] and on composites [13]. A comprehensive monograph by Giurgiutiu [14] on SHM of
aerospace composites appeared recently and AE monitoring for SHM was covered in depth. AE uses
in SHM have fully integrated acousto-ultrasonic methods, taking advantage of piezoelectric wafer
active sensors (PWAS). A review paper by Mitra [15] covering the roles of guided waves in SHM is
also useful. With the wealth of these available resources, this article will focus on those topics not
addressed adequately elsewhere.

2. Signal Attenuation

An important issue during any structural inspection using AE methods is the decrease in signal
intensity or attenuation. On the AE side, signal-to-noise ratio is important in signal detection. In SHM

Appl. Sci. 2018, 8, 958; doi:10.3390/app8060958 www.mdpi.com/journal/applsci5
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applications, quantitative system modeling is often desired and attenuation behavior needs to be a
part of successful SHM system design [16]. The same phenomena at lower frequencies are referred
to as structural damping and a recent review relative to composite materials [17] provides useful
backgrounds. This topic is also indirectly related to the mechanical properties of polymers since most
polymers exhibit viscoelastic behavior and strong acoustic damping [18,19].

2.1. Guided Wave Attenuation

In using AE to examine structures, we typically deal with two-dimensional wave propagation
since thick-walled structures—like nuclear pressure vessels and concrete dams—are exceptional cases.
For theoretical developments and early experimental results, see Viktorov’s book from 1967 [20] or
numerous other books that followed dealing with wave propagation, e.g., Rose [21]. In most instances,
AE signals propagate along the surface as Rayleigh waves or through thin-walled structures as Lamb
waves. These waves are collectively known as guided waves. When they spread on two-dimensional
structures, signal loss occurs from geometrical spreading (with inverse square root dependence on
travel distance, x, or 1/

√
x dependence). Additionally, attenuation is caused from material absorption

and scattering with exponential decay, or exp(−ax) with attenuation coefficient a. Combined, signal
amplitude decreases following (1/

√
x)·exp(−ax). For dispersive Lamb waves, signal loss also arises

from dispersion or frequency-dependent wave speed, which spreads vibration energy over a longer
period, reducing signal amplitude [13,20]. When the surfaces are covered with liquids or other
damping matters, attenuation occurs from vibration energy leakage. These appear as additional
a values. Mal et al. [22] gave an extension of wave propagation theory to anisotropic plates with
dissipation given in terms of quality factors, Q. They presented several examples of attenuation in
fiber reinforced composite plates.

Press and Healy [23] in 1957 gave theory and experimental confirmation for Rayleigh wave
attenuation. Measured Rayleigh attenuation coefficients (aR) for PMMA were nearly linear with
frequency and was 55 dB/m at 100 kHz. Viktorov [20] provided a parametric equation for aR and listed
three more aR values for aluminum (Dural or 2017 alloy), glass and polystyrene (15.4, 73.7, 422 dB/m
at 1 MHz, respectively). In 1964, Zhukov et al. [24] derived theoretical expressions for Lamb wave
attenuation coefficients, aL. These guided wave attenuation coefficients, aR and aL, depend on the
attenuation coefficients of longitudinal and transverse bulk waves, or ap and at. Zhukov et al. [24]
also measured aL values for the 0th and 1st symmetric and asymmetric modes, or S0, S1, A0, and A1

modes on low carbon steel plates (C = 0.15%). The measured aL values ranged from 3.8 to 5.7 dB/m at
1.3 MHz and were comparable to their longitudinal and shear wave attenuation coefficients, ap = 3.7
and at = 3.9 dB/m. At zero thickness limit for S0, aL =

√
2 at. Pressure-vessel and pipeline steels

are known for their low bulk wave attenuation of ap = 1 to 10 dB/m at 2 MHz as tabulated in
Krautkramer’s book [25], which are reduced further at lower frequencies. Such low attenuation values
for Al and steels below 10 dB/m were reported by Mason and McSkimin [26], Roderick and Truell [27],
Kamigaki [28], and Papadakis [29,30] among others at frequencies up to 20 MHz. These data were
obtained using directly bonded, low-loss quartz transducers. Some of these tests also included at

measurements. Thus, guided waves are expected to propagate with low loss when materials possess
low ap values.

Wave attenuation is characterized using several different parameters. In the ultrasonic and
AE fields, attenuation coefficient a is commonly used to represent an exponential decay. We use
two units for a; One is dB/m and the other Np/m with 8.686 dB = 1 Np. Np stands for Nepers, a
non-dimensional unit, and is useful in numerical computation. This a is also related to damping
(or loss) factor η by η = aλ/π, where λ is the wave length. Here, η is the ratio of energy dissipated
per cycle to maximum energy stored per cycle, and is also equal to loss tangent, tan δ. This tan δ is
defined as the ratio of imaginary part (E”) to real part (E’) of a complex modulus, E* = E’ − iE” with
i2 = −1. The damping factor (or loss tangent) is often used in dealing with vibration damping at lower
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frequencies. Another parameter is quality factor Q, defined as the inverse of η (or tan δ). See e.g.,
Kinsler et al. [31] and Cai et al. [32].

2.2. Attenuation Measurements on Large Metallic Structures

Graham and Alers [33] reported in 1975 the first quantitative study of AE signal attenuation
on pressure vessels, showing that signal amplitude (expressed in dB scale) decreased linearly with
distance of propagation, except near the signal source where the slope of the decrease was steeper.
The frequency they examined was 100 to 850 kHz and the wall thickness of the pressure vessels was
100–130 mm. Thus, the signals examined were Rayleigh waves. Selected data was replotted against
distance (in the logarithmic scale) as shown in Figure 1. Of the five plots, the data at 100 and 200 kHz
followed the inverse square root distance dependence, indicating absorption loss was negligible.
For the two higher frequency cases at 400 and 600 kHz, additional attenuation term of 1.7 or 2.1 dB/m
accounted for the observed deviation from the 1/

√
x dependence. Data at 850 kHz was inadequate,

but it seems to show even higher attenuation. For a given plate thickness, a limiting frequency exists,
below which Rayleigh waves do not exist. For the 100-mm thick steel, it is 82 kHz, as shown in the
Appendix A.

Pollock [34] reported AE signal attenuation for 30-kHz signals on a pipeline of nearly 300-m length.
A replot of this data (with blue + symbols) in Figure 2a exhibits the same 1/

√
x behavior (indicated by

a black line) with small additional attenuation of 0.17 dB/m. Data points for the 1/
√

x plus 0.17-dB/m
attenuation are shown by red circles. Here, Lamb waves propagated on a relatively thin pipe wall (of a
few cm thickness). Blackburn [35] reported attenuation data for large gas cylinders. These cylinders
were 12-m length, 0.6-m diameter, and 14.3-mm wall thickness and made of heat-treated 4130 steel
(quenched and tempered after fabrication). His data for a 3AAX tube at 150 kHz is plotted in Figure 2b.
Most data points fit the 1/

√
x behavior except a few points deviated lower, suggesting possible effects

of signal absorption at large distances. In these two studies, dispersion loss was minimal.
More attenuation measurements have been published recently. The data of Baran et al. [36] for

30-kHz signals on a pipeline up to 100-m length are shown in Figure 2c. Their results are similar to the
Pollock case with a slightly higher attenuation of 0.34 dB/m. Sofer et al. [37] tested 150-kHz signals
from pencil-lead breaks on steel sheet and plate, getting only the 1/

√
x behavior since the maximum

distance was 2 m. Their cylindrical block did exhibit attenuation of 17 dB/m in addition to the 1/
√

x
behavior. Thus, these observations fit with the theory and early experiments [20,24].

Figure 1. Attenuation data (amplitude in dB vs. distance in m) on steel pressure vessels at five
frequencies from Graham-Alers [33]. From top to bottom: 100 kHz (blue), 200 kHz (red), 400 kHz
(purple), 600 kHz (orange), and 850 kHz (green). Signal source was a white noise generator. Lines drawn
represent 1/

√
x dependence.
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Two other works were outside the above framework. CETIM group [38] examined large penstocks
in a hydropower plant covering the length of 40 m. Their low and medium frequency attenuation
studies resulted in the inverse-distance behavior. This may be due to many thick flanges for these
particular penstocks that appear different from the common design of long pipe sections. El-Shaib [39]
reported Lamb wave attenuation on a steel plate, but his signal energy values decreased with 1/

√
x,

implying negative amplitude attenuation. It is likely that his energy data was already converted to
amplitude values.

Figure 2. Attenuation data (amplitude in dB vs. distance in m) on steel structures. (a) Signal attenuation
on a pipeline at 30 kHz by Pollock [34]; (b) Signal attenuation on a gas cylinder at 150 kHz by
Blackburn [35]; (c) Signal attenuation on a pipeline at 30 kHz by Baran et al. [36]. Lines drawn represent
1/

√
x dependence. Measured data points are shown by + (blue) and modeled points are in filled circles

(red) in (a,c).

2.3. Laboratory Attenuation Measurements

As a part of guided-wave sensor studies at UCLA [40,41], Lamb wave attenuation was measured
for large aluminum (Al) plates (6.4-mm thick 1100 Al and 12.7-mm thick 6061 Al), steel (3.2-mm
thick 410 stainless), soda-lime glass (4.7-mm thickness), PMMA (6.4-mm thickness), and polyvinyl
chloride (PVC, 4.6-mm thickness). For the three metal and glass plates, the inverse-square root distance
behavior prevailed with a few exceptions (when combined modes started to split at larger travel
distances at some frequencies). The maximum travel distance was 500 mm and the frequency range
was from 100 to 1500 kHz. The result of the 1/

√
x behavior for 410 stainless steel (SS) was surprising

because this steel (along with pure Fe and pure Ni) was expected to show high bulk wave attenuation
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due to its magnetic properties [42]. However, Papadakis [43] reported only moderate attenuation for a
comparable 416 stainless steel (ap = 20 dB/m at 4 MHz). Papadakis [43] did find Ni to have a high ap of
120 dB/m at 2 MHz. Drinkwater [44] calculated Lamb wave attenuation curves for glass, showing less
than 0.1 dB/m attenuation below 0.5 MHz for a plate (3.9-mm thickness). Thus, the 1/

√
x behavior

found here for glass confirms the calculation. In highly attenuating polymeric plates, signal levels
were strongly reduced as shown in Figure 3. At 75 kHz on 6.4-mm thick PMMA (Figure 3a), S0-mode
waves propagated with symmetric excitation and showed the 1/

√
x behavior plus aL of 25 dB/m.

At 380 kHz on PMMA (Figure 3b), seven Lamb modes are expected with the group velocity of 0.8 to
1.1 mm/μs according to dispersion curve calculation. Since the duration of excited signals was about
50 μs, mode separation was not observed and the entire wave packets were analyzed. Attenuation aL

beyond the geometrical spreading was higher at 121 dB/m. A 4.6-mm thick PVC plate exhibited even
higher attenuation, reflecting its higher bulk wave attenuation [45]. As shown in Figure 3c, 130-dB/m
attenuation was observed beyond the geometrical spreading at 75 kHz. For PMMA, the values of ap

and at below 100 kHz were available from resonant ultrasonic spectroscopy [46,47]. Assuming that the
damping factor (η) values of 0.035 and 0.025 reported for 50 and 60 kHz, respectively, hold at 75 kHz,
ap and at are found as 27.3 and 52.0 dB/m for PMMA at 75 kHz. Using the Zhukov theory for aL

and calculated coefficients given, the attenuation of S0-mode waves was obtained as 33.7 dB/m for
the frequency-thickness product of 0.48 MHz-mm for PMMA thickness of 6.4 mm. The observed aL

value for S0-mode is 25 dB/m, so aL matching is good between theory and experiment. Castaings and
Hosten [48,49] obtained complex elastic moduli for PMMA and predicted Lamb wave attenuation for
five lowest modes. At 75 kHz, aL for S0 was 21.5 dB/m, while aL values ranged from 145 to 300 dB/m
at 380 kHz. Thus, theory and experiment agree reasonably well also. When the observed ap and at

values are inserted to the Viktorov equation [20] for Rayleigh wave attenuation, aR = A ap + (1 − A)
at = 51.0 dB/m as A = 0.05 with Poisson’s ratio of 0.37 for PMMA. This is in good agreement with
47 dB/m at 75 kHz, obtained by Press and Healy [23].

Figure 3. Cont.
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Figure 3. Lamb wave attenuation curves with amplitude in dB and distance in mm. Data symbols are
identical to those in Figure 2. (a) S0-mode propagation at 75 kHz on 6.4-mm thick PMMA. Red points
are for the 1/

√
x behavior plus aL of 25 dB/m; (b) mixed mode propagation at 380-kHz, fitting the

1/
√

x behavior plus aL of 121 dB/m; (c) S0-mode propagation at 75 kHz on 4.6-mm thick PVC matched
the 1/

√
x behavior plus aL of 130 dB/m.

2.4. Complex Elastic Moduli Measurements

Castaings et al. [50] developed an elegant ultrasonic method that is capable of determining the
complex elastic moduli of PMMA discussed above. This method utilized iterative numerical inversion
techniques and transmitted ultrasonic fields obtained for multiple incident angles on a plate sample.
Either immersion or air-coupling technique can be used. This method yielded complex viscoelastic
stiffness coefficients. The complex elastic moduli for PMMA were given in Castaings and Hosten [49],
showing η1 = 0.023, η2 = 0.056, η66 = 0.026, and η12 = 0.046. These were measured at 0.3 MHz. The η

data is tabulated in Table 1.
For PMMA, many tests have been reported for η and for ap. Figure 4 shows a plot of damping

factor vs. frequency data from [47,51–56]. The value of η starts to rise at 0.001 Hz and the peak η

of 0.09 is reached at 3 Hz, then decreasing at higher frequencies. These low frequency tests were
in torsional mode (corresponding to η66 or η12) and yielded 40 to 60% higher values than Thakur’s
data [53], conducted in tension mode (equivalent to η1), corresponding to at and ap values, respectively,
in terms of ultrasonic attenuation. Also plotted are η values converted from ap measurements at higher
ultrasonic frequencies between 0.5 to 6.4 MHz [54–56]. The η values from ultrasonic attenuation are
relatively unchanged at approximately 0.01 and match Thakur’s data near 1 MHz within 25%. In fact,
Hartman’s early η value of 0.089 is valid from 0.29 to 30 MHz [57]. If the trend at lower frequencies
continues to the MHz range, it can be expected that at is 50% higher than ap in the low MHz region.
When all these η values are compared among them, it is evident that the transmission field inversion
method [49] produced at least a factor of two larger results. Independent evaluation of this method
seems advisable as their other complex elastic moduli data have been utilized by several other research
groups as will be discussed below. Note also that η values for PMMA decrease by a factor of two
from 10 kHz to 30 MHz. Given ultrasonic attenuation coefficient a = ηπ/λ, a values increase with
frequency with their frequency dependence decreasing gradually. This behavior is expected in other
engineering polymers.

From the above survey and results, we can estimate the attenuation of guided waves when
we have bulk wave attenuation data. Unfortunately, values of ap and at are unavailable at typical
AE frequencies under 1 MHz for most engineering materials because large samples are needed for
attenuation measurements. Even in usual ultrasonic frequencies above 1 MHz, it is difficult to find
even ap values for many materials. Still, high strength steels and Al alloys are qualitatively known to be
good transmitters of ultrasounds. Thus, we can reasonably assume that AE signal attenuation follows
the geometrical spreading and shows the 1/

√
x behavior. This assumption cannot be used when excess

damping conditions exist from inside or outside contact with liquids or other lossy matters [58,59].
Then, we need to assess signal attenuation by traditional methods.
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2.5. Survey of Ultrasonic Attenuation of Metallic Alloys

Table 2 lists ultrasonic attenuation of engineering alloys, noting material parameters given in the
original articles. This list attempted to cover all the attenuation data available for engineering alloys,
but some data were omitted for obvious errors in methods used. Large variations are sometimes
seen for similar alloys, but detailed reevaluation of measurement methods is needed to explore their
causes [67]. For example, Klinman et al. [68] obtained ap of 60 dB/m at 5 MHz for an annealed 0.15%C
steel with 20 μm grain size, but later Klinman et al. [69] reported for a similar sample ap of 670 dB/m
at 10 MHz. Papers from Harwell [70,71] also reported 500 to 1350 dB/m attenuation for annealed
low C steels at 8–10 MHz. Such large differences in ap at 5 and 10 MHz may arise from the frequency
dependence of ap. However, these appear to be strange, since Papadakis [29,72] obtained ap = 12 dB/m
for annealed 4150 steel and below 10 dB/m for a tempered martensitic bearing steel (52100 steel) over 1
to 10 MHz. Serious evaluation of these diverging results has not been conducted so far, but Papadakis’
data are more reliable as he used directly bonded quartz disc transducers, while later studies used
damped ultrasonic transducers and water immersion [68–71]. Magnetic effects could be a factor,
but are less than 10 dB/m at 1 MHz and not large enough [73,74]. Most of the references dealt with
the longitudinal wave attenuation. Recently, Hirao, Ogi, and Ohtani [75–79] have measured shear
wave attenuation using non-contact electromagnetic sensors. For example, they found at = 116 dB/m
at 5 MHz for 0.15%C steel with 49 μm grain size, almost doubling Klinman’s ap data at 5 MHz cited
above [68]. Their at results in combination with longitudinal attenuation data allow one to estimate
guided wave attenuation using the theories discussed in Viktorov [20]. The number of engineering
alloys examined for at, however, is still limited.

In contrast to polymers, in which hysteretic effects due to molecular rearrangements are
dominant [18], ultrasonic attenuation of crystalline metals and ceramics mainly comes from absorption,
Rayleigh scattering, and stochastic scattering [26,80]. Absorption effect is similar to polymers with
linear frequency dependence, though mechanisms are different. Both of the scattering contributions
depend on frequency with a power law and the exponents are 4 and 2. Rayleigh scattering varies
most with grain size. In Table 2, attenuation measurements that used low-loss quartz discs directly
bonded to samples are marked with Q while non-contact electromagnetic measurements are marked
with E. The rest utilized immersion, buffer rod, or direct contact methods. The unmarked group needs
assumptions regarding signal loss at sample interfaces, where errors may be generated. Generazio [81]
examined ultrasonic reflection coefficients and showed large variations and dependence on interface
thickness and contact pressure. In view of low attenuation found in guided wave propagation
dominated by the 1/

√
x dependence, it is likely that most structural steels used in pressure vessels,

tanks, and pipelines have low values of ap and at. Thus, high bulk wave attenuation of ultrasonic
waves must be reexamined since high attenuation reports have mostly originated from immersion test
procedures that included a plane-wave assumption in the analysis. This last point also needs further
study because the sound fields ahead of a commonly used piston transducer suffer from divergence
and diffraction [31,72].
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2.6. Guided Wave Attenuation on Fiber-Reinforced Composites

Lamb wave experiments were also conducted at UCLA using fiber reinforced plastics (FRP).
Figure 5a,b show two cases for an FRP with woven glass-fiber rovings and epoxy matrix (2.2 mm
thickness, density 1.9 g/cm3, 0.38 fiber fraction). Attenuation data for S0 mode along the fiber
direction at 60 and 100 kHz are plotted against (log) distance. The observed data can be attributed
entirely to the 1/

√
x dependence at 60 kHz, while 100-kHz data matches the 1/

√
x dependence plus

10.8 dB/m attenuation. These attenuation coefficients are similar to ap of 4.4 dB/m at 100 kHz for
a unidirectional GFRP along the fiber (converted from η of 0.007) [90]. The above findings implies
glass-fiber reinforced plastics (GFRP) behave similarly to common structural metallic alloys below
100 kHz. The same attenuation data can also be described conventionally with an attenuation coefficient
of 21.2 dB/m (60 kHz) or 33.1 dB/m (100 kHz) including the geometrical spreading as shown in
Figure 5c. These conventional attenuation coefficients are lower than ap of 135 dB/m for another GFRP
(with random mat) at 100 kHz, with its ap increasing to 400 dB/m at 2 MHz [91]. However, this data
was in the direction normal to fibers and not directly comparable. When attenuation due to absorption
is high, it is convenient to include signal spreading in attenuation parameters in NDE applications.

Figure 5. Lamb wave attenuation data for S0 mode along the fiber direction of an FRP. (a) Data at
60 kHz match with 1/

√
x dependence; (b) data (blue +) at 100 kHz fit to the 1/

√
x dependence plus

10.8 dB/m attenuation, shown by red circles; (c) the same attenuation data (in dB) plotted against
linear distance. Blue points: 60 kHz with the slope of 21.2 dB/m. Red points: 100 kHz with 33.1 dB/m.
This FRP was used in an AE study [92].

Castaings and Hosten [48] used complex elastic moduli from [49] and predicted Lamb wave
attenuation for unidirectional GFRP, giving S0-mode aL value at 100 kHz of 17 dB/m. For this case,
Castaings and Hosten [49] reported η11 = 0.047, η22 = 0.043, η33 = 0.033, η55 = 0.05, η66 = 0.038,
η12 = 0.033, and η13 = 0.036 (fiber direction is the 3-direction and fiber volume 0.6). Neau et al. [61]
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reported another set of ηij for a GFRP, measured by the Castaings method. This set showed the values
of η33 and η66 to be 70 and 240% higher. These η values by the Castaings method (listed in Table 1) are
higher than other published values of η, determined from conventional vibration damping methods at
lower frequencies. Crane [93] thoroughly reviewed test methods and results. He also gave additional
results on damping of composite materials. See also [60], which listed η values from the 1980s as in [93].
For unidirectional GFRP with 0.6-fiber volume fraction, longitudinal damping factor η in the fiber
direction was 0.004–0.006, about six-times smaller than the ultrasonic data above [49,61]. Crane [93]
also noted that epoxy matrix has η of 0.022. Vantomme [94] obtained even lower damping factor
values, e.g., η1 = 0.002 (or 0.0013 from [60]) and noted η for a single glass fiber to be 0.0015. Data in [60]
gave η2 of 0.008 and η12 of 0.011 for E-glass/DX210 epoxy. These GFRP data are mostly lower than
the epoxy data in Table 1 [60]. These damping data were all taken under 1 kHz and increasing
trends with frequency were reported. If the main contribution to damping comes from the matrix,
as existing theories postulated [91], the increase with frequency is likely to be insignificant considering
the decreasing trend of damping factor noted on PMMA [42]. In fact, the data of ap = 400 dB/m
at 2 MHz cited earlier [91] correspond to the damping factor of 0.02. Thus, the Castaings–Hosten
determination of GFRP damping factors that averaged to 0.043 apparently suffers from overestimation
of a factor of two or more.

Attenuation and damping studies for carbon-fiber reinforced plastics (CFRP) have been conducted
since the 1970s. In his exhaustive review, Crane [93] showed that longitudinal damping factor
in the fiber direction (η1) was 0.001–0.005 for unidirectional CFRP with 0.6-fiber volume fraction.
Transverse damping factor normal to the fiber direction (η2) was approximately 0.01. CFRP data
from [60] were similar to GFRP values given above and match with the Crane values. A newer study
confirmed these results [95]. These damping studies were made at low frequencies below 20 kHz using
flexural bending of long beam samples. A recent work also verified η1 of ~0.001 using a longitudinal
resonance technique with pultruded 0◦ samples [96]. At 2 MHz, η1 or η2 of 0.01 corresponds to
ultrasonic attenuation coefficient (ap) of 50 or 182 dB/m in the direction parallel or normal to fibers.
Using quartz disc transducers, Kim [97] evaluated ap and at of UD-CFRP (XA-S/1138) including
those along the fiber direction over 1.8 to 9 MHz. At a fiber fraction of 0.6 and 2 MHz, αp was 55 and
450 dB/m, parallel and normal to fibers, while αt exceeded 1050 dB/m. Biwa et al. [98] made theoretical
and experimental studies of attenuation for UD-CFRP (TR30/340) with epoxy matrix varying fiber
volume fractions up to 0.6. At 2 MHz, ap was 430 dB/m normal to fibers, about 10% higher than their
theory. In both studies [97,98], the values of at were much higher than those of ap. When the observed
ap of 450 dB/m is converted to η2, we get η2 of 0.025, about twice the low frequency data. An earlier
work by Williams et al. [99] obtained η1 and η2 values of 0.014 and 0.049 along and normal to fibers
at 2 MHz for a CFRP (AS/3501-6). They used multiple samples of square cross section (9.5 × 9.5 or
12.7 × 12.7 mm2) and 3.8- to 127-mm length to get their η1 and η2 values. Even ignoring a diffraction
correction [100,101], αp along fibers at 2 MHz is 70 dB/m and is only 27% higher than Kim [97]. For ap

normal to fibers, it is 892 dB/m without diffraction correction and is about twice those of Kim [97]
and Biwa et al. [98]. We also conducted an ultrasonic attenuation measurement at 2.25 MHz using an
immersion method and obtained αp normal to fibers of 704 dB/m for CFRP (G50/F584) in a cross-ply
layup, corresponding to η2 of 0.034. Along the fiber direction, the same CFRP yielded η1 of 0.02 at
0.5 MHz. This CFRP sample was from our earlier AE study [102]. The differences in attenuation among
CFRP are partly due to fibers and resins used, but may also be from methods used. Thus, we expect
η1 = 0.01~0.02 and η2 = 0.02~0.05 for UD-CFRP at low-MHz ultrasonic frequencies.

Using a torsion pendulum method, Adams [103] evaluated the damping η for single carbon fibers.
For polyacrylonitrile (PAN)-based fibers, η was 0.0013, while pitch-based fibers (after stretching) had
η of 0.0028. Ishikawa et al. [104] examined η for single carbon fibers of 13 different combinations of
tensile strength and elastic modulus. These were newer fibers with improved properties and both
PAN- and pitch-based fibers were tested for torsional damping. For the low η group, the values of
η were about 0.025 for low strength fibers (under 2 GPa tensile strength). The middle η group had
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η = 0.035 ± 0.003 and the tensile strength varied from 2.5 to 6 GPa, including both high strength PAN
fibers and high modulus meso-phase pitch fibers. The last group, or the high η group, showed high
damping with η = 0.05 to 0.08 and possessed high strength of 3.8–6.3 GPa. This high damping in the
newer high-performance carbon fibers is surprising since these η values are three to four times larger
than epoxy matrix and nearing those of some elastomers. Earlier damping results from the 1980s were
on CFRP with fibers of low to medium strength in today’s classification. Thus, these fibers had values
of η under 0.04 and in combination with epoxy (η = 0.022), resultant η2 is consistent with the observed
η2 of 0.02~0.05. Another check can be made by measuring ultrasonic attenuation. If the high damping
values of 0.05 to 0.08 persist at low MHz frequencies, we should expect αp of 900–1500 dB/m at 2 MHz
(2300–3600 dB/m at 5 MHz) of ultrasonic attenuation. This level of αp was reported on CFRP with
T700 fiber. Olivier et al. [105] measured αp of 3300 dB/m at 5 MHz for 8-ply unidirectional CFRP,
but with 1.7% porosity. Our recent preliminary measurement on a CFRP with T700 fiber (2–10 mm
thickness, made from Toray 2501 prepregs; fiber fraction of 0.4) showed αp = 72 or 600 dB/m at
0.45 MHz in the fiber direction or normal to fiber direction. These αp values correspond to η1 and
η2 of 0.05 and 0.13, respectively, and indeed imply that newer high-performance fibers have higher
intrinsic damping in comparison to fibers made before the mid-1990s. The high damping behavior
is beneficial for many engineering applications, but poses a challenge for SHM. Ishikawa et al. [104]
related high torsional damping to amorphous carbon phase. Yet there seems to be no clear reason why
newer high-performance carbon fibers possess high acoustic damping. Note that amorphous fused
silica has very low damping. These ultrasonic studies should be repeated including the evaluation of
neat resin and further research is needed for the origin of damping.

Complex elastic moduli of CFRP plates have been measured with the Castaings method. Four sets
of ηij values are tabulated in Table 1. Note that fibers are oriented along the 3-axis for Neau et al. [61],
but along the 1-axis for Matt [62] and Calomfirescu [63,64]. In three cases for CFRP-UD samples,
damping along the fiber axis averaged to 0.069 while shear damping normal to fibers 0.098. These
damping values are again two or more times higher than η2 values of comparable CFRP-UD samples.
The complex elastic moduli were then used with higher order plate theory to calculate attenuation
coefficients for S0 and A0 modes. Calomfirescu [63] obtained for a UD plate along the fibers (0◦) αL

of 27 and 150 dB/m at 300 kHz (45 and 250 dB/m at 500 kHz) for S0 and A0 modes, respectively.
Along the fiber normal (90◦) direction, corresponding values were 75 and 108 dB/m at 300 kHz.
These attenuation values are beyond geometrical spreading. A few other calculations resulted in much
higher attenuation values [16,61,62] than Calomfirescu results.

The S0 value along 0◦ of Calomfirescu [63] was much higher than our measurements on
AS4/3506-1 CFRP plates [106]. In our CFRP study, three types of lay-ups (unidirectional, cross-ply,
and quasi-isotropic) were used and complex attenuation behavior was found when the wave
propagation direction shifted from the fiber orientations. For the UD plate, S0-mode attenuation
value along the fiber direction (0◦) at 300 kHz was 4.8 dB/m, which was slightly less than that of Al
plate (5.8 dB/m). Since geometrical spreading was not separated and receiver size was 8 mm, the same
test was repeated using a KRN sensor of 1 mm size. Figure 6a gives attenuation data for S0 and A0

modes at 100 kHz, which are represented by attenuation coefficients of 20 dB/m for S0 and 38 dB/m
for A0 mode. When the same data is plotted in a log-log graph, only geometrical spreading effect or
1/

√
x behavior is found without additional attenuation. No signal loss was observed for S0-mode

at 300 or 500 kHz, as shown in Figure 6b. This behavior appears to come from a sharp directivity
for the UD plate observed previously [106]. In contrast, attenuation for A0-mode at 300 or 500 kHz
was substantial. Values of aL were 78 and 178 dB/m beyond geometrical spreading for A0-mode
propagation along the fiber direction, as shown in Figure 7a,b. Thus, the aL values for A0 are within a
factor of two with the Calomfirescu calculation [63]. However, aL for S0 at 0◦ vanished in our tests
beyond geometrical spreading.

17



Appl. Sci. 2018, 8, 958

Figure 6. (a) UD-CFRP attenuation for S0 (blue) and A0 (red) modes at 100 kHz, amplitude in dB scale;
(b) UD-CFRP attenuation for S0 mode at 300 kHz (blue) and at 500 kHz (red), amplitude was calculated
using the square root of the wave packet energy. Information on the UD-CFRP plate was given in [106].

Figure 7. UD-CFRP attenuation for A0 modes vs. (log) distance. Observed data (blue +), modeled
attenuation of geometrical spread plus attenuation (red circle), geometrical spread (gray circle).
Amplitude in dB scale. (a) Attenuation of 78 dB/m for 300 kHz; (b) attenuation of 178 dB/m for
500 kHz. Amplitude was calculated as in Figure 6.

Schmidt et al. [65] used another approach in characterizing CFRP properties. They measured
Lamb wave propagation utilizing air-coupled ultrasonic techniques and deduced the dispersion curves
and attenuation behavior. The data was then used to construct an analytic model. Their modeling
relied on higher order plate theory and the attenuation utilized hysteretic model where the damping
coefficients (ηij) are independent of frequency. The values of ηij were given in Schmidt et al. [66]
and listed in Table 1. It appears that an UD plate is marked 45◦ considering Cij values. Assuming
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this to be the case and noting that their ηij stand for C”ij, some of these are two-to-five times smaller
than the corresponding values from the Castaings method [49]. However, off-fiber parameters of
η22, η33, and η23 are grossly overestimated with η23 = 0.26 being five-times higher than η12 of PMMA.
In dealing with different composite layups used, lamination theory was incorporated. An example
given shows calculated attenuation coefficients for S0 and A0 modes on a quasi-isotropic CFRP plate.
At 122 kHz, they obtained attenuation coefficients for S0 and A0 modes to be 4.3 and 50.2 dB/m
beyond geometrical spreading. Another set of attenuation coefficients for S0 and A0 modes were
reported graphically (CFRP layup was not given, but it seems to be UD). At 300 kHz, these were 31
and 140 dB/m, respectively. These αL matched with their experimental values. These were higher
than our data that included geometrical spreading effects [106], and our new test data discussed above
showing no attenuation at 100 kHz. Only the A0 data at 300 kHz matched within a factor of two.
Schmidt et al. [65] included geometrical spreading in their modeling. This needs to be probed, however,
since properly modeled calculations should predict 1/

√
x behavior from the viscoelastic parameters

for quasi-isotropic CFRP, and a directional behavior for unidirectional CFRP. More comparative studies
are obviously needed to obtain representative CFRP wave propagation characteristics.

2.7. Summaries

Section 2 considered signal attenuation, which often limits the use of AE inspection in many
SHM applications. Since waves in most structures move as guided waves, Section 2.1 collected
available theories for attenuation in isotropic media and described a general behavior, citing early
experiments. Section 2.2 reviewed published wave propagation experiments, showing that available
results can be rationalized well using the theories from Section 2.1. Section 2.3 reported Lamb wave
propagation experiments conducted in laboratory scale for confirmation using elastic and viscoelastic
plates. Results matched theoretical predictions. Section 2.4 discussed a new approach for attenuation
studies using complex elastic moduli, which were obtained by the Castaings method. All the available
results were collected in Table 1. Results for PMMA were then compared with damping factor
determination, which had been accumulated over many years. It was found that the Castaings method
prediction appears to overestimate the damping factor by a factor of two, suggesting the need for
independent verification. Section 2.5 covered the ultrasonic attenuation of metals. For metallic alloys,
structural attenuation behavior can be predicted when their attenuation coefficients, both longitudinal
and transverse, are known. However, the attenuation data is limited and all the accessible values
were tabulated in Table 2. More studies are needed, especially for commonly used structural alloys
and for transverse attenuation coefficients that require special instrumentation. Section 2.6 dealt
with the attenuation behavior of fiber composites. For these anisotropic media, only limited data
sets are available and over short propagation distances. Calculations relied on higher order plate
theory and complex elastic moduli from the Castaings method. This approach appears to be valid
based on comparison with Lamb wave attenuation data and represents substantial advances in wave
analysis. However, some of the damping factor data are apparently two or more times higher when
compared to the corresponding values from ultrasonic attenuation measurements. Again, further
studies are required to clarify the attenuation behavior of highly variable, anisotropic composite
structures. Note that most available complex elastic moduli data sets lack manufacturing data on
tested composite plates, making comparison difficult. Detailed material identification must accompany
sophisticated mechanical characterization.

The above discussion demonstrated that modeling of guided waves for CFRP plates has advanced
substantially. However, more refinements are needed in calculation procedures and validation of
damping coefficients. While Rayleigh and hysteretic damping models produced realistic attenuation
results that matched experiment [16,65], Kelvin–Voigt model as used in, e.g., [65], should be discarded
for its physically unrealistic assumption. Additionally, the Kelvin–Voigt model introduces an arbitrary
parameter (characteristic frequency) in damping calculation. Critical evaluation of the Castaings and
Schmidt methods [49,66] for damping parameters is highly desirable to achieve a unified predictive
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method. As noted above, the Castaings method [49] gives damping factors twice higher than other
methods and some ηij were also excessive in Schmidt et al. [66].

These basic studies point to difficulties in practical testing of FRP structures except at lower
frequencies. As in the Sandia report [11], Weihnacht et al. [107] discussed testing of large FRP
components. In one of their tests, they needed to place 64 sensors over a 38-m long blade at 3 to
5 m sensor spacing. Such a sensor count demonstrates tough challenges facing real time composite
inspection. Thus, the strategy introduced by CARP [4] of using low (60 kHz) and high (150 kHz)
frequency sensors in tandem remains valid for global and local AE source location.

3. Source Location

Methods of AE source location came from seismology and have been refined to meet demands
for accuracy, speed, and robustness against false location [5,108–112]. Actually, the source location or
localization problem is a general topic of interest to broad segments of science and engineering. See a
comprehensive review in connection to signal processing [113]. The AE location methods also evolved
with available computational capabilities, starting with table look-up and first-hit or zonal location,
as described by Hutton in 1972 [114]. In 1991, Crostak [115] developed a directional sensing method
with four-sensor arrays to simplify source location, allowing a source location using two sets of sensors.
More recently, three-sensor arrays worked just as well, despite reducing the sensor count [116,117].
New localization methods are adapted to AE field as reported in, e.g., [112,118].

For typical AE applications, currently available 2-D and 3-D location algorithms satisfy their basic
needs. The algorithms utilize time differences of arrival (TDOA) and seek the intersection of a set
of hyperboloids assuming constant wave propagation speed, usually relying on iterative processes.
However, there are more requirements developing in the SHM field for faster calculations and less
sensor placements [14,119]. In particular, smaller sized PWAS have added a new dimension to source
location strategy as these allow mode discrimination and provide directional information [14] and
phased array concept is also a useful addition [120]. Automation of AE detection will enable broader
uses of AE technology and Holford et al. [112] discussed some examples developed, focusing on
fatigue problems that still menace critical structural elements.

One of newer approaches relies on exact closed form solutions, which can reach the source
position efficiently and accurately. This analytical method obtains the AE source as the intersection
of spheres, the radii of which are related to TDOA [121–124]. Some are introducing artificial
intelligence concepts for source location, including Gaussian process, support vector machine and deep
learning [125–127]. Earlier, neural networks and genetic algorithm were also used [128]. For AE
source location on thin plates, Gorman [129–131] introduced the Lamb wave velocity variation
due to S0 and A0 modes, although the dispersion behavior was used in sensor frequency selection
earlier [33,114]. Others followed his approach and showed that, for linear location, only a single
sensor is needed [132,133]. For anisotropic plates, Kundu et al. [117] developed a method without
solving a system of nonlinear equations. This method relies on three-sensor arrays, allowing simpler
orientation detection. For 2-D location, this method can also find velocity values by itself with
improvements [134]. Other methods can also be used for anisotropic plates [135]. In some composite
layups, complex velocity patterns develop and a generic method was devised for such cases [118].
In this best-matched point search method, a structure is represented by points defined relative to
sensor network. TDOA values of an AE event are matched with those of the previously defined points,
quickly yielding the position of the AE event. Another method with TDOA, named delta-T, has also
been advanced since its inception and now incorporate several signal-processing methods, becoming
more reliable in dealing with complex geometries [136]. These methods have a root, tracing back to
the table look-up methods [114], but now are highly refined for today’s AE applications.

Another new approach utilizes time reversal methods. This concept originated from the need to
focus on the origin through inhomogeneous media [137–139]. A time reversal method was applied
to the analysis of a ribbed composite plate where Lamb wave mode conversion occurs adding an
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extra mode to the initial two-mode propagation [140]. Here, a matched filter is created that maximizes
the ratio of output amplitude to the square root of the input energy. For source location, a number
of waveforms recorded by a single sensor containing the impulse response of the medium are used,
aided by scattering, mode conversions, and boundary reflections of the medium. As it uses a virtual
focusing procedure, no iterative algorithms are used and no prior knowledge of the properties or
anisotropic wave speed is needed. See also Douma et al. [141] and Robert et al. [142].

Other special topics are of interest. Liu et al. [143] examined source location errors when
thick-walled vessels are tested. Traditionally, the accuracy limit of source location was empirically
thought to be the thickness of a structure [5]. They defined errors in three different ways and conducted
experiments using large concrete blocks with the thickness of 150 to 600 mm and sensor spacing of
4 to 5.5 m. Errors were found to be 2% to 10%, while the absolute errors were 5% to 30% of the
thickness. Thus, results indicate that empirical estimates were realistic considering errors coming
from the uncertainties in TDOA. A related report is on the inspection of heavy wall radioactive waste
containers [144]. This does show we have to deal with thick-walled containers. Ozevin et al. [145]
presented a source location method for open structures, like trussed towers or beams. Each element
is modeled in 1-D and these elements are combined for complex spaced structures. A 2-D truss was
modeled and compared to a laboratory scale bridge, confirming their approach to be valid. However,
the practicality of such an approach depends on the attenuation of flaw AE signals and noise generated
at joints inevitably present in large truss structures.

Section 3 covered various approaches to locate the origin of an AE signal, often referred to as
an AE event. Basic location method developed from concepts used in seismology about 50 years
ago, and was adapted to available instrumentation over the years. With advances in data processing
capacity, newer approaches have sprung up in the past 20 years or so. Representative works were
collected with brief description in this section.

4. Bridge Monitoring

AE monitoring on large bridges has a long history of successful outcome [5,9,12,146–148].
Initial emphasis was on steel truss structures as these contain many fatigue-prone joints in difficult to
inspect locations. Fatigue damage of bridges has always presented technical challenge and remote
monitoring capability with AE has become a viable solution [149]. Well-known fatigue damage in
recent years was at the San Francisco–Oakland Bay Bridge, which led to a large-scale AE monitoring
of the affected bridge segments following a successful demonstration of AE’s capability [150,151].
For this project, 640 sensors of 60-kHz resonance frequency were used to monitor 384 eyebars covering
over 6-km distance. The main aim was to detect cracks of 2.5-mm size. By the turn of the 21st century,
bridge engineers’ interests in acoustic (emission) monitoring of long-span suspension bridges finally
reached the level for its practical implementation as shown by Hovhanessian [152]. Initial impetus
came from the realization that a protection scheme of cable wire galvanizing (zinc coating) plus red
lead (Pb3O4) paste was found inadequate on the Brooklyn Bridge and Williamsburg Bridge after nearly
a century of continuous use. After 90–100 years, zinc coating was gone and many broken wires due to
corrosion were found [153]. While these broken wires were repaired, more broken wires were also
found in many newer bridges. On the Forth Road Bridge in the UK (a main span of 1006 m, opened
in 1964), Colford [154] reported 8 out of 11,618 wires were broken at one of test locations in 2004.
However, about 90% of the wires inspected exhibited Stage 3 (heavy) and 4 (severe) corrosion (Stage 5
being broken wire, according to NCHRP534 2004 [155]). After rehabilitation of the suspension cables
along with the installation of a cable dehumidification system, fortified AE sensors were installed on
the Forth Road Bridge in 2006 at 15 stations on each main cable (with about 140 m spacing over 2000 m
span between anchorages). AE signals have been remotely monitored according to Hovhanessian [152],
who earlier installed a similar AE monitoring system on the Bronx Whitestone Bridge (New York) in
1997 and Ancenis Bridge (France) in 2003. Additionally, M48 Severn Bridge (UK), Humber Bridge
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(UK), Quincy Bayview Bridge (cable-stayed, US), Lane Memorial Bay Bridges (US), and a dozen others
suspension bridges have AE monitoring systems installed [156].

The suspension-cable dehumidification system was invented for use on the Akashi Kaikyo Bridge
(Japan) in 1998 and more than two dozen such systems have been installed globally for new bridges
and for rehabilitated ones [156]. While it can keep wire corrosion to a minimum, perhaps eliminating
the need for AE, suspension wires used with a conventional protection system will start to experience
corrosion problems after 10–20 years. On such bridges, AE monitoring can detect serious deterioration
on bridge elements. Hopefully, more AE installation can help reduce the number of structurally
deficient bridges in the future.

Section 4 dealt with bridge monitoring using AE. This topic is usually discussed only among
project participants or covered in civil engineering circles, but some of the reports provided technical
details presented above.

5. Sensing and Signal Processing

Conventional piezoceramic sensors still dominate AE applications to structures, although PWAS
has started to become smaller and more functional for potential aerospace uses [14].
Recently, Ono [41,157,158] reexamined sensor calibration methods for different types of wave
propagation. These new approaches incorporated laser interferometry as the basis for calibration and
Vallen [159] took an initial step for their standardization. It was also demonstrated that the so-called
reciprocity calibration methods [160–162] have fundamental flaws. It was also found that most AE
sensors fail to satisfy required reciprocity conditions [157,158].

Attempts to develop practical AE sensors based on optical fibers have continued [163,164], but cost
and directionality problems still are obstacles. Yu et al. [165] presented a novel use of a fiber Bragg
grating (FBG) sensor, a version that relies on phase shifts. This FBG sensor, connected by an optical
fiber to a CFRP plate, has a broad bandwidth and allowed Lamb wave mode separation. Using FBG
sensors for multiple channel operation needed in practical AE monitoring remains a challenge. Source
location with arrays of FBG sensors are reported; e.g., Shrestha et al. [166] and Innes et al. [167].

On AE specific signal processing, Barat et al. [168] and Elizarov et al. [169] successfully developed
new techniques for AE hit detection without relying on threshold crossing. They used an optimized
combination of filters to detect the arrival of AE hit. This is possible due to the differences between
noise processes and AE signals, which produce short-time perturbations. Their algorithms have
been implemented into hardware. This approach traces back to high-order statistics and the use of
short-time average and long-time average as used by Lokajícek [170]. Another method of hit time of
arrival based on wavelet transform was given by Pomponi [171]. This method is conceptually easier
to understand than those of high-order filtering and is based on a constraint imposed on wavelet
decomposition. This comes from the rise time limit arising from the frequency characteristics of AE
sensor used and an efficient signal denoising was achieved. Other methods were also reported [172,173].
Sagista et al. [174] applied a slightly different use of wavelet transform to amplitude distribution
analysis defining b-values in terms of bandpass-filtered signal energy. Another innovative approach
for pattern recognition analysis was explored by Godin and coworkers [175]. This method is based
on genetic algorithm, which is a relatively new optimization method, pioneered by Goldberg [176].
See also [128] for its earlier application in source location. This approach can provide an alternate
scheme is data clustering, which has relied primarily on the k-means method [177,178].

Another front of signal processing was AE tomography. Katsuyama et al. [179] presented the
principle of this method in 1992, which was independently developed in 2004 by Schubert [180].
This utilizes AE hits (natural or artificial) received by multiple sensors to interrogate the conditions
of wave paths. This imaging strategy can use attenuation, wave speed, or impedance mismatch.
Shiotani and coworkers have applied it for concrete inspection and reported successful outcomes
relying on wave speed variation [7,181,182]. Since concrete quality affects its sound velocity, special
consideration was needed, including Kalman filtering [183]. Nishida et al. [184,185] applied this
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method to concrete bridge decks subjected to fatigue loading in laboratory and field use. A good
correlation was demonstrated between fatigue cracking and wave speed loss. Takamine et al. [186]
used a variation of this method in deck inspection.

Section 5 discussed AE signal detection or sensing and signal processing other than signal location,
which was covered in Section 3. In sensing part, piezoelectric ceramics are still dominant, even for
PWAS devices. Yet, their calibration methods lagged behind till recently. Despite high hopes held
earlier, optical fiber-based detectors have not reached a breaking point, mainly from high component
cost and from the lack of revolutionary concepts. Still, FBG sensors are advancing as discussed.
Several new approaches of signal processing appeared in the last ten years as noted. AE tomography,
developed originally in 1992, has made a significant progress of late.

6. Pressure Vessels and Tanks

Three AE applications have evolved in recent years at industrial scales. One was the inspection
of small size consumer liquefied petroleum gas (LPG) tanks in Europe and was discussed by
Tscheliesnig and coworkers [187]. The key to the success of this application was appropriate selection
of inspection threshold parameters along with optimized sensor placement. Subsequently, AE testing
was extended to larger than 13-m3 tanks [188]. Next was the development of an examination method
for high-pressure hydrogen tanks using AE, which led to the adaption of a special code case for
ASME Boiler and Pressure Vessel Code, Section X [189,190]. Gorman [10] gave technical details of this
approach, which was also discussed in [13]. The third AE application of significance is the life extension
of self-contained breathing apparatus (SCBA), used by firemen and naval personnel. These are akin
to SCUBA tanks, but have carbon-fiber wrapping over aluminum liners and are certified for the
lifetime of 15 years. In April 2017, Gorman and coworkers at Digital Wave secured an exemption
from the US Department of Transportation (DOT), allowing SCBA tanks to receive 15-year extension
when these tanks pass AE inspection per DOT specifications. This permit was based on their studies
conducted for US-DOT and for US Navy. DOT final report [191], which was completed in 2014,
described technical details that led to evaluation criteria of SCBA tanks via AE testing. Anderson
also provided the history of this inspection method and technical information that achieved the DOT
approval [192]. The most critical aspect appears to be from fatigue and AE tests need to guarantee
additional 15-year life. See [193,194] for a Navy report and recent specifications for SCBA testing from
US DOT, issued 3 May 2018.

Stress rupture of structural members, also known as static fatigue, is an important topic and
is central to predicting the remaining life of any structures for long term uses. Yet, it is extremely
time consuming to conduct meaningful tests. For example, Digital Wave [191,192] relied on residual
strength tests on damaged SCBA tanks, rather than long-term stress rupture testing, for assuring
the remaining lifetime in SCBA testing. This topic was discussed in [13] in connection to pressure
vessels made of fiber composites and the only known stress rupture life curves from Chang [195]
were given. From this data, reproduced as Figure 8, one can see that Digital Wave’s estimate was
indeed within the life expectancy since they kept working pressure under 30% of rupture pressure
for CFRP. The subject of lifetime prediction overlaps with the prediction of earthquakes and the
underlying process is known as critical phenomenon. See [196] for discussion related to AE and
earthquakes. For more than 10 years, Godin’s group [197,198] has evaluated high temperature stress
rupture response of SiCf/Si-B-C composites. By conducting tests at 450–600 ◦C for up to 4000 h,
they were able to identify a power-law behavior for the lifetime and to define AE-based parameters
that relate to microscopic fracture processes; interfacial changes and fiber cracking. Figure 9 shows the
stress rupture curves of SiC fiber bundles and SiC composites at 500 ◦C (see also related reports on
ceramic matrix composites) [199–201].

Section 6 introduced three successful AE inspection technologies for LPG tanks, high pressure
hydrogen tanks and SCBA tanks. Also discussed was stress rupture testing of a ceramic matrix
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composite at high temperatures. Life prediction with AE, if more studies become available in the
future, might make a ground-breaking contribution to earthquake prediction.

 

Figure 8. Applied stress vs. rupture time curves of composite-overwrapped pressure vessels with
glass, carbon, and Kevlar fibers. Stress is expressed in percent of the short-time rupture pressure.
Reproduced from [13], originally from Chang [195]. Reproduced with permission.

Figure 9. Applied stress vs. rupture time curves of SiC fiber bundles (blue) and SiC composites (red)
at 500 ◦C. Shaded zone denoted monotonic fracture is for the short-time fracture stress of the SiC
composite (1.85–2.25 GPa). From Godin et al. [198]. Reproduced with permission.

7. AE Inspection of Miscellaneous Processes

Some reports have appeared covering various processes. Since these are rare, yet useful, we list
them below.

Tank-bottom inspection by AE has been widely practiced. For this testing, Papasalouros et al. [202]
presented the statistical distribution data of their many inspection results. Naturally, such outcomes
depend on specific sets of tested tanks, but this information should be of value to other inspectors and
tank owners.

Kim et al. [203] monitored a blast furnace for steelmaking with AE for detecting cracks in its steel
shell and leaks from hot air blower pipes. Burst and continuous signals were detected, respectively,
providing a baseline data for devising an SHM system.

Serreti et al. [204] monitored the cold forming of aircraft wing panels using AE and seeking
optimized forming parameters. The final aim is to automate the operation to get resultant panels
equivalent to those made by qualified manual processes.

Zielke et al. [205] used AE to gain understanding of thermal spraying processes as AE signals are
related to coating thickness achieved and to crack density of coatings. Different spray guns and their
conditions must be selected properly and AE results provided guidelines to select the processes.
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Manthei et al. [206] examined fracture of automobile windshields with AE and evaluated
their fracture processes under static and dynamic loading together with finite element modeling.
They identified the initiation point of fracture, which is crucial in proper modeling and support design.

Ravnik et al. [207] correlated low frequency AE during quenching of steel components to
quenching cracks. Reliability of hydrophone detector was established and the system is ready for real
component tests.

8. General Summary and Follow-Up Studies

Signal attenuation considered in Sections 2.1–2.3 led to the confirmation of the guided wave
theories through reexamination of data from large structures as well as from laboratory-scale plate
experiments. These theories for attenuation in isotropic media can be applied to predict signal loss
in real structures of metallic alloys. For the distance of 10 m or so, the inverse square root distance
(or 1/

√
x) behavior is enough, while at longer propagation distances material absorption effects need

to be added in the form of (1/
√

x)·exp(–αx). The guided wave attenuation coefficient can be calculated
when reliable bulk wave attenuation coefficients are available. However, Section 2.5 revealed the
lack of such data for most common alloys. For these cases, one needs to conduct attenuation tests
as in [33–38]. It is hoped that more bulk wave attenuation data will be accumulated in the future,
although shear wave attenuation tests are difficult.

A new approach for attenuation studies using complex elastic moduli was reviewed in Section 2.4.
The damping factors for stiffness coefficients were obtained by the Castaings method. Since no direct
verification is feasible, obtained damping factors for PMMA (in Section 2.4) and fiber-reinforced
composites (in Section 2.6) were compared with damping factor determination from dynamic
mechanical analysis and ultrasonic attenuation studies. The comparison showed Castaings’ damping
factors to typically be twice higher than those from other methods. Since the Castaings method was
developed with sound theoretical foundation, some unaccounted factors appear to contribute to
overestimation. A possible source is the common assumption made in most ultrasonic analysis, that is,
the wave front to be planar. This was apparently a cause of higher bulk wave attenuation coefficients
from immersion or buffer-rod methods as discussed in Section 2.5. In these ultrasonic methods, this
point needs to be reevaluated. Clearly, the Castaings method is a valuable addition to viscoelastic
analysis and making it verified will be beneficial to the field. Note that mechanical damping and
ultrasonic attenuation studies are complementary, but these are usually separated. For example,
Treviso’s review [17] mentioned no complex elastic moduli works, and Castaings and Hosten [48,49]
ignored low frequency damping studies. Still, an identical physical mechanism governs vibration
energy loss in polymers like PMMA and epoxy [18,19].

Attenuation studies for fiber-reinforced composites considered in Section 2.6 show significant
advances made in the past 15 years. Yet, the fact remains that attenuation in composites is higher than
in homogeneous metallic alloys. This is especially true at higher frequencies above a few hundred kHz,
where signal analysis must be conducted to characterize microscopic fracture mechanisms, as discussed
in detail by Sause [208]. Even from practical engineering approach of using pattern recognition
analysis, the availability of high frequency components in AE signals is an important element for
success. In composite plate design, ply lay-up sequences are crucial parameters and these also affect
attenuation characteristics. This part has not entered into AE or SHM consideration, but will eventually
become necessary to incorporate it in attenuation analysis. Initial steps were made in examining the
directivity of attenuation behavior [102,104,209], but more future works are needed, accompanied by
modeling studies to avoid experimentation. Some of the past attenuation studies used a common
AE or ultrasonic sensors [104,209] and this must be avoided in future works. As shown in Figure 6
above, a small aperture sensor of 1-mm diameter gives different attenuation behavior. While sensor
aperture effects can be partly corrected by analysis [210], the sensor aperture must be smaller than
the wavelength to minimize displacement cancellation effects. From the materials research side,
high damping in newer high-strength carbon fibers and their composites is an interesting subject
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since there is no obvious mechanism for such a behavior. While not touched in this review, NDE of
sandwiched structures is an important field by itself. Attenuation problems are far more serious
issues and AE inspection has not progressed adequately. A general review [211] and a guided wave
study [212] are cited as starters.

Section 3 surveyed algorithm developments for AE source location. Various approaches have
been added since Ge’s reviews [108,109] and each is expected to have strong and weak points. At this
stage, it is hoped that some organizations or individuals formulate a signal generator software or
a set of signal waveforms that can provide the basis for standard performance evaluation of an AE
source location routine. It can start from a simple data set for testing location accuracy and speed.
Eventually, an advanced data set should measure absolute/relative distance errors, robustness against
noise and/or outliers, level of signal-to-noise ratio that can provide a certain level of location accuracy,
as well as the minimum number of sensors needed for successful location. Without this type of
standardized comparison, the objectivity of algorithm performance cannot be attained.

Section 4 covered AE applications to large bridges, which have been relatively unknown among
AE engineers. It is hoped that more open reporting of success and failure promotes further technical
developments for this crucial part of infrastructures.

Sensors and the rest of signal processing areas were discussed in Section 5. PWAS characterization
is a logical next step in sensor calibration. Optical fiber sensor developments should be watched as a
technical leap should come sooner or later. AE tomography has been applied primarily to concrete
structures, but masonry can be another possible object for its application.

Section 6 highlighted four AE applications to structures, with three gaining commercial success.
High temperature stress rupture monitoring is just as noteworthy technical success. With increasing
uses of compressed gas in public and private transport—i.e., buses, trucks, and cars—the life extension
of gas tanks can be a logical next step in AE applications.

Other AE applications worthy of mention were collected in Section 7. More applications of this
type rarely appear in technical journals and one needs to peruse conference proceedings of AE and
related fields.

9. Concluding Remarks

Limited aspects of AE uses have been reviewed, concentrating on the period of last several years.
This review will hopefully provide an overview of various AE applications to large scale structures
that will be discussed in this Special Issue on Structural Health Monitoring of Large Structures
using Acoustic Emission Case Histories. However, many important issues were not covered here,
especially on civil engineering side. On concrete issues, see a recent book edited by Ohtsu [213] and on
SHM side, there are numerous books available. Another form of construction, masonry, has attracted
increasing attention. Carpinteri et al. [214] examined historic masonry structures and identified internal
crack distribution with AE source location methods. More recent reviews of AE studies of masonry
structures were given by De Santis et al. [215] and Verstrynge et al. [216], again demonstrating the
values of AE technology.
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Appendix A Limiting Frequency of Rayleigh Wave Propagation

Wave motion of Rayleigh waves decreases rapidly as the depth increases [20,21]. When the
thickness of a plate, h, becomes smaller than three to four times the wavelength, wave propagation
gradually shifts to Lamb wave modes. Hamstad [217] examined by experiment and by finite element
analysis the limiting frequency of the Rayleigh wave propagation. Since this is of practical importance,
some of his results are reproduced in Figure A1. He used a large steel plate (25.4-mm thick) in modeling
Rayleigh wave propagation from a pencil-lead break. Wavelet transform spectrogram of calculated
signal is shown in Figure A1a after 381-mm travel on the same side. Corresponding spectrogram for
experimentally detected signal is given in Figure A1b. Both spectrograms show the strongest peak at
the arrival time of Rayleigh waves (130 μs) and signal intensity diminishes below 250 kHz, shifting to
Lamb wave S0 and A0 modes. His results of the low frequency limit of Rayleigh wave propagation, f L,
(in MHz) can be described by f L = 8.2/h, as shown in Figure A1c. For a given thickness, h (in mm),
Rayleigh waves exist only at frequencies above f L. At h = 100 mm, this f L is 82 kHz. This was the case
for Graham–Alers attenuation study discussed in Section 2.2.

Figure A1. (a) Wavelet transform of calculated signal waveform, received at 381 mm from a pencil-lead
break on the same surface of a steel plate of 25.4 mm thickness; (b) wavelet transform of experimentally
received signal waveform, received at 381 mm from a pencil-lead break on the same surface of a steel
plate of 24.4 mm thickness; (c) the low frequency limit of Rayleigh wave propagation (in MHz) vs. steel
plate thickness (in mm). These figures were rearranged from Figures 13a,b and 19 by Hamstad [217].
Reproduced with permission.
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Featured Application: This article describes various applications of in situ acoustic emission

(AE) monitoring in the context of structural health monitoring (SHM) in mines and extensively

presents the state of the art in this field.

Abstract: A major task in mines and even more in underground repositories for nuclear waste is to
investigate crack formation for evaluation of rock mass integrity of the host rock. Therefore, in situ
acoustic emission (AE) monitoring are carried out in mines as part of geomechanical investigations
regarding the stability of underground cavities and the integrity of the rock mass. In this work, the
capability of in situ AE monitoring in the context of structural health monitoring (SHM) in mines
and in various geological settings will be reported. SHM pointed out, that the AE network is able to
monitoring AE activity in rock with a volume up to 106 cubicmeter and distances up to 200 m (e.g.,
100 m × 100 m × 100 m) in the frequency range of 1 kHz to 150 kHz. Very small AE events with source
size in approximately centimeter to millimeter scale are detected. The results show that AE activity
monitors rock deformation in geological boundaries due to convergence of the rock. In addition,
high AE activity occurs in zones of dilatancy stress in homogenous rock. In conclusion in situ AE
monitoring is a useful tool to observe instabilities in rock long before any damage becomes visible.

Keywords: in situ acoustic emission (AE) monitoring; structural health monitoring; mines; host rock

1. Introduction

For the safe use of various structures, a regular inspection is required. For critical infrastructures
in particular, like aircraft, pressure vessels, and bridges as well as underground structures like mines,
monitoring of their conditions is necessary. Therefore, methods for a reliable and automated monitoring
are of great interest. Under these circumstances, structural health monitoring (SHM) has been an
intriguing research topic in recent decades.

SHM is known as the continuous or periodical and automated method for monitoring and
evaluating the condition of a monitoring subject. It is part of condition monitoring according to the
International Organization for Standardization (ISO) 17359 [1]. This standard gives an overview of the
basic procedures of condition monitoring and diagnostics programs for all types of machinery. The
standard considers parameters such as vibration, temperature, flow rates, contamination, performance,
and rotation speed, which are typically related to operation, state, and quality criteria. A concept is
introduced of condition monitoring with the so-called root cause failure modes, which shows basic
guidance on setting warning and alarm criteria, making diagnoses and predictions, and increasing
their reliability.
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A traditional means of monitoring big structures is visual inspection by trained personnel.
Although simple, visual inspection is not successful for realizing all sources of damage, so a need exists
for more reliable methods. A wide range of methods is now available for SHM of large structures
such as bridges. These methods can be broadly classified as local methods for machine condition
monitoring and global methods for monitoring of the whole structure (see Table 1) [2]. Machine
condition monitoring is not strictly concerned with structural health (SH), but it requires information
about the internal condition of the machine to be obtained externally. Vibration analysis is the most
commonly applied method, and the analysis techniques have advanced greatly over the historic
observation that if a machine is vibrating more than normal then it is likely to be faulty. These kinds
of measurements are also used as predictive maintenance (PdM), which are performed to determine
the condition of equipment in order to predict when maintenance should be done. One expects to
save costs over routine or time-interval maintenance, because maintenance is carried out only when
necessary or warranted. In order to identify wear particles or chemical contaminants, it is common
to apply lubricant measurements, while the use of thermography to identify temperature anomalies
is increasing.

Table 1. Type, aim, and characteristics of structural health monitoring (SHM) in machine condition,
monitoring, and in monitoring of whole structures.

Type of Measurements Aim of Measurements Characteristics

SHM in machine condition monitoring

Vibration measurements Observation of machine vibration • infer the health of a whole machine
• condition of rotating machines
• mainly passive measurements
• preventive and predictive maintenance
• continuous and intermittent monitoring
• small number of sensors are required
• applied to e.g., large turbo machines,

bearing housing

Lubricant measurements Identification wear particles and
chemical contaminants

Thermography Identification of temperature anomalies
Acoustic emission (AE) measurements Identification of cracks

SHM in monitoring of entire structures

Vibration measurements Observation of vibration of a whole
structure

• use of resonance frequencies for
damage prediction

• detection of local damage with full
structure coverage

• large number of sensors are required
• applied to large structures, e.g., bridges,

off-shore oil platforms

Fiber optics measurement
Sensing mechanisms of optical fibers are
based on intensity, wavelength, and
interference of the light waves

• applied to a wide range of civil structures
such as building, bridges, pipelines, tunnels
and dams

Load monitoring Observation of strain, traffic or wind • applied to large structures such as bridges

Ultrasonic measurements
Observation of inhomogeneities in the
material induce changes to the
propagating waves

• transducers are used to introduce
high-frequency waves into a specimen and
receive the pulses

• determination of position and size of flaw
• very time consuming and expensive
• active measurement
• applied to large structures of airplanes,

In situ AE monitoring

Observation of elastic waves arising from
the rapid release of energy inside
material, e.g., from crack initiation and
crack propagation

• very high sensitivity
• In situ location of damage
• passive measurement
• small number of sensors are required for

monitoring the whole structure
• applied to pressure vessels, tank, building,

bridges, pipelines, and to underground
structures like mines

For SHM of entire structures, several non-destructive evaluation/testing (NDE/NDT) techniques
are available. These techniques do not involve the destruction of the structure during testing, as the
name implies. Most commonly used non-destructive techniques are based on the use of elastic waves
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e.g., ultrasonic and acoustic emission (AE) measurements, and fiber optics measurements. Further
details on these methods can be found in [3–5].

Vibration measurements usually give the global figure, indicating damage in the entire structure,
and can also locate and assess the damage. The basis of the principle is that the changes in the global
properties e.g., mass, stiffness, and damping of a structure cause a change in its modal properties
such as natural frequencies and mode shapes. The modal properties such as modal flexibility and
strain energy are used for the identification of damage [6–8]. These global methods usually use
accelerometers to measure the vibration of the structure for calculating the modal properties. But
the use of a vibration-based method in large structures such as bridges can be uncertain, just then,
if damage may only cause negligible change in dynamic properties and thus may go unnoticed.
Moreover, in order to find the exact location of damage, local methods are often better alternatives.

AE measurements are applied for machine condition monitoring as well as SHM of large
structures. In engineering materials, some common sources of AE are initiation and growth of
cracks, yielding, failure of bonds, fiber failure, and pullout in composites. It should be noted that only
active or growing cracks emitted elastic waves. If cracks are present but do not grow, no AE is emitted.
Ono [9,10] gives in his papers a review on structural integrity evaluation and SH evaluation using AE.

Another application of SHM in the broadest sense is in situ AE monitoring in mines. This
monitoring involves permanent AE measurements of microcracking in parts of the mine or the
entire mine. A major task in underground storage like repositories for nuclear waste and deep
mines is the safety assessment. Therefore, several geotechnical monitoring methods, for instance,
micro-seismic measurements are used in many mines. This study demonstrates the capability of In situ
AE monitoring for SHM in mines. Section 2 deals with fundamentals about in situ AE monitoring. After
some comprehensive consideration of the scale between earthquakes and AE events, a list of various
applications of in situ AE monitoring found in the literature (Section 2.2) is given. Sections 3–5 show
examples on in situ AE monitoring in salt mines, gold mines, and underground research laboratories.

2. In Situ Acoustic Emission (AE) Monitoring—Fundamentals

2.1. Comprehensive Consideration of the Scale

An interesting analogy can be made to AE events by comparing it to earthquakes, which can be
regarded as largest natural occurring emission sources. The principal mechanism does not depend
on the scale: The rapid release of elastic energy by processes of crack growth or deformation within
the rock generates transient pulses of elastic wave energy as AE events. In an even larger scale, the
same is true for earthquakes. Similar to AE sources, seismic waves propagate through the earth, and
are detected with a global network of seismometers located around the world. Therefore, most of
the theory of earthquakes can be transferred to AE sources [11,12]. Figure 1 shows the dependences
between measured corner frequency fC, the moment magnitude MW , the seismic moment M0, and the
source radius r0 for studies in earthquake seismology, microseismicity, in situ AE monitoring, and AE
in laboratory (see more details in Box 1) [13]. In addition, in situ AE monitoring is reported from rock
face monitoring e.g., on construction sites [14,15].

The largest and thereby the longest events, namely earthquakes, are found at the lowest
end of the frequency scale (Figure 1). The focal length and displacement of an earthquake can
amount to more than several hundred kilometers and up to several meters, respectively. Whereas
global seismology exploits frequencies less than 1 Hz, local seismology focuses on the analysis of
frequencies of hundreds of Hertz or even 1000 Hz. Recordings of microseismicity in dense local
(e.g., borehole) networks or underground are limited to frequencies up to a few kilohertz. In these
cases pendulum-based geophones or seismometers are utilized. The corner frequency in the field of
microseismic measurements ranges between 5 Hz and some hundred Hertz with magnitudes from
approximately 4.0 down to −2.0. Above these frequencies, the range of in situ AE monitoring in rock
begins with applications in mines. In the frequency rang of about 1 kHz up to 200 kHz accelerometers
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or special piezoelectric AE sensors were developed for in situ application in mines. Source-receiver
distances realized depend strongly on rock type, but can reach up to 150 m in rocks with very low wave
attenuation. The covered areas may have linear dimensions of up to 200 m. The expected magnitudes
are in the range between −2.0 and −5.0.

Figure 1. Relations between measured corner frequency fC, moment magnitude MW , seismic moment
M0, and the source radius r0 for studies in earthquake seismology, microseismicity, In situ AE
monitoring and AE in laboratory (see more details in Box 1) (modified from [13]).

On the other hand, the highest frequencies up to several MHz are utilized in laboratory studies.
These frequencies are generated by AE events in the microscopic region, for instance by microcracking
of rock or dislocation movement. Only sensitive piezoelectric sensors for laboratory applications
are able to measure such high frequencies. In the laboratory, the source radius may extend to some
micrometers only and the displacement (Burgers vector) is to be measured in nanometers. The expected
magnitude of such small AE events is below −6.0 [11]. A detailed study on the theoretical limits on
detection and analysis of small earthquakes in dependency on the sensitivity and frequency coverage
of the monitoring network was published by Kwiatek and Ben Zion [16].

Figure 2 taken from Bohnhoff et al. [17] shows the co-seismic stress drop plotted with key
earthquake source parameters over the entire bandwidth of observed rupture processes, extending
from large natural earthquakes to AEs in the laboratory. The source parameters were calculated
from individual data sets of natural earthquakes, induced seismicity in mines and reservoirs, and
volcano seismicity [18–22]. AE data are unpublished results from the rock-deformation laboratory in
the German research Centre for Geosciences, Potsdam, (GFZ)-Section 4.2. The Madariaga [23] circular
source model is assumed to calculate source radii and the lines of constant static stress drop from
0.01 MPa up to 100 MPa and vs = 3500 m/s (see Box 1).
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Figure 2. Dependence between seismic moment, moment magnitude, source radius, average fault
slip, and corner frequency for natural earthquakes (gray rectangles) in comparison with data from
other studies in the low-magnitude range. The Madariaga [18] circular source model is assumed to
calculate source radii and the lines of constant static stress drop from 0.01 MPa up to 100 MPa and
vs = 3500 m/s (see Box 1). This figure is an updated figure from Kwiatek et al. [16] and was first
published in [17]. Reproduced with permission.

Box 1. Estimation of source radius, static stress drop, and moment magnitude.

Seismic moments M0 and corner frequencies fc in Figure 2 were estimated from the spectral level of ground
velocity or displacement spectra corrected for instrument response and wave propagation effects, as described
in detail in the references. It follows that the dependency in Figure 2 between seismic moment and corner
frequency are based on data-driven observables. The seismic moment is a measure of how much “work” an
earthquake does in sliding when rock slips off other rock. It is necessary to take into account that the physical
unit of M0 is given in N·m (corresponds to 107 dyne·cm).

The estimation of source radii, the lines of constant static stress drop, and the average fault slip are based
on the model of Madariaga [23] and Brune [24]. Both modeled a circular fault and use the corner frequency
fc to calculate the source radius r0 and the static stress drop Δσ. The stress drop and source radius is defined
as Δσ = 7/16·M0/r3

0 and r0 = c·vs/2π fc, respectively (c = 2.34 for Brune’s model, c = 1.32 for Madariaga’s
modell). The moment magnitude MW is calculated using the standard relation for tectonic events developed by
Hanks et al. [25] MW = (log10 M0 − 9.1)/1.5. The formula is empirically established for tectonic earthquakes
only. Extrapolation over so many orders of magnitude seems questionable, but is useful for visualization.

The question to which extent AE events represent double-couple shear events or events with a dominant
isotropic component remains open. Owing to the AE sensor calibration problem (see Box 2), few studies exist that
investigate reliably the source mode of AE events e.g., calculating the full moment tensor. Results from hydraulic
fracturing studies suggest that AE events may represent sources with a major double-couple component [26,27],
whereas studies related to stress-induced AE events find indications for isotropic components or mixed mode
events [28–31].
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2.2. Applications and Characteristics of In Situ AE Monitoring

Many examples of application of in situ AE monitoring in mines as found in the literature are
given in Table 2. This table shows the test site of the project, the resulting publications, the type of
AE networks with source–receiver distance and mode of recording, and the rock type with number of
recorded events. Above the frequencies of microseismic measurements, the lower frequency of the in
situ AE method begins at 1 kHz and ranges up to approximately 200 kHz. Due to the high sensitivity of
the AE sensors, the in situ AE method allows to monitor fractures in the millimeter scale to decimeter
scale (see Figure 2). This is important information because such small events indicate weakening in
the rock long before macroscopic fractures occur [32–34]. Due to the high frequencies, the signals of
AE events attenuate more than signals of microseismic events [35,36]. Thus, in situ AE monitoring
is limited to a few tens of meters in hard rock or a few meters only in soft rock like clay rock or
sedimentary rock. However, if the rock is very homogeneous and the attenuation of the seismic waves
is low, larger rock volumes over 150 m in length can be monitored [12,33–38]. The applications in
Table 2 can be roughly divided into three groups. The first group shows applications from underground
laboratories in Switzerland and Sweden. The second group deals with the application of in situ AE
monitoring in gold mines in South Africa. The third and biggest group shows applications in salt
mines in Germany. These in situ measurements in rock salt often focused on monitoring AE activity
caused by work like backfilling [39,40], excavation [41] or gas and fluid injection [42]. Early projects in
in situ AE monitoring were limited to small rock volumes.

2.3. Method of In Situ AE Monitoring

With the in situ AE method, a network of AE sensors records very small events with low seismic
energy in the kilohertz range. The frequency range of in situ AE monitoring is 1 to approximately
200 kHz. In contrast to seismic and micro-seismic sensors, AE sensors do not measure ground
movement based on the principle of spring-mass or a pendulum, but detect stress changes purely
based on the piezoelectric effect. AE sensors are accordingly piezoelectric-based sensors, which
are much more sensitive in the kHz frequency range than spring-mass based accelerometers or
pendulum-based geophones/seismometers as shown in Plenkers et al. [36] and Zang et al. [43]. But,
in situ AE measurements are often missing absolute calibration of the AE sensors (see Box 2). The
differences between those sensor types are discussed in more detail in Box 3.

Box 2. Annotations about characterization of AE sensors.

An important issue in today’s works on in situ AE measurements is the often missing absolute calibration of
the AE sensors. These piezoelectric sensors (not to be confused with piezoelectric accelerometers, see Box 3)
work mostly in resonant mode and do not have a flat sensor response. For this reason, the AE sensors are
very sensitive at the resonant frequencies, but the exact sensor response necessary for magnitude estimations
(especially based on waveform amplitudes) or source type analysis is normally unknown. By contrast, AE sensors
used at frequencies f much higher than 100 kHz and used in the laboratory are successfully calibrated [44–51].
The calibration of AE sensors used in situ remains difficult due to the longer wavelength [45]. In addition,
in situ coupling of AE sensors can have a severe influence on the sensor recording and need to be taken
into account. Today, mostly two characterization methods are used in situ. sensor characterization by signal
deconvolution [16,52,53] or by regression analysis [27,54,55]. An absolute calibration technique for reliable in
situ calibration is still missing.

For this reason, in the case of in situ AE measurements in rock, magnitudes are often listed nominal
magnitudes [56] or relative magnitudes [54]. These magnitudes are useful to gain insights into the relative event
size, but may not be compared directly to other seismic magnitudes or in between events from different regions,
different source types or different source–receiver distances as the effect of the sensors resonant response is not
corrected for. Few studies exist of in situ AE events, where reliable source parameters (seismic moments) were
estimated after careful sensor characterization and correction for the sensor response in situ [16,27,53,55].
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Many authors applied the in situ AE method in order to detect AE events in mines. This method
was applied to most applications as shown in Table 2. Due to the high measurement frequencies
and the very high number of AE events, fast data acquisition systems are required. A multi-channel
transient recorder (often 16 or 32 channels) running in trigger mode does the digitization. This means,
a limited time window (e.g., 32 ms) is stored, when the threshold was passed. In this time window, all
signals modes like P wave and S wave should be included. In order to detect the complete waveforms
during the whole measurements, some measuring system also allows continuous recording of the
measuring signals, where the waveform is recorded without interruption.

Box 3. Comparison of accelerometer and piezoelectric AE sensor.

A combination of AE sensors and triaxial accelerometers were used in the gold mines in South Africa, salt
mines in Germany, and underground hard rock laboratories in Switzerland and Sweden. These AE sensors
manufactured by Gesellschaft für Materialprüfung und Geophysik (GMuG) uses a piezoelectric disk of PZT
ceramic, which is sensitive in the frequency range from approximately 1 kHz to approximately 200 kHz. On the
other hand, the commercial triaxial piezoelectric accelerometer composed of Wilcoxon 736T has a flat frequency
response between 100 Hz and 25 kHz with a sensitivity of 100 mV/g and a resonance frequency at 60 kHz.
Zang et al. [43] concluded, “that the Wilcoxon accelerometers were not able to record AE events detected with
the in situ AE sensors, despite the fact that AE events were present in the frequency range of the accelerometer”.
Note that the in piezoelectric accelerometers the piezoelectric disk is solely used to measure the movement of
the seismic mass, whereas for AE sensors the piezoelectric effect is exploited to measure stress changes.

AE sensors are piezoelectric sensors that are much more sensitive in the kilohertz frequency range than a
spring-mass based accelerometer. In the case of a constant acceleration, the acceleration force is in equilibrium
with the restoring force of the spring deflected by x with the spring constant c. F = m·a = c·x. The measuring
sensitivity S of the system results in S = x/a = m/c, if x is proportional to the output voltage. Accordingly,
a large mass and a low spring stiffness lead to a high measuring sensitivity. In the dynamic case, damping
forces and inertial forces have to be taken into account in addition to the spring force. The essential damping
force is proportional to the velocity

.
x and is described with the attenuation coefficient p. The inertial force is

proportional to the acceleration. The resulting equation describes a resonant system: F = m·a = c·x + p· .
x + c· ..

x.
Starting from a negligible damping (p ≈ 0), it has a resonance frequency ω0 =

√
c/m. Thus, according to the

above equation, the measurement sensitivity S is firmly linked to the resonance frequency ω0 in the following
way: ω2

0 ·S = 1. This means that a twice as high resonance frequency must be paid for with sensitivity reduced to
the factor 1/4. Such spring-mass systems show only sufficiently below their resonance frequency a sufficiently
constant proportionality between the measured variable and the deflection.
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Often real-time processing (P- and S-wave onset picking and localization) of events is implemented
in trigger mode recording. As data needs to be processed and stored on computer hard drives some
dead time in recording occurs in between different windows. In the trigger mode approximately 10 AE
events per second can be recorded. The signals of AE events are recorded when a specified threshold
is crossed on one or more channels. As mentioned above, continuous recording of the waveform is
possible in the last few years, as large computer storage is now available. Typical sampling rates are
500 kHz to 1 MHz. The P-wave and S-wave onsets are automatically picked after band-pass filtering
of the traces by applying an adapted, speed-optimized short-term-average to long-term-average
(STA-to-LTA) trigger algorithm [89]. After picking of the onsets, a least-square algorithm based on a
gradient method is used to determine the location of the AE events. A location is valid if a sufficient
number of P-wave and S-wave onsets are used for source location and the time residuals are small
enough. With this location procedure working, noise without discernible onsets can be eliminated. For
post-analysis, the digitized waveforms and location results are stored on hard disk. With fast Internet
access, the AE measuring system can be remotely controlled. Transient noise of anthropogenic or
electronic origin on the other hand is often localized and can pollute the seismic catalog, especially in
active mines [36,38,87].

3. In Situ AE Monitoring in Salt Mines

3.1. Salt Mine Asse in Germany

The first example we present in this review is the study of Philipp et al. [38], which demonstrates
structural monitoring in cavity roofs of the salt mine Asse II. In the Asse II mine in Lower Saxony there
is the risk of permanent brine inflows due to failure processes in pillars and tunnels in the southern
flank and in the adjacent overburden [90,91]. In order to monitor these failure processes, in situ AE
measurements are carried out to detect microcracking in the roof of two cavities (that are subject
to work operations and noise). It is expected, that AE events outline weakening in rock, structural
damage due to dilatation and other dynamic processes long before significant damage is visible and in
areas that are not accessible.

Figure 3a displays a top view onto the two chambers, which are monitored. The contours of the
chambers are indicated by rectangles. North is on top. The monitoring system consists of two networks
with 16 AE sensors, which are installed in short borehole of 1 m to 3 m length in the chamber’s roof.
The positions of the AE sensors of the western and eastern galleries are marked by grey and black
dots, respectively. The dashed lines in Figure 3a indicate the positions of Crosscut 1 to 4 with a width
of 12 m. Figure 3b shows a perspective view of the two test sites. The vertical short lines mark the
boreholes for the bottom-view AE sensors, which are especially sensitive in the frequency range 1 kHz
to 150 kHz.

Data is recorded in trigger-mode (1 MHz sampling rate) and automatically processed i.e., that
events recorded are localized in near-real time. For this P- and S-wave onset picking is performed
using a picking algorithm based on the Hilbert transform. The network geometry of both networks
(network dimension 37 m × 31 m × 5 m and 46 m × 39 m × 4.5 m) differs owing to the actual usage of
the two chambers that define the accessibility of the roof for sensor installation e.g., the roof could not
be accessed above three large brine ponds. The monitoring project has been ongoing for several years,
but the study considers data of a 10-month period, namely the time period 4 February to 31 November
2013. In this time period more than 100,000 AE events were recorded that populate a rock volume of
approximately 250 m × 250 m × 160 m outlining dynamic processes not only in the chambers roof,
but also in the salt dome flank and in the upper salt dome.

Figure 4 displays a geological cross section (sketch) through the Asse salt dome. The sketch shows
that the southern flank (left-hand side) has a steep slip.
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Figure 3. (a). Top view onto the monitored chambers. The contours of the chambers are indicated
by squares. North is on top. The positions of the AE sensors are marked by grey and black dots.
(b) Perspective view of the two test sites. The vertical short lines mark the boreholes for the bottom-view
AE sensors (modified from [38]).

In this cross section, the chambers in Figure 3 are marked by a rectangle at the left-hand side in
Figure 4. This figure gives a good overview of the approximate location of the four main clusters C1,
C2, C3a, and C3b of AE events, which are marked by framed zones. More than 70% of the located AE
events occur in the Cluster C1 along the so-called southern flank of the salt mine Asse.

Figure 4. Geologic cross section (sketch) of the Asse salt mine with the four AE clusters C1, C2, C3a,
and C3b (framed zones) [38].

In addition to these events, high AE activity occurs in zones above the roof of the chambers.
At the roof of the western and eastern chamber (Cluster C2) more than 5000 and 10,000 AE events are
located, respectively. In addition, in the upper part of the salt dome and the northern flank (Clusters 3a
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and 3b) two clusters of AE events are located. Because of the low wave attenuation of salt rock, the AE
networks are very sensitive, so that source–receiver distances greater than 150 m are possible. Figure 5
displays AE activity above the roof of the chambers and in the southern flank above the two chambers
in a rotated coordinate system. The location of the AE events are marked as black dots in the four
crosscuts as shown in Figure 3. In Crosscut 1 and 2 (left-hand side) and Crosscut 3 and 4 (right-hand
side), the AE events were recorded by the AE system in the western and eastern chamber, respectively.
The width of the crosscut is about 12 m.

Figure 5. Location of AE events (black dots) in projection onto four vertical crosscuts in a rotated
coordinate system above the chamber and along the anhydrite-host rock boundary at the southern
flank [38]. All dimensions are given in meter.

The observed AE activity is not homogenously distributed but clusters clearly, in this way
outlining planes of activity. In the chamber’s roof most events outline planes oriented east–west and
dipping to the south according to the salt’s layering. The events extend up to 15 m from the roof into
the salt rock, but at greater depth no activity is recorded, which demonstrates that currently no active
damage process is occurring. In the roof of the chambers, all events occur in a homogenous part of
the younger salt rock (Leine formation) and most likely correspond to damage processes owing to
stress re-distribution. A geomechanical survey confirmed an increased permeability in the area of AE
clusters, but did not show macroscopic damage.

The strongest AE activity is observed on the southern flank of the salt dome. The events outline a
plane of activity that is oriented roughly east–west and dipping to the south. The AE events seem to
follow the rock salt–anhydrite-sandstone rock boundary, which is subject to significant geomechanical
processes including the loss of integrity owing to a barrier thickness of only 15 m in the upper mine.
Events are observed as far as 70 m above the network. Within this plane, AE events cluster on
vertical structures.
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Overall, the authors conclude that although a singular AE event is too small to have a damage
potential, the AE events are clearly able to outline in high-resolution areas and, even more precisely,
the exact position, extension, and orientation of potential damage zones.

3.2. Salt Mine Merkers in Germany

From another salt mine in Germany, SHM during a borehole loading experiment is reported by
Manthei et al. [42], Popp et al. [81], and Plenkers et al. [82]. In the first experiment that took place
from January 2010 to January 2012, the rock response of four different stages were monitored using in
situ AE monitoring: (1) pre-excavation; (2) drilling of wide-diameter (1.3 m diameter, 60 m extension)
borehole; (3) partial backfill with MgO concrete to create gas tight seal; and (4) during borehole loading
with compressed air. In the second experiment, that took place October 2017 to Summer 2018, in the
same wide-diameter borehole, the rock response to brine loading was monitored [82].

The monitoring system of the first experiment consisted of 12 AE sensors installed in four
monitoring boreholes in 12 m to 15 m distance to the large injection borehole. The sensors
were equally spaced along the borehole and therefore, monitor the whole borehole with a similar
recording sensitivity. The AE events are recorded in trigger mode. The dimension of the network is
28 m × 25 m × 27 m monitoring a rock volume of approximately 40 m × 40 m × 90 m.

Figure 6 shows at the left-hand side and in the middle results of the located AE events during
excavation and cementation in side view (projection onto the x-z plane). The right-hand side of Figure 6
shows the number of located events per day during start of excavation (blue vertical arrow) and during
stepwise cementation (red vertical arrows). In total, more than six million AE events were recorded
and localized. Highest event rates are found during excavation and cementation, when more than
170,000 events are recorded and located per day (blue vertical arrow). It is shown that the activity
starts in formerly inactive homogenous salt rock as soon as excavation is starting (left-hand side of
Figure 6). After excavation and also after cementation is finished, the activity rate dropped nearly to
the level of background seismicity rates (approximately 100 to 300 events/day). During cementation,
the AE activity was limited to a zone approximately 0.5 m from the newly created borehole outlining
the excavation damage zone [82]. The AE activity was extending outwards with time, but was also
limited within a zone approximately 2 m from the borehole boundary. During excavation, AE events
outlined the migration of humidity and temperature from the cementation into the rock.

Figure 6. Temporal and spatial distribution of AE events in Merkers 1 experiment. The location of AE
events during excavation (a) and cementation (b) are given in side view projection. The number of
events per day of the whole monitoring period from March 2010 to December 2011 is shown in (c).
The blue and red vertical arrows indicate the start of excavation and cementation, respectively [82].
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It should be noted that from June 2011 on the wide-diameter borehole was loaded stepwise
with compressed air. The pressurization took place in several steps. Each time, when pressure was
increased, the daily activity rate increased by a few hundred events.

In January 2012 at a pressure of 60 bars for the first time AE events were observed that migrate
as far as 20.2 m from the wide-diameter borehole. Those events were concentrated on a layer with
minor vertical expansion and outline the migration of gas and brine. On 24 January 2012a gas and
brine breakthrough was observed at two monitoring boreholes in combination with a pressure drop
from 68 bars down to 56 bars. It was discussed that the AE events represent the break down of grain
boundaries (source radius of a few centimeters) during percolation of the gas and brine mixture.

Figure 7 shows AE swarm activity during gas-brine break-through in top view (Figure 7a) and
a lateral view (Figure 7b). For orientation, the neighboring pillars are shown in dark grey areas in
(Figure 7a). Here color-coded lines mark the most outward extension of AE activity with time, which
showed a migration of approximately 0.6 m per day [82]. In Figure 7b the cemented plug is shown in
grey and the positions of AE sensors are shown by red triangles.

Figure 7. AE swarm activity during gas-brine break-through in map view (a) and side view (b).
For orientation, the neighboring pillars are shown in dark grey in (a). Here color-coded lines mark the
most outward extension of AE seismicity with time, which shows a migration of approximately 0.6 m
per day. In (b) the cemented plug is shown in grey and the positions of AE sensors are shown by red
triangles [82].

The experiment shows that quite different processes that influence the strength and the
permeability of rock are successfully monitored using in situ AE monitoring technique. Not only is
the influence of mechanical penetration (drilling) mapped by AE events (formation of the so-called
excavation disturbed zone (EDZ)), but also the influence of environmental influences (humidity and
temperature during cementation). Last but not least, the aseismical opening of a pathway for gas-brine
percolation is accompanied by AE events.

3.3. Salt Mine Morsleben in Germany

The following example of in situ AE monitoring originated from the central section of the
underground repository of Morsleben in Germany. Mining in these areas continued until the 1960s,
but most of the rooms in the rock salt were mined more than 80 years ago. In this section, in situ AE
monitoring has been performed since 1994. In the central section of the underground repository,
the borehole sensors are distributed at three excavation levels and installed in 3 to 20 m deep
boreholes. Originally, a network of 24 AE sensors monitored this section and covered an area of

52



Appl. Sci. 2018, 8, 1595

150 m × 100 m × 120 m. This network was enlarged to 48 channels and covers a rock volume of about
250 m × 200 m × 120 m [37,39,69]. The average depth of the monitored volume is 400 m. This in situ
AE monitoring provides a dataset of currently approximately 15 million located events per year [92].
For most events no waveforms are stored, but only the results of real-time processing.

The aim of in situ AE monitoring is to investigate micro- and macrocracking, which are important
for the evaluation of the stability of cavities and the hydraulic integrity of the rock, which is of special
interest in the case of an underground disposal of hazardous waste in salt rock [39]. Figure 8 shows a
cross section (sketch) through the central part perpendicular to the average direction of strike, where
cavities in rock salt were mined beneath thick anhydrite blocks. The actual geological situation and the
arrangement of cavities is more complicated and strongly varying along the strike. Stress redistribution
causes high AE activity at the walls of the cavities (in the EDZ) particularly, where cavities are close to
one another and at the boundary between rock salt and anhydrite [39].

Figure 8. Sketch of geology and geometry of rooms in the central mine segment, where the AE network
was installed (levels L1 to L3) [39]. Reproduced with permission.

However, the temporal and spatial occurrence of the events differs. Apart from seasonal
fluctuations that may be explained by variations in humidity, the AE activity along the walls of
the cavities does not vary with time. Outside the cavities near the anhydrite border, the AE events
occurred in clusters. In some cases, such clusters were repeatedly located in the same volume; in other
cases, significant emission occurred only within a limited time period [37].

To maintain the integrity of the barrier to the top of the salt deposit and the stability of the rooms
for a long time, the rooms in the central part were backfilled with salt concrete from September 2003 to
January 2011. During and after backfilling, the rock in the vicinity of these rooms were additionally
loaded due to thermally induced stresses by released heat during hydration of the salted concrete for a
period of several months to several years. Figure 9 shows the development of the located AE events
per hour over a very long period, including the time before backfilling. One recognizes the strong
increase of the microcracking activity up to approximately 1200 events per hour with beginning of the
backfilling starting from September 2003 [92].
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Figure 9. Development of the location rate in the time period from August 1995 to December 2012 in the
area of the AE network in the central part of the salt mine Morsleben [92]. Reproduced with permission.

Figure 10 shows a perspective view of the central part of the salt mine Bartensleben with the
rooms at Levels L1 to L3. The located AE events and the AE borehole sensors are marked by blue and
red dots, respectively. The AE events were located during backfilling within a time period of two days
in May 2010. It can be stated, that most of the activity took place near the cavities with especially high
AE activity at the roof of the cavities [92].

Figure 10. Perspective view of the central part of the salt mine Bartensleben (Levels L1 to L3) with
location of AE events (blue dots) and AE borehole sensors (red dots). The area shown has an extension
of about 300 m in the N–S direction and 240 m in height. The AE events were located within 2 days in
May 2010 (see https://www.bgr.bund.de) [92]. Reproduced with permission.
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Almost a year after backfilling of the cavities from 2003, AE events are distributed with distinctive
stripe shapes above cavities at different depth levels (see Figure 11). The physical forces driving
the creation of these stripes are still unknown. One possible explanation might be that these spatial
patterns of the AE activity originated from the extensional stress developing in the cavities roofs. This
strip-shaped pattern runs transversely to the longitudinal axis of the excavation in the ridge area of the
room [92].

Figure 11. Patterns of approximately parallel stripes of AE activity over the ridges of backfilled
excavation chambers. The view is downwards in diagonal direction [92]. Reproduced with permission.

In situ AE monitoring in the salt mine Morsleben provide a very large and unique dataset of
approximately 100 million located AE events and it offers a wide range of options for evaluating
fracture processes in a salt mine. In conclusion, the AE activity in salt rock is detected around open
cavities and at the boundaries between different rock types. Creep processes cause high AE activity
due to high deviatoric stresses at the walls of the cavities in the EDZ. This kind of AE activity is
interpreted as ongoing deformation (convergence) in the vicinity of the open cavities and it is always
present until convergence has been stopped, e.g., by backfilling of the open cavities. Apart from
seasonal fluctuations due to the variation of humidity, the AE activity does not vary with time.

Because of its ductile behavior, rock salt is usually capable of performing creep deformation
without occurrence of microcracking at stresses below the so-called dilatancy boundary. Above the
dilatancy boundary, microcracking occurs. Most of the microcracks occur on grain boundaries and
form no continuous macroscopic fractures. Deviatoric stresses above the dilatancy boundary result
in the growth and opening of these microcracks, which are mainly responsible for dilatancy and the
increase of permeability for fluids [37].

Although these microcracks have small dimensions in the order of the grain size (millimeter or
centimeter) of the rock salt, in the course of time in dilatant zones microcracks may join and form
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macroscopic fractures especially in pillars between open cavities and in locations of high stress due
to the edges of rooms, which are superposed in different levels. In such highly stressed zones, local
instabilities may arise as spalling from the walls and roof falls. In this case, the EDZ migrates into
the intact rock salt. AE activity in the EDZ will be stopped not before the open cavities are closed by
convergence or backfilling. Closed cavities stabilize the environmental rock and microcrack formation
will be stopped [92].

Figure 12 displays the evolution of AE location rates per hour (average of one day) and the
evolution of temperature in the open space beneath the roof of a room. Backfilling started in October
2003 and the room was filled completely by the end of March 2004. Clearly, a very good correlation
of AE location rates and temperature could be stated in the first three month. The general increase
of temperature resulted from the heating due to the concrete setting of hydration. The peaks of the
curve are caused by the fact that the fresh concrete cools down the surface of the concrete body during
the working week. At the weekend backfilling is interrupted and temperature rises quickly until the
beginning of the next week. The quick temperature increase is accompanied by a very sharp and
high increase in the location rate of AE events characterizing the intensity of microcrack processes
taking place. When temperatures decreased after the weekend, the location rates also decreased
instantaneously indicating that the microcrack activity was generated by thermoelastic effects due to
the heating of the rock mass by the setting of the concrete.

Figure 12. AE location rate and temperature in a room in the central part of the salt mine Bartensleben
during backfilling [38].

Becker et al. [72] compare in a study the spatio-temporal evolution of the AE event distribution
(Figure 12) with results from a 2D-finite element study of the evolving stress field well constrained
by the known geometry of the structure and the material properties. They found out that for the first
five thermal loading cycles a pronounced Kaiser effect can be observed. The so called Felicity Ratio
is the ratio of the AE onset stress value to the previous peak stress [93]. It is a measure of the quality
of the Kaiser effect with a value of 1 indicating a perfect stress memory effect. The observed Felicity
Ratio of greater than 0.96 for the first five loading cycles indicates a very pronounced Kaiser effect. The
deviation from the Kaiser effect during later loading cycles seems to be caused by the initiation of a
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planar macroscopic crack, which is subsequently reactivated. AE activity tends to concentrate along
this macrocrack.

4. In Situ AE Monitoring in Gold Mines

4.1. Gold Mine Cook 4 in South Africa

Performing in situ AE monitoring inside the deep mines in South Africa is challenging, because
these mines are active working mines that come with an especially harsh environment. What is
beneficial for AE monitoring is the hard rock environment that allows to observe seismic waves with
frequencies far above 25 kHz from significant distances from more than 100 m [36]. For SHM, in
situ AE monitoring was shown to be a valuable tool, because damage zones prone to failure can be
identified beforehand and rock bursts can be analyzed in great detail after.

The SATREPS project [33], that took place in Cooke 4 Mine, near Westonaria in South Africa
at about 1 km depth demonstrated how to monitor a mining front in quartzite from afar, using
a network of 24 field AE sensors and 6 triaxial accelerometers installed in development tunnels
approximately 20 m to 50 m below the stope (network dimension 95 m × 50 m × 30 m, monitoring area
100 m × 180 m × 50 m). Figure 13 shows configuration of the in situ AE monitoring system installed
1 km beneath the ground in the Cooke 4 shaft. This figure shows the top view of the stope and the
positions of sensors. The black squares denote the positions of the borehole sensors. The hatched area
represents the excavated area. The mining faces are typically 30 m across and 1 to 2 m high, and the
stope is sub-horizontal orientated. By daily blasting, the mining face advances to the north by about
10 m per month (red arrows). The mining face was located about 20 m above the AE network.

Figure 13. Top view of the stope and the positions of the borehole sensors (black squares). The shaded
area represents the excavated area. The mining faces are typically 30 m across and 1 to 2 m high and the
stope is sub-horizontal orientated. By daily blasting, the mining face advances to the north by about
10 m per month (red arrows) [34].

Over a time period from 11 July 2011 to 24 August 2011 (approximately 50 days), about 290,000 AE
events were recorded in trigger mode recording and localized using the joint hypocenter determination
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(JHD) approach and double-difference re-localization. The moment magnitudes MW of events ranged
from −3.7 to 1.0 [53]. Figure 14 shows the JHD result of 289,015 events, that had RMS residuals smaller
than 1.0 ms in a top view (a) at an elevation of 690 m above sea level (about 1 km beneath ground),
and (b) NNE–SSW vertical projection viewed from the west.

Figure 14. Source locations of AE events determined by JHD in a top view (a) at an elevation of 690 m
above sea level (about 1 km beneath ground), and (b) NNE–SSW vertical projection viewed from
the west. Black squares indicate AE sensor locations. Thick cyan and red lines represent positions
of the mining face on 21 July and 24 August 2011, respectively. Blue lines are outlines of the mining
infrastructure. Box B outlines the area that is shown in Figure 15 in detail. A total of 289,015 AE events
were located, with their dates of occurrence indicated by the color scale [34].
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Black squares indicate AE sensor locations. Thick cyan and red lines represent positions of the
mining face on 21st July and 24th August 2011 respectively. Blue lines are outlines of the mining
infrastructure. The 289,015 AE events were located, with their dates of occurrence indicated by the
color scale. Nearly all (90%) of the AE events occurred in a zone extending about 20 m ahead (north)
of the active mining face, forming what is referred to as the stope-front cloud. AE events clearly
clustered on structures’ outlining planes of localized damage, which is why the authors referred to the
monitoring as an advanced AE mapping technique.

Naoi et al. [84–86] relocated clustered AE events by using the double difference technique [94].
After a pre-selection of events, the cross-correlation technique for all event pairs whose inter-event
distance was smaller than 4 m was applied. The number of events in Box B in Figure 14a before
relocation was about 10,688. The number of events successfully relocated as AE events was 10,337.
Figure 15a,b show relocated AE events in projections onto the x-y plane and x-z plane, respectively.
A local coordinate system aligned with the clear discernible plane is used. The x coordinate is along the
strike direction (positive eastward), the y coordinate is in the normal direction to the plane (positive
northward), and the z coordinate is along the dip direction (positive upward). Figure 15c shows
projections onto the x-y plane for z coordinate between 13.5 m to 34.5 m in steps of 3 m thickness in
the z direction. Blue dots are clustered AE events (approximately 4900) defined at the plane, which are
situated in the red dashed frames in (a) and (c). Gray dots are other events, which belongs not to the
cluster. The AE hypocenters projected onto x–y planes exhibit clear traces continuous over several
meters or more. It was shown that the events of this cluster correspond to the Zebra fault, a local fault.

Figure 15. Close up of area marked by Box B in Figure 13. The relocated AE events in projections onto
the x-y plane (a) and x-z plane (b) are shown. A local coordinate system aligned with clear discernible
plane is used. x coordinate is along strike direction (positive eastward), y coordinate is in normal
direction to the plane (positive northward), and z coordinate is along dip direction (positive upward).
(c) Shows projections onto the x–y plane for z coordinate between 13.5 m to 34.5 m in steps of 3 m
thickness in the z direction. Blue dots are clustered, which are located in the red dashed frames in (a,c).
Gray dots are other events [84].

The information gained from studying the characteristics of AE event on such structures revealed
in-depth information useful for risk assessment and stope planning. For example, the formation of
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Ortlepp shear fractures [95,96] due to the approaching stope front could be observed (see Figure 14b);
AE activity picking up on the newly created formation already, when the mining front was still more
than 20 m away [34].

At the same time, pre-existing discontinuities such as faults or dikes that get seismically activated
by the stress re-distribution due to the excavation were also identified [34,84]. Higher-order features
such as branches and step-overs could be observed owing to the high localization certainty. Detailed
analysis of AE event properties including a b-value study revealed that both quasi-static slip [85] as
well as dynamic slip events is observed on faults [84].

Interestingly the frequent observation of repeating AE events on faults monitored during the
SATRAPS project suggests that AE events on faults loaded by stress-redistribution due to mining
undergo a similar process as tectonic faults subject to tectonic stresses [86]. Note that both Ortlepp
shear fractures as well as the re-activation of faults cause on a regular basis violent rock burst events
(M1 to M4), which are a significant threat to people working underground [96–98].

4.2. Gold Mine Mponeng in South Africa

The joint Japanese-German Underground Acoustic Emission Research project (JAGUARS) (see
Table 3) in South Africa measures AE events in the frequency range from 700 Hz to 200 kHz. In the
JAGUARS project [73] conducted in Mponeng Gold Mine in Carltonville in South Africa in 3.3 km
depth the full evolution of a rock burst with moment magnitude MW = 1.9 could be monitored using
an in situ AE monitoring network. The JAGUARS network was installed in spring 2007.

Table 3. Group members of the joint Japanese-German Underground Acoustic Emission Research in
South Africa (JAGUARS) project [36,73].

Institute Main Contributors

Japan -
Earthquake Research Institute of the University of Tokyo M. Nakatani, M. Naoi;

Tohoku University
Ritsumeikan University

Y. Yabe
H. Ogasawara

Germany -
GFZ: German Research Centre for Geosciences Potsdam K. Plenkers, G. Kwiatek, G. Dresen, S. Stanchits

GMuG mbH, Bad Nauheim J. Philipp

South Africa -
Seismogen CC, Carletonville

AngloGoldAshanti Ltd.
Institute of Mine Seismology (IMS), Stellenbosch

Council for Scientific and Industrial Research (CSIR),
Johannesburg

G. Morema, T. Ward
C. Miller, T. Nortje, R. Carstens

E. Pinder, G. van Aswegen
S. Spottiswoode

The gold is mined from the Witwatersrand formation. The gold-carrying sedimentary layer
(Ventersdorp Contact Reef) is embedded in a thick series of quartzite, dipping with 26.5◦ toward the
south-east, and reaches a thickness of 0.5 to 1 m. The JAGUARS network is located approximately 90 m
below the reef, next to a gabbroic dike (Pink-Green (PG) dike, Figure 16). This dominant geological
feature is 30 m wide and dips nearly vertically. It cuts through the reef and serves as a support pillar
for the exploitation.

Naoi et al. [99] estimated the seismic velocities of rock types in the vicinity of the network from
velocity tomography using AE transmission measurements. For the quartzite host rock, Naoi et al. [99]
estimated seismic velocities of vP = 6.2 km/s for P waves and vS = 3.8 km/s for S waves. The velocities
within the pink-green dike were found to be slightly higher, with vP = 6.9 km/s and vS = 3.9 km/s.

Mining in the vicinity of the JAGUARS network (Figure 16) started in early 2007. The network
focuses on the dike-host rock contact close to the mining front, where larger events with magnitudes
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up to MW = 3.0 were expected due to stress concentration induced by mining (personal conversation
with S. Spottiswoode, 2009). The seismic network is consisting of 8 borehole AE sensors and one
triaxial accelerometer. All sensors were installed in short boreholes of 6 m to 15 m length. The data
were recorded in trigger-mode recording.

Figure 16. Sketch of the location of the JAGUARS network in the Mponeng gold mine and its
surrounding geologic formations. The JAGUARS network is located at 3540 m depth. The sensors
are located in boreholes, that are shown as bold black lines. The Pink-Green (PG) dike is shown in
gray. The gold reef with active mining located above the JAGUARS network is shown in light gray.
The mining stope width is 0.5 m to 1 m. The development tunnels XC45 and XC46 are shown in dark
gray [52]. Reproduced with permission.

The stress changes owing to the approaching mining front on the PG dyke are modeled by
Ziegler [77]. A main shock with magnitude of MW = 1.9 occurred on 27 December 2007 in the center
of the AE monitoring network [33,36,74]. Naoi et al. [74] manually picked P- and S-wave arrival times
to locate more than 20,000 AE events, that occurred within 150 hours, following the main shock. The
location error for events within a radius of about 40 m of the center of the AE network was less than
1 m. Most of the AE events from this period occurred within 50 m to 100 m of the network, where
the spatial coverage of the network is best. The events contain signals with a broad range of high
frequencies, which allowed the sensitivity of the network toward very high frequencies above 25 kHz
to be analysed in greater detail [36,52]. Owing to the resulting excellent recording of the aftershock AE
event sequence with most AE events after the main shock, the rupture process and the rupture plane
could be studied in great detail.

The spatial distribution of 9,444 aftershocks is shown in map view in Figure 17a. The main shock
hypocenter is shown by a grey star. The positions of cross sections I to IV are shown by magenta
rectangulars. In Figure 17b the cross sections are presented the location of manual re-located AE events
in a side-view. The PG dyke is shown by two grey lines. The re-located events reveal that the rupture
plane started within the PG dyke, but reached the geological boundary, where branching and bending
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occurred. Secondary features (marked with VII and IX) are observed that likely correspond to the
rupture of major aftershocks.

Figure 17. Mainshock-Aftershock sequence from 27 December 2007 recorded by the JAGUARS network.
The spatial distribution of 9,444 aftershocks is shown in map view in (a). These aftershocks comprise a
subset of the 25,000 aftershocks recorded which come with small residuals of the automatic locations.
The mainshock location is shown by a grey star. Red stars show the location of all aftershocks recorded
by the in-mine geophone network. The event depth (shaft depth) is color-coded, which shows that
aftershocks were triggered not only on rupture plane, but also at the stope face above the mainshock.
The positions of cross sections I to IV are shown by magenta rectangulars. In (b) cross sections are
presented that show the location of manual re-located AE events in side-view. The PG dyke is shown
by two grey lines.

Yabe et al. [78] showed that the aftershock AE events clearly delineated a plane in the PG dike
with a strike of N22W and a dip of 68◦ toward N68E (Figure 17). Because waveforms of the main shock
recorded by the AE network were saturated in AE recordings, the main shock was analyzed using
waveform data of the in-mine geophone network. Naoi et al. [74] were able to resolve the complexity of
the rupture plane (approximately extension 100 m × 80 m), which underwent branching and bending
according to geological heterogeneities present. Naoi et al. [74] applied the master-event location
technique to locate the hypocenter of the main shock relative to the aftershock AE events. The main
shock hypocenter obtained was about 30 m above the AE network and on the aftershock plane. The
focal mechanism solution of the normal fault for the main shock using seismic waveforms recorded by
the seismic network operated by the mine pointed out that one of the nodal planes agreed well with
the aftershock plane. Therefore, the aftershock plane is considered to correspond to the rupture plane
of the main shock plane, which demonstrates clearly that the AE aftershock activity outlines the main
shock’s rupture plane. Kozlowska [79] show that the aftershocks occur in areas of positive Coulomb
stress change as determined using rate and state based stress modeling.

Source parameter analysis demonstrated that the aftershock AE event sequence has the same
characteristics as tectonic aftershock events, i.e., they follow the Omori law [36], the Gutenberg–Richter
distribution [55] and a static stress drop [16]. The magnitude ranges between −5.0 and −0.8. The
magnitude of completeness varied strongly in space, but was estimated to MC = −4.8 in the network
center [52].
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The area of rupture initiation was subject to foreshock activity that is interpreted as the breakdown
of asperities [78]. Interestingly, there are indications that AE events announce the main shock in
advance. Figure 18a,b display the results of manual and automatic source location, respectively,
applied to the same AE events, which are within 5 m of the aftershock surface. The events occurred
during the periods before the main shock and within 150 h following the main shock. The black dashed
contour represents the area of significant aftershock activity, as defined by Naoi et al. [74]. As this area
can be presumed to represent the rupture area of the main shock, AE events that took place in the
aftershock area and within 5 m of the aftershock surface before the main shock are hereafter referred
to as “foreshocks”. Four foreshock Clusters F1 to F4, and two aftershock Clusters A1 and A2 were
identified from a concentration of manually located AE events. Both the foreshock and the aftershock
clusters barely overlap one another. For comparison, the automatically located AE events, which are
much more numerous than manually located ones are shown in Figure 18b as a density plot.

Figure 18. Foreshock activity compared to aftershock activity. (a) Distribution of the manually located
AE events that occurred within 5 m of the aftershock surface during the period from 13 June 2007 to
150 h after the main shock. The yellow star indicates the main shock hypocenter. Black, red, blue,
and green solid circles denote the events in June, September, October, and December, respectively.
Orange and black thick solid lines enclose the foreshock clusters (F1, F2, and F3) and aftershock clusters
(A1 and A2), respectively. Gray dots denote the aftershocks. Gray contours show the areal density
of the aftershocks drawn by feeding areal densities in 5 m× 5m cells. The thin black dashed contour
indicates the aftershock area defined by Naoi et al. [78]. The light blue solid circle is the access tunnel
along which the observation network was deployed. (b) Distribution of the automatically located
events that occurred before the main shock and within 5 m of the aftershock surface. Their densities
in 5 m × 5 m cells are shown by gray scale. Blue, purple, and green solid circles denote events in
October, November, and December, respectively. Light green contours show the areal density of the
automatically located foreshocks.

5. In Situ AE Monitoring During Hydraulic Fracturing in Mines

A slightly different aspect of SHM concerns the monitoring of hydraulic fracturing (HF) using
in situ AE monitoring. Engineered fractures generated underground by packer probes in boreholes
are facilitated in a broad variety of contexts, many of which require detailed knowledge on the
damage process actively initiated. HF is a common tool for underground stress determination and
provides important input for designing the stope layout and for risk assessment [100–102]. HF has
become a widely used engineering tool in reservoir enhancement of geothermal systems, shale gas, or
conventional oil and gas extraction as it effectively increases the permeability [103–106]. In addition,
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HF is successful in increasing the productivity in ore production e.g., HF is used in fragmenting ore
bodies [107].

Several research projects have addressed HF using in situ AE monitoring or strain cells in order
to increase the understanding of the rock response to HF, to study the evolution of fracture generating
and predict the stimulation of existing fractures [67,108,109]. Two recent research projects in crystalline
rock did not only record very interesting and rich data, but have pushed the limits in highly sensitive
monitoring and advanced signal processing. Zang et al. [43] report on HF at the hard rock underground
laboratory Äspö in Sweden (Figure 19a).

Figure 19. (a) Test site of hydraulic fracturing tests in the underground Äspö Hard Rock Laboratory in
Sweden (see http://www.skb.se/upload/publications/pdf/Aspo_Laboratory.pdf). (b) Location of
the AE borehole sensors together with the central injection well (blue line). The blue star identifies the
fluid injection segment corresponding to the hydraulic fracturing (HF2) experiment [43,87].

Zang et al. [43] utilize three different monitoring networks, namely in situ AE monitoring,
microseismic monitoring, and electromagnetic monitoring. Figure 19b shows a top view of the AE
monitoring network, which consists of 11 AE sensors of GMuG type MA BLw-7-70-75 and four
Wilcoxon 736T accelerometers.

Data is recorded both in trigger mode and continuous mode (1 MHz sampling frequencies). AE
sensors are installed in monitoring boreholes of 22 m to 30 m length parallel to the injection borehole
and in short boreholes along the tunnels.

Overall, six HF stimulations are performed using three different injection schemes (continuous,
progressive and pulse pressurization), from which four produced significant AE activity outlining the
fracture orientation, extension and temporal evolution. Within 20 days, about 69,400 triggers were
recorded in situ, from which many correspond to noise events due to dripping water or anthropogenic
activities. The strongest AE events recorded in situ with best signal-to-noise ratio and most reliable
location certainty (maximum location residual 0.3 m) formed a catalog of 196 seismic events, of which
all correlated in time and space directly to the HF periods. All relocated AE events are shown in
a perspective view (Figure 20a) and a lateral view in a rotated coordinate system (Figure 20b) for
seismically active HF stimulations (HF1 to HF4 and HF6). AE events recorded during the different
fracture experiments clearly delineate the fractures and display differences between the different
hydraulic fractures generated.

A faster and further expansion of AE events away from the stimulation point is observed with
each subsequent re-stimulation stage outlining the damage extension. In-depth source analysis of the
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largest AE events including energy estimation, moment tensor inversion, source parameter estimation,
and stress inversion by Kwiatek et al. [27] estimated the moment magnitude MW of the AE events
ranges from −4.2 to −3.5. The source analysis clearly reveals that most events correspond to shear slip
events on pre-existing fractures. AE event activity starts as soon as a certain pressure level is reached.
First optimum oriented fault planes fail but, overall, differently oriented fault planes are observed.
Stress inversion reveals stress rotation during and after the stimulation.

Figure 20. Location of AE events of six HF stimulations (HF1 to HF4 and HF6) presented in a top view
(a) and a lateral view (b). For lateral view the coordinate system was rotated in that way to indicate
the preferred fracture traces. The solid grey line outlines injection well and the observation boreholes
(modified from [43]). All dimensions are given in meter.

Using the continuous data recordings from the Äspö experiment, López-Comino et al. [87]
demonstrated that using automated full waveform detection algorithm during post-processing could
significantly increase the amount of triggered AE events. No seismic fracture event was recorded by
the microseismic monitoring network or the Wilcoxon accelerometers, although the latter is capable of
measuring the frequency range of the observed AE events. Owing to the small nature of all AE events
recorded, not only seismic monitoring in the kHz range was essential, but also the significantly higher
sensitivity of the in situ AE sensors.

A different experiment was conducted at the Grimsel Test Site (GTS) in Switzerland (Figure 21a,b)
operated by the Swiss National Cooperative for the Disposal of Radioactive Waste (Nagra). The GTS
is located at 1,733 m above the sea level and has an overburden of 400 to 500 m. Gischig et al. [54]
implement in situ AE monitoring for stress determination by HF in the Grimsel site. The so-called
in situ stimulation and circulation (ISC) [110] was performed between two tunnels i.e., the VE and
the AU tunnel (see Figure 21c), and the injection and monitoring boreholes were mostly drilled from
the AU cavern at the southern end of the AU tunnel (Figure 21c). The host rock is the so-called
Grimsel granodiorite, which changes into the Central Aar granite about 50 m north of the experiment
volume [111]. The rock mass in the experiment volume is exceptionally intact. The Grimsel test site
was monitored using 28 AE sensors (type GMuG MA-Bls-7-70) and four Wilcoxon accelerometers.
Most AE sensors were installed on the tunnel wall on polished rock face, while eight AE sensors were
installed in a water-filled vertical borehole (Borehole SBH1 in Figure 21c).

For stress determination, a series of hydraulic fracturing tests and overcoring were performed.
During hydraulic fracturing, nearly 2000 AE events were recorded with a source-receiver distances
smaller than 30 m that outlined, similar to the Äspö experiment, clearly the fracture plane that extended
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up to 5 m from the injection point (see Figure 22). Events occurred mostly during the refracturing
cycles once a critical injection volume of 0.5 to 1 liter was exceeded and less during the initial fracturing
cycle. A comparison of the fracture plane outlined by AE events and stress measurements using an
imprint packer and overcoring testing, revealed significant deviations. The imprint packer revealed
that fractures initiated at the borehole wall within the foliation plane, but the fracture growth than
rotated, as outlined by AE events, in such way that it extends normal to the minimum principal stress.
The deviation of the overcoring stress measurement result to the actual fracture plane observed could
be explained by using a transversely isotropic elasticity model.

Figure 21. (a,b) Grimsel test site is located in the Bernese Alps in southern Switzerland (see
www.grimselstrom.ch). (c) In situ AE monitoring was performed during hydraulic fracturing tests HF1 to
HF3 in Borehole SBH3. Positions S1 to S28 mark the location of the AE sensors and accelerometers [88].

The authors conclude that AE monitoring was crucial for the combined interpretation of the stress
characterization results and to maintain meaningful stress estimation.

We summarize that HF routine monitoring using in situ AE monitoring systems becomes
feasible for underground production, if sensitive AE sensors for in situ operation are used. Two
upcoming projects performing underground medium-scale HF testing will implement AE monitoring
accordingly: the enhanced geothermal system (EGS) Collab project’s stimulation experiment in Sanford
Underground Research Facility in the former Homestake Gold mine, USA [112] and the STIMTEC
stimulation experiment in the underground laboratory in the silver mine “Reiche Zeche” in Germany
(personal conversation with J. Renner and G. Dresen, 2018) (more details at http://stimtec.rub.de).
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Figure 22. Perspective view of AE events detected during hydraulic fracturing tests HF1 to HF3. The
continuous line indicates the injection well with the position of the injection intervals [54].

6. Concluding Remarks

In conclusion, this article summarizes the capability of in situ AE monitoring in the context
of SHM based on the results of monitoring projects in mines. The in situ AE method is capable of
detecting microcracking, in high resolution and sensitivity, which is caused by very small deformation
processes at high deviatoric stresses. This means that in situ AE monitoring provides detailed insights
into the ongoing deformation processes.

In contrast to in situ AE monitoring, microseismic monitoring is used to measure large-scale
deformations in mines, which may cause rock bursts or roof falls. Due to limitations in frequency range
and sensitivity, microseismic networks are not able to detect microcracks. Therefore, small AE events
are very often not considered for stability assessment and interpretation of geomechanical conditions
of the rock. This work clearly shows that in situ AE monitoring is able to detect very small AE events
in zones of weakness related to dynamic processes like dilatation. Therefore, in situ AE monitoring is
a useful tool to monitor the geomechanical conditions of the host rock.

Real-time processing gives direct information on the location of AE events as well as on clustering,
migration of AE activity or aftershock sequences of microseismic events. Recent advances in computer
storage capacity allow recording of continuous data streams with 1 MHz sampling in addition to
trigger mode recording, which makes advanced post-processing techniques possible.

The results shown here also demonstrate that monitoring of larger rock volumes with in situ
AE measurements is possible in various rock types. Detections of AE events from distances much
greater than 100 m is possible in rock with low wave attenuation like salt rock or hard rock. In this
case, rock volumes far away from the AE network can be monitored. On the other hand, the in situ
AE monitoring method is able to identify “aseismic” zones because AE activity is expected during
significant damage processes. Finally, in situ AE monitoring is capable of detecting zones in mines
where instability may appears long before macroscopic damage becomes visible, which is the objective
of SHM.
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Abstract: Acoustic emission (AE)/seismicity activity increased near the city of Sendai, Japan, after
the 11 March 2011 Tohoku earthquake in a newly seismically active region near the Nagamachi-Rifu
fault, which caused a magnitude 5.0 earthquake in 1998. The source of this activity was around
12 km beneath an artificial lake. At the same time, activity on the Nagamachi-Rifu fault nearly ceased.
More than 1550 micro-earthquakes were observed between 11 March 2011 and 1 August 2012, of
which 63% exhibited similar waveforms and defined 64 multiplets. It appears that crustal extension of
about 2 m during the Tohoku earthquake and additional extension of about 1 m during the following
year changed the stress field in this region, thus generating micro-earthquakes and controlling their
frequency. However, it has been presumed that crustal movement during the Tohoku earthquake did
not affect the direction of principal stress, and that these events induced repeated quasi-static slips at
asperities and the resultant micro-earthquakes.

Keywords: acoustic emission swarm; 2011 Tohoku earthquake; repeating earthquake; multiplet;
crustal movement

1. Introduction

Acoustic emission (AE)/seismicity is important for evaluating the stability of geological structures;
for instance, the delineation of fracture systems from AE activity in geothermal reservoirs is
indispensable for thermal energy extraction [1]. The stability evaluation of fractures during hydraulic
stimulation in geothermal reservoirs is necessary to avoid inducing large AE events, where the
relationship between large AE events and the pore-pressure distribution in reservoirs is studied [2].
The stability of geological structures is also important from the viewpoint of disaster prevention.
The dynamic behavior of geological structures has been studied by many seismologists who have
examined repeating earthquakes and slow slip at seismic zones [3–5].

The 11 March 2011 Tohoku earthquake and its many aftershocks brought widespread destruction
to eastern Japan [6–8]. This seismic activity occurred on both offshore and inland faults. Although thrust
events dominated seismicity before and during the Tohoku earthquake, eastward movement of the
shallow crust of the overriding tectonic plate caused extension that relaxed the subduction-related
horizontal compressional stress locally, resulting in normal movement on some inland faults after the
Tohoku earthquake [9].

Close observations of seismic activity are indispensable for the monitoring of the stability of
geological structures. This paper describes a seismic swarm that occurred beneath an artificial lake
near the plane of an active fault in Sendai city, Japan, after the Tohoku earthquake. It has long been
known that changes in the water level of reservoirs can trigger substantial earthquakes, and it is shown
that the seismic activity was sensitive to the small change of tectonic stress caused by the water level
of the artificial lake.
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2. Study Area

The study area is in the western part of Sendai city, Miyagi Prefecture, Japan, about 150 km west
of the Tohoku earthquake epicenter (Figure 1a). Here, a river terrace is present on both sides of the
Hirose River. A double arch dam, built across a tributary to the Hirose River in 1961, created a reservoir
named Lake Okura, with a 1.6 km2 surface area and a storage capacity of 2.8 × 107 m3. The water
level is normally maintained between 240 and 270 m above sea level (masl), which corresponds to
water depths of 0 to 30 m (Miyagi Prefecture, http://www.pref.miyagi.jp/snd-dam/data/okdam-
cyosui.htm). The Nagamachi-Rifu fault extends approximately 15 km under Sendai city, striking
northeast–southwest and dipping about 45◦ to the northwest [10,11]. Estimates of the stress field made
by the multiple inverse method [12] indicate that the direction of minimum principal stress is vertical
and the direction of maximum principal stress varies from east–west to northwest–southeast.

 

 

Figure 1. (a) Map of northeastern Honshu, Japan, with inset showing location of study area.
The solid star marks the epicenter of the Tohoku earthquake; (b) Map showing epicenters of
micro-earthquakes from 5 February 2005 to 1 August 2012; (c) Vertical cross section showing
hypocenters of micro-earthquakes projected onto line A–B. Open stars show the location of the
magnitude 5.0 earthquake of 15 September 1998.

At Sendai city, very high seismic intensities (greater than 6 on the Japan Meteorological Agency
scale) were recorded during the Tohoku earthquake. GPS (Global Positioning System) data documented
crustal movements of more than 5 m at the coast and about 2.5 m in Sendai city. The Nagamachi-Rifu
fault is known to be active in the Sendai area [10,13,14]. Seismic activity increased near this fault
after the Tohoku earthquake, and more than 1550 events were observed between 11 March 2011 and
1 August 2012. A micro-earthquake is physically the same to as an AE and the term “AE” is generally
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used for much smaller seismic events with smaller magnitude, and this paper discusses the stability of
geological structures using micro-earthquakes in the same manner.

3. Tectonic Conditions before and after the Tohoku Earthquake

On 15 September 1998, an earthquake of magnitude (M) 5.0 occurred at a 12.4 km depth, on the
deepest part of the Nagamachi-Rifu fault [14]. The mechanism of this earthquake and its aftershocks was
reverse faulting, and the P-axes of the events described a line oriented east–west to northwest–southeast;
the maximum principal stress direction in the deep part of the active fault was northwest–southeast.

On the basis of GPS data from an observation point about 6 km southeast of the dam, the
Geospatial Information Authority of Japan (GSI) reported crustal movement of 2.55 m eastward and
16 cm ground subsidence during the Tohoku earthquake (e.g., [15]). The GSI also measured eastward
crustal movements of 1.85 m in Tendo city, 30 km to the west, and 3.98 m in Higashi-Matsushima
city, 70 km to the east (GSI, http://www.gsi.go.jp/index.html; Figure 1a). From these data plus
the assumption of an elastic rock mass in the area, the strain change resulting from the Tohoku
earthquake was estimated to be 2.13 × 10−5 in the study area. Eastward crustal movement
around Sendai continued after the earthquake, reaching about 1 m during the following year (GSI;
http://www.gsi.go.jp/cais/chikakuhendo40012.html).

It appears that the direction of maximum principal stress in the study area was roughly east–west
both before and after the Tohoku earthquake [7]. However, at the Kamaishi mine, ≈170 km northeast
of Sendai, horizontal displacement of 3.3 m was observed during the Tohoku earthquake [16]. In situ
measurements of tectonic stress at the mine documented a large change in the stress field in the shallow
crust in the two years after the Tohoku earthquake, with the principal stress decreasing in the east–west
direction and increasing in the north–south direction [16].

The evidence suggests that although the Tohoku earthquake caused large changes of the stress field
in some parts of the shallow crust, changes in the orientation of the stress field at seismogenic depths were
small in the study area, which implies that the stress field in the study area still favors reverse faulting.

4. AE Activity before and after the Tohoku Earthquake

A large number of micro-earthquakes were recorded in western Sendai city from 5 February 2005
to 1 August 2012, a period spanning the time of the Tohoku earthquake (Figure 1). The distribution of
hypocenters defines two areas of AE activity, largely corresponding to seismic events before and after
the Tohoku earthquake, respectively (Figures 2 and 3).

 

Figure 2. Vertical cross section showing hypocenters of micro-earthquakes before the Tohoku
earthquake projected onto the vertical plane defined by line A–B (location in Figure 1b). The dashed
line shows the downward projection of the Nagamachi-Rifu fault. The red star represents the source
location of the earthquake of magnitude (M) 5.0 occurred on 15 September 1998.
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Figure 3. Vertical cross section showing hypocenters of micro-earthquakes after the Tohoku earthquake
projected onto the vertical plane defined by line A–B. The red star represents the source location of the
earthquake of magnitude (M) 5.0 occurred on 15 September 1998.

The AE events before the Tohoku earthquake occurred at depths between 8 and 14 km on the
Nagamachi-Rifu fault. However, after the earthquake, this activity ceased and a new active zone
appeared to the west, generating hundreds of events between 11 March 2011 and 1 August 2012
at depths of 8 to 14 km. Activity in the study area did not increase immediately after the Tohoku
earthquake, but began a gradual rise on 3 April and totaled 11 events (maximum magnitude 2.3) by
21 April. After 24 April, AE activity increased further, and by 1 August 2012, more than 1550 AE events
had occurred. It is known that smaller earthquakes (e.g., aftershocks) occur after a previous large
earthquake in the same area of the main shock, and the frequency of aftershocks decreases with the
reciprocal of time after the main shock (Omori’s law). However, clear mainshock and aftershocks are
not identified after the Tohoku earthquake in Figure 4; thus, the typical decay of earthquake swarms is
difficult to discern. The relationship between the event activity and the seasonal variations in water
level in other years were investigated. However, the clear relationship as seen in Figure 4 was not
observed before the Tohoku earthquake and after the studied period, and the seismic activity was very
low in 2017. Figure 5 shows the Gutenberg-Richter relation before and after 11 March 2011. The b-value
was 1.0 before 11 March and 0.92 after 11 March, indicating that larger events became more frequent
after the Tohoku earthquake.

Among the micro-earthquakes after 11 March 2011, we identified events that shared similar
waveforms (Figure 6), known as repeating earthquakes or multiplets [17–19]. By calculating coherences
for all possible pairs of events, and using coherence greater than 0.98 as the criterion for similarity,
we identified 985 similar events (63% of those observed), which defined 64 multiplets. Travel-time
differences of P- and S-waves were determined by cross-correlating the P- and S-components with
their master events.

The mean and standard deviation of the travel-time differences between P- and S-waves were
0.024 and 0.04 s, respectively. Source locations were not corrected according to travel-time differences
because the number of seismic stations was insufficient to properly constrain them. However, the
similarity of P- and S-wave travel times suggests that the multiplet sources were close together on
adjacent fractures.

During the period following the Tohoku earthquake, eight earthquakes larger than M 3.0 were
observed at more than 40 stations, making it possible to estimate their source mechanisms by using
P-wave polarity distributions. Figure 7a shows the fault plane solution of the largest of these events
(M 3.4 on 3 June 2011), for which only P-wave polarities that were clearly detected by visual inspection
were used to determine the nodal planes. The other seven of these events had the same mechanism,
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indicating that the fault planes strike north-northeast–south-southwest and dip at about 65◦, and
that the slip included both left-lateral strike-slip and reverse components. The accuracy of the
source locations was not enough to identify the orientation of the fault plane which caused the
micro-earthquakes. If the source locations were approximated to a plane, the plane was dipping
around 45 degrees to the east and striking nearly north-south, and this orientation was similar to one
of the nodal planes in Figure 7a. The orientation of nodal planes for the mainshock of the 1998 M 5.0
earthquake (Figure 7b) [14] was similar to those of the eight M > 3 events (Figure 7a), but included a
right-lateral strike-slip component.

 

Figure 4. (a) Number of micro-earthquakes per day and (b) magnitudes and cumulative number of
seismic events (N) during the 360 days before and 600 days after the Tohoku earthquake along with the
water level of Lake Okura. The record ends on 1 August 2012.

  

Figure 5. Histograms showing the Gutenberg-Richter relation.
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Figure 6. Example of a set of waveforms constituting a multiplet. Amplitudes are normalized to the
maximum amplitude of each waveform. The vertical axis represents the number of events.

 

 

(a) (b) 

Figure 7. (a) Waveforms of eight M > 3 earthquakes after the Tohoku earthquake and fault plane
solution for the largest event (M 3.4, 3 June 2011). Open circle and closed circle represent negative and
positive P-wave polarities, respectively; (b) Fault plane solution for the 1998 M 5.0 earthquake on the
Nagamachi-Rifu fault, which was reproduced following the result by Umino et al. [14].

5. Discussion

East–west crustal extension during the Tohoku earthquake relaxed the subduction-related
horizontal compressional stress in the study area. The extension decreased normal stresses on east-
and west-dipping fault planes and, because shear stress on the reverse faults decreased, they were
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dynamically stabilized against shear slip. Thus, the number of normal faulting events increased after
the Tohoku earthquake [7], and earthquakes on the Nagamachi-Rifu fault nearly ceased after 11 March
2011, as horizontal compressional stress on the fault surface decreased.

After the Tohoku earthquake, seismic activity increased in a region 6 km west of the source
of the 1998 earthquake (Figure 3), apparently on newly activated fractures. Fault plane solutions
(Figure 7a) indicate that the newly activated fractures dip either east or west and slipped with left-lateral
strike-slip and reverse mechanisms. Seismic activity on these fractures, which were previously under
critical conditions for reverse faulting, would be expected to decrease when horizontal compressional
stress was relaxed during the Tohoku earthquake and lowered the shear stress on the fault plane.
However, seismic activity increased after the earthquake, so we must seek other contributing factors.

One possible explanation is a relative increase of principal stress in the north–south direction [16].
This would have created conditions favoring left-lateral strike-slip faulting. Fault plane solutions
after the Tohoku earthquake (Figure 7a) include both left-lateral and reverse components, whereas for
the 1998 earthquake (Figure 7b), although a left-lateral component was present, reverse faulting was
dominant. This result suggests that a relative increase of principal stress in the north–south direction
may have also increased the left-lateral component, but the Tohoku earthquake did not dramatically
change the contrast between the principal east–west and north–south stresses. This observation implies
that the differential stress was greater before the Tohoku earthquake, and that the Tohoku earthquake
did not significantly affect the stress field in the study area.

The triggering of earthquakes is sensitive to changes in stress when conditions are critical for
shear slip. For example, tidal changes are a likely factor in triggering certain seismic events [20] even
though the stress change due to earth tides is no greater than about 103 Pa [21]. On the other hand,
the water level of Lake Okura changes by about 20 m, which corresponds to a change in overburden
pressure of 200 × 103 Pa. This increase in the overburden stress would increase the pore pressure
in the fractures under the lake. AE events can be triggered by increased pore pressure due to fluid
diffusion (or pressure diffusion) associated with increases of water level in a lake or reservoir, and it
is known that small changes of pore pressure can trigger earthquakes [1,22]. Earthquakes triggered
by this mechanism have been reported at several kilometers depth beneath a reservoir in the Koyna
district of India [23]. Here, micro-earthquakes started when the water level of Lake Okura approached
its maximum level of 270 masl, and the rate of events peaked at 25/day just after that water level was
reached. Although those facts do not establish a correlation, fluctuations of the lake level should not
be precluded as a possibility in explaining the swarm.

The increase of seismic activity after the Tohoku earthquake can be explained as follows. Before the
earthquake, strain energy was accumulating in fractures such that they reached a critical condition for
shear slip before 11 March 2011, but cohesion on the fracture surfaces kept the fault locked. Given that
crustal movement at this time was a few centimeters per year, cohesive strengthening would have
been aseismic. In the process that increases frictional resistance to sliding, generally referred to
as healing, micromechanical processes (e.g., increases of asperity contact areas) result in cohesive
strengthening [24]. Crustal extension during the Tohoku earthquake changed the direction of shear
stress on fractures and weakened the contacts across fracture planes, thus activating shear slip at
asperities that were under critical conditions for shear slip. It appears that quasi-static slips occurred
repeatedly in the newly activated fracture zone after the Tohoku earthquake, causing AE events as
great as M 3.4. This interpretation is supported by the observation of many AE events with similar
waveforms (accounting for 63% of located micro-earthquakes) and the decrease after 11 March of the
gradient of the high-magnitude tail of earthquake magnitude distributions (Figure 5).

6. Conclusions

About 40 days after the 2011 Tohoku earthquake, a micro-earthquake swarm began west of Sendai,
Japan, centered about 8–14 km deep beneath an artificial lake near the down-dip projection of an
active fault that caused an M 5 earthquake in 1998. Observations suggest that the new fractures were
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seismically activated, even though fracturing should have been stabilized by a decrease of principal
stress in the east–west direction that was caused by the Tohoku earthquake. It is typically presumed
that crustal movement during the Tohoku earthquake did not affect the direction of principal stress;
however, a relative increase of the principal stress magnitude in the north–south direction in the study
area may have caused a change in the direction of shear stress on fracture surfaces, thus weakening the
contacts at asperities. These events induced repeated quasi-static slips at asperities and the resultant
AE events. The magnitudes and frequency of the micro-earthquakes indicate that these fractures were
capable of causing micro-earthquakes with magnitudes of about 4. The results of this study indicate
that ongoing monitoring of the earthquake swarm is important for mitigation of damage caused by
micro-earthquakes at these newly activated inland faults. The findings of this study may be helpful as
a case history to understand the stability of geological structures in at the kilometer scale.

Author Contributions: H.M. has performed the works of conceptualization, methodology, writing–original draft
preparation, writing–review and editing.

Funding: This research received no external funding.

Acknowledgments: The earthquake waveform data and source location data used in this study were acquired
from the Hi-net website of the National Research Institute for Earth Science and Disaster Prevention (NIED), Japan.

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Mukuhira, Y.; Moriya, H.; Ito, T.; Asanuma, H.; Häring, M. Pore pressure migration during hydraulic
stimulation due to permeability enhancement by low-pressure subcritical fracture slip. Geophys. Res. Lett.
2017, 44, 3109–3118. [CrossRef]

2. Moriya, H.; Naoi, M.; Nakatani, M.; van Aswegen, G.; Murakami, O.; Kgarume, T.; Ward, A.K.; Durrheim, R.J.;
Philipp, J.; Yabe, Y.; et al. Delineation of large localized damage structures forming ahead of an active mining
front by using advanced acoustic emission mapping techniques. Int. J. Rock Mech. Min. Sci. 2015, 79, 157–165.
[CrossRef]

3. Talwani, P. On the nature of reservoir-induced seismicity. Pure Appl. Geophys. 1977, 150, 473–492. [CrossRef]
4. Nakajima, J.; Uchida, N. Repeated drainage from megathrusts during episodic slow slip. Nat. Geosci. 2018,

11, 351–356. [CrossRef]
5. Ariyoshi, K.; Uchida, N.; Matsuzawa, T.; Hino, R.; Hasegawa, A.; Hori, T.; Kaneda, Y. A trial estimation

of frictional properties, focusing on aperiodicity off Kamaishi just after the 2011 Tohoku earthquake.
Geophys. Res. Lett. 2014, 41, 8325–8334. [CrossRef]

6. Hirose, F.; Miyaoka, K.; Hayashimoto, N.; Yamazaki, T.; Nakamura, M. Outline of the 2011 off the Pacific
coast of Tohoku Earthquake (Mw 9.0)—Seismicity: Foreshocks, mainshock, aftershocks, and induced activity.
Earth Planets Space 2011, 63, 513–518. [CrossRef]

7. Ide, S.; Baltay, A.; Beroza, G.C. Shallow dynamic overshoot and energetic deep rupture in the 2011 Mw 9.0
Tohoku-Oki Earthquake. Science 2011, 332, 1426–1429. [CrossRef] [PubMed]

8. Sato, M.; Ishikawa, T.; Ujihara, N.; Yoshida, S.; Fujita, M.; Mochizuki, M.; Asada, A. Displacement above the
hypocenter of the 2011 Tohoku-Oki earthquake. Science 2011, 332, 1395. [CrossRef] [PubMed]

9. Yoshida, K.; Hasegawa, A.; Okada, T.; Iinuma, T.; Ito, Y.; Asano, Y. Stress before and after the 2011 great
Tohoku-oki earthquake and induced earthquakes in inland areas of eastern Japan. Geophys. Res. Lett. 2012,
39, L03302. [CrossRef]

10. Nakamura, A.; Asano, Y.; Hasegawa, A. Estimation of deep fault geometry of the Nagamachi-Rifu fault from
seismic array observations. Earth Planets Space 2002, 54, 1027–1031. [CrossRef]

11. Nakajima, J.; Hasegawa, A.; Horiuchi, S.; Yoshimoto, K.; Yoshida, T.; Umino, N. Crustal heterogeneity around
the Nagamachi-Rifu fault, northeastern Japan, as inferred from travel-time tomography. Earth Planets Space
2006, 58, 843–853. [CrossRef]

12. Yamaji, A. The multiple inverse method: A new technique to separate stresses from heterogeneous fault-slip
data. J. Struct. Geol. 2000, 22, 441–452. [CrossRef]

13. Umino, N.; Ujikawa, H.; Hori, S.; Hasegawa, A. Distinct S-wave reflectors (bright spots) detected beneath
the Nagamachi-Rifu fault, NE Japan. Earth Planets Space 2002, 54, 1021–1026. [CrossRef]

82



Appl. Sci. 2018, 8, 1407

14. Umino, N.; Okada, T.; Hasegawa, A. Foreshock and aftershock sequence of 1998 M5.0 Sendai, northeastern
Japan, earthquake and its implications for earthquake nucleation. Bull. Seismol. Soc. Am. 2002, 92, 2465–2477.
[CrossRef]

15. Ozawa, S.; Nishimura, T.; Suito, H.; Kobayashi, T.; Tobita, M.; Imakiire, T. Coseismic and postseismic slip of
the 2011 magnitude-9 Tohoku-Oki earthquake. Nature 2011, 475, 373–376. [CrossRef] [PubMed]

16. Sakaguchi, K.; Koyano, T.; Yokoyama, T. Change in stress field in the Kamaishi Mine, associated with the
2011 Tohoku-oki earthquake. In Proceedings of the 13th Japan Symposium on Rock Mechanics, Okinawa,
Japan, 9–11 January 2013; pp. 513–517. (In Japanese)

17. Moriya, H.; Niitsuma, H.; Baria, R. Multiplet-clustering analysis reveals structural details within the seismic
cloud at the Soultz geothermal field, France. Bull. Seismol. Soc. Am. 2003, 93, 1606–1620. [CrossRef]

18. Nadeau, R.M.; McEvilly, T.V. Periodic pulsing characteristic microearthquakes on the San Andreas fault.
Science 2004, 303, 220–222. [CrossRef] [PubMed]

19. Igarashi, T. Spatial changes of inter-plate coupling inferred from sequences of small repeating earthquakes
in Japan. Geophys. Res. Lett. 2010, 37, L20304. [CrossRef]

20. Chen, H.J.; Chen, C.C.; Tseng, C.Y.; Wang, J.H. Effect of tidal triggering on seismicity in Taiwan revealed by
the empirical mode decomposition method. Nat. Hazards Earth Syst. Sci. 2012, 12, 2193–2202. [CrossRef]

21. Tsuruoka, H.; Ohtake, M.; Sato, H. Statistical test of the tidal triggering of earthquakes: Contribution of the
ocean tide loading effect. Geophys. J. Int. 1995, 122, 183–194. [CrossRef]

22. Talwani, P.; Cobb, J.S.; Schaeffer, M.F. In situ measurements of hydraulic properties of a shear zone in
northwestern South Carolina. J. Geophys. Res. 1999, 104, 14993–15003. [CrossRef]

23. Talwani, P. Seismogenic properties of the crust inferred from recent studies of reservoir-induced
seismicity–Application to Koyna. Curr. Sci. 2000, 79, 1327–1333.

24. Scholz, C.H.; Engelder, T. Role of asperity indentation and ploughing in rock friction. Int. J. Rock Mech.
Min. Sci. 1976, 13, 149–154. [CrossRef]

© 2018 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

83





applied  
sciences

Review

Evaluation of Low-Temperature Cracking
Performance of Asphalt Pavements Using Acoustic
Emission: A Review

Behzad Behnia 1, William Buttlar 2 and Henrique Reis 3,*

1 Department of Civil and Environmental Engineering, Clarkson University, Potsdam, NY 13699, USA;
bbehnia@clarkson.edu

2 Department of Civil and Environmental Engineering, University of Missouri, Columbia, MO 65211, USA;
buttlarw@missouri.edu

3 Department of Industrial and Enterprise Systems Engineering, University of Illinois, Urbana, IL 61801, USA
* Correspondence: h-reis@illinois.edu; Tel.: +1-217-333-1228 or +1-217-898-7063

Received: 11 January 2018; Accepted: 14 February 2018; Published: 21 February 2018

Abstract: Low-temperature cracking is a major form of distress that can compromise the structural
integrity of asphalt pavements located in cold regions. A review of an Acoustic Emission (AE)-based
approach is presented that is capable of assessing the low-temperature cracking performance
of asphalt binders and asphalt pavement materials through determining their embrittlement
temperatures. A review of the background and fundamental aspects of the AE-based approach with
a brief overview of its application to estimate low-temperature performance of unaged, short-term,
and long-term aged binders, as well as asphalt materials, is presented. The application of asphalt
pavements containing recycled asphalt pavement (RAP) and recycled asphalt shingles (RAS) materials
to thermal cracking assessment is also presented and discussed. Using the Felicity effect, the approach
is capable of evaluating the self-healing characteristics of asphalt pavements and the effect of cooling
cycles upon their fracture behavior. Using an iterative AE source location technique, the approach is
also used to evaluate the efficiency of rejuvenators, which can restore aged asphalt pavements to their
original crack-resistant state. Results indicate that AE allows for relatively rapid and inexpensive
characterization of pavement materials and can be used towards enhancing pavement sustainability
and resiliency to thermal loading.

Keywords: acoustic emission; thermal cracking; asphalt pavements; embrittlement temperatures;
recycled asphalt pavements; recycled asphalt shingles; cooling cycles

1. Introduction

The majority of the roads in United States are surfaced with asphalt material, indicating the
importance of this material in U.S. transportation infrastructure. In asphalt roads located in cold
regions or in milder climate regions with large daily temperature fluctuations, a major form of
deterioration is associated with the formation of low-temperature cracks, a.k.a., thermal cracks, in the
pavement. Thermal cracks are categorized into two groups based on their formation mechanism:
(1) “single-event thermal cracks”, which occur in cold climates due to fast cooling rates; and (2) “thermal
fatigue cracks”, which develop after several cooling cycles in regions with a milder climate and large
daily temperature fluctuations [1–4]. Thermal cracking phenomenon demonstrates itself as a group
of parallel, evenly-spaced, transversely-oriented, surface-initiated cracks in pavements. A typical
thermal cracking pattern in asphalt pavements is depicted in Figure 1a. As the temperature decreases,
thermal stresses build up in the pavement due to the tendency of the “restrained” continuous layer of
asphalt pavement to contract. The distribution of thermal stresses through the pavement thickness is
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non-uniform, with the highest stresses occurring at pavement surface, see Figure 1b. Thermal cracks
happen when the thermally-induced stresses exceed the material fracture strength.

Thermal Cracks (a)

(b)

Figure 1. Thermal cracks as a result of oxidation; (a) typical thermal cracking pattern in asphalt
pavement, (b) thermal cracking formation and non-uniform distribution of thermal stresses through
the pavement thickness.

On the local scale, another source of thermal stresses in asphalt pavements is the thermal
contraction mismatch between aggregates, i.e., crashed stone, and the surrounding asphalt mastic
material. As the pavement temperature drops, asphalt mastic tends to contract more (often more than
ten times) than the aggregate particles, causing increasing thermally-induced stresses in the pavement
structure. At the same time as the temperature drops, the asphalt mastic becomes increasingly
more brittle with less resistance against fracture. As a result, microcracks develop within the
asphalt mastic when the thermally-induced tensile stresses overcome the fracture resistance of mastic
material. In addition to mastic cracking, another type of damage, i.e., debondings, also occurs at
low temperatures at the interfaces between asphalt mastic and aggregates, see Figure 2. Repair and
rehabilitation of low-temperature cracks in pavements costs millions of dollars every year. In addition,
damaged pavements also develop higher surface roughness, which leads to vehicle damage. A study
by Islam and Buttlar showed that the presence of cracks in pavements would add over $300 per vehicle
per 19,000 km (12,000 mi) driven in user costs [5].

Figure 2. Schematic depiction of thermally-induced stresses within the asphalt mastic causing
microcracks in the mastic and mastic-aggregate debondings.

Asphalt roads also suffer from oxidative aging [6,7]. Figure 3a shows two images of the same
pavement section: one taken right after the construction and the other 19 months later when the
pavement has already encountered some level of oxidative aging. Figure 3b shows a schematic
diagram illustrating the typical steep gradation of material properties (e.g., complex modulus) caused
by oxidative aging at the pavement top material layer. Computer models have already been developed
to estimate the change in material properties due to oxidative aging for given climatic conditions [7].
In addition to changing the asphaltenes to maltenes ratio [6], oxidative aging also increases the stiffness
of the top material layers, see Figure 3b, which increases the pavement vulnerability to cracking in cold
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environments. Oxidative aging is an important issue in asphalt pavements that negatively affects low
temperature cracking of asphalt materials. The higher the oxidative aging level of asphalt pavements,
the higher the extent of thermal cracking damage in the material.

Figure 3. Oxidation of asphalt concrete pavements: (a) pavement section right after the construction
(left), and the same pavement 19 months after construction (right); and (b) Schematic diagram
illustrating the steep gradation of material properties (e.g., complex modulus) caused by oxidative
aging at the pavement top material layer.

A great deal of research efforts has been directed towards the characterization and prevention of
thermal cracks in pavement. The Superpave tests developed under the Strategic Highway Research
Program (SHRP) in the 1990s have significantly improved the performance tests to assess the behavior
of asphalt pavements by providing fundamental material tests over a broad range of production and
service temperatures. However, the Superpave tests were not developed for (1) the characterization of
highly modified binders, (2) the characterization of asphalt pavements containing recycled materials
such as Reclaimed Asphalt Pavement (RAP) or Reclaimed Asphalt Shingles (RAS), and (3) the
characterization of warm-mix materials. In addition to Superpave performance tests [8–12], studies
conducted by several researchers [7,13–29] also provide valuable and significant insight into the
estimation of asphalt materials low-temperature performance.

Acoustic Emission (AE) has been used extensively for damage detection and assessment of several
materials including concrete, steel, wood, and rock. However, there has been limited application of AE
for evaluating damage mechanisms in asphalt materials. Khosla and Goetz [21] used AE techniques
to detect crack initiation and propagation in indirect tensile (IDT) specimens at −23 ◦C. The study
found that failure by fracture is indicated by a sharp increase in total AE counts, and that significant
AE counts occur at about 80% of the peak load. Valkering and Jongeneel [22] used AE to monitor
temperature cycling tests with restrained asphalt concrete specimens at low temperatures (−10 ◦C
to −40 ◦C). They observed that the repeatability of AE measurements is good, that the AE activity
(i.e., number of events) correlates with the thermal fracture temperatures, and that the AE activity in
restrained specimens at low temperatures is caused by defect initiation in the binder. Hesp et al. [23]
used AE measurements to detect crack initiation and propagation in restrained specimens at low
temperatures (−32 ◦C to −20 ◦C). They concluded that the Styrene-Butadiene-Styrene (SBS)-modified
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mixes produced less AE activity than unmodified mixes. Li et al. [24–28] used AE techniques to
characterize fracture in semi-circular bend asphalt specimens at low temperatures (−20 ◦C). They also
concluded that large amounts of accumulated AE events occur at 70% of material strength, that
the maximum intensity of AE peaks correlates with the development of macro-cracks, and that the
location of AE events suggests that a several centimeter-sized process zone forms before the peak
load. Nesvijski and Marasteanu [29,30] used an AE spectral analysis approach to characterize fracture
in semi-circular bend asphalt specimens at low-temperatures, and concluded that an AE approach
could be used for evaluation of asphalt pavements. All of this research work led to the development
of standards by the American Association of State and Highway Transportation Officials (AASHTO
MP1, 1998; AASHTO TP1, 1999; AASHTO MP1A, 2001) [8–10] that allowed the estimation of the
low-temperature performance of binders based upon their rheological properties.

The Bending Beam Rheometer (BBR) Method

For unmodified binders, the determination of cracking temperature is based on results from the
bending beam rheometer (BBR) test in accordance with the standard test methods AASHTO TP1 [8].
Two asphalt binder parameters, i.e., the stiffness and the m-value, are determined based on the bending
beam rheometer (BBR) test results at a loading time of 60 s. The cracking temperature is defined as the
temperature at which the stiffness reaches the value of 300 MPa or the m-value reaches the value of 0.3,
or, moreover, the temperature at which one of the specification thresholds is reached as temperature
is decreased. The cracking temperatures determined using AASHTO TP1 have been found to be
predictive of low-temperature cracking in asphalt pavements constructed using unmodified binders.
However, AASHTO TP1 was found to grossly over predict low-temperature cracking performance
for modified asphalt binders. As a result, for modified asphalt binders, additional testing using the
direct tension test [3] (DTT) was proposed to address the case of binders with a stiffness higher than
300 MPa and with an m-value greater than 0.3. Bouldin et al. [13] presented methods for predicting
cracking temperatures using both the BBR and the DTT test data in the so-called dual instrument
method (DIM).

These methods involve the use of sophisticated computer software for computing thermal stress in
asphalt binders using the bending beam rheometer (BBR) data and estimating binder strength using the
direct tension test (DTT). The dual instrument method (DIM) has been proposed as a standard method
(MP1A) [10] for evaluating both modified and unmodified asphalt binders. To be able to use the MP1A,
sophisticated equipment (DTT and BBR) and analysis software are required. Concerns have already
been raised about the expensive nature of the MP1A approach, because its use has become prohibitive
to many practitioners. Different approaches to alleviate these issues have also been proposed by
Kim [15], and by Kim et al. [16], by Roy and Hesp [17], and by Shenoy [18], with some but not enough
success to evaluate the low-temperature performance of asphalt materials.

For the practical low-temperature evaluation of binders, binder blends and mixtures for the
purpose of formulation, design, control, and forensics, there is still a need for a test which is rapid,
simple, compact, portable, and applicable to all modern binder types. Acoustic emission (AE) is a
promising technique for evaluating embrittlement in asphalt binders, since it has been used successfully
in other materials.

In this review paper, an acoustic emission (AE) approach is used to accurately and rapidly
evaluate the thermal cracking performance of asphalt concrete materials including virgin, short-term,
and long-term aged asphalt binders, as well as different asphalt concrete mixtures. A review of this
technique along with applications of this approach are presented and discussed. For more details
regarding experimental setups, etc., the readers are encouraged to refer to the appropriate citations.

2. Acoustic Emission Based Evaluation of Embrittlement Temperatures

The AE-based technique was implemented for low-temperature fracture assessment of asphalt
materials. During the course of developing this testing approach, a wide range of asphalt binders and
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asphalt concrete materials with significantly different low-temperature cracking characteristics, as well
as different oxidative aging levels (i.e., unaged, short-term aged, and long-term aged), were evaluated.

Figure 4a schematically shows the geometry of the developed test specimen for virgin (i.e., unaged)
or aged asphalt binders, which consists of a thin layer of asphalt binder (with nominal dimensions of
125 mm long, 12 mm wide, and thickness of 6 mm) bonded to a granite substrate. These asphalt binder
specimens are prepared using aluminum molds, and they have the same dimensions as the standard
Bending Beam Rheometer (BBR) specimens [9]. To make the binder specimen, the asphalt binder is
poured into the aluminum mold wrapped in Teflon tape and placed on the granite slab, which is
heated to the temperature of 135 ◦C, see Figure 4a. Prepared binder samples are allowed to cool down
to room temperature for two hours before conducting the corresponding AE tests [31–37]. Figure 4b
shows the specimen after being tested using AE. Figure 5a shows the binder test specimen along with
the position of the AE sensors and the thermocouple. The geometry of AE specimens utilized for
testing compacted asphalt concrete mixtures is shown in Figure 5b, in which the position of the AE
sensor and the thermocouple is also shown. These specimens are typically semicircular, measuring
150 mm in diameter and 50 mm in thickness. This geometry was selected after examining several
shapes and different sample thicknesses. In addition, the semicircular geometry is very practical and
easy to make from cylindrical extracted field cores or laboratory gyratory compacted samples [36,37].

(a) (b)

Figure 4. Fabrication of binder test samples: (a) top: molds for fabricating binder test samples; bottom:
completed binder test sample in the mold; (b) typical visible crack patterns in asphalt binder test
sample after AE testing. The binder samples have the same nominal dimensions as the specimens in
the Bending Beam Rheometer (BBR) test (125 mm long, 12 mm wide, and 6 mm thick). The binder is
poured into the mold seating on the granite (which has been heated to 135 ◦C) to assure good adhesion
between the binder sample and the granite substrate.

Apart from different test sample geometries, the same testing set up and procedures are used
for testing both asphalt binders and asphalt concrete specimens. To conduct the AE test, prepared
specimens are placed inside the freezer and are cooled down from 20 ◦C to about −35 ◦C, or even
to −50 ◦C, if necessary. A K-type thermocouple is placed on the specimens’ surface to record the
temperature of the samples. Because of the finite size of the test sample, there is a thermal lag at
the beginning of the test, which becomes negligible (almost zero) at temperature lower than −10 ◦C.
Considering that the embrittlement temperature of almost all binders is below −10 ◦C, measuring
the temperature at the specimen’s surface appears to be a proper place [3,32,33]. Figure 5c shows an
AE test system, while Figure 5d shows a temperature versus time plot while cooling the sample in
a freezer.
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Figure 5. AE testing of asphalt materials; (a) asphalt binder test sample after AE testing showing
two AE sensors and one thermocouple; (b) test sample for asphalt concrete mixtures; (c) AE test system
for evaluating binders and asphalt concrete mixtures test samples; (d) typical temperature vs. time
cooling plot for asphalt concrete mixture test samples.

Wideband AE piezoelectric sensors (Model B1025, Digital Wave Co., Denver, CO, USA) with a
relatively flat sensitivity in the frequency band of 50 kHz to 1.5 MHz were utilized to monitor and
record the acoustic activities of the samples during the test. AE stress waves were detected using
the AE piezoelectric sensors, amplified, filtered, and then recorded. High-vacuum grease was used
to couple the AE sensors to the test sample. AE signals were pre-amplified 20 dB using broad-band
pre-amplifiers to reduce extraneous noise. The signals were then further amplified 21 dB (for a total
of 41 dB) and filtered using a 20 kHz high-pass double-pole filter using the Fracture Wave Detector
(FWD, Digital Wave Co., Denver, CO, USA signal condition unit. The signals were then digitized using
a 16-bit analog to digital converter (ICS 645B-8) using a sampling frequency of 2 MHz and a length of
2048 points per channel per acquisition trigger. The outputs were stored for later processing using
Digital Wave software (Wave-Explorer TM V7.2.6) [9,31–37]. The Embrittlement Temperature (TEMB)
of asphalt materials is defined as the temperature corresponding to the first high-energy AE event
above a chosen energy threshold.

2.1. Testing Asphalt Binders

The performance of asphalt binders is extremely susceptible to changes in temperature.
Binders are performance Graded (PG) with high- and low-temperature performance designations,
which are based on the pavement’s expected operating temperatures [11,12]. This grading designation
allows for appropriate binders to be chosen to prevent temperature-driven pavement failures, such as
rutting at high temperatures and cracking at low temperatures. Performance graded binders are
designated as PG XX-YY, in which XX is the high-temperature designation, which corresponds to
the average temperature the binder is expected to encounter over a seven day period, and YY is the
low-temperature designation, which corresponds to the lowest expected pavement temperature [11,12].
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In asphalt binder test samples, the thermal contraction coefficient of asphalt binders is several
times greater than that of granite substrate. Therefore, as the binder specimen cools down, due to the
differential thermal contraction between asphalt and granite substrate, thermal stresses build up in the
restrained asphalt binder layer. At the same time, the tensile strength of the asphalt binder reduces
with temperature. Eventually, when the thermal stress exceeds the strength of the binder material,
thermal cracks develop, which are accompanied by the release of elastic strain energy in the form of
transient mechanical stress waves, i.e., acoustic emissions. Both Figures 4b and 5a show the asphalt
binder test sample after the AE test, illustrating several thermal cracks [2,4,31–34].

The typical time domain response and the corresponding power spectral density curve of an AE
event is shown in Figure 6. Analyses of AE activities of samples are performed on recorded AE signals
and are associated testing temperature. The energy of the AE events was computed using Equation (1),
in which EAE is the AE energy of an event (V2-μs) with duration of time t (μs) and recorded voltage of
V(t) [31–34].

EAE =
� t

0
V2(t)dt (1)

Figure 6. Typical acoustic emission event waveform (a) and corresponding spectral content (b).

A typical plot of AE cumulative events versus temperature for asphalt binders is shown in Figure 7,
in which the energy of events versus temperature is also shown. In Figure 7, no events are recorded in
the pre-cracking region, mainly because of the energy filtering process used. For each AE system gain,
and using a binder of known cracking temperature, the energy threshold is selected (i.e., calibrated) to
assure that the AE-obtained embrittlement temperature equals the known binder cracking temperature
value grade, which is currently obtained using the binder rheological properties, i.e., the BBR methods.
The AE-based embrittlement temperatures along the corresponding BBR-based critical cracking
temperatures for various asphalt binders are provided in Table 1, in which, for comparison, the
coefficient of variation (COV%) is also shown for both methods. Please note that while the coefficient
of variation is temperature scale-dependent, for the present application in which the embrittlement
temperatures are in a relatively narrow range and sufficiently below zero, the COV was deemed
to be a useful statistical parameter to describe the repeatability of the measurements obtained via
the two approaches. Results from both approaches are also presented in Figure 8. Comparison of
results also indicate that Tcracking (TANK) < Tcracking (RFTO) < Tcracking (PAV), in which RFTO and PAV
stand for short-term and long-term aging, respectively, and TANK denotes virgin, i.e., unaged, binder.
In Table 1 and in Figure 8, the term Rolling Thin-Film Oven (RTFO) indicates the binder was submitted
to short-term aging, the Term Pressure Aging Vessel (PAV) indicates the binder was submitted to
long-term aging (or a 7 to 10 year period), and TANK indicates virgin, i.e., unaged binder.
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Figure 7. Typical experimental plot of cumulative events and energy versus temperature for asphalt
binder test samples.

Figure 8. Correlation between AE embrittlement temperature and BBR-based cracking temperature,
illustrating the conservative nature of the BBR-based cracking temperatures, see Table 1.
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Table 1. AE-based embrittlement temperature and BBR cracking temperatures of several different
binders, each with three aging levels.

Asphalt Binder *

AE-Based Embrittlement
Temperatures (◦C)

BBR Cracking
Temperatures (◦C)

TENB (◦C) COV # (%) TBBR (◦C) COV # (%) TBBR-TEMB (◦C)

TANK AAA1 (PG58-28) −37.58 2.98 −34.69 7.54 2.89
RFFO AAA1 (PG58-28) −35.78 3.68 −32.83 5.34 2.95
PAV AAA1 (PG58-28) −32.09 3.68 −32.83 8.07 1.20

TANK AAB1 (PG58-22) −30.46 3.56 −27.81 14.34 2.65
RFFO AAB1 (PG58-22) −29.45 2.21 −26.32 3.27 3.13
PAV AAB1 (PG58-22) −24.33 3.25 −23.13 7.92 1.20

TANK AAC1 (PG58-16) −29.36 3.77 −24.90 8.99 4.46
RFFO AAC1 (PG58-16) −27.77 1.26 −21.37 11.86 6.40
PAV AAC1 (PG58-16) −21.86 5.30 −19.90 11.66 1.96

TANK AAD1 (PG58-28) −39.09 2.66 −34.17 9.87 4.92
RFFO AAD1 (PG58-28) −37.93 2.07 −30.24 5.13 7.69
PAV AAD1 (PG58-28) −35.19 2.79 −27.03 3..35 8.16

TANK AAF1 (PG64-10) −24.47 4.74 −16.49 7.35 7.99
RTFO AAF1 (PG64-10) −22.29 3.35 −10.47 14.33 11.82
PAV AAF1 (PG64-10) −17.30 5.15 −8.31 10.63 8.98

TANK AAG1 (PG58-10) −26.48 3.56 −19.63 17.05 6.84
RTFO AAG1 (PG58-10) −24.12 2.55 −16.63 10.45 7.49
PAV AAG1 (PG58-10) −19.54 5.39 −11.08 5.77 8.46

TANK AAK1 (PG64-22) −31.76 3.24 −32.12 9.00 −0.36
RTFO AAK1 (PG64-22) −30.15 2.76 −29.29 3.94 0.83
PAV AAK1 (PG64-22) −25.95 5.03 −24.63 6.21 1.32

TANK AAM1 (PG64-16) −28.01 2.67 −24.32 4.58 3.70
RTFO AAM1 (PG64-16) −26.52 3.60 −21.01 7.32 5.52
PAV AAM1 (PG64-16) −19.98 4.40 −13.40 9.81 6.58

* TANK, Rolling Thin-Film Oven (RTFO), and Pressure Aging Vessel (PAV) stand for unaged, i.e., virgin, short-term,
and long-term aging, respectively. # A minimum of four replicas was used to estimate average values and
corresponding Coefficients of Variation (COVs).

Results also indicate that AE-based embrittlement temperatures are lower than the corresponding
BBR-based critical cracking temperatures. This is not surprising, mainly because the AE-based
embrittlement temperatures denote the measured values, while the BBR-base critical temperatures
are based upon the binder’s rheological material properties and include an inherent factor of safety
to avoid low-temperature pavement cracking. For additional information, the readers are referred to
References [3,4,36]. The developed AE-based approach was successfully employed to estimate the
low-temperature performance grade of virgin, short-term, and long term-aged asphalt binders.

In addition to the initial transverse cracks shown in Figure 9, which divide the binder test sample
into several blocks, Figure 9 also shows three-dimensional spiral cracks, which became visible only
after removal of the top material from the test sample [38]. These spiral cracks are a result of the
three-dimensional state-of-stress field that develops in each block (created by the transverse cracks) by
the constraints imposed by the granite block. These spiral cracks were modeled as three-dimensional
logarithm spirals using three parameters, (a spiral tightness parameter “b”, an apparent length scale
parameter “A”, and the pitch angle “ϕ”) that control how tightly and in which direction the spiral is
wrapped. In addition to observing that the spiral pattern represents the crack trajectory with maximum
energy release, it was also observed that the AE obtained embrittlement temperatures and fracture
energy (obtained using indirect tension tests) are related to the spiral crack tightness parameter [38].
For additional information regarding modeling spiral cracks as the mode of failure in asphalt materials,
the readers are referred to Behnia et al. [38].
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Figure 9. Asphalt binder showing the visible straight channeling cracks, i.e., mud cracks, and the spiral
cracks that are only observed after the asphalt material is removed. The observed spiral cracks develop
in each block due to the three-dimension state-of-stress induced by the thermal mismatch between the
asphalt blocks and the granite substrate.

The promising AE results for low-temperature cracking performance of asphalt materials suggests
that AE could be considered as a viable alternative for the ASHTO protocols, which estimate the
low-temperature performance based upon the rheological binder properties. Furthermore, the AE
approach has the advantage of being faster, having less variability, and capable of being used for all
types of binders, including modified binders.

2.2. Testing Asphalt Concrete Materials

When AE asphalt concrete test samples are cooled down, thermally-induced stresses also develop
in the test sample due to thermal contraction coefficient mismatch between the aggregates and the
surrounding asphalt mastic. Different forms of thermal damage such as aggregate-asphalt mastic
debondings, as well as thermal microcracks in the mastic, begin to occur in the sample when the
local thermal stresses reach the local material strength. To visualize thermal damage in asphalt
concrete test samples, X-ray computed micro-tomography (micro-CT) was employed using cubic
asphalt concrete samples of one inch on-the-side, see Figure 10a. The X-ray micro-CT was conducted
on asphalt concrete materials before and after two hours of conditioning the sample at −50 ◦C.
Figure 10b shows X-ray tomographic images of the thermal damage in the sample with damaged areas
circled in red. The following two types of damage can be identified by (1) microcracks within the
mastic, and (2) debondings at the interface between aggregates and mastic. These thermally induced
microdamages in the sample act as sources of acoustic activity during the AE test.

(a)
Undamaged Damaged 
(b)

Figure 10. X-Ray micro-computer tomography imaging; (a) geometry and dimensions of used asphalt
concrete sample; (b) images of undamaged (left) versus thermally damaged (right) asphalt concrete
sample showing damaged regions.
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Based upon many experimental observations, a typical schematic diagram of AE cumulative
events versus temperature for asphalt concrete samples was observed as shown in Figure 11.
Four distinct regions exist in the AE cumulative events vs. temperature plot, namely: pre-cracking,
transition, stable cracking, and fully cracked regions. In the “pre-cracking region”, thermal stresses
begin to accumulate in the sample. However, thermal stresses are not yet high enough to cause
any thermal damage in the material. As a result, no AE events are detected within this region.
Progressively increasing thermal stresses in the specimen eventually result in the formation of thermal
microcracks in the material, which are accompanied by the release of mechanical transient stress
waves, i.e., AE events. The second region, i.e., the “transition region”, is defined as the point in time
when thermal micro-cracking in the specimen, as indicted by higher energy events, begins to occur.
The temperature corresponding to the event with the energy level above a predetermined threshold
has been termed the “Embrittlement temperature (TEMB)”, as shown in Figure 12. For a given system
amplification, the energy threshold is typically determined by calibrating the AE system by using
samples made with a binder of a known cracking temperature, which is obtained by the traditional
rheological-based methods (i.e., the BBR based methods).

Figure 11. Schematic diagram of AE cumulative events vs. temperature showing four different regions
for asphalt concrete materials.

Figure 12. Typical plot of cumulative events and AE energy vs. temperature for asphalt mixtures.

The embrittlement temperature represents the onset of thermal damage in the asphalt concrete
test sample. It is hypothesized that the embrittlement temperature represents a fundamental material
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property that is independent of material constraints, sample size (as long as a statistically representative
volume or larger is used), and sample shape [3,32,33,38,39]. The “transition region” can be considered
as the region where material behavior gradually changes from a quasi-brittle to a brittle state in
which resistance to fracture is generally very low, allowing cracks to propagate readily. The “stable
cracking region” usually initiates at a very low temperature, when the material is brittle and generates
a significant amount of AE activity. The AE cumulative events versus temperature plot in this region
usually has a steep slope that remains relatively constant. The “fully cracked region” starts right
after the stable cracking region when the rate of AE activity of the samples begins to reduce until it
reaches zero at the end of this region. Considering that the source of AE activities is the generation of
new microdamage within the test sample, reduction in the rate of AE activity is an indication of the
presence of plenty of microdamage in the sample. It should be noted that in AE-based tests, the fully
cracked region is not usually observed unless the sample is cooled down to very cold temperatures,
allowing all microdamage to fully develop within the test sample. Figure 12 shows a typical plot of
cumulative event count and energy versus temperature for asphalt concrete test samples, where it
is noted that the fully cracked region is not fully developed, mainly because only the embrittlement
temperature is of interest.

3. Thermal Cracking Evaluation of Asphalt Roads Containing Recycled Materials

The use of AE-based approach to characterize pavements is now applied for asphalt concrete
pavements containing recycled asphalt pavement (RAP) materials [36,37,40–42] and/or pavements
containing materials from recycled asphalt shingles (RAS) [43]. The use of these recycled materials in
asphalt roads has gained significant popularity in recent years, mainly because of environment and
sustainability concerns. Additionally, using recycled materials can result in sustainable designs and
cost savings by reducing the amount of virgin materials required in the production of new asphalt
pavements. The AE-based technique was implemented to assess the effects of using recycled materials
on thermal cracking performance of these asphalt pavements. Results showed that the AE-based
technique could not only successfully evaluate the effect of recycled materials on low-temperature
cracking performance of asphalt concrete, but also it could accurately detect the important phenomena
of partial blending of recycled and virgin asphalt binders in asphalt mixtures.

Figure 13 presents the AE-obtained embrittlement temperature results of asphalt concrete samples
of mixtures using the binder PG58-28 and containing the following different amounts of RAP: 0%,
10%, 30%, 40%, and 50%. Each data presented in the plot is the average of at least four test replicates
for each mixture material. Two sets of results are demonstrated: Figure 13a shows the AE results of
mixtures with partial blending of RAP and virgin binder, whereas Figure 13b presents AE results of
asphalt mixtures with proper mixing of RAP and virgin materials at higher temperatures with a longer
mixing time. In both cases, it is observed that adding RAP increases the embrittlement temperature of
the material suggesting that RAP mixtures crack at warmer temperatures. In case of partial blending,
surprisingly, there is not significant distinction between TEMB of mixtures containing different amounts
of RAP. This can be explained by noting that the AE testing procedure measures material properties
on a local scale. If AE tests are conducted on a composite material system consisting of two types of
materials, the TEMB of the composite will be the temperature at which the weaker of the two materials
starts to undergo damage and fracture. In the case of partial blending mixtures, regardless of the
amount of RAP in the mixture, since the unblended RAP materials experience thermal cracking first,
the measured TEMB of those mixtures is in fact the embrittlement temperatures of the RAP material,
which is the same for different mixtures with different amounts of RAP. However, in case of proper
blending, it seems that the higher the amount of RAP content in the mixture, the warmer the cracking
temperature of the mixture. Similar observations were noted for asphalt mixtures containing RAS
materials [43]. Clearly, partial blending of recycled materials is an important issue. Application of
AE-based test can significantly help reduce the partial blending in asphalt concrete and make the
pavement more resilient to cooler temperature environments.
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(a) (b)

Figure 13. Embrittlement temperatures of PG58-28 mixtures containing different amounts of RAP:
(a) mixtures with partial blending of RAP and virgin binders, (b) mixtures with proper blending of
RAP and virgin binders.

4. Low-Temperature Characterization of Asphalt Mixtures Subjected to Cooling Cycles

In cold regions, cooling cycles cause thermally-induced micro-damages in the microstructure
of asphalt concrete, which further reduces the asphalt pavements’ resistance to fracture. Here, AE
tests were conducted on field cores, as well as laboratory gyratory compacted samples, and the
corresponding embrittlement temperature of samples were determined [44].

During thermal cycling of asphalt concrete, it was observed that asphalt concrete specimens
generated AE activities before the previous minimum temperature (i.e., maximum thermal loading
level) was reached. This phenomenon is known as the “Felicity effect”, and is characterized by the
presence of detectable AE activity during reloading of the material before the load level reaches the
previous maximum applied load [45]. The Felicity effect observed in asphalt materials is illustrated
in Figure 14, which shows the cumulative AE events versus applied thermal load. The loading path
from B to C (unloading) and C to D to E (reloading) clearly indicates the absence of AE activity up to a
loading level (TD), which is below the level of the previous loading cycle (TB). It should also be noted
that another AE loading phenomenon, known as the Kaiser effect, may also take place if the mixture
loses the ability of self-healing. The Kaiser effects occurs when no AE activity occurs until the previous
maximum load level is reached, which makes the Kaiser effect a particular case of the Felicity effect
(i.e., points B and D coincide). The Kaiser effect can be observed in highly oxidized mixtures and/or
when no time is allowed between cycles for the self-healing to take place.

Figure 14. Typical AE test results of thermal cyclic loading of laboratory samples. Please note the
presence of the Felicity effect as a result of self-healing.
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Observation of the Felicity effect instead of the Kaiser effect in asphalt pavement materials
suggests partial healing of microcracks in the material. Due to the adhesive nature of asphalt concrete
materials, some level of micro-crack self-healing may take place within material during thermal
unloading. The amount of micro-crack self-healing may vary depending on the binder chemical
composition and upon the level of oxidative aging of the asphalt mixture, as well as on the ambient
temperature and presence of moisture. This means that in thermal cyclic loading of adhesive materials
such as asphalt mixtures with high potential of micro-crack healing, the Felicity effect is the one
that would occur rather than the Kaiser effect. Here, the Felicity Ratio (FR) is defined as the ratio of
temperature at point D to the temperature of point B, the lowest temperature of the first cooling cycle.
The average Felicity ratio for tested asphalt concrete materials was around 0.648 [44,45]. To better
quantify crack healing of asphalt material, a new parameter called the “Healing Index” was introduced
and defined by the following equation.

Healing Index (%) = 100(1 − FR) (2)

The Healing Index was used as an indication of the amount of healing that may occur in asphalt
concrete between the loading cycles over the period of thermal unloading. Depending on the sample
temperature (i.e., thermal cycle), type of asphalt binder, and presence of moisture, the Healing Index
of asphalt mixture ranges from 0% (no healing) to 100% (fully healed). For the mixtures tested,
the average Healing Index of the tested samples was around 35%, which indicates partial healing of
the asphalt concrete during the rest period between the first and second cooling cycles. Results also
showed that the oxidative aging adversely affected the thermal cracking healing capability of asphalt
pavements, as the asphalt materials with higher level of oxidative aging exhibited lower Healing Index.
For additional information, the readers are referred to Reference [44].

5. Restoring Original Low-Temperature Performance to Aged Asphalt Pavements

Oxidative aging leads to an increase in stiffness, loss of ductility and cohesion of binders, and
warmer embrittlement temperatures, see Table 1 and Figure 8. As a result, oxidative aging lowers
the resistance to fracture of oxidized mixtures as compared to their virgin state [37,46–48]. To restore
the crack-resistant state of oxidized asphalt concrete pavements, measures such as pavement surface
milling and/or the application of rejuvenators are taken. Asphalt rejuvenators are asphalt additives
and modifiers that are used to revitalize, provide sealing, and restore the physical and chemical
properties of the aged asphalt concrete [49–51]. Rejuvenators address the issue of oxidative hardening
by softening the aged asphalt binder through restoration of the asphaltenes to maltenes ratio [6].
After applying a thin layer of rejuvenator over the top surface of pavement, the rejuvenator penetrates
the asphalt concrete using the pore and tortuosity structure via gravity and capillary action, and diffuses
through the asphalt concrete to chemically react with the asphalt binder. The rejuvenator/binder
reaction restores the binder’s material properties to its original state, i.e., the material properties of the
virgin material. As the asphalt binder is softened, it also increases its adhesive properties and reduces
the susceptibility of the asphalt pavement to thermal cracking.

As described by Brown [49], with the exception of visual inspection, there is no standardized
method to evaluate the performance of rejuvenators when applied in the field. Currently, the ability of
rejuvenators to improve pavements’ durability is typically evaluated by (1) estimating the penetration
in samples at 25 ◦C using asphalt binder extracted from untreated and treated cores, (2) comparing
the viscosity at 60 ◦C of asphalt binder samples extracted from untreated and treated cores,
and (3) comparing the percentage of aggregate loss when untreated and treated samples are subjected
to a pellet abrasion test. Mainly because these tests are cumbersome and time consuming, they are
not often used. Here, AE source location is used to characterize and evaluate the rejuvenators’ ability
to restore mixtures to their original low-temperature performance grading, i.e., their original crack
resistant state.
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Because of the granular nature of asphalt concrete mixtures, the Geiger’s iterative source location
technique [51,52] was used to accurately locate the source of each event. The Geiger’s method is the
application of the Gauss-Newton algorithm, which requires data from at least four AE sensors to build
the following arrival time function of the ith sensor:

fi(x, y, z, t) = Ts +
1
v

√
(xi − Xs)

2 + (yi − Ys)
2 + (zi − Zs)

2 (3)

in which (Xs, Ys, Zs) represent the spatial coordinates of the source, (xi, yi, zi) represent the
coordinates of the ith sensor, v is the known wave velocity, and Ts and ti are the unknown source
event occurring time and the known receiving time by the ith sensor, respectively. Equation (3) can be
expanded using Taylor series at a point (x0, y0, z0), near the actual source, resulting in Equation (4):

fi(x, y, z, t) = fi(x0, y0, z0, t0) + εi (4)

in which εi, the residual term, a.k.a. the correction vector, is the difference between the calculated
arrival time and the observed arrival time with respect to the i-th sensor. It can be calculated using the
first order derivatives of the arrival time function. By going through several iterations of Equation (5),
the Geiger’s method tries to minimize the correction vector.

εi =
∂ fi
∂x

δx +
∂ fi
∂y

δy +
∂ fi
∂z

δz +
∂ fi
∂t

δt (5)

Gyratory compacted specimens with 5.6% of asphalt content were made using PG64-22 binder and
nominal maximum aggregate size (NMAS) of 19 mm. Some specimens were short-term aged for
two hours at 155 ◦C to simulate aging during plant production, and other specimens were aged for
36 h at 155 ◦C (in addition to the short term aging). The specimens’ aging was performed on loose
mixtures, which were hand-stirred every 12 h to ensure uniform aging. Each gyratory compacted
specimen was then cut into two 5-cm tall cylindrical specimens with a diameter of 150 mm, for a total
of eight test specimens. Figure 15 shows one of these specimens with four AE sensors coupled to the
top and bottom plane surfaces of the cylindrical specimen. To avoid numerical instability, the sensors
placed on the bottom of the specimens have a 45◦ offset angle with respect to the sensors coupled on
the top surface.

 

Figure 15. AE source location in asphalt mixture samples using eight piezoelectric sensors with
four sensors mounted on each plane side of the specimen. To avoid numerical instabilities, the sensor
pattern placed in one surface has a 45◦ offset angle with respect to the pattern of the opposite surface.
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Out of the eight 5-cm tall specimens, two long term specimens (aged for 36 h) and two short
term aged, i.e., virgin specimens, were tested using AE, and used as the control samples. The other
four specimens were treated by spreading a thin layer of rejuvenator (e.g., Reclamite) on the top
surface of the specimens in the amount of 10% by weight of the binder. The four specimens were
then stored for a prescribed dwell time of two, four, six, and eight weeks before conducting AE tests.
After each dwell time, each specimen was then tested using the same AE source location procedure
used to test the 36 h and two hours aged specimens, which allowed the estimation of the embrittlement
temperatures throughout the specimen thickness.

Figure 16 shows the combined embrittlement temperatures versus thickness results for all asphalt
specimens using the Geiger’s iterative source location method. Figure 16 shows that the embrittlement
temperature of 36-h aged samples (−13 ◦C) is warmer than that of virgin, i.e., short-term aged
sample (−22 ◦C) due to oxidative aging. Figure 16 clearly shows that after two weeks of dwell
time, all of the specimen embrittlement temperature material properties have been recuperated.
After six and eight weeks, the achieved embrittlement temperatures far exceeded the embrittlement
temperatures of the virgin specimens. In addition, Figure 16 also shows that for the dwell times of two
and four weeks, the method also captured the gradation the embrittlement temperature properties
throughout the thickness, mainly because the rejuvenator has had additional time to act on the
top material layers. This is an indication that the used AE approach can be used to evaluate the
graded embrittlement temperature properties of aged pavements in the field, see Figure 3b, Figure 8,
and Table 1. These findings shows that this AE approach may be used to intelligently select the
best maintenance strategies by assessing and optimizing the relative amount of milling and surface
replacement, or the levels of rejuvenation needed to restore pavement to the original crack-resistant
state. The AE results using source location are consistent with the results obtained using non-collinear
ultrasonic wave mixing [48,53,54].

Figure 16. Average measured embrittlement temperatures of rejuvenator-treated oven-aged asphalt
concrete samples (for 36 h at 135 ◦C) after dwell times of 2, 4, 6, and 8 weeks. For comparison,
the embrittlement temperatures of the short-term aged (i.e., virgin) samples and of oven-aged samples
for 36 h at 135 ◦C of −22.0 ◦C and −13 ◦C, respectively, are also noted (see dotted and dashed lines
respectively). Note that after two weeks of dwell time, the unaged mixture embrittlement temperature
was already restored. Also, at 2 and 4 weeks of dwell time, the top material layers have a cooler
embrittlement temperature, because the rejuvenator had more time to act upon the binder.
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6. Conclusions

An acoustic emission based testing approach was developed to address the shortage for accurate
and reliable techniques to evaluate the low-temperature cracking performance of asphalt pavements.
The developed AE approach was successfully implemented to evaluate and characterize both virgin,
short-term, and long-term asphalt binders and asphalt concrete materials. The extension of AE-based
method to asphalt concrete materials opened the door for the use of the technique for asphalt pavement
condition assessment. The AE technique was also successfully employed in different areas such as
evaluating asphalt pavements containing recycled materials such as RAP or RAS, assessing the effect
of cooling cycles upon the structural integrity of pavements, and evaluating the thermal cracking
performance of graded, i.e., aged asphalt pavements.

The developed acoustic emission-based testing technique appears to be a viable approach for
the characterization of low-temperature cracking of asphalt pavements, and it could be a powerful
tool for enhancing pavement sustainability when used for preventive maintenance and rehabilitation.
This technique could yield a significant payoff to practice for both up-stream and down-stream
suppliers and producers of asphalt concrete binders. Up-stream supplies of polymer, chemical,
and other additives (warm-mix additives, antistrip agents) could use the proposed technology to
rapidly assess the low-temperature characteristics of trial formulations, and could quickly assess the
compatibility of blended additive systems. Asphalt mixture designers could also use the technology
to verify binder grade selection, optimize the amount of recycled materials, and/or select the
appropriate binder grade to use in RAP and RAS mixtures, assess and design warm-mixtures, or verify
compatibility when multiple additives are used. Pavement owners may be able to use the AE approach
for quality assurance of binders and mixtures, for the periodic assessment of pavement conditions,
and for the scheduling of preventive maintenance and rehabilitation, when pavement cracking is
of concern.
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Featured Application: Structure health monitoring for refinery equipment, bridges, rotating

machines, cranes and draglines.

Abstract: Acoustic emission (AE) testing is traditionally carried out on non-operating objects. Such
requirement is associated both with the Kaiser effect, leading to the necessity for exceeding the
test load above the working one and with a high level of noise during object operation. However,
AE testing could be performed under operating conditions, if the AE data acquisition period is
increased and a specialized method is developed, which should take account of the effect of various
noise, features of the object loading under operating conditions, the effect of damaging factors and
possible destruction mechanisms. This paper investigates the possibility to carry out structural health
monitoring (SHM) of hydrotreaters, highway bridges, high-temperature pipelines, gas adsorbers,
roller bearings of rotary kilns and draglines on the basis of AE method. Architecture of SHM-system
and specific data analysis procedures are proposed.

Keywords: structural health monitoring; acoustic emission; non-destructive testing; hydrotreater;
bridge; high temperature; gas adsorber; rotary kiln; dragline

1. Introduction

Nowadays the status of complex (especially dangerous) industrial structures is widely assessed
by structural health monitoring (SHM), that is the continuous evaluation of their structural heath [1].
The main reasons to apply SHM are:

• access to the structure during operation is difficult or impossible;
• periodic nondestructive testing (NDT) is not possible or is time-consuming;
• temporary stoppage of equipment for its testing induces large financial losses;
• rapid development of operational defects and, as a result, low damage tolerance of the structure;
• the consequences of structural failure, which can lead to large material losses and a danger for

maintenance personnel;
• the presence of known defects when it is necessary to extend the lifetime of the equipment.

SHM of equipment allows the early detection of most of the failures and alerts maintenance
personnel about developing malfunction that already exists but is not yet dangerous and does not
disrupt the operability of the equipment. Among various NDT methods, the acoustic emission (AE)
method is the most effective one in the monitoring mode. This method due to the possibility of remote
testing and high sensitivity in the crack detection allows real-time monitoring of the structures with a
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length of up to several hundred meters. It is important to emphasize that the detectability of a defect is
not affected by its orientation. AE method makes it possible to detect the following types of defects:
cracks, microcracks, various types of corrosion damage and leaks [2]. Despite all the advantages of AE
method, other types of testing should be used to provide a more accurate and objective assessment of
the structural health [3–7]. This is caused by several reasons: firstly, in the case of usual AE testing, a
temporarily decommissioned structure must be additionally loaded to stimulate the growth of the
defects, while in the monitoring mode this need disappears, since testing is performed continually
and AE sources emit under the influence of variations in operational loads, the value of which is
not precisely known. Therefore, it must be ensured that the almost unlimited time of the AE testing
can compensate the reduced magnitude of the load changes. Secondly, AE testing in the monitoring
mode is complicated by increased process acoustic noise of the equipment. Experience in the use of
monitoring systems shows that under such conditions defects are reliably detected only at the final
stages of destruction, when the number of AE signals and their amplitudes increase by more than an
order of magnitude. All this leads to the need of complex monitoring, that is the use of AE method
with other NDT methods, as well as with the tracking of operational parameters.

Also, the design and implementation of structural health monitoring system (SHM-system)
should always take into account the specificity of the monitored structures. It is necessary first to
study the design features of the structure and the results of previous investigations, analyze the types
of loads and factors that generate defects [8]. For the determination of the zones in the structure, in
which the occurrence of cracks is most likely, the stress-strain state of the structure can be numerically
simulated. Then a complete investigation of the structure is carried out, usually with trial AE testing.
As a result, the acoustic parameters of the structure are determined, with the types of possible defects,
their nature of developing, reasons of the formation, their most probable positions and their influence
on the lifetime of the structure are revealed. Sufficiency of load changes for the stimulation of AE
sources is estimated. After that, the selection of methods and instruments of NDT and the positions of
the sensors are determined. In addition, in the course of preliminary work, noise filtering and data
analysis procedures are developed for each specific structure (due to the large volume of primary
data).

2. Methods

«INTERUNIS-IT» Limited Liability Company has developed SHM-systems for various structures
and plants on the basis of A-Line AE system. SHM-system hardware is implemented as a distributed
system for data collection and processing with digital data transfer. All components of SHM-system
are built from the unified measuring devices and have a common control core. The proposed concept
of SHM-system design implies the unification of different components into a single system:

• Monitoring by multiple NDT methods.
• Monitoring of the structure’s stress-strain state.
• Tracking of the working parameters of the industrial process [9]

SHM-system is a system designed to assess the diagnostics of hazardous matters in real time
without stopping, dismantling and shut down. SHM-system provides information about the status of
the monitoring facility in the required quantity and quality for testing. The structure of SHM-system
includes the following functional elements: equipment for primary data collection, multifunctional
data acquisition and transmission modules, concentrators, galvanic isolation switching cabinet and
central computer station (Figure 1).

The equipment for primary data collection may include one or several types of acoustic emission
sensors, strain gauges, corrosion rate meters; pH meters, vibration sensors, displacement meters and
inclinometers, crack opening sensors; level gauges, thermocouples, pressure sensors, gas analyzers,
video recorders and weather station. The specific composition varies depending on the structure and
the goal of the monitoring.
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Multifunctional data acquisition and transmission module is the main element of this architecture
and is a separate device in an explosion-proof enclosure with installed cable entries. Each module
contains several measuring units that collect data from external sensors of various types, and, if
necessary, supply power to them. In particular, analogue filtering, digitization and digital filtering of
signals, as well as calculation of AE parameters (such as arrival time, amplitude, duration, etc.) and the
registration of waveforms are performed in a measuring unit intended for operation with an AE sensor.
The total number of sensors connected to the module can be up to 6. In addition, module includes
a digital processing unit, communication unit and power unit. Multifunctional data acquisition and
transmission modules are connected in series with each other by a cable that provides power and relay
the data through the cascaded line. The modules are placed, as a rule, near the sensors, which together
with digital data transmission, achieve high interference immunity.

The concentrator is a separate device in an explosion-proof enclosure that receives information
from several (up to 4) cascaded lines of modules and sends it further via the Ethernet interface.

The switching cabinet of the galvanic isolation carries out a galvanic isolation between the primary
supply voltage of 220 V/50 Hz and the secondary direct current (DC) voltage of 48 V, as well as the
galvanic isolation between the measuring units.

The central computer station, which is designed for receiving, transmitting, storing and analyzing
data and for measuring channels control. The central computer station includes computing devices for
data processing and storing, as well as a display and input devices, or a device for communicating
with a remote-control terminal.

The SHM-system can also include an automated workstation—a remote terminal used for
remote access to a central computer station, monitoring data processing and performing backups
of information.

 

Figure 1. Example of structural health monitoring (SHM)-system structural scheme.
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3. Results and Discussion

3.1. Hydrotreater of Oil Refinery Plant

3.1.1. SHM-System Location

Overheating caused by a run-away of the process induced the formation of defects at the
hydrotreater at the oil refinery plant. During periodic AE testing, significant AE sources were detected
and it was assumed that it is the destruction of the cladding layer. In December 2006, SHM-system
was put into operation, the task of which was to ensure the safe operation of the hydrotreater with an
extended lifespan until it is possible to replace it.

Structurally, the hydrotreater is a thick-walled vertical steel vessel. The inner surface of the
hydrotreater is protected from the influence of an aggressive medium by a cladding layer. The high
operating temperatures of the hydrotreater (from 320 ◦C to 425 ◦C), the aggressive environment and
high operating pressure are factors that can lead to the generation and catastrophically rapid flaw
growth, especially when the cladding layer is destroyed, which can induce hydrogen embrittlement
and a decrease in the strength of the material.

The main diagnostic method of SHM-system was the method of AE testing. The AE handling
part was represented by 18 AE sensors GT200UB (130–200 kHz), grouped into 6 belts, 4 on the
hydrotreater shell and 1 belt on each lid. Sensors were mounted on waveguides to ensure the
temperature allowed for the sensor is not exceeded. Temperature, vibration and pressure sensors were
also installed. A threshold data acquisition algorithm was used. The threshold value was about 40 dB.
The analog-to-digital converter (ADC) sampling rate was equal to 2 MHz.

By May 2007, the state of the hydrotreater had deteriorated. It was found to have 9 active
zones, corresponding to AE sources with varying degrees of danger (Figure 2). The activity of some
zones increased significantly, which indicated a progressive flaw growth and the possibility of the
hydrotreater destruction. The source found in zone #5 and characterized by 370 events, was considered
to be critically active.

 

Figure 2. Location map. Color of points mean quantity of location events. Blue points: 1–2 events,
yellow: 3–10 events, orange points: 11–25 events, red points: 26–100 events, brown points: more than
100 events.
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In order to resolve the issue of the time of decommissioning, it was decided to conduct additional
analysis of monitored AE data.

3.1.2. Cluster Analysis of AE Data

After preliminary filtering, a cluster analysis of the AE data was carried out. AE signals were
clustered for each measuring channel separately. As a measure of the similarity for each pair of signals,
the correlation coefficient of their waveforms was used (threshold value was set to 0.7), or a measure
based on the similarity between their AE parameters. As a result, "clusters of signals" were formed [10].

In total, about 500,000 AE signals were analyzed, including 65,000 waveforms. For AE signals
registered by the channels testing zone #5, 23 clusters were formed. While conducting cluster analysis,
14 clusters was attributed to process-induced AE events, 4 clusters corresponded to the correlated
noise and 5 clusters were characterized as the sources of AE with high probability.

The most representative clusters were formed for signals registered by channels  8 and  17
(Figure 3, Table 1). These signals had an amplitude of more than 70 dBAE with a high probability they
were generated by AE source located in zone #5.

 
(a) 

 
(b) 

Figure 3. Waveforms corresponding to clusters centers of mass, for acoustic emission (AE) signals from
channels: (a) channel #8; (b) channel #17.

Table 1. Parameters of clusters for channels 8 and 17.

Parameters Channel  8 Channel  17

Signals in the cluster 284 138
Mean amplitude, dBAE 72 69

Mean rise time, μs 240 379
Mean duration, μs 893 1057

3.1.3. Testing of the Dismantled Object

Thus, the results of the cluster analysis confirmed a previously determined degree of danger of
AE source located in zone #5. A final decision to stop the hydrotreater was made. The dismantled
hydrotreater was investigated by NDT in order to establish the reasons of its transition to the critical
state. Internal examination revealed numerous disintegrations of the cladding layer (up to its complete
absence in some areas) (Figure 4). Dimensions of damages were up to 5 mm. Ultrasonic testing
revealed numerous discontinuities in welds and the base metal shell. The lengths of discontinuities
were 100 mm along and 15 mm in depth. In one of the most active zones, discontinuities were detected
both in welds and in the heat-affected zone. Certain discontinuities occurred at different depths, from
26 to 80 mm. These damages demonstrated significant degradation with loss of mechanical properties
of the metal, which leads to brittle fracture of the structure [11].

Thus, the use of SHM-system allowed, on the one hand, to extend the lifetime of the hydrotreater
by 6 months and on the other hand, to prevent the destruction of the hydrotreater during operation
with all the ensuing consequences.
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Figure 4. Breach of the cladding layer.

3.2. AE Method Application for Bridge Monitoring

3.2.1. Structure Description

Experimental studies were conducted on a highway bridge across a river. It is a 7-span metal
bridge with reinforced concrete supports. The foundations for pylons are piled. The length of the
bridge is about 700 m. The bridge has 2 traffic lanes. As a result of the abnormal operating impact, the
supports #1 and #5 sank in by 112 mm and 44 mm, respectively. After that it was decided to install an
SHM-system on this bridge.

Preliminary studies consisted of 3 main stages, the objectives of which were: determination of
the AE parameters of noise signals, determination of propagation parameters of the AE signals and
determination of the optimal arrangement of the sensors on the bridge construction elements [12,13].
Investigation of the possibility of AE signals detection used Hsu-Nielsen source for location
and filtration.

3.2.2. Analysis of Noise Parameters

The first experiment consisted in the recording and analysis of noise at various sections of the
bridge. As a data collection system, a 4-channel external USB I/O module “E20-10”, manufactured
by “L-Card” company (Moscow, Russia), was used. This system provides the consistently recording
data with the sample rate 2.5 MHz for every channel. Two sensors of GT200 type (130–200 kHz) were
connected to the module, which were installed on the bridge. The signal from the sensor went to the
preamplifier with a gain of 26 dB and a frequency filter of 30–500 kHz.

The AE data were taken in 3 different zones of the bridge structure (Figure 5).
Zone I: In the area of the expansion joint near the shore support (Figure 5a), sensors were installed

inside the beam structure near the bolted joints. The distance between the sensor and the expansion
joint is 5 m. Zone II: In the area of attachment of the beam and the support (Figure 5b), AE sensors
were installed on the lower girder and on the support. Zone III: In area of the exit hatch section of the
box beam (Figure 5c), AE sensors were installed inside the beam structure at a distance of 3 m from
each other symmetrically with respect to the hatch.

For all signals from passing vehicles, the energy is concentrated in the frequency region up to
60 kHz.
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(a) (b) (c) 

Figure 5. Experiment scheme: (a) Zone I; (b) Zone II; (c) Zone III. AE sensors are marked as
yellow-green circles.

Vibration of the bridge from passing vehicles was the most common type of noise (Figure 6).
Some characteristic features of these signals are a long duration (1–3 s) and relatively high amplitudes
of about 56–90 dBAE. The primary reason for the appearance of these signals is the fact that the passage
of the cars leads to vibration and friction of poorly fixed structural elements.

  
(a) 

 
(b) 

 
(c) 

Figure 6. Acoustic emission (AE) signals from passing vehicles: (a) Zone I; (b) Zone II; (c) Zone III.
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Signals caused by impacts of structural elements have amplitudes similar to signals from passing
vehicles, of the order of 56–90 dBAE but they have 1–2 times shorter duration, not exceeding 50,000 μs
(Figure 7). The energy of the signals, as a rule, lies in the frequency range up to 200 kHz. The primary
cause of these signals is the vibration of weakly fixed structural components of the bridge, as a result of
which their collision occurs. An example may be the impact of a ladder or hatch on the bridge girder
or the impact of wheel sets on the expansion joint [14].

 
(a) 

  
(b) 

  
(c) 

Figure 7. AE signals caused by impacts of structural elements: (a) Zone I; (b) Zone II; (c) Zone III.

3.2.3. Analysis of AE Signals Propagation

Hsu-Nielsen source was used to estimate signal propagation properties. The measurements in
this experiment were carried out using the A-Line 32D system (Interunis-IT) with threshold data
acquisition. The ADC sampling frequency was 2 MHz. The following values were obtained: AE wave
propagation speed is 2838 m/s, attenuation coefficient in the far field zone is 1.65 dB/m. Based on the
obtained values of the attenuation coefficient, noise level and amplitudes of signals from the AE signal
simulator, the maximum distance between the AE sensors for linear or planar location was determined.
This value lies in the range from 11 to 16 m.

An acoustic contact quality was also estimated in zone II (Figure 5b). In the course of the
experiment it was revealed that the signals simulated in the girder region are not detected by the
AE sensor mounted on the support, which indicates that there is no acoustic contact. Thus, for a full
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monitoring of the bridge, separate AE testing of both the supports and the main upper part of the
bridge is necessary.

3.2.4. Identification of AE Signals from the Hsu-Nielsen Source

Simulation of AE signals by the Hsu-Nielsen source was carried out at various points of the lateral
beam of the bridge structure inside one of the bridge sections. The distance from the sensor to the
Hsu-Nielsen source was from 0.15 to 15 m. Totally about 100 pulses were excited (Figure 8).

 

Figure 8. Signals from Hsu-Nielsen source at 1 m distance from AE sensor.

For detection of signals from the Hsu-Nielsen source, a planar location was constructed (Figure 9).
It is revealed that the signals from Hsu-Nielsen source are with certainty located in their actual places
and form compact clusters, in contrast to noise. This confirms the possibility of identifying signals
from defects based on location data.

Figure 9. Planar location. Hsu-Nielsen source signals are marked by red, noise is marked by orange.
Color of points indicates total number of events in this coordinates. Yellow points: 3–10 events,
orange points: 11–25 events, red points: 26–100 events. Blue circle – location cluster of signals from
Hsu-Nielsen source.

Since the bridge is a structure of testing characterized by a high level of acoustic noise, a locational
cluster corresponding to a defect can be masked by a large number of false locations of noise events.
The complexity of the detection algorithm lies in the fact that the values of the AE parameters of the
noise and useful signals vary in fairly wide and overlapping ranges. This is due to the variety of noise
sources and different distances between the sensor and points where the defect or simulator is placed -
from 0 to 15 m.

The difference of parameters is best shown in the two-dimensional plots of characteristics, for
example, on the scatter plot diagram “Counts/Duration versus Duration” (Figure 10a) and the scatter
plot diagram “Energy versus Counts/Duration” (Figure 10b). As can be seen from the chart, the AE
impulses emitted at the distance of 7 m from the sensor have the parameter distribution other than the
noise distribution. When the distance increases over 7 m, the differences disappear, the AE impulse
parameters become close to those of noise [13].
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(a) 

 
(b) 

Figure 10. (a) Scatter plot diagram of AE signal energy and duration; (b) scatter plot diagram of
amplitude and parameter “counts/duration.” Impulses corresponding to noise are marked black, while
impulses from the Hsu-Nielsen source emitted at distances of 0–2 m, 2–7 m and 7–15 m from AE
sensors are marked green, yellow and red, respectively.

3.2.5. SHM-System

SHM-system for this application was designed and installed on the bridge. AE sensors, vibration
transducers, strain gauges, temperature sensors, modules for collecting, measuring and processing
signals were installed on the span of the bridge structure (box beams). Low-frequency AE sensors,
inclinometers, crack opening sensor were installed on the supports. In addition, SHM-system is
equipped with video cameras to monitor the traffic situation, a weather station to monitor wind loads
and to determine the presence of precipitation for AE signals filtering and a communication system.

3.3. High-Temperature Process Pipeline

On the active high-temperature pipeline without decommissioning, studies were produced to
assess the feasibility of conducting AE monitoring. Application of AE monitoring of high-temperature
or cyclic thermal loaded structures is an effective method for defects detection. Several interesting
applications are described in the papers [15–18]. The tested object consisted of pipe sections with a
diameter of 50 to 80 mm with a total length of 8 m. Individual pipe sections were connected with both
flanged and welded joints. The working medium of the pipeline was molten salt, the temperature
of which could reach 600 ◦C. To synchronize the AE data with the operating mode of the pipeline,
one thermocouple was installed. 8 AE sensors were installed through waveguides. Simulations of AE
signals were carried out once per day by emitting from a sensor to monitor the attenuation factor.

When the pipeline was cold, the propagation velocity and attenuation coefficient were measured,
which were 4900 m/s and 1.7–2.7 dB/m, respectively. Then the pipeline was put into operation. AE
data were taken in various operating modes of the pipeline for 63 days, including in the total amount
for 15.5 days in a stationary high-temperature regime. The process of heating the pipeline was long
and took up to several days. During the heating process, the melt began to flow into the pipeline.
The most suitable was the use of the frequency range 100–500 kHz and the threshold in the region
of 40–55 dBAE. It was found that the activity and amplitudes of noise increased significantly with
the pipeline temperature rising at a rate exceeding 1 ◦C/min, especially when clamping fixtures for
waveguides were used (Figure 11a). Amplitudes of noise reached values of up to 100 dBAE. It is
assumed that the occurrence of noise is associated with the thermal expansion of the pipeline, which
induced friction on the thermocouple and other items on the surface of the pipe. During the work in
the stationary mode, the noise level was reduced to an acceptable one and amounted to about 50 dBAE.

It is revealed that the attenuation coefficient increases with the accumulation of sediments on the
inner surface of the pipeline and can reach 58 dB/m. With this level of attenuation, the maximum
distance between the AE sensors could not be more than 0.7 m. The value of the propagation velocity
for acoustic waves was unchanged.
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In the course of the work, the melt leakage was observed as a result of the destruction of the
flange joint gasket. In this case, the AE system recorded an increase in the duration of the AE signals a
few hours before the leak invisible under the layer of thermal insulation began to be observed visually
(Figure 11b).

As a result of the conducted studies, the possibility of AE monitoring of the most critical sections
of the pipeline was confirmed: the detection and location of crack-like defects and detection of leaks
on this pipeline by the AE method can be accomplished.

 
(a) 

 
(b) 

Figure 11. Amplitudes of noise depend on the pipeline temperature (a); the melt leakage (b). Colors of
points indicates different channels.
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3.4. SHM-System for Oil Refinery Equipment with Defects Presence

At an oil refinery, non-permissible defects were found in the upper part of the gas adsorber
of the circulating gas (commissioned in 1970). From 1999 to 2009, the lamination was known to
exist in the main upper end plate (the area of the lamination ~0.4 m2, the depth of the lamination:
6.1–12.4 mm). On the same unit, the defect of the planar type (crack) in the weld of the shell to the
end plate (length: 140 mm, depth: 12–14 mm) was also present (Figure 12). This gas adsorber has
the following parameters: working pressure: 4.2 MPa, operating temperature +45 ◦C, wall thickness:
22.0–24.0 mm, the inner diameter: 1.156 m and the height: 16.45 m.

A preliminary decision was made to install a monitoring system for the upper part of the adsorber.
The main task of the monitoring system was to ensure safe operation of the adsorber before its
replacement within a year.

Prior to installation of the monitoring system during the overhaul in the spring of 2012, its AE
testing was carried out (Figures 12 and 13). AE sources of class I and II were registered, the locations of
which were correlated with the place of previously detected defects on the vessel head of the adsorber
(Figure 12). This allowed us to assume the possibility of further expansion of the lamination zone
during the life extension period of the adsorber.

Based on the results of the AE testing, the previously approved decision on the installation of the
monitoring system for the vessel head of the gas adsorber was confirmed. The expanded SHM-system
included 4 AE sensors and a weather station (Figure 14). The threshold data acquisition approach was
used, and the threshold value was about 45 dBAE.

 

Figure 12. Previously found defects of gas absorber head plate: lamination in the vessel head (gray
areas) and locations of the registered AE source (orange). Color of points indicates total number
of events in this coordinates. Yellow points: 3–10 events, orange points: 11–25 events, red points:
26–100 events.
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Figure 13. Gas adsorber schematic drawing with places of AE sensors mounting.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 14. SHM-system for gas adsorber: (a) overall view of the head part; (b) AE sensor mounting
place; (c) workplace of operator; (d) dialogue box of the software A-Line Mon. Color of points indicates
total number of events in this coordinates. Green points: 1–2 events, yellow points: 3–10 events, orange
points: 11–25 events, red points: 26–100
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3.5. Roller Bearings of Rotary kilns

3.5.1. Tested Object

The possibility of conducting AE testing of roller bearings of rotary kilns without their
decommissioning was investigated (Figure 15). Using AE monitoring for rotating equipment is
an alternative solution to vibrodiagnostics [19,20]. In the case of slowly rotating elements, the use
of the AE method is more effective for the diagnosis of rolling bearings, rotating shafts, rollers and
others [21,22]. Experimental work was carried out at an alumina plant in the sintering and calcination
shops and also in the repair shop.

  

Figure 15. Rotary kiln on paired roller bearings. 1: kiln; 2: roller bearings; 3: support foundation.

The kiln is a cylinder with a diameter of up to 5 m and a length of up to 185 m, installed with
a slope. The kiln is supported by 7–8 pairs of roller bearings. Each pair of roller bearings consists
of 2 support blocks, mounted on a common foundation. Each block consists of a shaft pressed onto
it by a supporting roller and 3 bearing assemblies mounted in 2 bearing housings (Figure 16). The
rotation period of the kiln is 50 s; the rotation period of the support roller is 12.5 s. The lifetime of the
monitored supports was from 1 to 13 years.

Roller support is a complex load carrying element of the kiln. In case of its breakdown, an
emergency stop of the equipment occurs, followed by the replacement of defective components. Of
the 200 supporting blocks at the plant, on average 5 blocks per year are replaced because of broken
bearings and 1 more block due to the fracture of the shaft. Therefore, it is necessary to ensure the
detection of defects of all its elements such as shaft, roller and bearings.

The roller is a part of the support block and is in direct contact with the kiln. Thus, the main
defects on it are scoring and metal chipping from rolling contact under load.

 

Figure 16. Roller support.
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The shaft is a cast steel component. Since roller bearings are operated under unfavorable
temperature conditions, with a high level of vibration and under cyclic loading, the most likely
defect of the shaft is the formation of fatigue cracks. Since the shaft is a monolithic all steel construction
with numerous protrusions and thickness differences, it is difficult to carry out the NDT of shaft by
traditional scanning methods, even for roller bearings in decommissioned state. The main bearing
elements include an outer ring, an inner ring, cylindrical rolling bodies and a separator. Destruction
of the bearing occurs for 3 main reasons: incorrect mounting of the bearing, insufficient quantity or
low quality of lubricants, as well as fatigue failure of the bearing. Due to the low angular velocity
(1 rotation in 12.5 s), a well-known method of vibrometry is not quite suitable for testing the roller
bearings and AE is expected to provide a good solution.

3.5.2. Preliminary Research

AE sensors GT200 was used with a working frequency range of 130–200 kHz. The signal from
the sensor was fed to the preamplifier with a gain of 26 dB and a frequency filter of 30–500 kHz. As a
data collection system, a 4-channel external USB I/O module "E20-10,” manufactured by “L-Card”
company (Moscow, Russia), was used. The output data of this module was long time waveforms of
the AE signal with a sampling frequency of 2.5 MHz.

3.5.3. Noise Investigation

In the case of roller bearings of a rotary kiln in the operating mode, the noise level in the audible
range is quite high. However, in the range above 30 kHz, due to the point dry contact between the
shroud of the kiln and the roller, the acoustic noise, as a rule, was no more than 32 dBAE at the most
unfavorable point of the structure: at the feed point of the batch. The only significant external source
of acoustic noise is scoring and roughness on the surface of the roller or kiln bandage. When it touches
the place of scuffing, an AE signal with amplitude of up to 100 dBAE arises. However, such noise
signals can easily be excluded from further analysis, since their registration occurs with a certain
period equal to the period of rotation of the roller support, or the kiln (Figure 17).

 
(a) (b) 

Figure 17. AE signals with periods (a) 12.5 s and (b) 50 s associated with scoring and roughness on the
roller surface or a kiln bandage.

3.5.4. Calibration Measurements

In the repair shop, measurements were made to determine attenuation and propagation velocity
of the acoustic signal on the decommissioned support block with the end caps removed. To simulate
the sources of AE, an electronic simulator was used. The emission was produced on the shaft in the
region of the fillet and at the ends of the shaft, as well as on the inner and outer rings of the bearings
(Figure 18).
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Figure 18. Scheme of the roller bearing with the protective caps removed. The points of emitting by
simulator and the recommended positions for the sensors mounting.

Within the shaft, the attenuation coefficient was 5 dB/m. The presence of a high attenuation value
(30–35 dB) is revealed at the boundary between bearing housings and the shaft.

The obtained results revealed that the AE testing should be performed as follows (Figure 18). For
full AE testing of all 3 bearings, use the zone location with the accuracy of the element of a specific
bearing. For this task, it is required to place the AE sensors at all available access points, namely 3
sensors on each of the 2 bearing housings (Figure 19a). Since the length of the shaft is small (4050 mm),
it is enough to provide access to the shaft by removing the covers and to install one sensor at each of 2
ends (Figure 19b) for its full AE testing including linear location. Slow rotation of the sensor at the
shaft ends does not cause significant technical difficulties with the duration of the AE testing of about
1 h.

 
(a) 

 
(b) 

Figure 19. Sensors mounted at bearing housing (a) and at the end of the roller bearing (b) with the
protective caps removed.

3.5.5. AE Testing

The next stage of the work is to carry out AE testing of the support without taking the object out
of operation. The AE data were taken with a regular rotation of the kiln and the support for 1–2 h. Five
support blocks with open caps were examined, where both the bearings and the shaft were directly
accessible. Also, 10 support blocks with closed caps were tested, where access was available only to
the bearings.

3.5.6. AE Testing of Bearings

In one of the bearings, the lubricant dried, which led to intense friction and a rattling in the
audible range. AE sensors also recorded signals with an amplitude of about 100 dBAE and a duration
of more than 100,000 μs (Figure 20).
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Figure 20. AE signal recorded on the bearing housing. Drying of lubricant.

When defects are formed, for example, fatigue cracking or crack, a significant change in the
nature of the AE signal flow occurs such as the activity grows, amplitude trends appear, and, most
importantly, there is a periodicity of appearance due to the fact that acoustic signals at this stage occur
during periodic collision of the bearing roller with place of damage [23].

A moderately active source of AE was detected on the bearing of one of the supports (Figure 21a),
which, due to a low characteristic amplitude level, did not undergo the confirmation procedure.
A more powerful periodic source of AE (about 100 dBAE), found on another support (Figure 21b), was
a crack in the outer ring of the bearing.

 
(a) 

 
(b) 

Figure 21. Periodic AE signals registered on the bearing housing. (a) Moderately active source of AE;
(b) external ring crack.
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3.5.7. AE Testing of the Shaft

The AE signal, characteristic for the friction process, is a continuous random process characterized
by a distribution of pulse amplitudes close to normal, which is not typical for cracks. It is found that
higher RMS amplitudes of the acoustic signal are observed in roller bearings with a long service life,
which allows us to conclude that the RMS amplitude of the AE signal characterizes the integral degree
of wear of the shaft surface [24]. Figure 22 shows the signals obtained in the diagnosis of roller shafts
that were in service for 2 and 9 years. The corresponding RMS amplitudes are 0.9 mV and 2.2 mV.

 
(a) 

 
(b) 

Figure 22. AE signals obtained during the diagnostics of shafts of roller bearings being in operation for
(a) 2 and (b) 9 years. The corresponding RMS amplitudes are 0.9 mV and 2.2 mV.

The appearance of individual pulses of large amplitude (up to 81 dBAE) against the background
of a continuous signal may indicate the beginning of the destruction of the surface of the shaft in the
support block during frictional contact (Figure 23).
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Figure 23. AE signals received during the diagnosis of shafts. The beginning of the destruction of the
shaft surface during frictional contact.

Acoustic emission that is caused by the formation and growth of cracks has a fundamentally
discrete and aperiodic nature. When the crack grows, as a rule, high-amplitude signals are generated,
with a certain characteristic distribution of the parameters of the AE data stream. AE testing of the
support blocks on 2 shafts being in operation for 11 and 13 years revealed AE sources with amplitudes
up to 78 dBAE and activity of about 10–20 s−1 (Figure 24), which, judging from the waveforms and the
distribution of the AE parameters, correspond to active fatigue cracks. Analysis of the linear location
showed that the sources of AE are located in the region of the fillets, that is in places with the greatest
concentration of stresses. The identified sources of AE turned out to belong to the I and II hazard
classes and for this reason did not undergo the confirmation procedure.

At present, the design of SHM-system for the roller bearings testing is under consideration.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 24. Waveforms of AE signals recorded on shafts of 2 roller bearings (a,b) and linear location
results (c,d).

3.6. Dragline Excavator

On the territory of Russia, handling equipment is often used in difficult climatic conditions.
Fluctuations of the temperature, cyclic operating loads lead to the nucleation and propagation of the
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defects in a load-carrying structure component, which reduces its residual life and, as a result, can lead
to an emergency destruction of the structure.

Using AE monitoring can prevent a sudden occurrence of an accident, reduce economic damage
and prevent human casualties. Despite the fact that the operation of the lifting equipment is
accompanied by a high level of acoustic noise, AE monitoring is possible by optimizing the location of
the sensors and applying special methods of data processing [25,26].

Studies were conducted to assess the feasibility of developing an AE monitoring of metal structural
elements of a walking dragline excavator. The work of such dragline excavator is carried out all year
round, continuously in 3 shifts. Most of the dragline excavators on the mine where the studies were
conducted worked out their normal service life; however, it continues to be actively used.

The most stressed and, as a consequence, the most susceptible to the formation of defects are the
struts. Emergency situations with dragline excavator lead to downtime, whose duration, for example,
in 2016 at one mine was 812 h. Currently, in accordance with the recommendations of manufacturers
two times a year periodic diagnostic tests of dragline excavator by ultrasonic method are performed.

Research work was carried out on booms and struts of dragline with bucket capacity—20 m3 and
boom length—90 m, which previously had damage at the left strut near the weld (Figure 25). The work
was carried out without dragline excavator decommissioning. A 30-channel A-Line DDM AE system
and GT200 AE sensors with a working frequency range of 130–200 kHz were used. A-Line DDM
system provides the principle of digital data transmission. The system consists of several sequentially
connected measuring lines. The amplification of AE signals, filtering, AD conversion and threshold
impulse detection and calculation of AE parameters are carried out in the AE module, which is located
next to the AE sensor directly in the tested structure. AE sensors were installed on the main structural
elements of the dragline: 3 on the left and right struts, 8 on the upper boom belt and 4 on the lower
boom belt, 4 on the lower struts and 3 on the column. The distances between the AE sensors were
from 5 to 15 m. In addition, 5 AE sensors were mounted on the anchor links where the zone location
was carried out, since they consist of structural elements between which there is no acoustic contact.
AE monitoring of a rope was not carried out, as the damage to the rope does not lead to prolonged
downtime. In addition, the rope is a movable part, that greatly complicates its AE testing. Data was
collected directly during the work of the dragline.

At the first stage, the frequency range and threshold were selected and the acoustic properties of
the monitored object were determined. Two frequency ranges were tested: 30–500 and 150–500 kHz.
When using a wide frequency range (30–500 kHz), an extremely high AE activity was observed, which
did not have a visible dependence on the operating mode of the dragline excavator, that is, on the
value of the load. Such noise is associated with the continuous operation of the equipment (working
winch, loose structural elements, engine operation, vibration, etc.).

Therefore, a filter of 150–500 kHz was used. Complete noise detuning by the threshold method
was still impossible, since the noise reached 100 dBAE. As a compromise, a threshold value of 50
dBAE was chosen. With such settings, the nature of AE activity became synchronized with the cycle of
operation of the dragline excavator (Figure 26). The greatest activity was observed with excavation of
the ground and with unloading the bucket, that is at the loading of the structure, when cracks could
grow and at structure unloading, when the crack edges can rub each other.
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Figure 25. Tested dragline excavator.

(a) 

Figure 26. Cont.
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(b) 

 
(c) 

Figure 26. AE activity when using 30–500 kHz (a) and 150–500 kHz (b) frequency filters. Correlation of
AE hit count with the cycle of operation of the dragline excavator when using 150–500 kHz frequency
range (c).

Measurement of the acoustic properties of the monitored excavator was carried out using the
Hsu-Nielsen source. The following values were obtained: velocity was 3200–3700 m/s and attenuation
was 1.5–2.8 dB/s. The recommended maximum distances between AE sensors that ensure a linear
location are from 4.5 to 9 m.

At the second stage, within 2 days, the AE data was collected directly for subsequent detailed
analysis. The distribution of the AE signal amplitudes was analyzed. For all structural elements except
for the struts, the differential distribution of the amplitudes was exponential, that is corresponding to a
random noise process. On the left and right struts in the range of amplitude values of 80–85 dBAE, the
distribution was significantly different from the exponential, which indirectly indicated the presence
of a defect.

The results of linear location analysis were as follows (Figure 27). On the lower boom belt, there
were no sources of AE. Several sources were found on the column and the upper boom belt, which
turned out to be noise, since they were localized near the winch attachment points, or were inactive.
On the left and right struts, a linear location revealed 3 sources of AE on each, near which there were
no potential sources of noise. Signals appeared at the stages of loading and unloading. The amplitude
distributions presented above also make it possible to classify these sources as defects.
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Figure 27. Results of acoustic emission location.

In addition, the spectrograms of the signals on the struts were analyzed, which made it possible
to determine the arrival times of different frequency components (Figure 28). It was confirmed that the
signals were emitted by impulsive sources and propagated along the walls of the object as Lamb waves.
With the help of the spectrogram analysis, the distances between the AE sources and AE sensors were
obtained, which coincided with the results of the usual linear location based on the analysis of the
arrival times difference [27,28].

127



Appl. Sci. 2018, 8, 1228

 
(a) (b) 

Figure 28. Dispersion curves for channel 29 (a); and for channel 30 (b).

At the points on the struts revealed as defective by the AE testing, an additional ultrasonic testing
was carried out. On the left strut, 1 crack was found with the size of 20 mm, on the right—1 crack with
the size 30 mm.

At present, the question of the SHM-system design for the testing of draglines is
under consideration.

4. Conclusions

1. Based on our improved AE system, structural AE monitoring scheme is developed as
SHM-system. Examples of its successful application are given.

2. Oil refinery: Overheating induced the formation of defects at the hydrotreater at the oil refinery
plant. The use of SHM-system allowed to extend the lifetime of the hydrotreater by 6 months and
to prevent the destruction of the hydrotreater during operation. Cluster analysis method of the
AE data was developed and carried out.

3. Bridges: As a result of a series of experimental studies, the basic principles have been formulated,
which make it possible to improve the efficiency of AE method as applied to the SHM of bridge
structures. The solutions for their implementation have been suggested. The acoustic noises
arising in monitoring of bridge structures have been analyzed and the causes of noise such as
vibrations and friction due to the passing vehicles and wind gusts have been revealed. The
multi-stage algorithm of noise filtering has been offered that includes selection by AE parameters.

4. Pipelines: Experimental work was carried out on the AE monitoring of the high-temperature
process pipeline. The most suitable was the use of the frequency range 150–500 kHz and the
threshold in the region of 40–55 dBAE. It was found that the activity and amplitudes of noise
increase significantly when the rate of pipeline temperature change exceeds 1◦C/min. It is
revealed that the attenuation coefficient essentially increases with the accumulation of sediments
in the internal volume of the pipeline. The possibility of detecting melt leakage through flange
joints is shown, even if it is invisible under a layer of thermal insulation and is not noticeable.

5. Gas adsorbers: In the upper part of the gas adsorber at the refinery, non-permissible defects were
found. A decision was made to install a system for SHM for the upper part of the gas adsorber.
The main task of the installed monitoring system was to ensure safe operation of the gas adsorber
until it can be replaced in a year.

6. Support rollers of rotary kiln: The possibility to conduct AE testing of support rollers of rotary
kilns in operating mode has been investigated. It was found that in the range above 30 kHz the
acoustic noises generally are no more than 32 dBAE. For full testing of all 3 bearings it is necessary
to mount 3 AE sensors on each of 2 bearing enclosures. To perform full AE testing of shaft it is
sufficient to provide access to the shaft by removing protective caps and to mount 2 AE sensors:
one on the side of thrust bearing and one on the opposite side. The signals with amplitude of
about 100 dBAE, duration of more than 100,000 μs allows us to estimate the needed lubrication
intervals. The higher values of AE signal RMS are observed on the shafts of support rollers with
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long lifetime. While testing the support rollers, the AE sources activity was registered on 2 shafts
in the area of fillet. They presumably correspond to active fatigue cracks.

7. Dragline excavator: Work was carried out on AE monitoring of boom, column and struts of a
walking dragline excavator. To remove noise, the use of a frequency range of 150–500 kHz and
a threshold of 50 dBAE was most appropriate. With these settings, the AE activity acquires a
cyclic character synchronized with the excavator operation cycle. By the results of attenuation
measuring the recommended distance between the AE sensors is from 4.5 to 9 m. The AE data
was collected for 2 days. Six sources of AE have been detected on the left and right struts. When
performing ultrasound testing, 2 of them were classified as 20 and 30 mm cracks.
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Featured Application: The data collected can be the basis for determining the structural condition

of the structure.

Abstract: Durability, safety, and usability are the three foundations of structural reliability, vital in
the economic and social context. As the locating and tracking of potential damage and evaluating its
impact on the condition of the structure are part of service life assessment, relevant methods should
be developed that would detect the onset of the deterioration process and enable the monitoring of
its progress within the entire volume of the structure, not only in the areas selected in a subjective
way. The acoustic emission (AE) method relying on the analysis of active destructive processes can
be the best choice. This article reports the results of the application of the AE method for identifying
active destructive processes and tracking their development during the routine operation of various
types of structures.

Keywords: acoustic emission (AE); non-destructive methods (NDT); diagnostic methods; bridges;
structural health monitoring (SHM)

1. Introduction

Structural condition diagnostics and monitoring are two important issues in the economic
and social context. Aging infrastructure, deteriorating environmental conditions, and increasing
operational loads are the primary stimuli for fast-progressing research on a new interdisciplinary field
of technical knowledge called “Structural Health Monitoring (SHM)”, closely connected to the safe
service life of structures [1,2].

Two different problems are involved in the durability assessment, one associated with the analysis
of existing structures designed according to the standards previously in force, and the other associated
with ensuring the anticipated useful life, taking into account the mechanical and strength-related
characteristics of the newly designed structures.

In this work, the author’s attention will be focused on assessing the structural integrity of existing
facilities and its impact on their durability.

Durability, safety, and usability are the three foundations of structural reliability. The durability
factor is, unlike in the past, equally important and has to include the evaluation of environmental
impacts (moisture, frost, CO2, de-icing agents, etc.) on the present and future health of the structure.
Ability to assess the environmental effects on the degradation level is critical for the durability and
resistance of structures. Research programs conducted by the international ISO standardization
organization [3], the American Concrete Institute [4], or those implemented within the Basic Research in
Industrial Technologies/ European Research in Advanced Materials (BRITE/EURAM) framework [5]
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by the European Union countries, revealed that environmental changes—on a local, regional, and
global scale—were faster than initially assumed, thereby making the environmental assessment an
urgent issue.

It is particularly important to determine the onset of the damaging process in the materials and
structural elements, because attempts to stop once-initiated processes are often inefficient, leading to
the failure or catastrophic collapse of the entire structure. The Eurocodes propose four approaches
to design for safety, thus providing a certain amount of autonomy to the designers. Niriaki in [6]
eliminates this autonomy by proposing his original approach independent of structural safety but
based on the durability and resistance analysis.

The demand for the method capable of detecting the onset of the deterioration process and
monitoring its progress within the entire volume of the structure, not only in the subjectively
chosen parts, is fulfilled by the technique of acoustic emission (AE). The method involves
performing comparative analysis of the acoustic emission signals recorded during the tests and
those collected in the database of reference signals corresponding to particular destructive processes.
The results are used to identify and locate active destructive processes in reinforced concrete
structures (IADP—Identification of Active Damage Processes), in prestressed concrete structure
(RPD—Recognition of Destructive Processes), and in steel structures, thereby allowing the global
monitoring across the whole member and recording only active deterioration processes developing
under actual loading conditions [7–17]. The AE method is being increasingly developed for use in the
construction of gas pipelines.

This article aims to discuss examples of AE monitoring of different engineering structures,
including the AE-based Structural Health Monitoring System (SHMS) on the My Thuan Bridge.

2. Materials and Methods

2.1. Materials

2.1.1. Steel Bridge

Selected structural members of the bridge were examined. The damage assessment was based on
the results of AE signal analysis.

Visual inspection (Figure 1) revealed surface corrosion of the majority of the bridge steel elements
(Figure 2), being especially intensified on top surfaces in the area of bottom chords, crossbars, stringers,
and lower joints of the truss. Corrosion was also found at the interface between profiles and steel
plates of posts, diagonals, and flanges, as well as at the connections between steel angles and web
plates, crossbars, and stringers. Due to inadequate drainage of the steel orthotropic plates on the
bridge roadway, additional corrosion sites were also detected.

Figure 1. Side view of three bridge spans subjected to tests.
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(a) (b)

(c) (d)

Figure 2. (a) View of the connection between the truss lower chord with the diagonals and the vertical
member, with visible advanced surface corrosion. (b) View from the inside to the top node, visible
surface corrosion of structural elements of the truss, as well as corrosion at the joints at the contact
surface of connected profiles. (c) View from the inside—the upper node, visible surface and pitting
corrosion on the stringers, crossbars, and orthotropic slabs. (d) View of the node with signs of pitting
and surface corrosion on steel plate and rivets.

The damage was defined as caused by stagnant water. The method of constructing the nodes, the
lack of appropriate falls, the counter-falls formed due to bridge deflection, and the lack of openings
at the connection of the columns with the lower chord facilitated water accumulation, which, in the
absence of a proper protective coating on all steel elements of the bridge, promoted rapid corrosion
progression and degradation of the material.

The measurement set included 12 sensors spaced 2–10 m apart. Determining the distance
between the sensors in the location involves the measurement of the Hsu–Nielsen signal source.
This measurement was also used to determine the speed of wave propagation in the material.

2.1.2. Steel Columns

Two steel piles (Figures 3a and 4a) constituting the supporting structure for the cable car
were examined. Visual inspection of the piles revealed surface corrosion of most steel members,
deformations of some elements, as well as pitting corrosion and fatigue cracks on sections of those
elements (Figures 3b and 4b). Corrosion intensified on the central surfaces of the flanges in the column
structure, in particular in the area of gusset plates at welded and bolted joints. Corrosion was also
found at the interface between the profiles and flanges of posts, crossbars, and chords, as well as at the
place where the angles were connected to the webs and flanges. Corrosion processes and the loosening
of bolts securing the column elements caused friction between some of the steel elements.
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(a) (b)

Figure 3. (a) View of column 1 with a safety platform. (b) View of anchor block and flanges at the
connection between column 1 and foundation; signs of surface corrosion and pitting.

(a) (b)

Figure 4. (a) Side view of column 2. (b) External view of the upper chord; signs of surface corrosion on
truss members.

The damage was caused by rainwater and insufficient use of protective and anti-corrosive agents
(no paint coating; sites of strongly developed corrosion). The photographs show changes in the
structure of the material of the columns. Observed delamination of the steelwork and intergranular
corrosion require additional maintenance and improved supervision.

Twelve sensors were installed with a spacing of 2 m.

2.1.3. Gas Pipeline

A section of steel high-pressure gas pipeline 400 mm in diameter and 200 m in length was
examined (Figure 5). The age of the pipes is estimated at approximately 60 years. The pipeline operates
under environmentally difficult conditions with wetlands underneath, electrical power lines, and a
lumber transport route running nearby. Two 30–80 kHz sensors were installed in a linear configuration
on the structure.
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(a) (b)

Figure 5. (a) Arrangement of measuring points on the gas pipeline. (b) Measuring scheme.

2.1.4. My Thuan Bridge

The My Thuan cable-stayed bridge connects the banks of the Tien Giang River flowing between
two large provinces in the Mekong basin and and is part of Vietnam highway network. Completed in
2000, the bridge was designed to Australian and Vietnamese standards.

The total length of the bridge is 1535.2 m. The main bridge has three continuous spans with
dimensions 150 + 350 + 150 m supported by two main pylons. The main spans are made of prestressed
concrete class 50 (fc = 50 MPa) and have two main girders internally attached by a set of floor beams.
The bridge was constructed with the use of the cantilever method. The height of the main spans is
1760 mm with the width ranging from 1200 to 1400 mm. The deck slab is 250 mm thick. The end
spans are suspended on 4 × 32 cable stays and each stay is composed of 22–29 seven-wire strands
15.2 mm in diameter—a system of dampers was installed on each side of the cable stays to control
vibration. The two pylons made of reinforced concrete grade 50 have a splayed H-frame and the
height of 123.5 m (from the foundation base) and 84.43 m (from the deck). Each pylon is supported on
16 bored piles 2.5 m diameter driven into the riverbed to the depth of −90 m (northern pylon) and
−100 m (southern pylon).

Except for the weather stations (measurement of humidity level, wind speed and
direction—installed on the main deck and on the northern pylon, plus two cameras monitoring
the water level and traffic), no condition assessment systems for determining the integrity of the bridge
were implemented during the design and construction stages. The current condition of these devices
is not known.

2.2. Methods

Basic acoustic emission monitoring is carried out during the routine operation of the facility under
load (in exceptional cases under the test load).

The tests performed during the routine operation of the facility aim to:

• look for active damage processes (progressing under service conditions) in the structure;
• identify and locate the damage;
• estimate the risk potential of the damage;
• determine the extent of the risk posed to the safety of the facility under routine operation.

The μSamos system (PAC MISTRAS Corp., 195 Clarksville Rd, Princeton Jct, NJ 085, USA) with
three PCI-8 cards was used to develop the reference signal databases (24 measurement channels)
used in subsequent stages to assess the condition of steel and concrete structures. Flat type sensors
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operating in the frequency range of 30–80 kHz was used for all structures. A 55 kHz sensor was
also used in the concrete structures. Signal amplification was 40 dB. AEWin software was used for
the measurements. To analyze the measurement data, Noesis 5.8—ADVANCED DATA ANALYSIS
PATTERN RECOGNITION SOFTWARE (PAC MISTRAS Corp., Princeton, NJ, USA) was applied.
The reference signal database was created using 13 parameters of acoustic emission: rise time (μs),
counts to peak amplitude, counts, energy (EC), amplitude (dB), average frequency (kHz), root-mean
square (RMS) (V), reverberation frequency (kHz), initiation frequency (kHz), absolute energy (aJ),
signal strength (pVs), duration (μs), and average signal level (ASL) (dB).

The Identification of Active Damage Processes (IADP) method is based on the analysis of
acoustic waves generated by active destructive processes developing under operational loads in
buildings and engineering structures. The signals received by acoustic sensors mounted on the object
are compared to the database of reference signals created earlier for defined destructive processes.
The identified destructive processes are then localized by analyzing the difference in time of signal
arrival to individual sensors. The identification and the location of active damage processes make it
possible to assess the technical condition of structures, and thus can be the basis for the diagnosis and
management strategies.

The big advantage of the IADP method is that the AE sensors can be arranged to cover the entire
structure being measured and that the measurements can be performed under actual operational loads.

In its original version, the IADP method was developed to analyze destructive processes in
prestressed concrete elements. It was then expanded and applied in the analysis of steel elements for
which a new database was created with pattern signals of destructive processes resulting from cyclic
and monotonic loads.

Patterns of AE signals were obtained as a result of tests carried out at temperatures ranging from
−60 ◦C to +60 ◦C on monotonically loaded V-notch specimens made with St3S and 18G2A grade steels
and with the steel recovered from an old bridge, on bent models of V-notch elements under monotonic
and cyclic loading at +20 ◦C, and models of welded, riveted, and bolted nodes made of the same
grade steel.

The following destructive processes being the AE signal sources can be distinguished in
prestressed concrete structures:

• microcracks;
• friction between crack surfaces;
• formation and development of cracks in concrete;
• cracking at the concrete–reinforcement interface;
• concrete crumbling;
• friction at the concrete–reinforcement interface;
• corrosion;
• plastic deformation and cracking of cables and other reinforcements.

The values of the AE signal parameters allow the classification of the signals into classes, each
of which is characterized by dominant destructive processes and different risk levels. The signals
characteristic of each class create the reference databases capable of identifying a destructive process,
e.g., “cracking at the concrete-reinforcement interface” corresponds to the database that groups selected
signal parameters assigned to the specific process.

Databases for individual processes (or their groups) are determined on the samples of materials,
on models used in special laboratory tests (where a given destructive process or a group of processes
predominates) and on full-size structural elements during strength tests, attenuation tests, and during
normal operation of the facility.

The database of AE reference signals makes it possible to identify active destructive processes
over the entire element under test. Long-term measurements can be used to determine the damage
under true loading conditions, with the external factors such as rain, frost, or wind taken into account.
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Appropriate installation of AE sensors allows the measurement of the entire volume of the examined
element and the location of the emission source (the point of damage).

To build the reference signal database with the Recognition of Destructive Processes (RPD) method,
the NOESIS 5.8 program was used with hierarchical and non-hierarchical statistical grouping methods
and neural networks. For the RPD database, two versions of the pattern recognition method were
used: with arbitrary division into classes—unsupervised pattern recognition (USPR) and self-learning,
in which the division into classes was carried out using the reference signals—supervised pattern
recognition (SPR).

In the first case, analysis of arbitrary patterns is mainly used for creating a reference signal
database if the number of classes is unknown. The second method is applied when model signals
characterizing the destructive processes are available. The reference signals are the signals previously
collected in databases generated during independent experiments.

While the USPR method classifies AE sources based on the similarity of signals without assigning
appropriate mechanisms to the groups, the SPR method assigns specific processes to the groups,
provided they have a base of reference signals.

Creating a reference signal database is organized in several stages. These are:

• generating signals in the laboratory while destroying specially designed specimens (bars, cubes,
rolls) in a specific way,

• comparison of signals received from the specimens with the signals generated during the
destruction of model beams (reinforced concrete and pre-tensioned concrete),

• verification of reference signals based on the monitoring results obtained for various types and
lengths of prestressed concrete girders loaded to failure,

• final verification of selected elements of the bridge during its normal operation.

2.2.1. Acoustic Emission Evaluation of Steel Structures

Assessment involves the analysis of changes in the intensity of acoustic emission signals generated
in particular zones of structural elements under routine use. Recorded AE signals are grouped into
classes to which various destructive mechanisms are assigned. The number of parameters used to
build the database of reference signals must be consistent with the number of previously registered
parameters of AE signals [11,12].

The risk posed by generating processes within one class is determined by the so-called intensity
code of destructive processes. These processes are best illustrated by graphs where each AE signal is
assigned to one point. The color and shape of the point indicate the class to which the given AE signal
belongs. The classes, symbols, and codes are summarized in Table 1.

Table 1. Classes, symbols, and risk codes for steel bridges.

Colour

Class No.1 No.2 No.3 No.4 No.5
Risk code 0 1 2 3 4

Risk Very high High Medium Low No risk

Training patterns are used for the grouping and classification of AE signals.
Class No.5 signals are generated by the constant AE noise. Classes No. 4, No. 3, and No. 2 of

signals are generated by single destructive mechanisms such as:

No.4—yielding of steel at the crack tip;
No.3—crack initiation;
No.2—crack propagation.
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Class No.1 includes the signals resulting from the superposition of waves generated by more than
one destructive process and by crack surface friction.

Occurrence of signals of all classes during the monitoring period is regarded as another item
among the codes defining the influence of defects on the structural condition and indicates the presence
of destructive processes in the structure.

The extent of damage is assessed using the zone location results and AE signal classification in
the zones.

The individual signal classes mean (Table 2):

No.1—rupture;
No.2—friction;
No.3—crack propagation;
No.4—crack initiation;
No.5—perforation/deformation;
No.6—material losses;
No.7—surface corrosion;
No.8—work in the elastic range.

Table 2. Classes, symbols, and risk codes for steel engineering constructions.

Colour

Class No.1 No.2 No.3 No.4 No.5 No.6 No.7 No.8
Risk code 0 1 1 2 3 3 4 5

Risk Very high High High Mid-to-high Medium Medium Low No risk

2.2.2. Acoustic Emission Evaluation of Gas Pipelines

Classes, symbols and codes of AE signals together with the risk level for gas pipeline are compiled
in Table 3.

Table 3. Classes, symbols, and risk levels for steel gas pipelines.

Colour

Class No.1 No.2 No.3 No.4 No.5 No.6 No.7 No.8
Code 0 1 1 2 2 3 4 5
Risk Very high High High Mid-to-high Mid-to-high Medium Low No risk

2.2.3. Acoustic Emission Evaluation of Reinforced Concrete Structures; Classes, Symbols, and Risk
Codes for Reinforced Concrete Structures

The database of reference signals was created by conducting a series of tests on various types
of reinforced concrete beams and specimens under various loads, including cyclic loading for the
modeling of the car’s passage [18–24]. The tests aimed at finding predominant destructive processes
that might occur during testing of reinforced concrete structures under operation. The database was
verified on real facilities [25–32].

The reference databases were classified on the basis of 12 AE parameters (rise time (μs), counts to
peak amplitude, counts, energy (EC), amplitude (dB), average frequency (kHz), RMS (V), reverberation
frequency (kHz), initiation frequency (kHz), absolute energy (aJ), signal strength (pVs), duration (μs),
ASL (dB)) and marked for reinforced concrete (RC) structures as Class (Table 4):
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• Class No.1 Crack formation in the paste;
• Class No.2 Crack formation at the paste—aggregate boundary;
• Class No.3 Microcrack formation;
• Class No.4 Crack growth;
• Class No.5 Loss of adhesion around the cracks;
• Class No.6 Buckling of compressed bars/crushing of compressed concrete/rupture of rebar.

The results of the cracking tests under monotonic, cyclic, and variable loading were used to
develop the following criteria of structural damage:

• Classes No.6 and No.5—safe behavior of the structure;
• Class No.4—warning;
• Class No.3—threat to durability;
• Class No.2—threat to load carrying capacity;
• Class No.1—loss of safety.

Table 4. Classes, symbols, and risk levels for reinforced concrete structures.

Colour

Class No.1 No.2 No.3 No.4 No.5 No.6
Code 0 1 2 3 4 5
Risk Very high High Medium Medium Low No risk

3. Results and Discussion

3.1. Steel Bridge

The following is the AE measurement data processed for selected groups of components.
The bottom chord (span 1): Analysis of the recorded AE signals against the reference signal

database reveals the presence of signals representing all classes. Signal duration is variable and reaches
350,000 μs. The energy emitted when signals are generated is low and reaches 20,000 ec (Figure 6).
Individual signals attain slightly higher values. The generation of AE signals is not continuous; the
signals are initiated by passing vehicles with specific characteristics (tractors with semi-trailers moving
at a speed of more than 60 km/h or heavy trucks moving in the column at speeds exceeding 60 km/h).
This is due to the condition of expansion joints and dynamic loads initiating AE signals at the seats of
diagonals and vertical members in the gusset plates. The resulting signals suggest that stresses increase
in riveted and welded joints due to significant surface corrosion and in some locations due to pitting,
slight loosening of rivets, and their movement. The number of signals describing the yielding and
crack development is small and concentrated in three zones of the chord. These signals are generated
when trucks traveling at excessively high speeds pass through.

Nodes 1–3 (span 1): Analysis of the recorded AE signals against the reference signal database
reveals the presence of signals representing all classes. Signal duration does not exceed 50,000 μs.
Energy is low, 25,000 ec (Figure 7). Individual signals reach slightly higher values. The generation
of AE signals is not continuous; the signals are initiated by the movement of vehicles with specific
characteristics or originate from the work of the element working both in tension/compression.
This should be interpreted to mean that the change in stress level will result in slight movement at
riveted connections and at the connections of the gusset plate with the upper chord. The recorded
signals inform about the behavior of elements in the elastic range, and individual signals inform about
local yielding and corrosion at the nodes.
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Figure 6. Energy–time relationship for the bottom chord of the truss in span 1 with the numbers of
signal classes marked.

Figure 7. Energy–time relationship for node 1 in span 1 with the numbers of signal classes marked.

Stringers 1–6 (span 1): Analysis of the recorded AE signals against the reference signal database
reveals the presence of signals representing all classes. Signal duration is long, up to 360,000 μs, and
the energy emitted during signal generation reaches a value of up to 40,000 ec (Figure 8). Individual
signals have slightly higher energy values of up to 60,000 ec. High parameter signals are not emitted
continuously. The signals are initiated by passing vehicles with specific characteristics (tractors with
semi-trailers moving at a speed of more than 60 km/h or heavy vehicles moving in the column at
speeds above 60 km/h). Signals located and recorded originate mainly in the central zone of the
stringers. The high rise time of 25,000 μs suggests that the signals originate from corrosion processes
and friction occurring on the surface of the upper flange of the stringer and on the orthotropic plate.
The signals indicate that corrosion processes are advanced and that dynamic loads cause delamination
cracks on the corroded surfaces and friction between them. The number of signals from higher classes
1, 2, 3 is significant, which suggests that these processes do not pose a risk to the bridge although
strong corrosion processes and the formation of fatigue microcracks have begun, which left without
repair, can lead to fatigue cracks, thus weakening the entire structure.
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Stringers 7–8 (span 2): Analysis of the recorded AE signals against the reference signal database
reveals the presence of signals representing only class 5. Signal duration is short, 15,000 μs and energy
emitted when signals are generated reaches 2500 ec (Figure 9). The rise time of 4500 μs confirms good
performance of the members in the elastic range.

Figure 8. Energy-time relationship for stringer 2 in the span 1 with the numbers of signal
classes marked.

Figure 9. Energy–time relationship for stringer 8 in span 2 with the numbers of signal classes marked.

3.2. Steel Columns

Twelve sensors were installed on column 1. Spatial location demonstrated that the column of
the supporting structure was working in the range that might, sometime in the future, pose a threat
to the safety of the cableway. The tests were performed when the cable cars were stationary and
during their regular operation. When stationary, no processes generating dangerous phenomena were
recorded, but when the cable cars started moving (within the normal operating envelope), destructive
processes Class 2–8 were revealed (Table 2), which indicated the growth of microcracks in the members.
This demonstrates that some of the members were exposed to fatigue-induced destructive processes.
Surface corrosion attack were found at the bolted connections and at half height of the vertical elements
of the column.
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Figures 10–13 show damage classes occurring in the tested elements. Data from 12 sensors were
combined using the supervised pattern recognition method.

Analysis of the recorded AE signals against the reference signal database (Figure 10) reveals
the presence of signals representing classes from 2 to 8 (Table 2). The signal strength is high, up to
2.6 × 109 pVs. Continuous emission of the signals is initiated by passing trolleys with weight of 2500 kg,
which translates to the presence of locations with fatigue and overload cracks and corrosion centers.
The welded and bolted connections in the nodes may be affected due to substantial surface corrosion
and pitting. The condition of the members revealed during the examination was an indication for
further observation of the column and for placing spacer blocks between the column and the safety
platform. A portion of damage may result from additional load caused by the movement of the
platform (fatigue).

Fatigue cracks were detected in the indicated places on the basis of magnetic particle tests
(Figure 11). It allowed to verify the visual assessment and AE measurements with the actual condition
of the element.

Figure 10. Signal strength versus time for sensors 1–12 on column 1 with the numbers of signal
classes marked.

(a) (b)

Figure 11. (a) Photograph of the tested node. on column 1 (b) A photograph of the crack detected on
column 1.

Twelve sensors were installed on column 2. Spatial location indicated that the column of the
supporting structure worked in the range that may in the future cause a cableway safety risk. The tests
were performed during routine operation of the facility. Two processes that generated events within
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the elastic range were revealed, as were the locations where the steel yielded, described as Class 4
destructive processes. In the case of column 2, yielding was probably caused by the additional load
due to vibrations of the steel platform securing the road. The lack of spacers at the connection of
these two structural elements may cause steel yielding and, as a consequence, fatigue microcracks
and cracks. This indicates that some elements are exposed to destructive processes caused by fatigue.
Locations of surface corrosion were also detected. The most strained locations were discovered at the
bolted connections and at the mid-height of the column vertical elements.

The recorded AE signals analyzed using the reference signal database (Figures 12 and 13) indicate
that in the node under analysis only Class 3 and 8 signals appear. The duration of these signals is
long, up to 350,000 μs, while the signal energy is low, 30,000 ec on average and up to 65,000 ec locally.
The acoustic emission signals are generated dis-continuously and are not initiated by passing trolleys
weighing approximately 2500 kg, which indicates the existence of sites with plastic deformations, which
may degenerate into fatigue microcracks and corrosion sites. Welded and bolted connections within the
nodes may be affected due to surface corrosion, with some bolts (plates) loosened. Those destructive
processes were the reason for the observation of this column and for the use of spacer blocks between
the column and the safety platform. Part of the damage may result from the additional load caused by
the movement of the platform contributing to material fatigue.

Figure 12. Energy versus time for sensors 1–12 on column 2 with the numbers of signal classes marked.

Figure 13. Acoustic emission (AE) signal duration versus time for sensors 1–2 on column 2 with the
numbers of signal classes marked.
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3.3. Gas Pipeline

The results of the acoustic emission evaluation of the high-pressure gas pipeline were analyzed
by grouping using non-hierarchical methods (k-means) and by comparison to the reference signals
(Table 3). The results showed reduced thickness of the pipe wall due to pitting and deformations and
perforations of the structure due to changing working and corrosion conditions.

Analysis of absolute energy parameter as a function of time, correlated with parameters such as
duration, amplitude, rise time, and AE counts, shows that destructive processes exhibit low intensity
across a small area of the gas pipeline (Figure 14).

It should be emphasized that the destructive processes do not proceed continuously, which
indicates the local character of these phenomena. The next step in the analysis is to locate places
generating destructive processes.

Linear location of destructive process sources shows the area of increased intensity of AE signals
extending between 55.79 m and 59.66 m, which corresponds to the pipes laid under the woodland path
(Figure 15). Further analysis of destructive process location on the examined section of the pipeline
indicated two points, at 57 m and 59.5 m.

Figure 14. AE signal energy as a function of time for the gas pipeline with the numbers of signal
classes marked.

Figure 15. Exact location of destructive process sources.
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Analysis of the amplitude versus time graph for AE signals recorded in the area beyond the
indicated points shows that no signals indicating destructive processes were recorded in that area.

3.4. My Thuan Bridge

Examples of localized concrete cracks within compression cables are shown in Figure 16.

 

Figure 16. Examples of localized concrete cracks within the compression cables on My Thuan Bridge.

Described below are two complete measurement systems being the elements of the condition
assessment system that helps decision makers plan maintenance and repairs [30].

The vertical displacement measurement system (Figure 17) measures the condition of and
long-term changes in the span, and determines support settlements and their effect on the span
vertical alignment. The static measurements are performed every hour or every 30 min, whereas the
dynamic measurements are made when the accelerometer reading is higher than the value determined
in the design calculations or on demand. The system comprises seven measurement points along the
span and, if needed, a hydro profile meter and a hydro level (GEOKON) can be mounted on the pylons
and the Global Navigation Satellite System (GNSS) can be used both along the span and on the pylons.

Figure 17. Arrangement of measurement points in the vertical displacements system.
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The strain measurement system (Figure 18) measures long-term strain variations in the span
and pylons. The sensors are mounted on the rebar, first uncovered and subsequently secured again.
The system comprises seven measurement points with two sensors at each point to reduce the risk of
error. The location of the measurement points should be established to the accuracy of ±1.0 cm. As the
bridge is large, the wind profile and its effective velocity need to be determined.

The angle measurement system measures torsion in the spans generated by all types of loads,
span rheology, and workmanship quality. The system comprises seven measurement points located
along the span length. At each point, torsion and bending are measured.

Figure 18. Arrangement of measurement points in the strain measurement system.

Prior to the design of the indicated system, for a period of 1.5 years, every 6 months AE was
measured at selected points, which confirmed the development of microcracks and cracks in the
concrete elements. This supported the idea of applying the AE method for monitoring the facility
using the proposed prototype. Measurements were carried out in March 2016, October 2016, and
March 2017. The measurement in each case lasted an hour and was conducted in the afternoon of the
traffic peak. Below are sample graphs of signal energy versus time for each measurement period and
one graph showing the duration of signals against time for one measurement period, because it was
similar in each research period.

Analysis of the graphs (Figures 19–22) indicates that in each case the signal energy is not very
high and reaches the values of 5000 ec and 6000 ec in the first and the following two measurement
periods, respectively. Also, the values of the signal duration are low and reach a level of approximately
1500 μs in each analyzed period. While analyzing the graphs, it can be also observed that the data
indicates generation of Class 3–6 signals (Table 4). The duration of the signals is relatively short—it is
assumed that the signals are induced by atmospheric conditions and by vehicle traffic. Further test
results are dependent on the implementation of the prototype installation. Currently, the research team
is working on creating the reference base.
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Figure 19. Energy versus time for the first measurement period—March 2016.

Figure 20. Energy versus time for the second measurement period—October 2016.

Figure 21. Energy versus time for the third measurement period—March 2017.
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Figure 22. Signal duration versus time for three measurements.

4. Conclusions

The examples of acoustic emission evaluation of various types of engineering structures and
the proposed global monitoring system based on the measurement of acoustic emission signals
accompanying destructive processes, covers the entire volume of the element under test or its selected
part, and allows locating and identifying active destructive processes and their dynamics in real time.
The data collected can be the basis for determining the structural condition of the structure [33–39].

The system is a useful tool for:

• the assessment of the health of a structure and identification of potential risks;
• the monitoring of the dynamics of destructive processes;
• the support in decision-making process concerning the risk management;
• the assessment of the repair work quality and outcome;
• the assessment of non-standard vehicle traffic.

The findings presented in this article indicate that the use of the acoustic emission method with
the systems of the global structural health monitoring ensure insight into the condition of structures.

5. Patents

“The system for detecting and locating active destructive processes in communication road
infrastructure structural” Wiesław Trąmpczyński, Grzegorz Świt, Barbara Goszczyńska.

“Method for testing and/or monitoring of destructive processes in steel structures subjected to
loads” Leszek Gołaski, Barbara Goszczyńska, Wiesław Trąmpczyński, Grzegorz Świt.

“Method for diagnosis and/or monitoring of technical condition of reinforced concrete and
prestressed concrete structures and a system for diagnosing the condition of reinforced concrete and
prestressed concrete structures” Wiesław Trąmpczyński, Grzegorz Świt, Leszek Gołaski, Barbara
Goszczyńska, Kanji Ono.

Funding: This research received no external funding.

Conflicts of Interest: The author declares no conflict of interest.

148



Appl. Sci. 2018, 8, 1295

References

1. Ono, K. Application of Acoustic Emission for Structure Diagnosis. Diagnostics 2011, 2, 3–18.
2. Marsh, B.K.; Nixon, P.J. Assuring performance of concrete structures through a durability audit. Int. Conf.

Concrete in the Service of Mankind. In Appropriate Concrete Technology, Proceedings of the Concrete in the Service
of Mankind, Dundee, UK, 24–26 June 1996; CRC Press: Boca Raton, FL, USA, 1996; pp. 49–59.

3. Guide for Service Life Design of Buildings: Part 1—General Principles; ISO Draft No. 2; International Standard
Organization: Geneva, Switzerland, 1995.

4. Service Life Design ACI 365 (1R-00); State-of-the-Art-Report; ACI: Farmington Hills, MI, USA, 2000.
5. BRITE/EURAM (Basic Research in Industrial Technologies/European Research in Advanced Materials)

Program; DuraCrete 1996–99, DuraNet 1998–01, Darts 1997–2004.
6. Niraki, T. Service life design. Constr. Build. Mater. 1996, 10, 403–406. [CrossRef]
7. Houston, J.T.; Atimtay, E.; Ferguson, P.M. Corrosion of Reinforcing Steel Embedded in Structural Concrete;

Research Report 112-1F; Center for Highway Research: Austin, TX, USA, 1972.
8. Yuyama, S.; Okamoto, T.; Shigeiski, M.; Ohtsu, M.; Kishi, T. A Proposed Standard for Evaluating Integrity of

Reinforced Concrete Beams by Acoustic Emission: Standard and Technology Update; American Society for Testing
and Matrials: West Conshohocken, PA, USA, 1999.

9. Lawson, R.M. Sustainability of Steel in Housing and Residential Buildings (P370); The Steel Construction Institute:
Ascot, UK, 2007.

10. Lawson, R.M.; Francis, K. Energy Efficient Housing Using Light Steel Framing (P367); The Steel Construction
Institute: Ascot, UK, 2007.

11. Lu, Y.; Michael, J. A methodology for structural health monitoring with diffuse ultrasonic waves in the
presence of temperature variations. Ultrasonics 2005, 43, 717–731. [CrossRef] [PubMed]

12. Su, Z.; Ye, L.; Lu, Y. Guided Lamb waves for identification of damage in composite structures: A review.
J. Sound Vib. 2006, 295, 753–780. [CrossRef]

13. Ebrahimkhanlou, A.; Salamone, S. Single-Sensor Acoustic Emission Source Localization in Plate-Like
Structures Using Deep Learning. Aerospace 2018, 5, 50. [CrossRef]

14. Ebrahimkhanlou, A.; Salamone, S. A probabilistic framework for single-sensor acoustic emission source
localization in thin metallic plates. Smart Mater. Struct. 2017, 26, 095026. [CrossRef]

15. Ebrahimkhanlou, A.; Salamone, S. Acoustic emission source localization in thin metallic plates:
A single-sensor approach based on multimodal edge reflections. Ultrasonics 2017, 78, 134–145. [CrossRef]
[PubMed]

16. Carpinteri, A.; Lacidogna, G.; Puzzi, S. From criticality to final collapse: Evolution of the “b-value” from 1.5
to 1.0. Chaos Solitons Fractals 2009, 4, 843–853. [CrossRef]

17. Carpinteri, A.; Corrado, M.; Lacidogna, G. Three different approaches for damage domain characterization
in disordered materials: Fractal energy density, b-value statistics, renormalization group theory. Mech. Mater.
2012, 53, 15–28. [CrossRef]

18. Balageas, J.; Fritzen, C.; Guemes, A. Structural Health Monitoring Systems; ISTE: Washington, DC, USA, 2006.
19. Adams, D. Health Monitoring of Structural Materials and Components; Wiley: New York, NY, USA, 2007.
20. Swamy, R.N. Durability of Rebars in Concrete. Spec. Publ. 1992, 131, 67–98.
21. Vennesland, O.; Gjorv, O.E. Effect of Cracks in Submerged Concrete Sea Structures on Steel Corrosion.

Mater. Perform. 1981, 20, 49–51.
22. Alampalli, S.; Ettouney, M. Results of workshop on structural health monitoring in bridge security.

In Proceedings of the 3rd International Conference on Structural Health Monitoring of Intelligent
Infrastructure, Vancouver, BC, Canada, 14–16 November 2007; pp. 13–16.

23. Inaudi, D. Structural Health Monitoring of bridges: General Issues and Applications. Struct. Health Monitor.
Civ. Infrastruct. Syst. 2009, 339–370.

24. Zhou, H.F.; Ni, Y.Q.; Ko, J.M. Structural Damage Alarming Using Auto-Associative Neural Network
Technique: Exploration of Environment-Tolerant Capacity and Setup of Alarming Threshold. Mech. Syst.
Signal Process. 2011, 25, 1508–1526. [CrossRef]
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Abstract: The existence of ongoing damage processes in a masonry wall of the Asinelli Tower in
Bologna have been investigated by the acoustic emission (AE) technique. A time correlation between
the AE activity in the monitored structural element and the nearby earthquakes has been observed.
In particular, the largest cluster of AE signals has been recorded within a few hours after the main
shock (4.1 magnitude) occurrence. The presented findings suggest that aging and deterioration of
the monitored structural element significantly depend on the action of light earthquakes, even at
considerable distance. Trends of two evolutionary parameters, the b-value and the natural time
variance κ1, have been derived from the AE time series in order to identify the approach of the
monitored structural element to a “critical state” in relation to the earthquake occurrence.

Keywords: structural health monitoring; acoustic emission; time series analysis; b-value; natural
time; critical phenomena

1. Introduction

Fracture precursors in metallic [1,2] and quasi-brittle materials like rocks [3,4], concrete [5–9],
and masonry [10,11] can be experimentally investigated focusing on the statistical properties of an
acoustic emission (AE) time series from growing micro-fractures, where the discovery of underlying
scaling laws suggests a description of fracture as a critical phenomenon [12–21]. Within this context,
finding fracture precursors means identifying critical scaling exponents and early indicators of the
approach to a critical state [22].

The relevance of the AE applications in civil engineering for structural health monitoring is
widely recognized. In this regard, it is increasingly necessary to give the highest priority to seismic
risk mitigation in large portions of the Italian territory. Minor and light earthquakes can drive invisible
damage processes in buildings and monuments, which eventually result in catastrophic collapses
during stronger earthquakes. It is worth noting that AE can be exploited as a diagnostic tool in
geophysics as well, since recent experimental evidences and theoretical studies support the hypothesis
that increased AE and electromagnetic activities may be signature of crustal stresses redistribution in a
large zone during the preparation of a seismic event [23–34]. Laboratory studies have been motivated
by the need to provide tools for the earthquake prediction [35].

Therefore, the AE structural monitoring might potentially provide twofold information: one
concerning the structural damage and the other concerning widespread micro-seismic activity,
propagating across the ground-building foundation interface, for which the building foundation
represents a sort of extended underground probe [10,11,21,23,24,30,33].

The presented research study was initially motivated by the debate about the alleged
incompatibility between heavy vehicle traffic and Bologna’s historical center, which concerns also the
structural stability of two medieval towers, the Garisenda and the Asinelli (the taller) [36]. As reported
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in a previous publication [30], the influence of environmental phenomena on the AE activity in
the Asinelli tower, such as the flux of surrounding vehicle traffic, unusual anthropogenic activities,
and wind action, has been excluded. Actually, the nearby seismicity apparently has some influence on
the AE activity detected in a masonry wall of the tower [30]. Here, the focus is on the time correlation
observed between the largest AE cluster and the strongest (magnitude 4.1) local earthquake, with an
epicenter 100 km far from the monitoring site.

2. Materials and Methods

An array of six broadband AE transducers (with a flat frequency response nominally in the range
of 50–500 kHz, as declared by the manufacturer, i.e., well beyond the frequency range of signals
propagating in the masonry) was fixed to the north-east angle of the Asinelli Tower at an average
height of 9.00 m above ground level. The frequencies of interest in the old masonry, around 30 kHz,
were still detected by the adopted transducers as already reported in previous papers for similar
surveys [37]. Figure 1a–c show the tower and the transducers applied to a masonry wall portion.

Figure 1. (a) The Asinelli Tower (with Garisenda Tower on the left) in the city centre of Bologna;
(b) Monitored portion of the masonry wall with the applied AE transducers, printed from [30]; (c) AE
transducer adopted for the monitoring; (d) Typical AE signal formed by the sequence of P-, S- and
surface waves.

The transducers were connected to a six-channel acquisition system able to store AE signal
parameters such as arrival time t (determined with accuracy of 0.2 μs), duration, peak amplitude,
and ring-down count (number of times the AE signal exceeds a preset threshold). A time accuracy
of 0.2 μs, equivalent to a sampling rate of five mega-samples per second, is adequate to measure
frequency components up to 500 kHz (only frequencies up to 10 times smaller than the sampling rate
are usually considered), covering satisfactorily the AE frequency range.

Prior to starting the monitoring, were preliminarily performed for a representative period of time,
i.e., 8 h, in order to determine the level of spurious signals. Thus, the signal acquisition threshold was
set to 100 μV in order to filter out the electrical noise (see a typical signal waveform in Figure 1d).
Keeping fixed the threshold made it possible to capture possible variations in the noise level due to
changeable environmental conditions like traffic, weekdays, weekends, etc.
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AE monitoring began on 23 September 2010 at 5:40 p.m. and ended on 28 January 2011 at 1:00 p.m.
for a 2915-h period [30]. All the AE signals were found to fall in the amplitude range of 100 to 12,800 μV
or, equivalently, of 40 to 82 dB, if the signal peak amplitudes Amax are expressed in decibels (dB),
AdB = 20 log10(Amax/1 μV) [38]. Because of heterogeneity of masonry, the point location method of
AE sources exploiting signals recorded by multiple transducers could hardly be applied.

3. Results

3.1. Correlation between AE and Earthquakes

The plot of the AE signals count rate over the monitoring time (Figure 2) suggests that the masonry
wall is undergoing a damage process. The clusters of AE hits, especially around the time 500 h, can be
regarded as signature of high crack growth rate. During the monitoring period, frequent seismic events
occurred in the region [30], but only those that might have affected the stability of the tower have been
considered. Basing on their magnitude and epicentral distance, we have selected the two strongest
regional earthquakes (the magnitude 4.1 event that hit the Rimini area on 13 October 2010 at 11:43 p.m.
with epicenter about 100 km far from Bologna, as shown in Figure 3, and the magnitude 3.4 event
recorded in the Modena Apennines on 21 November 2010 at 4:10 p.m.) and the nearby earthquakes
with magnitude ≥0.5 and epicentral distance ≤20 km from the monitoring site.

Figure 2. (a) Time series of the AE signals count rate and nearby earthquakes (extracted from http:
//www.ingv.it/it/, see Supplementary Materials) printed from [28]; (b) Expansion of the dashed frame:
the red line marks the occurrence time tEQ = 486 h of 13 October; earthquake (EQ).
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Figure 2a shows the AE signals count rate and the earthquake time series, referring to the entire
monitoring period, where a correlation in time between AE clusters and seismic events can be observed.
A significant example is given by the seismic and the AE sequences that occurred between 1500 and
1800 h. Even more remarkably, the densest AE cluster (formed by 4000 hits and highlighted by the
dashed frame in Figure 2) and the magnitude 4.1 earthquake that occurred on 13 October 2010 at
11:43 p.m. appear to be closely correlated.

Unless uncontrolled factors affecting the measurements, the main seismic shock apparently
triggered temporary intensification of the AE activity, revealing local instability until the recovery
of equilibrium. The comparatively longer duration of this AE cluster with respect the earthquake
duration could be explained by a viscoelastic behavior, assumed for masonry structures [39], which
would produce stress and strain over time in response to an impulsive load [40].

Figure 3. Map showing the epicenter of the 4.1-magnitude earthquake (yellow point) occurred on
13 October 2010 with epicenter 100 km far from the monitoring site in Bologna (red point).

3.2. b-Value versus Natural Time Analyses of AE Time Series

In order to investigate the entrance of the structural element to a critical state, we focus on the
cluster of AE hits occurred in the interval 490–510 h. The temporal evolution of two AE parameters has
been considered: the b-value of the Gutenberg-Richter (GR) law, and the variance κ1 of the natural-time
transformed time series [25–27].
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The GR law, initially introduced in seismology [41] and then extended to the statistics of AE
signals [38,42–46], is expressed by the relation

log10 N = a − b × M (1)

where M ≡ log10(Amax/1 μV) is the magnitude [38,45], i.e., the logarithm of the AE peak amplitude,
N is the incremental frequency, i.e., the number of AE hits with magnitude greater than the threshold
M, and a and b (termed as b-value) are empirical constants to be fitted. The standard error of b-value is
b/

√
N for a population of N samples and 95% confidence limits are twice this value.
The b-value is the negative slope of the linear descending branch of the GR law, and it grossly

represents the relative number of micro-fractures to macro-fractures. Generally, systematic decreasing
b-values are indeed observed during laboratory loading tests, with a single minimum just prior to
specimen failure [38,42–46].

In the present study, the b-value analysis has been carried out twice, by partitioning the data
set in groups formed by 300 and 800 hits. The b-value of each subset has been obtained through
Equation (1) and regression analysis in the linear range of GR graphs, from 2.0 to 3.8 or 4.1 magnitude
(i.e., from 40 to 76 or 82 dB). The related time series of b-values exhibit similar trends, especially sharing
a global minimum b = 0.9–1 at time tb-min = 501 h (marked in bottom diagram of Figure 4). It is worth
remembering that b-values close to unity correspond to the growth of macro-fractures in the monitored
element [38,39].

Figure 4. From top to bottom: accumulated number of AE signals; AE signals count rate; time series of
AE signals frequencies (derived from signal duration and ring-down count) and amplitudes; b-value
over time calculated using groups of, respectively, 300 (yellow squares), and 800 (blue squares) numbers
of signals. The dashed line indicates a critical point revealed by the natural time analysis.

The results of the b-value analysis appear to be reliable, as they are substantially independent from
the chosen partition. The final trend toward higher b-values suggests that the monitored masonry wall
is substantially stable, with a damaging episode driven by the specific seismic event, and interpretable
as a sign of enhanced structural sensitivity to light earthquakes.

In order to take into account variations in the statistical properties of the AE amplitude
distributions, the “improved b-value” (Ib) was introduced and defined as follows [42,44,45]:

Ib =
[
log10 N(μ − α1σ)− log10 N(μ + α2σ)

]
/[(α1 + α2)σ] (2)
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where μ and σ are mean and standard deviation of each AE amplitude subset, found to be, respectively,
~45 and 8 dB, whereas α1 and α2 are user-defined coefficients representing lower and upper limits
of the amplitude range in which the cumulative frequency–magnitude distribution properly fits a
straight line. The Ib- and b-values formed by a 300-hit partitioning are plotted in Figure 5, showing a
good accordance between the two analyses.

Figure 5. The b-value and Ib-value calculated using groups of 300 numbers of signals.

Besides the b-value, other synthetic parameters acting as potential fracture precursors can be
extracted from a time series of N AE hits by the natural time analysis. This concept is introduced by
ascribing the natural time χk = k/N to the k-th event of energy Qk [25–27].

Regarding the normalized energies pk ≡ Qk/Σk=1
NQi as the probability distribution of the discrete

variable χk, the variance κ1 ≡ χ2 − χ2, is considered a key parameter for identifying the approach to a
critical state, and defined as follows:

κ1 ≡
N

∑
k=1

pkχ2
k −
(

N

∑
k=1

pkχk

)2

≡< χ2 > − < χ2 > (3)

As χk and pk are rescaled upon the occurrence of any additional hit, κ1 results to be an
evolutionary parameter.

It has been successfully shown that a variety of dynamical systems (2D Ising model [47],
Bak-Teng-Wiesenfeld sandpile model [12,47], and pre-seismic electric signals [25–27]) become critical
when κ1, evolving hit by hit, approaches the value 0.07.

Two criteria were defined to identify the entrance of a system to true critical state [47–50]:

(1) the parameter κ1 must approach the value 0.07 “by descending from above”;
(2) the entropies S and Srev (entropy upon time reversal) must be lower than the entropy of uniform

noise, Su = 0.0966, when κ1 coincides to 0.07. The entropy S is defined as

S ≡< χ ln χ > − < χ > ln < χ > (4)

where < χ ln χ >=
N
∑

k=1
pkχk ln χk .

Here, the evolution of variance κ1 and entropies S and Srev of the natural-time transformed AE time
series {χk} has been studied, where the event energy Qk is derived from the amplitude Ak through the
relation Qk = cAk

1.5, where c is a constant of proportionality [51,52]. Plotting all natural-time quantities
as functions of the conventional time t provides a visual way to reveal the possible entrance point
to “critical stage,” corresponding to the fulfillment of criticality Conditions (1) and (2). An entrance
point to critical stage has been identified at time tcrit = 492 h (criticality initiation time, marked by a
vertical dashed line in Figure 4 and by a vertical dotted line in Figure 6), i.e., 9 h before the b-value
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reaches its minimum. Remarkably, this critical point corresponds to the middle-height peak in the
AE rate (highlighted by the dashed line before the highest peak in Figure 4) and to the appearance of
high-amplitude AE signals.

This analysis suggests that the variance κ1 of the natural-time transformed AE series can be
identified as a pre-failure indicator, before the onset of non-reversible damage—supposedly revealed
by the minimum b-value—within the bulk of the structural element.

Figure 6. Time evolution of natural-time quantities κ1, S and Srev. Horizontal dashed lines represent
the characteristics value κ1 = 0.07 and Su = 0.0966 defining the criticality initiation time tcrit. Note the
relative positions of tcrit and tb-min along the time-axis (the inset shows the approach of natural-time
quantities to the critical point).

4. Conclusions

The stability of a masonry wall of the Asinelli Tower has been assessed by the Acoustic Emission
(AE) technique for a four-month period. The trend of the whole AE time series suggests that the
monitored structural element is substantially stable, albeit with an ongoing damage process revealed
by the AE activity observed over the entire monitoring period.

The observed correlation between the AE time series and the sequence of local earthquakes
suggests that the local structural response is driven by the nearby seismicity. In particular, the densest
AE cluster has been recorded within a few hours after the occurrence of the main local earthquake
(4.1 magnitude). The b-value analysis of the AE cluster has revealed a significant, though momentary,
acceleration of aging and deterioration processes in the monitored element, whose mechanical stability
appears to be affected by light earthquakes.

Another emerging pattern is the transition of the monitored element to a state of criticality
according to the paradigm of the natural time analysis [25–27]. The entrance to the critical state before
the b-value reaches its minimum leads to consider the natural time variance κ1 [47–50], as a possible
early failure precursor. Future investigations in similar surveys would hopefully include the use of a
seismometer, installed together with the AE system to record possible small seismic events affecting
the observations.

Supplementary Materials: Earthquake data were taken from the website of the Istituto Nazionale di Geofisica e
Vulcanologia-INGV, http://www.ingv.it/it/.
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Abstract: The research presented in this article aims to demonstrate how acoustic emission (AE)
monitoring can be implemented in an industrial setting to assist with part qualification, as mandated
by related industry standards. The combined structural and nondestructive evaluation method
presented departs from the traditional pass/fail criteria used for part qualification, and contributes
toward a multi-dimensional assessment by taking advantage of AE data recorded during structural
testing. To demonstrate the application of this method, 16 composite fixed-wing-aircraft spars
were tested using a structural loading sequence designed around a manufacturer-specified design
limit load (DLL). Increasing mechanical loads, expressed as a function of DLL were applied in a
load-unload-reload pattern so that AE activity trends could be evaluated. In particular, the widely
used Felicity ratio (FR) was calculated in conjunction with specific AE data post-processing, which
allowed for spar test classification in terms of apparent damage behavior. To support such analysis
and to identify damage critical regions in the spars, AE activity location analysis was also employed.
Furthermore, recorded AE data were used to perform statistical analysis to demonstrate how AE
datasets collected during part qualification could augment testing conclusions by providing additional
information as compared to traditional strength testing frequently employed e.g., in the aerospace
industry. In this context, AE data post-processing is presented in conjunction with ultimate strength
information, and it is generally shown that the incorporation of AE monitoring is justified in such
critical part qualification testing procedures.

Keywords: part qualification; structural design; composites; acoustic emission; nondestructive
evaluation (NDE)

1. Introduction

Current aircraft structural design and qualification methodologies require large amounts of
testing in bottom-up type approaches that typically start at the coupon level and extend to full
aircraft evaluation [1–7]. The prescribed assessment process is, therefore costly and time consuming,
which additionally makes the adoption of new materials or design modifications difficult. This is
especially challenging in the case of composite materials for which slight changes in manufacturing
parameters can invalidate prior test data and require re-qualification of the material performance [8,9].
Typically, once extensive coupon testing is completed, design limit loads are computed for specific
critical components. In this process, safety factors are added to account for reliability and uncertainty
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effects. Furthermore, pass/fail qualification criteria are implemented during component testing.
This approach, however, limits the information that engineers can gather during full-scale part
qualification testing that can be related to material performance.

In an effort to gather supplemental data, prior research has explored nondestructive evaluation
(NDE) methods, including acoustic emission (AE), thermography, shearography, X-ray computed
tomography (XCT), and ultrasonic testing (UT), for use during composite end-item qualification
testing [10,11]. NDE data can, in general, augment existing structural test protocols by providing
additional datasets, while also offering insight into damage initiation and progression. Modern NDE
tools, however, have not yet been fully integrated into legacy aircraft qualification testing protocols,
partially due to a lack of expertise, equipment, and knowledge on the usefulness of such methods,
or even confidence that NDE could assist in this process. In this context, the U.S. Federal Aviation
Administration has only recently proposed that the use of NDE tools for on-board structural health
monitoring (SHM) could provide more confidence in complex aircraft designs while decreasing risk
and maintenance costs [12].

AE is a NDE tool with the immediate potential to augment existing airframe strength test protocols,
which is the focus of this investigation. Specifically, AE is a versatile, passive NDE method that senses
pressure waves emitted from a variety of sources, predominantly linked to damage, across length
scales and materials [13–16]. A physical analogue for AE is seismic activity resulting from tectonic plate
motion of the Earth’s crust. Provided that the appropriate sensing equipment and data-processing is
applied, AE can provide real time volumetric information about dynamic changes related to damage.
Based on this method, material damage processes at the coupon [17–20], component [21–24], and
structural [25–27] scales have been reported. AE datasets can be further leveraged for advanced
analytics such as data-driven models and machine learning [28–32], which may lead to a validated
SHM methodology with potential even to be applied on-board, e.g., on aircraft [33].

Structural monitoring using AE is most commonly found in civil infrastructure [34–37], where
it can be employed to passively collect data while a structure remains in use. The AE method has
also been applied in wind turbine applications to prevent catastrophic failure of the large composite
blades [38–41]. In addition, there have been some attempts to use AE in aircraft structural monitoring
and component testing. Both military and civilian aircraft examples have been reported [42]. Other
aircraft-focused investigations have used AE to examine damage localization and ultimate failure in
landing gear [43], assess skin-spar bond-line integrity [44], evaluate impact damage locations [45,46],
assess damage modes in composite fuselage under complex loading [47], determine the failure
modes in composite airframe parts under quasi-static and cyclic loading [48], and assess rotorcraft
composite fuselage durability and damage tolerance [49]. However, more progress is needed to gain
the confidence required to integrate AE into structural qualification test standards [50,51].

In general, AE analysis and post-processing can leverage the recorded waveforms and a number
of useful parameters extracted from them. Common AE waveform parameters are described in
Shull [13] and ASNT’s NDT Handbook [52]. Certain AE patterns can provide information about the
test specimen’s structural integrity, beyond pass/fail load criteria. For example, AE activity may not
be observed until load levels are reached that previously induced damage. Specifically, if a structure
is progressively loaded, new damage may not be initiated until the prior maximum load has been
exceeded. This observation is known as the Kaiser effect [13,53], which, however, may not hold for
composite materials similar to those evaluated in this manuscript [54,55]. In cases where AE activity
is detected at loads that are lower than the previous maximum, then a specific number is computed
called the Felicity ratio (FR)—defined as the load at which significant AE reinitiates, divided by the
previous maximum load. Materials that consistently emit AE at loads below their previous maximum,
thus, have a FR value of less than one, and investigations have shown that they exhibit progressive
damage behavior. In fact, changes in observed Kaiser and FR effects as well as other AE activity
patterns have been correlated with the presence of damage [56–59].
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Based on this introduction, this research seeks to evaluate the progressive failure of full-scale,
composite aircraft spars using AE during structural testing, and associate such information with
ultimate failure prognosis. The insight gained from AE is intended to augment current test
methodologies in order to capitalize on readily-available data and decrease the time taken to
qualify novel airframe materials. The overall approach described includes the following parts:
(1) characterization of damage progression by examining AE activity trends; (2) identification of
probable damage regions; (3) ultimate failure load prognosis; and (4) statistical evaluation of the spar
static strength requirements using AE data.

2. Technical Approach

2.1. Experimental Setup

The testing methodology applied generally follows the MIL-A-8867C(AS) protocol [1], and it is
similar to the wind turbine blade qualification testing approach [60]. Sixteen composite spars were
tested to bending failure while instrumented with AE sensors. Load was applied to a cantilevered spar
in a stepwise repeated (pseudo-cyclic) loading manner while test samples were monitored by an AE
sensing network. All tests were performed with flight hardware bushings installed. Slack was taken
out of the loading apparatus before the load was applied to a spar. A given load was applied with a
load rate of approximately 200 lbf/s. Once the target load was reached, it was held for approximately
150 s and then released before the spar was loaded to the following load level. Care was taken to
apply the load slowly and steadily, to avoid imparting sudden impact loading. The applied load was
distributed in the spar using the “whiffle-tree” device shown in Figure 1; a concentrated crane-load
applied at the top of the loading apparatus was distributed through a series of beams and connectors
to the eight ribs on the spar test bed. The load was distributed along the spar at the locations indicated
by yellow boxes in Figure 1. The spar was pinned in two locations at the root, and laid along the test
bed. By loading in this manner, the highest shear stress and moments occurred at the spar root, while
gradually reducing toward the spar tip, to accurately represent the load distribution observed by the
component during flight. Four target crane-load levels were tested for each spar (identified in the text
as LL1, LL2, LL3, and LL4). After the final target crane load was achieved, loading continued at a rate
of 200 lbf/s until part failure.

 

Figure 1. Schematic of the “whiffle-tree” loading apparatus to simulate distributed loading. Load cell
locations are indicated by yellow boxes, while acoustic emission (AE) sensor locations are indicated as
red circles.

Acoustic emission activity was recorded using eight to 10 commercially available R15I resonant
piezoelectric sensors (operating frequency range of 50–400 kHz, manufactured by Physical Acoustics,
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Princeton Junction, NJ, USA), distributed along the top of the spar from root to tail. Sensors were
placed on the top surface of the spar since the top surface showed less attenuation in pre-testing and
the mounting surface was relatively flat. The approximate sensor locations along the length of the
spar measured as a distance from the spar root are given in Table 1 for each of the 16 tests. It should
be noted that sensor locations varied by several inches from test-to-test, while no data was recorded
during the first test, which was used to validate the loading method.

Table 1. Sensor locations along the length of each spar.

Test ID
Acoustic Emission Sensor ID and Location (in)

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

1 - - - - - - - - - -
2 3 9 23.5 36 48 66.5 83.5 99.5 114 130
3 1 6 25 41.5 56.5 73 83.5 - 112.5 -
4 2 6 25 42 57 74 93.5 - 114 -
5 1 7 23.5 38 55 70 86 - 101 -
6 1 7 24 39.5 55 69 84 - 100 -
7 1.5 6 25.5 40.5 56.5 74 93 - 112.5 -
8 2 6.5 26 41.5 56 72.5 93 - 113.5 -
9 1 6 27 43 61 76 93 - 113.5 -
10 1.5 6.5 24.5 40.5 56.5 73.5 93.5 - 113.5 -
11 1 6 26 41.5 57 72 88 - 105.5 -
12 1 6.5 25.5 40.5 57 73.65 90.5 - 112.5 -
13 1 6.75 23.5 38 55 70 86 - 101 -
14 2 6.5 25.5 41 56.5 79 91 - 111.5 -
15 3 13.5 26 36 48 66.5 83.5 99.5 114 130
16 1.5 7.25 25 40.5 56 70 86 - 101 -

Sensors were bonded firmly in accordance with ASTM E650 and secured with tape in order
to minimize the sensor loss during ultimate structural failure. Sensor cables were also taped, and
sufficient cable slack was left free to allow movement during loading, unloading, and failure. Sensors
were placed with sufficient spacing such that signal attenuation would not negatively impact results
and they were field-calibrated in accordance with ASTM E976/1106 using a pencil lead source.

2.2. Data Acquisition and Processesing

AE signals were monitored and recorded using a Physical Acoustics PCI8-Express data acquisition
board. Prior to testing for record, pre-tests were conducted to calibrate the AE sensors, determine sensor
placement, rehearse the test procedure, and collect noise data. Ambient noise levels and the effect of
the loading fixture (e.g., friction) were tested and adequately controlled via test procedures (e.g., slow
and steady load application, lubricated connections, etc.). In addition to the procedural controls,
the data acquisition amplitude threshold was set above the noise floor and AE hit (i.e., wave packet)
record timing parameters were set to minimize typical noise waveforms recorded during pre-testing.
AE signals were uniformly pre-amplified across all sensor frequencies using 40 dB sensor-internal
pre-amplification. Crane load-cell data was synchronously collected and correlated with AE signal
data to aid in AE activity trend observation.

As an example of the collected AE activity, Figure 2 showed representative waveforms collected
from Test 8. Specifically, Figure 2a shows a low amplitude continuous AE signal, which is representative
of noise recorded under zero load and demonstrably different compared to the burst-type signals
typically associated with damage observed in Figure 2b,c. Figure 2b is an example of the type of AE
signal recorded during the loading step, while Figure 2c shows an example of the type of waveforms
recorded during unloading. In addition, Figure 2d shows the highest amplitude signal that was
recorded at the time of final failure. Figure 2b,c both show similar wave characteristics including a
burst of energy that occurs at 150 kHz while the signal obtained under no load showed that its energy
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was distributed across many frequency values, similar to the final fracture signal, which however, had
significantly higher amplitude and broader frequency content.

Figure 2. Sample AE activity observed during Test 8 at four different load points. (a) Zero load,
(b) during the first load step, (c) during the second load step, and (d) at final failure.

As mentioned in the introduction, in general, there were two main AE data analysis approaches.
The first leveraged the full recorded waveforms and the second relied on post-processing extracted
features from such waveforms. For the analysis presented herein, raw AE signals similar to the ones
shown in Figure 2 were parameterized via MISTRAS Group Inc. Noesis software (version 5.3, MISTRAS
Group Inc., Princeton Junction, NJ, USA). The authors examined extracted AE features correlated
with load data, including amplitude and absolute energy, to analyze AE activity trends and draw
conclusions. AE signal energy was conceptually represented by the area under the rectified waveform,
and was practically computed for discrete signal data by summing the square of the voltage amplitude
over the signal length. To arrive at absolute energy with appropriate units (aJ), the squared voltage
amplitude was further divided by the reference impedance over the signal duration. The cumulative
absolute energy was the sum of the absolute energy for each AE hit, across all recorded hits during a
test. The authors used this feature to characterize the test item performance, as it related to damage
accumulation and ultimate failure. Additionally, the authors calculated the FR by identifying the
load at which AE activity re-initiates during a loading cycle, divided by the previous maximum load
reached. As discussed in the introduction, FR values less than one have been correlated with damage,
and hence the authors used this parameter to further assess spar behavior.

3. Results and Discussion

3.1. Progressive Damage Characterization

Acoustic emission activity trends were used to infer progressive damage during pseudo-cyclic
loading of the composite spar test specimens. Representative AE data is provided in Figure 3 for four
different spar tests; the grey line provides the applied loading, while the red diamonds represent the
recorded AE events correlated with the corresponding load values at which they occur. In addition,
the blue markers indicate the AE activity amplitude distribution. To complement the graphical AE
data trends, FR values were calculated and are reported in Table 2. All reported cases showed some
AE activity prior to achieving the previous peak load, in accordance with the Felicity effect. However,
Figure 3a,b shows AE events at comparatively lower loads, marked by black ellipses, compared to the
test cases in Figure 3c,d. Additionally, in Figure 3b–d, it is noticeable that AE events occurred during
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the unloading portion of the second loading sequence. AE events during unloading can indicate the
presence of damage [13,33,47,54,56], and are highlighted by green ellipses in Figure 3. Furthermore,
the amplitude distributions in Figure 3a,b show relatively large spikes during the second cycle with
values greater than 95 dB, while all other activity is below 70 dB for both Test 14 (Figure 3a) and Test 8
(Figure 3b). Sudden spikes of high-amplitude AE activity can correspond to material damage initiation
or progression. In contrast, Tests 10 and 4 (Figure 3c,d) show a gradual increase in amplitude with each
loading sequence. Based on the information presented in Figure 3 and Table 2, it can be concluded
that the presented AE data visualization as a function of applied loading, in combination with the
FR analysis, can provide some preliminary assessment of test item damage progression. Specifically,
damage appears to initiate after the second target load (LL2) for most tests, as indicated by both the FR
values, as well as the appearance of significant AE activity in the unloading portion of the applied
cyclic loading. Furthermore, two distinct AE dataset classes existed among the 16 tests, including
those that showed some abrupt and high-amplitude activity starting early in the loading sequence
(e.g., Figure 3a,b) and those that demonstrated a more gradual AE activity, which was expected, as the
loading increased with time.

Figure 3. Sample AE activity observed during four separate spar tests. (a) Test 14, (b) Test 8, (c) Test 10,
and (d) Test 4.

Table 2. Felicity ratio values calculated based on the four applied loading cycles.

File Name
Felicity Ratio

Load 2 Load 3 Load 4 Average

1 N/A N/A N/A N/A
2 1.08 0.93 0.87 0.96
3 1.09 0.73 0.86 0.89
4 1.25 0.91 0.83 1.00
5 1.46 0.96 0.75 1.06
6 1.15 0.91 0.89 0.98
7 1.28 1.03 0.99 1.10
8 0.59 0.51 0.42 0.51
9 1.13 0.61 0.56 0.77

10 1.15 1.00 0.72 0.96
11 1.06 0.82 0.80 0.94
12 1.32 0.99 0.94 1.08
13 1.08 0.72 0.93 0.91
14 1.27 0.72 0.82 0.94
15 0.97 1.02 0.99 0.99
16 0.73 1.08 1.00 0.94
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Supplemental to the AE activity trends shown in Figure 3, cumulative absolute AE energy is
plotted against crane load in Figure 4. In all loading cases observed in Figure 4, the cumulative
AE energy increases during loading, while remaining relatively constant during load holds and
unloading. Similar to the AE amplitude spikes shown in Figure 3a,b during the second loading
sequence, Figure 4a,b show corresponding jumps in AE energy. Such AE energy accumulations are
observed in subsequent loading cycles, but they are orders of magnitude lower. Note that the observed
pattern in Figure 4a,b is strikingly different from the results shown in Figure 4c,d. Accordingly,
the recorded datasets were classified as significant vs. progressive in terms of the corresponding spar
behavior. Specifically, Figure 4a,b is characterized by a sudden, dominant, discontinuous jump in
AE energy, while Figure 4c,d is characterized by a gradual AE energy accumulation that appeared to
be proportional to the load increase. Hence, the gradual cumulative AE energy profile observed in
Figure 4c,d was classified as “progressive” (damage) behavior, in contrast to the large spikes (>103)
displayed in Figure 4a,b, which were classified as “significant” behavior. Note that composite materials
are known to exhibit progressive damage behavior and, therefore, test items that depart from this
expected behavior (e.g., high intensity AE activity early in the loading cycle) may indicate design,
production, or loading conditions that could lead to an early onset of catastrophic failure (i.e., lower
ultimate load) when compared with similar parts.

Figure 4. AE energy evolutions for the same tests shown in Figure 1. (a) Test 14, (b) Test 8, (c) Test 10,
and (d) Test 4.

Similar trends were observed in all tested spars, and the behavior was classified as progressive or
significant based on the cumulative absolute energy patterns noted in Figure 4. For example, Figure 5
shows four additional spar tests to further demonstrate the identified data trends using the same 103 aJ
energy increase to denote the behavior as significant.
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Figure 5. Additional examples of AE activity during four tests with some progressive and some
significant behavior observed. (a) Test 5, (b) Test 3, (c) Test 15, and (d) Test 13.

Felicity ratio values for all spars at each loading step are given in Table 2. Most test specimens
resulted in FR values below 1.0 and above 0.9. Noted exceptions are Test 8 and Test 9, both of which
displayed the lowest FR values and further exhibited significant behavior during LL2. Interestingly,
the spars that had the lowest FR values still resulted in near-average ultimate load. It should be also
noted that some high FR spars failed at lower loads than those with lower FR values, potentially
suggesting that these spars may enable damage distribution that leads to higher ultimate loads.
In contrast, spars with higher FR values may potentially have less damage (which could not have been
confirmed during testing as tests were not interrupted for post mortem inspection), however given
that some of these spars failed at lower loads, damage in them is expected to be more localized and
near the actual failure zone.

It can be inferred from the parametric AE data trends presented herein that, generally, appreciable
damage initiates once the design-limit-load (LL2) is reached, which further progresses until ultimate
failure. In conclusion, the AE parametric analysis presented provided additional insight into damage
progression and sample-to-sample variation that may otherwise be undiscernible using traditional
test methodologies. For example, note the AE energy profile in Figure 4d, Test 4. This particular
spar showed progressive damage, with a higher comparable FR value averaging 1.00 over all three
loads. It may appear that something about this spar e.g., its design, production, or loading parameters,
provided an advantage in controlling damage progression that resulted in achieving a higher ultimate
load. By correlating spar-to-spar differences in damage behavior as indicated by AE data with
structural testing, production or design data, additional value can be mined from such nondestructive
evaluation, which may support design or process improvements.

3.2. Identification of Probable Damage Regions

As determined during pre-testing, AE wave propagation velocity fluctuated across the length and
among the different spar faces due to structural and material variations; therefore, a zonal technique
based on AE hit amplitude was used to identify regions along the spars related to onset of damage.
The AE sensors were distributed along the length of the spar, on the top surface, in order to achieve
sufficient “zonal” coverage from root to tip (recall Table 1). The authors examined high amplitude
AE hits recorded by certain sensors for which the locations are known. If a sensor had a relatively
high concentration of high amplitude AE hits, the sensor “zone” was considered the “critical region”
as a first order approximation to damage location. For the preponderance of the test cases, high
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AE amplitude behavior was observed in sensors near the spar root. As noted in Table 3, the most
commonly identified was Sensor 2 (S2), which was located approximately 6–13 inches from the closest
root pin. Failure near the root was anticipated, due to the loading and design of the spar. Prior testing
experience indicated that common failures may be in the form of cracking or buckling of the shear
web, and/or bending of the cap near the spar root. These types of damage matched the failure modes
observed in similar cantilevered wind turbine blade tests [39,41].

Table 3. Results summary.

File
Name

Ultimate Crane
Load [%DLL]

Target Load [%DLL] o
First Damage Signal

Estimated Load [lbf]
@ 1st Damage Signal

Cumulative
AE Behavior

Critical Region

1 N/A 115 N/A Significant S1 (N/A)

2 151 100 90 Significant S3, S5, S6, S19
(15,23.5,48,66.5 in)

3 165 100 103 Significant S2 (6 in)
4 167 150 133 Progressive S2 (6 in)
5 169 115 117 Progressive S2 (7 in)
6 170 100 69 Significant S2 (7 in)
7 178 100 101 Significant S2 (6 in)
8 180 100 85 Significant S2 (6.5 in)
9 182 100 97 Significant S2 (6 in)
10 184 150 132 Progressive S2 (6.5 in)
11 185 100 96 Significant S2 (6 in)
12 192 100 96 Significant S2, S4 (6.5&40.5 in)
13 197 115 115 Progressive S2 (6.75 in)
14 197 100 100 Significant S2 (6.5 in)
15 205 100 81 Significant S4 (36 in)
16 216 150 134 Progressive S2 (7.25)

3.3. Ultimate Failure Load Prognosis

In an effort to perform ultimate failure load prognosis, the ultimate failure crane-load for each spar
was correlated with AE activity. Extracted features from the recorded AE signals were used to compare
the progressive failure of the composite spars, and to infer similarities and differences among them.
The results for all spars were tabulated in Table 3 and ranked according to the ultimate load value.
The target crane-load for the first damage signal, the estimated load at first AE damage signal, the AE
energy behavior (classified as either progressive or significant behavior based on the cumulative
AE energy profile), and the critical region defined by AE sensor locations with high-amplitude
AE hit concentrations are given for each spar. All load values are defined as a percentage of the
design-limit-load (DLL). Significant AE energy behavior was defined as a jump in the cumulative
absolute AE energy distribution of at least 103 aJ.

Although variability is observed in all listed parameters, some patterns emerged in the information
presented in Table 3. As mentioned previously and supported by the analysis of multiple AE
parameters, the majority (10 out of 16) of the first damage signals occurred during the second target load
of 100% DLL. It appeared reasonable to observe the damage initiation and progression once the spar
limit load was reached. Notably, three of the spars did not show the first damage signal until the final
loading sequence reached the target load of 150% DLL. All three of these spars displayed progressive
damage behavior based on their cumulative AE energy profiles. Despite the apparently controlled
damage progression, this did not result in the three highest ultimate loads. The highest recorded
ultimate load resulted from delayed damage initiation and progressive damage behavior, but the
next two highest showed earlier damage initiation and significant damage behavior. This uncertainty
suggests that there are other factors that may additionally influence the ultimate load prediction.

The estimated crane load applied at the time of the first AE damage signal and the target crane load
value were given for comparison, showing that initial damage was often observed prior to reaching
the maximum load for that cycle. Moreover, 11 out of the 16 spars tested exhibited significant AE
energy behavior, rather than a progressive behavior, making the appearance of the first damage signal
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more critical than is the case for the progressive energy accumulation. Critical region examination
by AE zonal location revealed that 12 out of 16 spars experienced the majority of high-amplitude
damage signals near Sensor 2, which was located approximately 6–13 inches from the spar root—as
expected given the cantilever load profile. Only a few spars (four out of 16) showed a critical region
other than Sensor 2, and one case (Test 2) recorded multiple critical regions, indicating widespread
damage, which led to the lowest recorded ultimate load.

3.4. Statistical Static Strength Assessment

To qualify for use on specific aircraft, spars were required to support 115% of the DLL with no
permanent deformation, while being capable of supporting 150% of the DLL with no failure. For this
test, failure was defined as a 30% drop from the maximum load. Assessing a strength criteria beyond
this unidimensional pass/fail condition may provide additional feedback that can be used to evaluate
spar behavior across a sample set. For example, the traditional pass/fail test only indicates that a
group of spars meets or does not meet a threshold. In this case, the pass/fail classification may not
allow for sufficient discretization to determine that one of those spars may have exceeded the criteria
significantly. Hypothetically, that spar may have displayed certain favorable progressive damage
characteristics that would predict its higher strength. Knowing that extra information could allow for
the part production parameters to be studied, and lessons learned to be applied to the next production
lot, thus continuously improving part quality.

In order to use the proposed statistical tests, the AE data distribution was examined and verified
to follow a normal distribution using the Lilliefors test, a method employed when the population mean
and standard deviation is unknown [61]. The Lilliefors analysis was executed using MATLAB R2017a
(The MathWorks, Natick, MA, USA), and the results of the normality plot are shown in Figure 6. Both
the first damage signal load and spar ultimate load followed a normal distribution (failed to reject the
null hypothesis at a 1% significance level).

(a) (b)

Figure 6. Data normality test for: (a) the load at first damage signal, and (b) the ultimate load datasets.

Probabilistic assessment (e.g., hypothesis testing) can give additional part performance insight,
and the multi-dimensional AE datasets used in this research enable the use of statistical analysis
methods. As an example of how AE data could be used to evaluate composite test article performance,
a one-sided hypothesis test and lower confidence limit (LCL) was applied to assess both spar strength
requirements. Summary statistics for both datasets are listed in Table 4, and are representatively
displayed in Figure 7 for comparison.
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Figure 7. A schematic representation of the probabilistic assessment. (a) First damage AE signal
distribution, (b) ultimate load distribution.

Table 4. Summary statistics for the response variables of interest.

Crane-Load @ 1st Damage Signal Ultimate Crane-Load

Mean [Load/DLL] 1.03 1.82
StDev [Load/DLL] 0.19 0.17
Spread [Load/DLL] 0.65 0.65

99% LCL [Load/DLL] 0.90 1.71

The lower confidence limits serve as average predictions for the lowest probable load where
damage may initiate and the lowest probable ultimate load, respectively. They could potentially be
used as a bound in statistical process control, or as quick indications of part lot performance from a
“weakest link” perspective. Alternatively, upper confidence limits (not shown) could also be used to
identify spars that perform exceptionally well during testing.

To evaluate spar strength requirements explicitly, the hypothesized population mean was first
determined based on the requirement descriptions. Estimated crane-loads at the first AE damage
signal were used as an interpretation of the “support 115% design limit load (DLL) with no permanent
deformation” requirement, and ultimate loads were used to evaluate “support 150% DLL with no
failure”. Therefore, the null hypothesis for the first strength requirement was that the first damage
signal population mean is equal to 1.15 DLL, and the alternative was that the first damage signal
population mean is less than 1.15 DLL. In other words, the analysis was run to examine whether if
on average, the first damage signals occurred at or below 1.15 DLL for the total population of spars,
given the tested sample population. Figure 7a shows the requirement distance from the sample mean
and the sample LCL, schematically. The analysis was run in MATLAB, and the null hypothesis was
rejected at a 5% significance level (p = 0.0174). According to the results, the probability of the average
first damage signal occurring below a crane-load of 115% DLL (the third test load increment and the
first strength requirement) was 98%. This suggests that most spars will exhibit observable damage
signals at or below the second loading level (100% DLL), a conclusion confirmed by the analysis of
multiple AE parameters discussed earlier in this work.

Similarly, the ultimate load distribution can be examined (Figure 7b). The null hypothesis for
the second strength requirement was that ultimate crane load population mean is equal to 1.28 DLL
(a 30% reduction from the sample population average ultimate load) and the alternative was that the
ultimate crane load population mean is less than 1.28 DLL. The analysis was run to examine whether
on average, the average ultimate crane load could occur below a “30% drop from the maximum load”
in accordance with the requirement. The MATLAB analysis failed to reject the null hypothesis at a 5%
significance level (p = 1); there was not enough data to support the alternative hypothesis. Based on
the results presented, the probability that the average spar ultimate crane-load was less than 128% DLL
(30% less than the average ultimate load) was less than 1%. Therefore, almost all spars can withstand
the maximum load without failure. Again, this was confirmed by the summary of results presented in
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Table 3, to which the probabilistic assessment presented herein adds confidence; the lowest recorded
individual spar ultimate load was 151% DLL.

4. Conclusions

Acoustic emission (AE) was successfully applied to full-scale, composite, fixed-wing aircraft spars
during structural strength qualification testing. Correlations between AE activity and applied load
were made that allow for the in-depth structural integrity assessment beyond the data available
from pass/fail, legacy aircraft component testing. In addition to examining spar progressive
failure, a criterion based on cumulative AE energy was introduced to characterize the recorded
AE profile as indicating either significant or progressive behavior. Moreover, the criterion agreed
well with particular instances during loading, and has potential for use during real-time AE data
assessment, as there appears to be a link between AE data trends and ultimate failure loads. Using the
knowledge of sensor placement and recorded AE activity at each sensor, damage critical regions were
identified and determined to be generally concentrated at the spar root. Finally, statistical calculation
methodologies for evaluating test performance using AE data were proposed, and feasibility was
demonstrated. In summary, the presented investigation demonstrates that AE monitoring may assist
in quantifying the effect of manufacturing or design differences on structural component performance
parameters, which could lead to refined assessment criteria that are over and above the available
legacy test methodologies.
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Abstract: Reinforced concrete systems used in the construction of nuclear reactor buildings, spent
fuel pools, and related nuclear facilities are subject to degradation over time. Corrosion of steel
reinforcement and thermal cracking are potential degradation mechanisms that adversely affect
durability. Remote monitoring of such degradation can be used to enable informed decision making
for facility maintenance operations and projecting remaining service life. Acoustic emission (AE)
monitoring has been successfully employed for the detection and evaluation of damage related to
cracking and material degradation in laboratory settings. This paper describes the use of AE sensing
systems for remote monitoring of active corrosion regions in a decommissioned reactor facility for
a period of approximately one year. In parallel, a representative block was cut from a wall at a similar
nuclear facility and monitored during an accelerated corrosion test in the laboratory. Electrochemical
measurements were recorded periodically during the test to correlate AE activity to quantifiable
corrosion measurements. The results of both investigations demonstrate the feasibility of using AE
for corrosion damage detection and classification as well as its potential as a remote monitoring
technique for structural condition assessment and prognosis of aging structures.

Keywords: acoustic emission; remote monitoring; corrosion; nuclear facilities

1. Introduction

The vast presence of aging infrastructure throughout the nation including transportation and
energy-related infrastructure has raised concerns regarding the level of service, reliability, and
vulnerability to natural disasters. The American Society of Civil Engineers (ASCE) 2013 Report
Card stated a grade of “D+” for US infrastructure and an estimated investment of $3.6 trillion needed
by 2020 for upkeep. One of the major challenges facing decision makers is resource allocation, which is
dependent on available information related to the current state of each structure. Reliable monitoring
techniques that can effectively assess structural conditions are needed to evaluate the robustness of
structures and the urgency of any repair, replacement, or maintenance activities.

Monitoring nuclear facilities, in particular, is of special interest due to safety considerations
and the relatively long half-life of nuclear waste products. Reinforced concrete elements are used
to construct several portions of nuclear facilities. Potential degradation mechanisms of reinforced
concrete [1] include corrosion of reinforcement [2–5], alkali-silica reaction [5–7], freeze-thaw cycling,
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sulfate attack, deformation mechanisms including creep and shrinkage, stresses due to structural
constraint combined with seasonal effects such as thermal cycling and precipitation, and extreme
events [8–10].

Advances in computing and data transfer over the last several decades have allowed for the
development of wireless systems and remote monitoring. Acoustic emission (AE) is one emerging
monitoring method that has proven to have the potential for early damage detection through laboratory
and field applications [11,12]. As a passive piezoelectric sensing technique, acoustic emission is able to
detect stress waves (in the kHz range) emitted from sudden releases of energy such as cracking of the
concrete matrix [13,14]. The method is suitable for real-time monitoring over the long term and its
high sensitivity enables it to detect active cracks long before they become visible (micro-cracking).

Corrosion of reinforcing steel is a degradation mechanism that affects the durability of concrete
structures. The cracking of the concrete matrix associated with corrosion damage makes acoustic
emission a well-suited method for monitoring its progression. Early investigations related to acoustic
emission monitoring of corrosion damage in reinforced concrete date back to the 1980s [15–17]. Several
investigations demonstrated the potential of utilizing AE for this degradation mechanism [18–20].
However, the quantification of damage was not fully resolved. Quantification of corrosion damage
in reinforced concrete structures has been more recently addressed in a series of publications using
accelerated corrosion results in laboratory settings [2,3,21] as well as natural corrosion tests [3,22,23].

This study investigates the applicability of deploying acoustic emission for the remote monitoring
of selected areas at the Savannah River Site (SRS) 105-C Reactor Facility in Aiken, South Carolina
(Figure 1). This is an inactive nuclear facility under surveillance and maintenance operations as well as
deactivation and decommissioning operations. AE monitoring was conducted at areas known to have
active corrosion damage and/or visible cracking. This allows the examination of the applicability of
previously developed AE methods for corrosion damage detection and classification.

To aid in the development of damage algorithms and to provide a more controlled study,
an aged reinforced concrete block specimen cut from a similar reactor facility was maintained and
monitored in the University of South Carolina Structures and Materials Laboratory for the majority
of the project duration. This specimen was subjected to wet/dry cycling to accelerate the corrosion
process. Electrochemical measurements were periodically recorded while acoustic emission was
monitored continuously.

The activities undertaken and reported in this study represent a step toward the development
of an acoustic emission based approach for the assessment of reinforced concrete structural systems
through remote monitoring. To the authors’ knowledge, this research is the first of its kind to study the
suitability of acoustic emission to monitor corrosion damage in the field while comparing the results
to a test block from a similar structure tested in a controlled laboratory environment.
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Figure 1. Reactor building 105-C at the Savannah River Site.

The study is divided into two main activities: (1) Remote acoustic emission monitoring and
analysis of data collected at the 105-C Reactor Facility and (2) Accelerated corrosion testing to assess
corrosion damage within an aged and reinforced concrete block supplied by SRNS at the University of
South Carolina Structures and Materials laboratory.

2. AE Monitoring at the 105-C Reactor Facility

2.1. Acoustic Emission Sensing Systems

Two separate AE systems were utilized for remote monitoring at the 105-C Reactor Facility.
These systems are referred to as a ‘wired’ AE system and a ‘wireless’ AE system. All acoustic emission
system components and software were manufactured by Mistras Group, Inc. of Princeton Junction,
New Jersey. The wired system utilized both R6I (peak resonance near 55 kHz) and WDI (relatively
broadband) sensor types (calibration sheets for both sensor types are available in the manufacturer’s
website). Both sensor types utilize integral pre-amplifiers within the stainless steel sensor housing.
The resonant sensors are more sensitive to damage in reinforced concrete structures than the broadband
sensors. However, the broadband sensors provide higher fidelity frequency data, which can be useful
for data reduction and interpretation. The sensors were connected to a 16-channel DiSP acoustic
emission data acquisition system that utilizes four high speed data acquisition boards specifically
designed and manufactured for the acquisition and processing of acoustic emission data as well as
specialized software (AEWin).

The wireless acoustic emission system (type 1284) includes 4 channels and utilizes low power
PK6I acoustic emission sensors. These sensors are resonant in the vicinity of 55 kHz and utilize
integrated preamplifiers within stainless steel housing. The sensors were connected to the 1284 system
where preliminary processing of the data is performed. The data is transmitted through an antenna
and is received through a base station module that is connected to a conventional laptop computer.
Specialized wireless acoustic emission software (AEWin for Wireless) is used for controlling the data
acquisition. This system was powered through solar panels connected to 12V DC batteries.

2.2. Installation of Acoustic Emission Systems

Prior to the installation at the Savannah River Site (SRS), the consistency of the sensor readings
was checked using pencil lead breaks on an acrylic rod [24,25]. Six pencil lead breaks were performed
for each sensor. An appropriate sensor response was demonstrated as the average amplitude response
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of a sensor type that was within ±6 dB of the average amplitude of the sensor group. A threshold
of 40 dB was used for data collection. An analog filter was used to collect signals with a frequency
between 1 kHz and 1 MHz. The waveform sampling rate was 1 million samples per second (MSPS)
with 256 micro-seconds pre-trigger and 1 kilobyte length. Peak definition time (PDT), hit definition
time (HDT), and hit lock-out time (HLT) were set to 200, 400, and 200 micro-seconds, respectively.
Each AE system was connected to a cellular modem to allow for remote monitoring and each system
was remotely controlled through appropriate software. This allowed for altering system settings and
saving data at the University of South Carolina.

2.2.1. Crane Maintenance Area

The wired AE system was installed to monitor the activity in this area of building 105-C with ten
sensors including five resonant sensors (type R6I) and five broadband sensors (type WDI). The sensors
were installed at three different locations. The first location was near a column to roof interface
(referred to as the ‘vertical column to roof interface location’). This area had been visually assessed by
the Savannah River Nuclear Solutions/Savannah River National Laboratory (SRNS/SRNL) personnel
and is known to have deteriorated in comparison to the majority of the structural system comprising
the 105-C reactor building. Spalling occurred in this area in the recent past and ongoing corrosion
activity was suspected. The area has undergone at least one repair activity in the past. A total of
six sensors (three resonant and three broadband) were installed at this location, which is shown in
Figure 2. The locations of the sensors were chosen to be near the exposed reinforcing bars showing
visual signs of corrosion damage. The locations of the sensors with respect to the red dot shown in
Figure 2 are provided in Table 1.

The second location was chosen on a horizontal beam that forms the connection with the
previously described column (referred to as the ‘horizontal beam location’). Two sensors (one resonant
and one broadband) were installed at a distance of 12 inches below the beam to roof interface where
signs of deterioration were visually observed (Figure 3a). The spacing between the sensors was 6
inches. The third location was chosen at an area where no signs of damage were observed (referred to
as the ‘control location’). Two sensors (one resonant and one broadband) were installed at this location,
which is shown in Figure 3b. The horizontal distance between the two sensors is 6 inches. The data
collected from the control location was used to evaluate the effectiveness of data reduction approaches.

Table 1. Location of sensors shown in Figure 2.

Sensor Type-Channel Horizontal Dimension (Inches) Vertical Dimension (Inches)

WDI-9 0 −10.5 *
R6I-10 8.5 16
R6I-11 5.5 9

WDI-12 11 5.5
R6I-13 14.5 16

WDI-14 15.5 8.5

* Positive dimension indicates below the red dot are shown in Figure 2. Negative dimension indicates above the red
dot are shown in Figure 2.
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Figure 2. Photographs of the crane maintenance area: (a) Main sensor grid, (b) close-up of sensor on
side of column, and (c) view of main grid from the floor level (red dot is at corner).

Figure 3. Photograph of: (a) Horizontal beam location and (b) control location.

2.2.2. Top Floor Level

The wireless AE system was installed at the top floor level (also known as +48 level) to monitor
a vertical crack that may penetrate an exterior wall, which is shown in Figure 4, using four resonant
sensors (type PK6I). Sensor layout and spacing is also shown in the figure.

Figure 4. Photographs at top floor level (+48 level): (a) Sensor grid from interior and (b) vertical crack
from exterior.
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2.3. Results and Discussion

2.3.1. Remote Monitoring at the Crane Maintenance Area

Remote monitoring at the Crane Maintenance Location was performed from 10 September 2014
(commencement of test) through 25 August 2015. A cellular connection was utilized to remotely operate
the wired system. Data loss due to a power outage at the system occurred between 18 December 2014
and 20 January 2015. The raw data was analyzed and appropriate filters were used to reject data arising
from signals not related to the initiation or the growth of cracks such as wave reflections. The filters are
primarily parameter-based filters that were developed based on visual inspection of AE waveforms,
which is similar to those described in ElBatanouny et al. (2014a). The first is a Duration-Amplitude filter
(D-A), which is also referred to as a Swansong II type filter, while the second is a Rise Time-Amplitude
filter (R-A), which is described in Table 2. Additional filters known as Duration and RMS filters were
developed during this study to minimize electrical noise. The additional filters were developed based
on data collected from the concrete block discussed in the following sections.

Table 2. Data rejection limits.

D-A Filter R-A Filter
Duration (μs) RMS Filter (V)

Amplitude (dB) Duration (μs) Amplitude (dB) Rise Time (μs)

45–50 >500 45–50 >40 ≤100 0.0019–0.0041
51–55 >1000 51–65 >100 —– —–
56–65 >2000 66–100 >150 —– —–
66–75 >3000 —– —– —– —–
76–100 >4000 —– —– —– —–

Figures 5 and 6 show the AE activity detected at the three monitored locations in the crane
maintenance area for the resonant and broadband sensors, respectively. As shown in the figures,
AE activity at the locations associated with visually observable damage (‘vertical column to roof
interface location’ and ‘horizontal beam location’) was significantly higher than the AE activity at the
control location. This indicates that the filters used were suitable for this application and also that
intrinsic noise such as that potentially caused by electro-magnetic interference is not an obstacle for
this application. The relatively high levels of AE activity indicate that damage (corrosion and related
cracking) associated with the aging of reinforced concrete is progressing at the vertical column to roof
interface and the horizontal beam locations.

Rain and temperature data were provided by SRNL to investigate the effect of environmental
conditions on AE activity. Seasonal temperature fluctuations affected the data more significantly than
daily temperature fluctuations. This may be attributed to the low coefficient of thermal expansion of
concrete, which causes volumetric changes to be associated with prolonged exposure to temperature
differentials. As a general statement, increased AE activity was recorded when temperatures decreased
during the winter months. Rain events were not as closely correlated to AE activity as were temperature
fluctuations. However, associated moisture and repeated wet/dry cycling from rain events may lead
to acceleration of the degradation process. During one of the site visits, remnants of a crack sealing
material were found on the floor of the 105-C building, which indicates one potential source of moisture
intrusion in this area.
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Figure 5. Amplitude and temperature versus time for resonant sensors: (a) Vertical column to roof
interface location, (b) horizontal beam location, (c) control location, and (d) rain versus time.
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Figure 6. Amplitude and temperature versus time for broadband sensors: (a) Vertical column to roof
interface location, (b) horizontal beam location, (c) control location, and (d) rain versus time.

The wired AE system was inactive between 18 December 2014 and 20 January 2015 due to
a moisture-related event that adversely affected the laptop. Sensors corresponding to channels 9 and
11 (both at the vertical column to roof interface location) detached from the concrete surface on
27 November 2014 and 23 November 2014, respectively. Localized spalling that occurred at these
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locations during this time period is presumed to be the cause of the detachment. Both sensors were
reattached on 8 April 2015.

Three seismic events occurred during the monitoring period: 14 September 2014 (M2.2),
19 September 2014 (M2.6), and 22 May 2015 (M1.96). Close inspection of data collected during this
period did not reveal a correlation between these events and the AE data. Referring to the definition of
acoustic emission (transient stress waves caused by a rapid release of energy within a material, [13],
AE sensors would potentially be capable of detecting crack growth events caused by a seismic event
provided the crack growth event or events that occurred within the range of sensitivity of the sensors.
In the application at 105-C, the range of sensitivity for minor crack growth events (similar in energy to
that caused by a pencil lead break) is in the range of 3 to 10 feet from each sensor. Due to the frequency
range of AE sensors (30 kHz to 300 kHz), the sensors are not sensitive to global structural vibrations
such as those potentially related to seismic activity.

2.3.2. Evaluation of Data at the Crane Maintenance Area

Figure 7a,b show the cumulative signal strength (abbreviated as CSS) at each monitored location
for resonant and broadband sensors, respectively. Signal strength of an AE hit is a measure of the
area under the recorded signal envelope (sometimes referred to as MARSE, Measured Area under the
Rectified Signal Envelope) [13]. Higher levels of signal strength are associated with higher levels of
energy release due to crack growth events.

Figure 7. Cumulative signal strength (CSS) of: (a) Resonant sensor and (b) broadband sensors.

While the signal strength of an AE hit is related to the intensity of damage growth at a particular
instant in time, cumulative signal strength is related to increases in damage growth rates over
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a particular testing period. Rapid increases in the cumulative signal strength curve are related to rapid
increases in damage growth. The relationship between rapid changes in the cumulative signal strength
curve and damage growth has been utilized to assess damage in different structural systems [26]
including reinforced concrete bridges [12] and corrosion damage in reinforced concrete laboratory
specimens [2,3].

In both Figure 7a,b, it is apparent that sharp changes in the slope of cumulative signal strength
that indicate sharp increases in damage progression related to the vertical column to roof interface
location occurred in several different instances. For example, a sharp increase in damage growth is
noticed at the end of November, between 4 March 2015 and 13 March 2015, and between 8 April 2015
and 15 April 2015. These sharp increases were noticed for both the resonant and broadband sensor
types. As expected, the broadband sensors exhibit slightly lower values of cumulative signal strength
due to the relatively low sensitivity of this sensor type.

The highest change of slope for resonant and broadband sensors at the vertical column to roof
interface occurred at the end of November in 2014. This sudden increase in cumulative signal strength
was accompanied by localized spalling of concrete, which may have caused the detachment of two
sensors previously mentioned. This spalling supports the findings that significant damage occurred
during this time period.

To allow for the comparison of AE activity from each sensor, the response of broadband sensors
was normalized to that of resonant sensors. The normalization was determined based on the application
of a simulated source [25] applied at both resonant and broadband sensor locations on the reactor
concrete block. Pencil lead breaks (PLBs) were applied at different angles around a resonant sensor
(0, 45, 90, 135, and 180 degrees) at distances of 3 inches and 6 inches in each direction. Three PLBs
were applied at each distance. The CSS recorded from PLBs applied at each distance was calculated
separately. The same procedure was repeated for a broadband sensor. The ratio of CSS detected from
the resonant sensor to the CSS from the broadband sensor was calculated for the cases of 3 inches
and 6 inches from the sensor. The average of the ratios achieved at the two distances was found
to be approximately equal to 10. Thus, cumulative signal strength detected from WDI sensors was
normalized using a factor of 10.

Figure 8a is a visual representation of the intensity of damage at each sensor location using
a contour plot. The plot is based on cumulative signal strength results (units of pico-Volt seconds)
where high cumulative signal strength is plotted in red, which indicates high damage while low
cumulative signal strength is plotted in blue. This indicates lower damage. The contour plots show
relative intensity of AE activity.

As seen in the plot, the highest normalized cumulative signal strength values were detected at the
top left of the elevation face sensors and at sensor 9 at the side of the vertical column. The 2D source
location results (for the data detected from the five sensors at the same plane) show that most AE
events were also detected at the top left of the sensor grid, which suggests that damage is progressing
at this location (Figure 8b). Figure 8c likewise indicates very high damage progression in the vicinity
of sensor 9 with the highest value of normalized CSS detected at sensor 9.

Figure 9 shows similar contour plots at the horizontal beam and control locations. Similar to the
vertical column to roof interface location, normalized data was used to generate the plot. The same
contour scale seen in Figure 8 was used to generate the plots. As seen in Figure 9, lower damage
occurred at the horizontal beam location (Figure 9a) and the control location (Figure 9b) when compared
to vertical column-to-roof interface location.
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Figure 8. Vertical column to roof interface: (a) Signal strength contour plot at elevation face sensors,
(b) source location at elevation face sensors, and (c) signal strength contour plot at the side face sensor.

Figure 9. Signal strength contour plot: (a) Horizontal beam location and (b) control location.

2.3.3. Damage Classification Using Acoustic Emission

To provide a means for interpretation of the data, Intensity Analysis graphs were developed
at each AE monitoring location. The method was first introduced by Fowler and others [26] for the
evaluation of fiber reinforced polymer vessels and is based entirely on signal strength. Intensity
Analysis is a graphical method that differs from many other forms of acoustic emission assessments
in the sense that it is focused on trends in the AE data as opposed to individual events. Intensity
Analysis uses two parameters, which are both based on signal strength: (a) historic index (plotted on
the horizontal axis) and (b) severity (plotted on the vertical axis).

Historic index and severity can be calculated using Equations (1) and (2) where N is the number
of hits up to time (t), Soi is the signal strength of the i-th event, and K is an empirically derived factor
that varies with the number of hits. The value of K has been previously selected in one case as:
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(a) N/A if N ≤ 50, (b) K = N − 30 if 51 ≤ N ≤ 200, (c) K = 0.85N if 201 ≤ N ≤ 500, and (d) K = N − 75
if N ≥ 501 [4].

H( t) =
N

N − K
∑N

i=K+1 Soi

∑N
i=1 Soi

(1)

Sr =
1
50

i=50

∑
i=1

Soi (2)

Historic index, H(t), is a form of trend analysis that incorporates historical data in the current
measurement. It is sensitive to changes of slope in cumulative signal strength versus time and compares
the signal strength of the most recent hits to a value of cumulative hits. Severity, Sr, is defined as the
average signal strength for the 50 hits with the highest numerical value of signal strength. The intensity
analysis method has been widely used for the assessment of structural systems during load testing
including reinforced concrete systems [12,27,28] and has been extended to the case of corrosion damage
in pre-stressed concrete specimens [2–4,22].

By plotting the maximum historic index and severity values obtained over the duration of the
test, an Intensity Analysis plot is generated. Due to the relationship between AE signal strength and
damage growth, points that plot upward and to the right are associated with higher levels of damage.

Because Intensity Analysis (IA) uses historical information, an initial point on the Intensity
Analysis plot must be chosen. This may be approached through visual inspection, numerical modeling,
electrochemical measurements (in the case of corrosion damage), coring and petrographic examination,
and other methods including suitable nondestructive evaluation techniques. Only a visual inspection
was practical for the monitored locations within 105-C. Therefore, the initial point was chosen based
on visual inspection.

The values of historic index and severity for the initial point were considered to account for
pre-existing damage such that the historic index value at any time cannot be less than that for the
initial point. For the severity, the distribution of the highest 50 signal strength values collected during
the monitoring period in terms of their scattering from the mean value was used to develop the other
50 signal strength values with the same distribution but have a mean value equal to the severity of
the initial point. Then the highest 50 numerical values from the collective set of 100 signal strengths,
50 from the monitoring period, and 50 developed from the initial point are used to calculate an updated
severity value that takes into account the pre-existing condition.

Figures 10 and 11 are plots of Intensity Analysis results from the period beginning 10 September
2014 and ending 25 August 2015 for data recorded from resonant and broadband sensors, respectively.
For the majority of field applications, only resonant sensors would be utilized due to the increased
sensitivity of this sensor type in comparison to broadband sensors. The use of resonant sensors,
therefore, reduces the number of sensors needed for a given application. However, resonant sensors
do not provide high fidelity representations of the frequency content in comparison to broadband
sensors. One purpose of using the two different sensor types is to investigate the associated differences
in the results. The limits of the Intensity Analysis chart were developed based on data from resonant
sensors [2]. Thus, it is expected that data collected from broadband sensors may yield underestimated
damage classification if the same limits are used.
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Figure 10. Intensity Analysis results for resonant sensors: (a) roof to column interface, (b) horizontal
beam location, and (c) control location.
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Figure 11. Intensity Analysis results for broadband sensors: (a) roof to column interface, (b) horizontal
beam location, and (c) control location.

The preliminary estimation of damage was based on visual inspection during the initial visit to
105-C and was located near the border between the ‘no damage’ and the ‘depassivation’ regions of
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the chart (severity = 300,000 and historic index = 2.0) for both the vertical column to roof interface
location and the horizontal beam location. This assumed level of damage underestimated the actual
condition of the structures since these areas are known to have ongoing corrosion damage. Ideally,
this initial point would be established through a combination of methods including visual inspection
and electrochemical methods. Electrochemical methods, however, were not collected during this part
of the study. For the control location, no damage was assumed and, therefore, the initial point was
located at the left corner in the ‘no corrosion’ region of the chart.

Acoustic emission activity during the monitoring period (approximately one year) at the vertical
column to the roof interface location indicated a progression from the initial state to the severe damage
state for both sensor types. It is noted that the results of IA after approximately 2 months of monitoring
(1 November 2014) showed that corrosion is ongoing at this location. On 1 December 2014, Intensity
Analysis results indicated that severe damage occurred. For monitoring over this relatively short
duration, such a progression from the initial state to the ‘severe’ damage state is indicative of a relatively
high level of ongoing damage growth in the monitored areas. For this plot, the term ‘cracking’ refers
to micro-cracking that is generally non-visible while ‘severe damage’ refers to visible cracking that
may be accompanied by spalling. This result is supported by the spalling that occurred at this location
during the monitoring period.

Acoustic emission data from the resonant sensor and the broadband sensor at the horizontal beam
location progressed from the initial state to the cracking state over the duration of the monitoring
period. This result is also an indication of ongoing damage growth at this location when the relatively
short monitoring period is considered. The broadband sensor results (Figure 11b) indicated less
damage than the resonant sensor results (Figure 10b) especially during the first 3 months of monitoring.
This can be attributed to the lower sensitivity of the broadband sensors.

In contrast to the roof interface location and the horizontal beam location, the intensity analysis
results for the control location indicate no damage progression during the monitoring period and,
therefore, the initial state and final state coincide (plot on top of one another) for the control location.

2.3.4. Remote Monitoring at +48 Level

A cellular connection was used to remotely operate the wireless acoustic emission data acquisition
system. Data from the wireless system was collected between 9 September, 2014 (commencement of
test) and 13 November 2014. Due to the loss of power from the solar power/battery system, 10 days of
data were lost starting from 11 September 2014. The power was reconnected and the system continued
to monitor the connection until 15 October 2014 when a thunderstorm caused a power outage and data
was lost for another 13 days. The system continued to collect data afterwards until the data acquisition
laptop was damaged on 13 November 2014. The damage was most likely due to moisture and was
not repairable.

As described for the wired system data, the raw data was analyzed and appropriate data filters
were used to separate meaningful data from spurious emissions. The limits of the data filters are shown
in Table 2. Figure 12 shows acoustic emission activity in terms of amplitude versus time (showing
both rain and temperature data) collected between 9 September 2014 and 13 November 2014 from the
wireless acoustic emission system. This data set contains a significant number of hits with amplitude
exceeding 80 dB. These hits are of relatively high amplitude and may be correlated to ongoing damage.
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Figure 12. (a) Amplitude and temperature versus time for four wireless sensors at the +48 level and
(b) rain versus time.

One objective of monitoring this location was to assess whether the large vertical crack in the wall
is still active. This vertical crack has a width between 0.125 and 0.25 inches with several small hairline
cracks extending from it in the horizontal direction. Figure 13 plots the cumulative signal strength
(units of pico-Volt seconds) versus time (days) for the collected signals over the monitoring period.
An increasing trend in the acoustic emission activity is observed in the figures, which indicates that
damage may be progressing at this location.

Figure 13. Cumulative signal strength (pVs) versus time (days) for four wireless sensors at the +48 level.

To further investigate the trends in this data set, triangulation algorithms were used to investigate
if AE events were generated from crack growth. Figure 14 shows the source location results from
filtered acoustic emission data. In this figure, each red dot indicates a located acoustic emission event,
which means that all four sensors received data with a specified time increment. The time increment
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was determined based on the characteristic wave speed of the structure, which was experimentally
determined during the installation site visit, and the geometry of the sensor grid. Source location from
raw data was inconclusive since it showed acoustic emission activity throughout the monitored area.
The 6 acoustic emission events from the filtered data set were located in the vicinity of the vertical
crack. These results imply that crack growth or friction between crack surfaces was ongoing in this
area during the monitoring period.

Figure 14. Source location results at the +48 level. Red dots indicate located AE events.

3. Accelerated Corrosion Testing of the Reactor Concrete Block

3.1. Experimental Program

A reinforced concrete block was cut from the reactor facility with a length, width, and depth of
7 feet 4 inches, 3 feet, and 3 feet 4 inches, respectively. An accelerated corrosion test was conducted to
corrode three different areas over the course of this study. Three concrete cores were drilled (3 inches in
diameter and 9 inches in length) at three locations to create different concrete cover thickness for three
vertical steel reinforcing bars adjacent to the cores (Figure 15). During the coring process, a transverse
reinforcing bar was unavoidably cut at a depth of approximately 6 inches from the surface of the
concrete test block specimen.

The test was initiated by placing 3% NaCl solution in the drilled holes to a depth of 3 inches on
2 December 2014. The solution was maintained in the drilled holes for two months to ensure that
chloride concentration reached a needed level for corrosion initiation [29,30]. Wet/dry cycles were
then initiated (three days wet and four days dry) on 19 February 2015 to accelerate the corrosion
process. A galvanic cell was created during the wet days by inserting a copper plate in the cored
locations. Figure 15d shows the ‘as measured’ concrete cover after the cores were drilled.

The first location has a concrete cover of 0.25 inches and was monitored using three broadband
sensors (WDI) and one resonant sensor (R15I) while the second location has a cover of 1.0 inch and
was monitored using four resonant sensors (R6I). The third location has a cover of 0.125 inches and
was monitored using eight resonant sensors (R6I). On 22 May 2015 one of the sensors at the 1.0 inch
cover location was removed from the test block and, on 27 May 2015, it was placed on a small concrete
specimen (control specimen) with dimensions of 3.0 inches × 3.0 inches × 11.25 inches. The control
specimen is not reinforced and, therefore, is known not to have corrosion activity. Data collected from
the control specimen was used to verify the efficiency of the data filters developed during the course
of the project. Acoustic emission activity was recorded continuously throughout the test period.

Half-cell potential (HCP) and linear polarization resistance (LPR) measurements were recorded
once a week with the objective of providing insight related to the corrosion process of targeted
reinforcement locations. HCP method is described in ASTM C876 [31] and is traditionally employed
to determine the likelihood of corrosion activity, which is described in Table 3. Linear polarization
resistance (LPR) is a method used to measure polarization resistance (Rp), which can be used to
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calculate corrosion current (Icorr) and corrosion current density (icorr). These parameters can be used
to estimate the corrosion rate (CR). Figure 16 shows a schematic of the test setup and acoustic emission
sensor layout to monitor the corrosion process of the reinforcing bars. A schematic of the aged concrete
block control specimen is also shown in this figure.

Table 3. ASTM corrosion for Cu-CuSO4 reference electrode [31].

Potential Against Cu-CuSO4 Electrode Corrosion Condition

>−200 mV Low risk (10% probability of corrosion)
−200 to −350 mV Intermediate corrosion risk

<−350 mV High corrosion risk (90% probability)
<−500 mV Severe corrosion damage

Figure 15. Aged concrete block specimen: (a) Left side view, (b) front view, (c) right side view, (d) top
view, and (e) control location.

Figure 16. Schematic of aged reactor concrete test block: (a) Left side view, (b) front view, (c) right side
view, (d) top view, and (e) control location.
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3.2. Results and Discussion

3.2.1. Electrochemical Measurements

Initial electrochemical measurements known as the half-cell potential were taken prior to
the initiation of the conditioning period. These measurements indicated a passive state of steel
reinforcement. The NaCl solution was then placed in the cored areas on 2 December 2015 and
electrochemical readings were recorded weekly thereafter. As shown in Figure 17, three weeks after
conditioning, half-cell potential values were observed to be more negative than −350 mV (referred
to as the corrosion threshold) at all three locations. At the conclusion of the wet/dry cycles, half-cell
potential readings indicated high corrosion risk in one of the three locations (0.25 inch cover location)
and severe corrosion damage (more negative than −500 mV) in the other two locations (0.125 inch
and 1.0 inch cover locations). The 1.0 inch cover location is known to have leakage associated with it
since the NaCl solution drained continuously from this location from the commencement of the testing.
While chloride diffusion is often assumed to be the primary initiator of corrosion damage, the presence
of cracking in the concrete matrix may have a more profound effect on corrosion in some instances.
The 0.125 inch cover and the 0.25 inch cover locations did not experience similar issues with leakage.
The bottom of the hole at the 1.0 inch cover location was sealed with epoxy in the first week of April
in 2015.

Figure 18 shows linear polarization resistance results at the three locations with a logarithmic fit
of the data points. The x-axis in Figure 18 represents the number of days after the solution was placed
in the cored areas (initiated on 2 December 2014). The results indicate that all locations had relatively
high corrosion rates since the polarization resistance was less than 100 ohms [4]. As seen in the figure,
data was not collected between 24 December 2014 and 19 February 2015 (between 22 and 79 days) due
to a malfunction with the potentiostat/galvanostat cable over that time period. This was addressed
and the testing was resumed after 29 February, 2015. Since these readings are taken weekly over a time
span of 300 days and due to the instantaneous nature of the readings, trends in the data set are more
important than readings taken on a particular day. Therefore, trend lines with both upper and lower
estimates are shown in the figures. A statistical method was used to eliminate outliers with low values
to obtain the upper estimate and eliminate outliers with high values to obtain the lower estimate.

3.2.2. Detection of Damage Using Acoustic Emission

Figure 19 shows the acoustic emission activity, in terms of amplitude versus time, recorded
at locations monitored with resonant sensors (the 1.0 inch concrete cover location, the 0.125 inch
concrete cover location, and the control location which was initiated on 27 May 2015). Figure 20
shows the acoustic emission activity recorded using broadband sensors at the 0.25 inch concrete
cover location. The data shown in Figures 19 and 20 was filtered using the data filters discussed in
Table 2. An unusual amount of data that had characteristics related to electromagnetic interference was
continually collected at the control location potentially due to damage in the sensor or cable during
the removal and re-installation process. RMS and Duration data rejection limits were developed and
were able to delete the majority of the false data without affecting data collected from other locations.

As seen in Figures 19 and 20, acoustic emission activity at the 1.0 inch concrete cover location and
the 0.125 inch concrete cover location was higher than the acoustic emission activity at the 0.25 inch
concrete cover location. This is attributed to the inherently higher sensitivity of the resonant sensors.
It is noted that the rate of activity recorded at 1.0 inch concrete cover locations decreased during wet
days after sealing the bottom of the hole.

To reduce the possibility of contaminating the acoustic emission data set with unrelated data
generated from ongoing work in the University of South Carolina Structures and Materials Laboratory,
the acoustic emission data acquisition system was intentionally paused on several occasions. Significant
pauses in data acquisition are shown in the figures. A video camera monitoring the system was utilized
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to cross-verify and to aid in the development of data filters that are specific to ongoing work in the
laboratory environment.

Figure 17. Half-cell potential measurements at: (a) 0.25-inch concrete cover location, (b) 1.0-inch
concrete cover location, and (c) 0.125-inch concrete cover locations.
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Figure 18. Linear polarization resistance (LPR) measurements at: (a) 0.25-inch concrete cover location,
(b) 1.0-inch concrete cover location, and (c) 0.125-inch concrete cover location.
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Figure 19. AE data recorded from resonant sensors on the reactor concrete block specimen: (a) 1.0-inch
concrete cover location, (b) 0.125-inch concrete cover location, and (c) control location.
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Figure 20. AE data recorded from broadband sensors on the reactor concrete block specimen at the
0.25-inch concrete cover location.

Figure 21 shows cumulative signal strength versus time at locations monitored using resonant
sensors. It can be seen from this figure that cumulative signal strength increases rapidly at the
beginning of the test, which corresponds to a period of rapid damage growth associated with corrosion
initiation, enters a dormant period, and then increases slightly near the end of the testing period for the
1.0 inch and 0.125 inch locations. This trend in the data mirrors a trend noticed in the linear polarization
resistance plots. The magnitude of the cumulative signal strength is greater for the 1.0-inch location
when compared to the 0.125-inch location, which indicates increased acoustic emission activity and,
therefore, increased damage growth at the 1.0-inch location. This is consistent with the electrochemical
readings at this location and may be attributable to the presence of cracking in this location. The control
location has minimal cumulative signal strength magnitude as would be expected. The relatively low
cumulative signal strength magnitude at the control location demonstrates that unwanted acoustic
emission data caused by ongoing laboratory activities in the vicinity of the test block specimen were
minimized in the data sets.

The broadband sensor data shows a similar trend of rapidly increasing damage early in the
testing period, which is followed by a relatively dormant period at the 0.25 inch location. This is
shown in Figure 22. The magnitude of cumulative signal strength from the broadband sensors is
lower in comparison to the resonant sensors, which is expected due to the lower sensitivity of the
broadband sensors.

Figure 21. Cumulative signal strength from resonant sensors on the aged concrete block specimen.
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Figure 22. Cumulative signal strength versus time from broadband sensors on the aged concrete
block specimen.

Figures 23 and 24 show the Intensity Analysis results calculated at each location. The estimation
of initial damage for the aged concrete block specimen based on visual inspection and electrochemical
results was located near the border between the ‘no damage’ region and the ‘depassivation’ region of
the chart. For the control location, a lower initial damage state was used since no corrosion damage is
expected in this specimen. AE activity from the resonant sensors at the 1.0-inch concrete cover location
progressed from the initial state to the severe damage zone over the duration of the monitoring period.
AE activity from the resonant sensors at the 0.125-inchconcrete cover location progressed from the
initial state to the border of the cracking and severe damage zones. For the broadband sensors at the
0.25-inch concrete cover location, acoustic emission activity progressed from the initial state to the
border of the cracking and severe damage zones.

Figure 23. Intensity Analysis for resonant sensors on the reactor concrete block specimen.
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Figure 24. Intensity Analysis for broadband sensors on the reactor concrete block specimen.

The above results are indicative of cracking in the concrete matrix due to corrosion activity at all
three locations. As with the electrochemical measurements, the acoustic emission activity indicated
that the most severe damage occurred at the 1.0-inch concrete cover location. As mentioned above,
this location is affected by cracking as noticed through leakage of the NaCl solution at this location.
While many degradation models for reinforced concrete are based on diffusion and, therefore, do not
directly address the presence of cracking in the matrix. The effect of cracking in the matrix may,
nonetheless, be significant. Similarly, many models assume a homogeneous concrete matrix. The lack
of homogeneity in the concrete matrix for actual structures such as the concrete test block may also
play a significant role in the results.

4. Summary and Conclusions

This investigation explores the implementation of acoustic emission monitoring as a remote
structural assessment method. Acoustic emission systems were used to monitor corrosion damage
and cracking in a decommissioned nuclear reactor facility as well as to monitor corrosion damage in
a concrete block cut from the nuclear facility in laboratory conditions. The monitoring period in this
study extended to approximately one year.

The study showed that long-term remote monitoring of ongoing damage in large scale existing
structures is feasible using acoustic emission systems. For the wired system, AC power and cellular
network connection are required for successful operation of the system. No major issues were
encountered in terms of electromagnetic interference with the sensors, external noise and remote
monitoring, and data transfer. The wireless system used has the potential to be used with solar power
paired with cellular connections for the remote monitoring, which makes this approach well suited for
long-term monitoring efforts. However, adequate protection to the electrical components is required
especially in humid environments, which is illustrated by the failure of the data acquisition laptop due
to moisture damage.

For the Reactor Building 105-C Crane Maintenance Area, the acoustic emission activity recorded
at the ‘vertical column to roof interface location’ and ‘horizontal beam location’ varied throughout the
monitoring period and tended to be associated with seasonal temperature fluctuations. The acoustic
emission activity recorded at the ‘control location’ was significantly less when compared to the activity
from the other two locations. Intensity Analysis was used to quantify the damage progression over the
course of the monitoring period for both the broadband and resonant sensor types. The results
of this method were in agreement with visually observed distress in the monitored locations.
The assessed condition of the actively corroding areas progressed from the assumed condition of ‘no
corrosion/approaching depassivation’ to ‘severe damage’ over the monitoring period while no change
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was observed in the state of the control location. It is noted that the assessed condition based on
Intensity Analysis progressed to ‘cracking/severe damage’ within the first two months of monitoring.
This shows the feasibility of this technique to successfully qualify active corrosion damage in structures
in relatively small monitoring periods.

For the Reactor Building 105-C +48 level, the acoustic emission activity at the +48 location also
varied with seasonal temperature fluctuations. This area contained a vertical crack in the exterior wall
and it is possible that crack growth or friction between surfaces of this crack was the cause of much of
the acoustic emission activity. Source location was carried out at this location and events were located
in the vicinity of the vertical crack, which shows the feasibility of acoustic emission to detect and locate
ongoing damage from cracking given that appropriate data filters are used.

For the Aged Concrete Test Block, both electrochemical results and acoustic emission cumulative
signal strength versus time indicated that the corrosion activity occurred primarily during the first
three to four months of conditioning and then continued at a reduced rate. Intensity Analysis based
on the acquired data indicated that damage progressed from the assumed initial condition of ‘no
corrosion/approaching depassivation’, determined based on electrochemical results upon arrival at
the laboratory to ‘cracking/severe damage’ over the monitoring period for all three locations and
for both sensor types. This Intensity Analysis result is similar to the one reported for the ‘vertical
column-to-roof interface location’.

One of the main areas that hinder wide implementation of structural health monitoring systems
is the large amounts of data that is collected and the subsequent effort needed to interpret and analyze
this data in order to produce meaningful assessment of the condition of the structures. An important
contribution of this study is that it proved the ability of well-developed data reduction and damage
assessment algorithms to provide accurate evaluation of the condition of the structures. The results of
the study showed that the developed filtering techniques along with the Intensity Analysis chart used
for corrosion damage classification were able to successfully qualify the damage in the monitored areas.
A method to account for pre-existing damage in the AE Intensity Analysis chart was also developed.
These methods can be easily programmed and used to provide meaningful information to facility
managers without the need for further assessment of large data sets. This can subsequently help in
maintenance planning and prioritization especially in large scale and complex infrastructure systems.

Future research is needed to correlate acoustic emission data to electrochemical measurements
especially in early corrosion stages, which will further enhance the outcome of monitoring. This will
provide more insight regarding the progression of corrosion damage and can ultimately enable
estimation of remaining service life.
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Abstract: Alkali-silica reaction has caused damage to concrete structures, endangering structural
serviceability and integrity. This is of concern in sensitive structures such as nuclear power plants.
In this study, acoustic emission (AE) was employed as a structural health monitoring strategy in
large-scale, reinforced concrete specimens affected by alkali-silica reaction with differing boundary
conditions resembling the common conditions found in nuclear containments. An agglomerative
hierarchical algorithm was utilized to classify the AE data based on energy-frequency based features.
The AE signals were transferred into the frequency domain and the energies in several frequency
bands were calculated and normalized to the total energy of signals. Principle component analysis
was used to reduce feature redundancy. Then the selected principal components were considered
as features in an input of the pattern recognition algorithm. The sensor located in the center of
the confined specimen registered the largest portion of AE energy release, while in the unconfined
specimen the energy is distributed more uniformly. This confirms the results of the volumetric
strain, which shows that the expansion in the confined specimen is oriented along the thickness of
the specimen.

Keywords: alkali-silica reaction; acoustic emission; pattern recognition; confinement; damage
evaluation

1. Introduction

Alkali-silica reaction (ASR) is a chemical processes that has caused damage in concrete structures
such as bridges [1–4], nuclear power plants [5–9], and concrete dams [5,10]. This reaction usually
occurs between alkali hydroxides in the pore solution and the reactive silica in some aggregates.
The result is an alkali-silica gel, which is hygroscopic and imbibes water and humidity. The gel
expands in humidity exceeding 80% [6]. This expansion induces pressure on the concrete matrix
and aggregates and causes micro-cracks and cracks when the pressure exceeds the tensile strength of
the concrete [11,12]. Several traditional methods such as visual inspection, coring, and petrographic
analysis have been utilized for monitoring and identifying the behavior of damage caused by ASR.
Visual inspection is very subjective and depends on experience [13]. In addition, damage can only be
detected by using this method, once it has reached the surface. Coring is a destructive method, which
is discouraged in sensitive structures like nuclear power plants. Moreover, it is difficult to generalize
the global condition of structures through evaluation of a few cores. Petrographic analysis is also
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mostly dependent on the experience of the examiner, is likewise a destructive method, and is costly
and time-consuming. Linking the micro-state of the material examined to the condition of the entire
structure using petrographic analysis is difficult [11], although this is an active research area (RILEM
TC-259). Therefore, to monitor structures affected by ASR, non-destructive and global/semi-global
methods are attractive. Acoustic emission (AE) is a health monitoring approach which acts as a passive
receiver to record internal activities in structures. This method is capable of continuous monitoring
which is not the case with most traditional methods. In addition, AE sensors are very sensitive and
can capture signals due to micro-scale defect formations coming from the internal regions of structures
rather than only those at the surface [14,15]. Several studies have been conducted to evaluate the use
of AE in detecting the damage in concrete caused by ASR in the laboratory [11,16–19].

Lokajíček et al. [16] employed ultrasonic sounding and AE to monitor the microstructural changes
in mortar bars with different levels of aggregate reactivity. The P-wave velocity increased in the first
days of the experiments and then declined abruptly for the specimens with the reactive aggregates.
Furthermore, AE cumulative energy indicated the clear difference between the specimens with
the reactive aggregates compared to the specimens without any ASR reactivity. Farnam et al. [17]
characterized the AE signature for crack formations in aggregates, cement matrix, and interfacial
transition zones (ITZ) during alkali-silica reaction using peak frequency and frequency of centroid
of the AE signals. The high-frequency signals were assigned to the crack formation in the aggregate,
while low-frequency signals were attributed to the crack formation in ITZ and cement matrix.
Abdelrahman et al. [11], conducted an accelerated ASR test on concrete prism specimens. A correlation
between cumulative signal strength and length change of the prism specimens was identified, and an
AE based intensity analysis chart for the classification of ASR damage conditions in correlation with
petrographic damage rating indices was developed.

All previously mentioned, research has been focused on ASR-induced damage detection using
AE data in small-scale specimens (laboratory scale), which is far from the conditions found in real
structures in the field. Furthermore, the stress boundary condition has generally not been taken into
consideration in previous studies, while the stress boundary condition has proven to have a large
effect on damage distribution in concrete structures affected by ASR [20,21].

In this study, acoustic emission is utilized to monitor the effects of ASR on large-scale, reinforced
concrete structures while considering stress induced boundary conditions in completely plane-confined
and partially plane-confined specimens. There are several differences between damage detection of
small-scale and large scale structures using acoustic emission. The main challenge with monitoring of
small-scale structures using AE is reflections. An example of an ASR study using AE on small-scale
specimens was conducted by Abdelrahman et al. [11]. For large-scale structures, attenuation and
dispersion of waves are of primary concern. Many sensors with an appropriate layout are needed for
damage detection and source localization.

The test specimens were assembled, cured, and monitored at the University of Tennessee,
Knoxville, and are part of a test program sponsored by the US DOE Light Water Reactor Sustainability
Program. The confined specimen has a complete confinement provided by a rigid steel frame
and steel reinforcement meshes. The unconfined specimen has partial confinement provided by
steel reinforcement meshes. The specimens without transverse reinforcement resemble construction
reminiscent of nuclear power plant containments. An unsupervised pattern recognition algorithm
was employed to classify the AE signals based on frequency-energy based features. Different damage
mechanisms for the confined and unconfined specimens were identified using AE data.
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2. Materials and Test Setup

2.1. Specimen and Chamber Preparation

In this study, three large-scale reinforced concrete blocks were cast. Two specimens were reactive
and one was a control specimen (Figure 1). Reactive specimens are the specimens that experience
expansion due to alkali-silica reaction. Two layers of steel reinforcement mesh were located at the
top and bottom surfaces of the specimens. The reinforcement mesh includes US #11 Grade 60 with
a nominal diameter of 36 mm (1.41 inches) at 25 cm (10 inches) spacing (Figure 2). The specimens
have 7.62 cm (3 inches) cover at top and bottom of the specimens. Moreover, the square steel plates
were installed on the ends of the rebar to achieve the full development length in a relatively short
distance inside the specimens. For concrete mixture, 350 kg/m3 cement, 175 kg/m3 water, 1180 kg/m3

coarse aggregate, and 728 kg/m3 fine aggregate were used for both reactive and control specimens.
The main difference between the specimens was using of NaOH or LiNO3. In the reactive specimens,
9.8 kg/m3 NaOH solution was added, while in the control specimen 1.9 kg/m3 LiNO3 was included
in the mixture [22].

The coarse aggregates in both control and reactive specimens were greenschist coarse aggregates
from North Carolina, which were highly-reactive. Non-reactive manufactured sand and low-alkali
Portland cement Type II were also utilized in the concrete mixture. Water to cement weight ratio for
both control and reactive specimens was 50%. To increase the alkali content of reactive specimens,
50% sodium hydroxide solution was added to the mixture for reactive specimens. Additionally, a 30%
lithium nitrate solution was added to the control specimens to mitigate the ASR effect. More details
regarding concrete mixture design was presented by Hayes et al. [22].

The specimens shown in Figure 1 have a cubic shape with dimensions of 3.50 m × 3.0 m ×
1.0 m (136 inch × 116 inch × 40 inch). There are two reactive specimens; confined and unconfined
specimens. A rigid steel brace was utilized to restrain the confined specimen from expanding in the
lateral plane. The unconfined specimen does not have a steel brace in its plane. The two reactive
specimens resemble the different stress boundary conditions found in real structures. A 1.5 mm layer
of polyethylene was employed between the concrete and the steel frame in the confined specimen to
reduce friction. More detailed information about the specimens and steel frame design were presented
in Hayes, et al. [22]. In this experiment, the specimens stand on four short, steel columns (76 cm height)
to provide access to the bottom of the specimens.

Each specimen’s formwork was removed 12 days after casting which gave them time for final
finishing and concrete setting. After casting, the specimen surfaces were sprayed with curing
compound and covered with wet burlap and plastic sheets to reduce moisture loss and cracks from
shrinkage during drying. The burlap was kept wet until chamber construction was complete [22].

A large chamber with the dimensions of 16.2 m long, 7.3 m wide, and 3.7 m high was
constructed around the specimens to control the temperature and relative humidity of the environment.
The chamber was equipped with systems that kept the specimens at the environmental temperature of
38 ± 1 ◦C and humidity of 95% ± 5%. The environmental chamber was initiated 26 days after casting
and operated continuously except for shutdown for measurements and inspections [22].
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Figure 1. Test specimens.

(a) (b) 

 

(c) 

 

(d) 

Figure 2. Acoustic emission (AE) sensor locations. (a) Internal AE sensors (broadband); (b) External AE
sensors (resonant); (c) Internal sensors 3 and 6 installation; (d) Internal sensors 1, 2, 4 and 5 installation.
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2.2. Measurement Equipment

To measure the strain inside the specimens, two kinds of strain sensors, alkali-tolerant strain
transducers (KM-100B from Tokyo Sokki Kenkyujo) and long-gauge fiber optic extensometers (from
SMARTECH/Roctest), were employed. In total, sixty-four 100 mm-gauge strain transducers were
placed inside the specimens, along with the specimen dimensions. The sensors were fixed on the
support fabricated by smooth steel bars with a diameter of 3 mm. Additionally, five high-precision,
fiber optic extensometers were installed inside the specimens. The sensors in the X-Y plane had 1.5 m
and 1.8 m gauge lengths and were located at the bottom of the specimens. Two fiber optic sensors
were installed along the specimen thickness with a gauge length of 0.8 m [22].

Seven acoustic emission sensors were utilized in each of the confined and unconfined specimens
(reactive specimens) as shown in Figures 1 and 2. Two sensors were employed for the control specimen.
The internal AE sensors were broadband WDIUC-AST (manufactured by MISTRAS Group, Inc.,
Princeton Junction, NJ, USA), with an operating frequency range of 200–900 kHz and an internal
low-noise 40 dB preamplifier. The external sensors were resonant R6I-UC (manufactured by MISTRAS
Group, Inc., Princeton Junction, NJ, USA), with an operating frequency range of 35–100 kHz and an
internal 40 dB preamplifier. The special polymer coating on the sensors (internal and external) with
an internal waterproof cable makes the sensors insulated, non-conductive, and capable of operating
under water.

Three broadband sensors were installed inside the reinforcement cages prior to casting for reactive
specimens and one sensor was installed in the control specimen. Sensors 1, 2, 4, and 5 were attached
under the second layer of top reinforcement mesh (under reinforcement in the Y direction) with epoxy
and fastened to the rebar by several cable ties and duct tape, with the sensing surface facing downward
along the negative Z axis (Figures 1d and 2d). Sensors 3 and 6 were in the middle of the specimen
thickness, with the sensing surface facing toward the negative X axis (Figure 1d). Sensors 3 and 6 were
attached on the supports by epoxy and duct tape and cables were fastened on the support by cable ties
(Figure 2c). The supports were fastened to the top and bottom reinforcement meshes. The locations of
internal sensors were colored on the top reinforcements to avoid over-vibrating during casting and
potentially decoupling the sensors.

Four resonant sensors were attached at the bottom of the reactive specimens and one to the
control specimen (Figure 2b). The resonant sensors were attached with epoxy on the surface of the
concrete and fixed by holders as shown in Figure 2b. Internal and external sensors are referred to
as broadband and resonant sensors, respectively, in this paper. The holders were made of stainless
steel and polyurethane pads were attached between the concrete and the holders to avoid potential
corrosion in the holders.

External and internal sensors pose differing technical challenges. Internal sensors are of scientific
interest and are not well-suited for implementation in existing structures. One potential technical
consideration is the formation of voids around the sensors due to concrete shrinkage. This may result
in interruption of data or reduction of sensitivity. Another technical challenge is lack of access after
casting. The external sensors are accessible, but decoupling may be a consideration.

A 16-channel Sensor Highway II (SHII), manufactured by MISTRAS Group, Inc. (Princeton
Junction, NJ, USA), was utilized as a data acquisition system. The sensitivity of external sensors was
checked by applying Hsu-Nielsen sources [23].

The sampling rate was set to 1000 kHz. Pre-trigger time is the period required for data acquisition
to save a signal prior to threshold intersection, which was set to 256 μs. HDT (hit definition time) is the
time for which if a signal crosses the threshold the signal will continue until the end of HDT without
stopping. HDT was set to 400 μs. HLT (hit lockout time) is the time defined at the end of a signal
for neglecting any reflected signal that exceeds the threshold, which was set to 200 μs. PDT (peak
definition time) is the time which ensures correct identification of the signal peak for rise time and
peak amplitude measurements [24]. In this study, PDT was set to 200 μs. The initial threshold was
32 dB.
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3. Analysis Method

3.1. Pattern Recognition Algorithm

To identify the damage mechanisms in the reactive specimens a pattern recognition algorithm
was employed for data classification. Pattern recognition is under the machine learning field and has
two major types: unsupervised and supervised. When a background history for a data set is available
or the data set has labeled classes, supervised pattern recognition is employed. If there are no labeled
classes available, unsupervised pattern recognition can be utilized to identify the potential patterns in
the data set based on the selected features.

An agglomerative hierarchical clustering algorithm [25] was employed for classifying the AE
data into subsets. The clustering procedure is chronologically illustrated in Figure 3. The first step in
the pattern recognition was deriving the frequency-based features for the signals. AE signals were
transferred into the frequency domain using the Fast Fourier Transform (FFT). The FFT amplitude
spectra were determined for each AE signal and the frequency domain was divided into ten frequency
ranges. Then, signal energy in each frequency range was calculated and normalized to the total energy
of the signal. These ten signal energies are the signal features. For example, in Figure 3a, the area of the
hatched region is the energy of the signal in the frequency band from 200 kHz to 250 kHz. This value is
normalized to the total energy of the signal, which is the entire area under the FFT spectrum. Principle
component analysis (PCA) was used to reduce redundancy in the data. In this analysis, the original
data is projected to the new orthogonal coordinates having high variation. An input for PCA is a
matrix with the number of columns and rows equal to the feature numbers and the number of hits.
Then a variance-covariance matrix for the features was calculated. The coefficients and variance of a
specific principle component were calculated by eigenvalue analysis of the variance-covariance matrix.
The principal components were selected in a way that represented more than 90% of the entire data.
The principal components of the original features were selected as the input features for the pattern
recognition algorithm. The algorithm initially calculated the Euclidian distance between the resulting
data from PCA analysis. The result was a proximity matrix that contained distances between the
original objects (data).

The objects were initially linked together according to calculated distances in the previous step
and Ward’s method. Ward’s method is based on calculating the total within-cluster sum of squares
of the data resulting from combining the clusters [25]. In each level, the data was merged into a
binary linkage and the clusters were again merged into new clusters according to the Ward’s method.
This procedure was continued to form a single cluster which includes all data. The number of the
cluster was determined according to the developed dendrogram and the height of each link with
respect to the adjacent links [26].
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Figure 3. Clustering procedure. (a) Energy-frequency based feature extraction; (b) Flow chart of data
clustering steps.

4. Results and Discussions

The internal strains of the specimens in X, Y, and Z directions were recorded from the casting date.
The results are presented up to 200 days in Figure 4. The data is presented from 51 days in the figures
since external sensors were attached in this day and all the figures in this paper remain in a same
time scale for a convenient comparison. Figure 4a shows the average expansion along the specimen
dimensions for the reactive specimens and the average volumetric expansions for both reactive and
control specimens are presented in Figure 4b. The results for volumetric strains show that reactive
specimens were expanded. Conversely, the control specimens had no expansion and the internal strain
was relatively constant, only showing small shrinkage over time. However, the volumetric strains for
both confined and unconfined specimens were very close. This observation indicates that an imposed
confinement in the specimens did not influence the expansion of the entire specimens (volumetric
strain). Furthermore, the confinement changed the direction of expansion (Figure 4a).
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Figure 4. Strain distribution of specimens versus concrete age. (a) Directional expansion;
(b) Volumetric strain.
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Generally, the expansion through the thickness of the reactive specimens (Z direction) is much
larger than the expansion throughout the X-Y plane, due to partial or complete confinement in the
plane and lack of steel reinforcement through the thickness. The maximum strains in the Z direction for
confined and unconfined specimens are approximately 3.6 and 2.1 times the strain in the Y direction,
respectively, at 200 days. The steel frame in the confined specimen causes a reduction of both in-plane
strains. In the confined specimen, the strain along the X direction is less than the Y direction, while in
the unconfined specimen, the strain along X and Y are almost the same. The strain along the X direction
in the confined specimen is 58% of the strain along the X direction in the unconfined specimen at
200 days. However, the strain along the Y direction in the confined specimen is 84% of the strain along
the Y direction in the unconfined specimen at 200 days. Moreover, the confinement in X-Y plane for
the confined specimen caused an increased strain rate along the Z direction (thickness). The expansion
strain rate in terms of time decreases at the point around 150 days, which is named inflection point
as seen in Figure 4. The inflection point in volumetric strain is considered as one of the important
point for ASR modeling, where the curvature of volumetric strain is changed [27,28]. The latency
and characteristic times (two modeling parameters) are experimentally determined by knowing the
location of inflection point [6,28]. The inflection point is shown in Figure 4b and marked in other
figures in this paper.

Acoustic emission data was recorded through the internal sensors from the casting day and
resonant sensors started recording from the concrete age of 51 days. Filtering AE data is an important
step for reducing the amount of non-relevant data for post-processing. The possible sources of false
AE data can be friction between the structural components, such as the steel frame and specimens,
and water dripping from the chamber ceiling due to high humidity. Two different filtering procedures
were developed to minimize the non-genuine data for the internal and external sensors, separately.
The filtering is different for the internal and external sensors due to their differences in sensitivity
and location. For instance, the internal sensors are much less sensitive than the external sensors
and were located inside the specimens, thereby receiving less environmental noise. The AE data
below 32 dB and 41 dB for the internal and external sensors was filtered from the data set. Then, the
signals were further filtered using a Swansong filtering procedure [29,30]. This method is based on
the observation that genuine AE signals with high amplitude should have long duration and vice
versa [11]. Therefore, false signals in this method are categorized by long duration with low amplitude
and short duration with high amplitude. The data is presented in terms of duration versus amplitude
distribution. Signals which did not comply with the characteristics of genuine signals were deleted
based on visual observation of the waveforms. The rejection limits for the internal and external sensors
are presented in Table 1. In addition, suspicious signals were removed by inspection of waveforms
and the chamber activity timetable provided by the University of Tennessee, Knoxville. The filtered
AE data from 50 to 195 days after casting for all sensors is presented in Figure 5. The figure illustrates
the amplitude and cumulative signal strength (CSS) in terms of specimen age. The time window of 50
to 195 days was selected because the highest strain change rate occurred during this period. The gap
in the data from 65 to 100 days is missing data due to a difficulty with the data acquisition system
caused by an unexpected energy surge. The amount of data in the control specimen is much lower
than the data for the reactive specimens. The difference between AE data for the control and reactive
specimens is also observable from plots of cumulative signal strength versus time (Figure 5). Therefore,
the relatively high AE activity for the reactive specimens can likely be associated with expansion
caused by the alkali-silica reaction.
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Figure 5. Amplitude and cumulative signal strength of AE data in terms of concrete age. (a) Confined
specimen; (b) Unconfined specimen; (c) Control specimen.

Table 1. Duration-amplitude rejection limits.

External Sensor Internal Sensor

Amplitude (dB) Duration (μs) Amplitude (dB) Duration (μs)

41–43 400< 32–35 155<
44–45 500< 36–42 260<
46–47 600< 43–100 330<
48–49 650< - -
50–53 820< - -
54–56 940< - -
57–65 1080< - -
66–100 1400< - -

4.1. Acoustic Emission Energy Release

To enable comparisons between the confined and unconfined specimens only AE data recorded
by the internal sensors is discussed. These sensors are less sensitive than the resonant sensors, which
results in lower volumes of data. The main reason for choosing the broadband sensors is that their
broad frequency response makes them suitable for frequency analysis. The resonant sensors attached
on the bottom surface of the specimens are more representative of what may be used in practice for
optimized detection and source location. Three dimensional source location of large-scale specimens
requires a method to accurately calculate time of arrival for very weak signals, which is a future step
of this research. This study involves frequency analysis and therefore focuses on broad band sensors.
Analysis of the resonant sensor data is a future consideration.

In Figure 1, the red marks and corresponding labels in red font denotes the schematic sensor
locations for both confined and unconfined specimens. Sensor coordinates are presented in Table 2.
The last column of the table represents the coordinates of normal vectors, which are perpendicular
to the sensing surfaces of sensors and the directions of vectors are toward the outside of the sensors.
The orientation of sensors is shown in Figure 1d.
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Table 2. Sensor coordinates.

Sensor No. X (m) Y (m) Z (m)
→
n

Sensor 1 1.08 1.91 0.86 (0,0,−1)
Sensor 2 1.85 0.78 0.86 (0,0,−1)
Sensor 3 2.34 1.46 0.5 (−1,0,0)
Sensor 4 1.1 1.59 0.86 (0,0,−1)
Sensor 5 1.83 0.88 0.86 (0,0,−1)
Sensor 6 2.36 1.59 0.5 (−1,0,0)

The AE cumulative signal strengths of the internal sensors for the reactive specimens are presented
in Figure 6a,b. The total CSS versus time for the confined specimen is much higher than the CSS for
the unconfined specimen at 195 days (the CSS for the confined specimen is 2.35 times the value for the
unconfined specimen). Moreover, in Figure 5a,c, it can be seen that a significant portion of released
AE energy is attributed to sensor 3, which is located at mid-height of the confined specimen. The CSS
rate for sensor 3 (5805 pVs/Day) is much larger than for sensors 1 and 2 (1545 and 1212 pVs/Day),
thereby increasing the difference in the CSS between the sensors. On the other hand, this trend in
the confined specimen is not observed in the unconfined specimen where AE energy release is not
concentrated in one specific sensor. The distribution of energy was approximately uniform among the
sensors. However, the CSS for the sensors at the top reinforcement mesh (sensors 4 and 5) is larger
than in sensor 6.
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Figure 6. Cumulative signal strength (CSS) contribution for sensors. (a) CSS vs. age of concrete for
confined specimen; (b) CSS vs. age of concrete for unconfined specimen; (c) Normalized CSS for
confined specimen; (d) Normalized CSS for unconfined specimen.

These observations illustrate that the confined specimen has larger AE energy release in the
middle layers of the specimen, which is increasing with the progression of the ASR reaction, than
the unconfined specimen. This may be due to a larger expansion strain through the thickness of the
confined specimen. This large expansion is expected to cause more damage through the thickness
of specimen and consequently more AE energy release at middle of the thickness. In the unconfined
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specimen the crack distribution is expected to be less anisotropic than in the confined specimen.
Therefore, it is expected that the AE energy was more uniformly distributed through the thickness of
this specimen.

4.2. Pattern Recognition of AE Data

The AE signals were classified according to the agglomerative hierarchical algorithm as explained
in Section 3.1. Dendrograms resulting from the analysis are presented in Figure 7. Dashed red lines in
the subfigures indicate the desired height of links for clustering. The results of the pattern recognition
show three clusters for each reactive specimen (both confined and unconfined). The clusters of
confined specimens are indicated by Cluster-1, Cluster-2, and Cluster-3. Accordingly, the clusters of
the unconfined specimen are labeled Cluster-4, Cluster-5, and Cluster-6. The horizontal axis in Figure 7
gives the data labels, which show either labels of the original data sets (signal number) or the label
number of the clusters that resulted from merging the original data. The height of each link shows
the distance between the two objects. Each link between two objects is shown by an upside-down
U-shaped line in the figure. The data is shown in terms of the first three principal components (PC) to
visualize the distribution of clusters with respect to each other in Figure 8. Although some signals in
the cluster 5 and 6 were not ideally separated, in general, the clusters indicate a reasonable separation
in the PC space (Figure 8). The reason for an overlap between clusters 5 and 6 is that some signals in
cluster 5 have a similar energy contribution in a specific frequency range to some signals in cluster
6. As seen in Figure 9b, clusters 5 and 6 have similar average energy contribution between 250 to
300 kHz.
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Figure 9. Average normalized signal energy in frequency domain. (a) Confined specimen;
(b) Unconfined specimen.

The average energy of signals in terms of frequency ranges is shown in Figure 9 for the reactive
specimens. These values, as previously mentioned, were calculated using the FFT amplitude spectrum.
Afterward, the calculated values were normalized by the total energy of the signal. The average
values for each cluster were then calculated. The energy shift to the higher frequency components for
the unconfined specimen is apparent when viewed alongside the confined specimen. The clusters
in each specimen can be separated based on the frequency content. In the confined specimen,
the low-frequency cluster (Cluster-1) has approximately 69% of its energy in a frequency range
of 0–100 kHz. The medium-frequency cluster (Cluster-2) has 42% of its energy concentrated in a
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frequency range of 50–150, while the high-frequency cluster (Cluster-3) has 51% of its energy between
150–300 kHz.

In the unconfined specimen, the low-frequency cluster (Cluster-4) has 62% of its energy in a
frequency range of 0–150 kHz and the medium-frequency cluster (Cluster-5) has 49% of its signal
energy in the frequency range of 150–300 kHz. The high-frequency cluster (Cluster-6) has 54% of its
signal energy concentrated between the frequencies of 300–450 kHz. The Cluster-3 and Cluster-5 share
similar frequency content. More signal features for the clusters are illustrated in Figure 10. The average
feature values for each cluster were normalized by the maximum feature values for each cluster. In the
confined specimen, Cluster-1 initiated at a higher concrete age (data was analyzed through a concrete
age of 195 days) than clusters with higher frequencies (Cluster-2 and Cluster-3). The average amplitude
of the signals in Cluster-3 (the highest frequency) is higher than the other signals. Average signal
strength for Cluster-1 is lower than the values for Cluster-2 and Cluster-3, and duration is higher for
the cluster with the lowest frequency content, for example, Cluster-1.
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Figure 10. Normalized signal features. (a) Confined specimen; (b) Unconfined specimen.

A clear correlation is present between the frequency content of the signal clusters and the rise angle
values (rise time over amplitude ratio) as has been observed by other researchers [31,32]. The higher the
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frequency components are in a signal, the lower rise angle value the signal possesses. In the unconfined
specimen, Cluster-5 and Cluster-6 exhibit higher hit rates at the higher concrete age compared to
Cluster-4, and the average amplitude of signals for the clusters with higher frequency components
is slightly higher than for signals in Cluster-4. However, the average duration for the signals in the
cluster with the low-frequency components (Cluster-4) is much longer than the duration for Cluster-5
and Cluster-6.

In Figure 11, the variation of cumulative signal strength in terms of the age of the concrete for
each cluster is presented. The cumulative signal strengths were normalized by the maximum value
for each specimen. In the confined specimen, the signals with the highest frequency components
(Cluster-3) have dominant CSS from the early age. However, the CSS of Cluster-2 is very close to the
CSS of Cluster-3 up to the concrete age of 150 days. After 150 days, the CSS rate for Cluster-3 increases,
while the CSS rate of Cluster-2 continues with approximately the same rate. The signals in cluster
Cluster-1 have negligible signal strength compared to Cluster-2 and Cluster-3 and initiate primarily
after 120 days. In the unconfined specimen, the AE energy is primarily attributed to cluster Cluster-4
up to approximately 150 days. After 150 days, the clusters with the higher frequency components
(Cluster-5 and Cluster-6) become prominent in terms of AE energy release.
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Figure 11. Normalized cumulative signal strength. (a) Confined specimen; (b) Unconfined specimen.

The distribution of total AE signal strength for the classified clusters and sensors at different ages
of the concrete (66, 150, 195 days) are illustrated in Figure 12. These distributions are referred to as
signal strength contribution factors (SSCF). The 66th day and 195th day were selected to illustrate the
trend of data at the beginning and end of the evaluated time window. The 150th day was selected
because in both reactive specimens there was an obvious change in the rate of CSS of the clusters
with high-frequency components in comparison to the lower frequency components. The figures
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on the left show results of the confined specimen and the figures to the right show data from the
unconfined specimen.
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Figure 12. Distribution of total AE signal strength in terms of clusters and sensors. (a) Confined
specimen at age of 66 days; (b) Unconfined specimen at age of 66 days; (c) Confined specimen at age
of 150 days; (d) Unconfined specimen at age of 150 days; (e) Confined specimen at age of 195 days;
(f) Unconfined specimen at age of 195 days.

In the confined specimen, most of the energy contribution is related to Cluster-2 (energy
concentration in 50–150 kHz) and Cluster-3 (energy concentration in 150–300 kHz). The SSCF for
Cluster-3 is increases with time, particularly after 150 days. Most of the AE energy for Cluster-3
is concentrated in sensor 3 (mid-thickness of the specimen) after 100 days. Cluster-2 and Cluster-3
both have prominent AE energy at sensor 2 before the 66th day. Then the highest AE energy portion
moves to sensor 3, whereas SSCF of Cluster-2 is much lower than Cluster-3, especially after 150 days.
The SSCF for cluster Cluster-1 is negligible compared to other clusters. In the unconfined specimen, the
highest SSCF is for cluster Cluster-4 (energy concentration between 0–150 kHz) at sensor 4 (attached to
top reinforcement) at 66 days. However, this energy contribution decreases with time, and the SSCF of
the clusters with high-frequency components (Cluster-5 and Cluster-6) increases with time. There is no
obvious energy concentration in the sensor located at mid-thickness of the specimen (sensor 6), which
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is different from what is observed in the confined specimen. In both specimens, the SSCF declines
in low-frequency signals and increases in high-frequency signals with time. This trend in signal
frequency from low to high in the confined specimen is not pronounced before 150 days. The SSCF
for cluster Cluster-3 is slightly greater than the Cluster-2 at 150 days. The signal frequency trend
initiates primarily after 150 days in this specimen. On the other hand, in the unconfined specimen, the
frequency content evolution of AE signals is obvious from an earlier stage of ASR reaction (66 days)
and is more significant after 150 days.

The confined specimen has a higher extensional strain along the Z direction than the unconfined
specimen (approximately 42% more at 195 days). This expansion leads to tension concentration
through the thickness of the confined specimen. Since there is no confinement through the specimen
thickness it is susceptible to crack formation. In the unconfined specimen, the expansion strain is more
evenly distributed between the X-Y plane and the thickness. Therefore, the tension is more uniformly
distributed in the entire specimen in comparison to the confined specimen. This is also observable from
the AE data, where sensor 3, located at the mid-height of the confined specimen, has a larger SSCF
than the unconfined specimen (e.g., 65% for the confined specimen versus 35% for the unconfined
specimen at 195 days).

As mentioned previously, the frequency of AE signals progresses from low to high as the concrete
ages. This may be attributable to the formation of cracking through the coarse aggregate due to ASR
progression. The crack formation inside the aggregate is expected to have higher frequency components
than the cement matrix and interfacial transition zone (ITZ) as mentioned by Farnam et al. [17].
The transition from low-frequency signals to the high-frequency signals in the confined specimen
initiated later than for the unconfined specimen (after 150 days). However, there are different
contradictory hypotheses relating to formation of cracks in concrete due to ASR [33]. For instance,
osmotic pressure theory was proposed by Hanson to describe the mechanism of expansion [34]. In this
theory, the cement paste surrounding to reactive aggregates acts as a semi-permeable membrane,
which water solution can pass inside the region around the reactive aggregates, but alkali-silica ions
are enclosed in the reactive regions. This causes osmotic pressure and alkali-silica gel swells and exerts
pressure to the cement paste. This pressure leads to crack formation in the cement paste [34]. McGowan
and Vivian also proposed a similar theory as osmotic theory, which transforming a solid alkali-silica
layer on a reactive aggregate to a gel by absorbing moisture from the pore solution was explained
as a main reason of cracking in the cement paste due to ASR [35]. Bazant and Steffens suggested
that the cracking is caused in the cement paste and interfacial transition zone due to accumulation of
alkali-silica gel in the interfacial transition zone and resulting gel pressure [36]. On the other hand,
Dron and Brivot assumed that crack formation occurred far away from reactive aggregates due to
diffusing dissolved silica away from aggregate into the pores in the cement paste [37]. Some researchers
observed that ASR gel initially forms inside a reactive aggregate and causes the pressure and crack
formation inside the aggregate and surrounding cement paste [12,38–41]. Ponce and Batic [42] related
the cracking pattern of concrete due to ASR to the types of reactive aggregate. ASR cracks start to form
inside aggregate or in the cement matrix depending on the aggregate type [42].

In the confined specimen, the CSS rate of Cluster-3 (energy concentration 150–300 kHz), started
to increase at the age of 150 days. In the unconfined specimen, the CSS rate for the cluster with the
higher frequency components also increases around that time. 150 days is close to the inflection point
of the volumetric strain curve, after which point expansion rates decrease. In addition, the first visible
cracks were observed at the age of 150 days on the sides of the unconfined specimen, but no cracks
were visible on the top surface of the unconfined specimen. Cracks could not be traced in the confined
specimen on the sides due to the steel confinement frame. From the above observations, 150 days is a
significant time period for ASR in the specimens, which generally agrees with trends in the AE data.

220



Appl. Sci. 2018, 8, 2148

5. Conclusions

Acoustic emission was utilized for monitoring the activities caused by ASR in large-scale
reinforced concrete specimens. The specimens resemble common nuclear power plant containments
with no shear reinforcement. An agglomerative hierarchical algorithm was used to classify the AE data
based on the energy-frequency dependent features to study and identify the damage mechanisms in
the specimens with different stress boundary conditions. The conclusions of this study are summarized
as follows:

• A significant portion of the AE data (in terms of cumulative signal strength) in the confined
specimen was recorded by sensor 3, which was located at mid-thickness. However, the portion
of cumulative signal strength for the corresponding sensor at mid-thickness of the unconfined
specimen was less in comparison to the other two sensors in that specimen. This agrees with
expectations, as the confined specimen exhibited increased out-of-plane expansion in comparison to
the unconfined specimen, meaning that the crack distribution is expected to be more concentrated
near mid-thickness of the confined specimen than near the reinforcement layers.

• The frequency contents of signals in the confined and unconfined specimens evolved from
low to high frequency with the age of concrete although this evolution started later in the
confined specimen than the unconfined specimen. Since the high-frequency AE signals have been
associated to the cracking in aggregates [17], different crack mechanisms in aggregate for the
confined and unconfined specimens are expectable. However, there are different contradictory
ASR cracking hypotheses that have been proposed by the researchers [33–38,41–43].

• There is a coincident point observed in the strain curves and the CSS of Cluster-3 in the confined
specimen and Cluster-6 in the unconfined specimen. The CSS rate in terms of concrete age
increases at the time (around 150 days), when the strain rate is decreasing. This point is named
as inflection point of strain curve, where the curvature of strain curve changes from positive to
negative. The inflection point location in terms of concrete age depends on the kinetic of ASR
reaction and diffusion process. Determining the inflection point, latency and characteristic time
are experimentally estimated, which are the two important modeling parameters. According to
the results of AE data and clustering, the inflection point location in terms of concrete age could
be estimated from the variation in CSS rate change of clustered AE data.

• Monitoring of a structural system with acoustic emission can provide useful information regarding
condition based maintenance and/or retrofit. For example, one potential time of action for
treating affected structures is around the inflection point in the volumetric strain curve which
can be approximated through acoustic emission data. This point coincided with observation of
first visible surface cracking. After identifying the time of action, treatment methods may be
implemented to mitigate the effects of ASR. Injection of lithium solution is a chemical alternative
to mitigate ASR provided that enough solution penetration in the structure can be achieved.
Another method is to remove moisture through coatings and sealers such as silane sealers and
bituminous or elastomeric coatings. After conducting these methods, structures should be
monitored for enough time to evaluate the efficiency of the method or methods.
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Abstract: The accuracy of an acoustic emission (AE) source location is always corrupted by outliers
due to the complexity of engineering practice. To this end, a preconditioned closed-form solution
based on weight estimation (PCFWE) is proposed in this study. Firstly, nonlinear equations are
linearized, and initial source coordinates are obtained by using equal weights. Residuals, which are
calculated by source coordinates, are divided into three regions according to normal distribution.
Secondly, the weight estimation is developed by establishing the relationship between residuals and
weights. Outliers are filtered by the iteration between the weight estimation and source location.
Subsequently, linear equations are reconstructed with the remaining measurements containing no
outliers, while they are ill-conditioned. Finally, the preconditioning method is applied to weaken the
ill condition of the reconstructed linear equations, so as to improve the location accuracy. This new
method is verified by a pencil-lead break experiment. Tests results show that the location accuracy
and stability of the new method are superior to traditional methods. In addition, outlier tolerance
and the velocity sensibility of the new method are investigated by simulating tests.

Keywords: acoustic emission; closed-form solution; outlier; time difference of arrival; weight estimation

1. Introduction

The acoustic emission (AE) source location method based on sensor array has been a hot research
topic with widespread applications in many fields of structural health, underground tunneling,
and deep mining [1–7]. Nevertheless, locating the source is not a simple task, because there are two
major challenges, namely: measurement errors and real-time implementation [8–12].

The least squares principle, which is employed in most methods, can achieve a favorable location
accuracy on the condition that all of the measurements are accurate or only have minor errors [13–18].
However, adding an outlier will cause the residual value to dramatically increase, which is enlarged
due to the square nature of the least squares principle, and the location performance to significantly
deteriorate [19,20]. Accurate estimation for the arrival times of acquired signals associated with each
sensor is the underlying challenge for the most picking-based location method. Researchers have
proposed varying algorithms, trying to pick arrivals accurately and in real-time, such as a short and
long-time average ratio [21], higher order statistics method [22]. However, these methods only have
good performances in clean or high signal-to-noise ratio environments. Niccolini et al. [23,24] proposed
the joint autoregressive modeling of noise and the signal in windows using Akaike information
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criterion with an automatic procedure for signal data processing under a low signal-to-noise ratio
environment. This method, which can eliminate certain false or doubtful arrivals before the source
location, can be utilized to obtain the real-time arrivals and reduce the probability of an outlier.
However, it does not mean that all of outliers will be eliminated, because there are other factors that
can generate outliers besides the background noise. Practical applications of monitoring systems have
reported that the sensors are easy to be triggered incorrectly by interference signals due to the complex
engineering environment, which brings external outlier signals [25,26]. In addition, outliers can also
occur in these cases, such as signal interference, sensor location errors, weak and ambiguous of arrivals,
interchannel crosstalk, or simply hardware failure. Therefore, all the above cases may bring outliers
in measurements, especially in the use of automated picking methods. Considering the difficult
acquisition of an accurate measurement and the deterioration effect of the outliers on the source
location, the error-tolerant location methods have been developed by scholars to reduce the influence
of outliers [27,28].

A large amount of error-tolerant methods of time difference of arrival (TDOA) have been proposed,
which can be classified into nonlinear methods and linear methods [29–33]. Nonlinear location
methods, including maximum likelihood [34,35], the virtual field optimization method [36], and the
least absolute deviation method [37], have been suggested to improve the error-tolerance. To gain the
optimum solution of these nonlinear methods, iterative techniques should be used because of nonlinear
TDOA equations. Alternative choices include the simplex method [38], Newton iterative method [39],
and the Gauss–Newton method [40]. However, these methods not only require an appropriate guess
of initial location near the true solution, which is difficult to obtain in practice, but also probably
suffer from convergence problems and a large computational burden caused by the iterative nature.
Compared with nonlinear methods, linear methods in the close form guarantee the convergence and
real-time implementation. The weighted least squares algorithm, which gives different weights to
different equations, is a generic form of the error-tolerant closed-form solution. Two-step weighted
least squares (TSWLS), which linearizes the nonlinear TDOA equations by introducing an additional
variable [41–44], is one of the prevalent weighted least squares methods. This method has been widely
used in various fields as a benchmark for subsequent studies [9,31,45]. Firstly, source location and
the additional variable are considered independent variables to conduct the estimation. Secondly,
the estimation is developed by considering the relationship between the additional variable and the
source location. However, the covariance matrix of measurement errors used in this location process is
difficult to accurately estimate, which causes performance degradation at the source location [9].
Unlike the method of weight least squares, Dong et al. [46] recently proposed comprehensive
closed-form solutions using a set of sensor networks and the logistic probability density function, so as
to improve the location accuracy. However, location errors of the closed-form solution are still large,
because only six sensors are considered in each calculation process, and the coefficient matrix of the
linear equations is close to ill-conditioned. In addition, since many subsets of six sensors exist, it
requires enormous computing power; thus, it has a poor performance in real-time implementation [47].

Aiming at improving the error-tolerance and real-time implementation of the AE source location,
this paper proposes the preconditioned closed-form solution based on weight estimation (PCFWE)
to seek the optimal source coordinates by filtering outliers and reducing the ill condition of linear
equations. PCFWE is also compared with the TSWLS [41] and linear least squares (LLS) methods.
The effectiveness and accuracy of the proposed PCFWE are verified by the pencil-lead break
experiment and simulating tests. In Section 2, the ordinary closed-form method that fairly treats
all of the measurements is stated. In Section 3, the theory of the proposed method is formulated
mathematically. In Section 4, the location results of the pencil-lead break experiment are reported.
Finally, outlier tolerance and the velocity sensibility of the proposed method are discussed and
concluded in Section 5.
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2. Ordinary Closed-Form Method

To achieve an accurate and real-time AE source location, many closed-form methods exploiting
the LLS principle are proposed [15,16,48,49]. The process of the ordinary closed-form location method
mainly contains two steps as follows. Firstly, nonlinear equations are transformed into linear forms to
reduce the difficulty in solving nonlinear equations by iterative methods. Secondly, the LLS principle
is incorporated to solve the overdetermined liner equations, which can use as many measurements
as possible, and yield a better location accuracy than those that only use a minimum number of
measurements [50,51], i.e., the number of equations is equal to the number of unknowns. From the
viewpoint of error control, the dataset is statistically more reliable, and the array geometry is more
reasonable when more measurements are used. The process of an ordinary closed-form location
method with the LLS principle is stated as follows.

Assuming that an AE source is located at source θ (x, y, z), and the n + 1 sensors are located at
Si (xi, yi, zi) (i = 0, 1, ···, n), for an arbitrary AE event, the source coordinates satisfy the following
control equations:

(xi − x)2 + (yi − y)2 + (zi − z)2 = v2(Δti + t0)
2 (1)

where t0 is the propagation time of the acoustic wave from the source to the nearest sensor. The sensors
are numbered Si (i = 0, 1, ···, n) according to the arrival orders of the AE signal. The nearest sensor S0 that
receives the AE signal first is regarded as the reference sensor. Δti is the time difference between reference
sensor S0 and sensor Si (i = 1, 2, ···, n), namely the time difference of arrival (TDOA). Besides, when i = 0,
Δti = 0, nonlinear equations can be linearized by subtracting the equation i = 0 from i ≥ 1.

2(xi − x0)x + 2(yi − y0)y + 2(zi − z0)z + 2Δtiv2t0 = Li, i = 1, 2, · · · n (2)

where Li = xi
2 − x0

2 + yi
2 − y0

2 + zi
2 − z0

2 − Δt2
i v2.

Equation (2) can be expressed in matrix form as:

Aθ = b (3)

where A = 2

⎡
⎢⎢⎢⎢⎣

x1 − x0 y1 − y0 z1 − z0 Δt1v2

x2 − x0 y2 − y0 z2 − z0 Δt2v2

...
xn − x0 yn − y0 zn − z0 Δtnv2

⎤
⎥⎥⎥⎥⎦, θ =

⎡
⎢⎢⎢⎣

x
y
z
t0

⎤
⎥⎥⎥⎦, b =

⎡
⎢⎢⎢⎢⎣

L1

L2
...

Ln

⎤
⎥⎥⎥⎥⎦.

To find the location parameters θ in Equation (3), which minimizes the sum of the residual square
for the linear equation system:

arg min
θ

||b − Aθ|| = arg min
θ

n

∑
i=1

(bi − Aiθ)
2 (4)

The closed-from solution with the least squares principle can be obtained by:

θ = (AT A)
−1

ATb (5)

where the symbol T denotes the matrix transpose, and ATA is the Hessian matrix.
The solution of LLS is the best linear unbiased estimator for the AE source location when the

measurement errors are independent and identically distributed. However, it may produce dramatic
location errors due to the equal treatments of all of the measurements, even the outliers. Therefore,
outliers are considered to be filtered by weight estimation first; then, linear equations are reconstructed
with the remaining measurements that contain no outliers to obtain more accurate location results.
However, the linear equation system (3) is always close to ill-conditioned, which can cause a large
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location error with a minor disturbance. Therefore, the preconditioning of linear equations is adopted
to weaken the ill condition and further improve the location accuracy.

3. Theory of Proposed Method

To solve the above problems, the PCFWE method is proposed to seek the optimal location results.
The proposed method mainly includes two processes: filtering the outliers by weight estimation and
reconstructing the linear equations with remaining measurements.

3.1. Filtering Outliers by Weight Estimation

3.1.1. Weight Estimation

The main idea of weight estimation is that a small weight is given to the measurement with
a large residual, which in turn will reduce the influence of the outlier. Therefore, it is crucial to establish
the relationship between weights and residuals.

However, the residuals of the real model cannot be obtained directly, so the weights are also
difficult to be determined. In this work, the AE source is located by the LLS method, and each
measurement is treated with equal weights firstly. Then, the residuals of the fitting model can be
obtained and used to replace the residuals of the true model:

Δi = bi − Aiθ, i = 1, 2, · · · , n (6)

where, Δi is the ith element of a residual vector of the fitting model.
After obtaining the residuals, the weight estimation is developed by establishing the relationship

between weights and residuals. The simplest method is to exploit the reciprocal value of the residuals
as the weights directly. However, when a residual tends to be zero, the corresponding measurement
is assigned with an unreasonably high weight, resulting in overfitting. Therefore, the weight should
have a maximum upper limit to avoid overfitting, which can be realized by setting a lower limit of λm.
Second, residuals exceeding the threshold λL are considered outliers, and the relative measurements are
also regarded as outliers and filtered by setting the weight to zero. Therefore, the weight estimation can
be expressed as follows [52]:

wi =

⎧⎪⎨
⎪⎩

1/λm, i f |Δi|≤ λm

1/Δi, i f λm <|Δi|< λL
0, else

(7)

To determine the specific parameters of the weight estimation, it is assumed that residuals obey
the normal distribution. Therefore, the threshold λm and λL in (7) can be defined by:

λm = kmσ (8)

λL = kLσ (9)

where km and kL are the correlation factors, and σ is the estimated value of the standard deviation of
residuals, with expression as follows:

σ =

√√√√√√√ 1
n − m

n
∑

i=1
wi(bi − Aiθ)

2

1
n

n
∑

i=1
wi

(10)

where m is the number of the unknown parameters. The denominator 1
n

n
∑

i=1
wi is used to standardize

the weights.
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Figure 1 shows the regional division of residuals according to the normal distribution.
The parameters km and kL divide the complete residuals into three regions, including minor residuals,
medium residuals, and outlier residuals. Besides, the corresponding weights transformed from
these residuals are divided into three parts, including an equal weight part, a variable weight part,
and a zero weight part, as shown in Figure 2. The first part has the equal and highest weights out
of the consideration that at least half of the measurement data are accurate. Therefore, km = 0.765 is
selected, so that 50% of the normal residuals fall in the equal weight area. To avoid the unbalance of
weighting, λm should have a lowest limitation equal to 0.05max(|Δi|) when there are many minor
residuals. The weights of the second part varies with the relative residuals according to Equation (7).
The third part is the zero weight region. Any observations from the n residuals that lie inside the
probability band (|
| > kLσ) can be considered outliers. Besides, the corresponding measurements
are regarded as outlier measurements, which are filtered on the following calculation by setting the
weights to zeros.

 

Figure 1. Residual division according to the normal distribution. In this figure, PDF is the normal
probability density function and CDF means the cumulative distribution function.

Figure 2. Change of weights with the increasing absolute residuals and the probability of the absolute
residuals less than kσ (|
| < kσ).
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To determinate the parameter kL, half of the residuals are considered to be situated in the third
region (i.e., outside of the probability band |
| ≤ kLσ). Therefore, the probability band (|
| ≤ kLσ)
should only account for n − 1

2 residuals [53]. The probability Pin equal to n − 1
2 out of n residuals is

looked for, which can be expressed as:

Pin = 1 − 1
2n

(11)

where Pin is the probability band, and n is the number of residuals.
The possibility Pin for the residual 
 falling in the interval of −kLσ to kLσ can be obtained by the

integral of the probability density function:

Pin =
∫ kLσ
−kLσ

1√
2πσ

e−
(Δ−μ)2

2σ2 dΔ

= 2
∫ kLσ

0
1√
2πσ

e−
(Δ−μ)2

2σ2 dΔ

= 2
[

1√
2πσ

√
π
2 σ · er f

(
Δ−μ√

2σ

)]kLσ

0
= erf

(
k√
2

)
(12)

where erf is the error function with expression erf(t) = 2√
π

∫ kLσ
0 e−t2

dt.
Therefore, the threshold parameter kL determined by n can be obtained from Equations (11) and (12).

kL =
√

2 · erfinv
(

1 − 1
2n

)
(13)

where erfinv is the inverse error function corresponding to the erf function.

3.1.2. Iteration between Weight Estimation and Source Location

Preliminary weights can be obtained after the initial location with equal weights, while they
may not be the optimal. First, the location with equal weights is likely to be inaccurate or even
incorrect, and the standard deviation σ of the residuals is always large, especially when outliers exists.
In this case, it is difficult to distinguish the outliers and minor residuals from all of the observations,
because both the thresholds λm and λL are high. Second, the residual 
i does not reflect the deviation
of the real model; it only describes the deviation of the fitting model. The residuals and the estimated
weights will be both incorrect, if the location result of the fitting model deviates from the true
source greatly. Therefore, further iterations between weight estimations and source locations are
required [54].

In the process of iterations, the source location at each step needs to solve a weighted least
square solution:

θ = arg min
n

∑
i=1

wi(bi − Aiθ)
2 = arg min

n

∑
i=1

wiΔi
2 = (ATWA)

−1
ATWb (14)

where W is the diagonal matrix of weights, and all of the elements of wi are updated according to
Equation (7).

After several iterations, the optimal weight estimation is obtained, and all of the outliers are
identified and filtered.

3.2. Reconstruct Linear Equations

After filtering outliers, the linear equations in Equation (3) are reconstructed by using the
remaining m measurements as:

.
A(m)θo =

.
b(m) (15)
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However, the linear equations are always close to ill-conditioned, because the elements in the
coefficient matrix differ by orders of magnitude. Besides, the unreasonable sensor layout can also result
in the linearly dependence of certain equations, in turn to the ill condition of linear equations. The ill
condition of linear equations indicates a large difference in the final location results, with a minor
change in the coefficient matrix. Moreover, an ill-conditioned linear equation system always has a large
condition number of the coefficient matrix

.
A:

cond(A) = ||
.
A|| · ||

.
A
−1|| (16)

Besides, location results deviate largely with a minor disturbance in the coefficient. Therefore,
a preconditioning method is applied to linear equations to reduce the condition number and give
a more accurate closed-form solution, which is named the preconditioned closed-form solution.

The non-singular and diagonal matrix P is found, then the solution of Equation (15) is transformed
into that of Equation (17) as:

P
.
Aθo = P

.
b (17)

where P = diag( 1
s1

, 1
s2

, · · · , 1
sn
) and, si = max

1≤j≤m
|(A)ij|, i = 1, 2, · · · , n.

Finally, a more accurate location result θo can be obtained by:

θo = [(P
.
A)

T
P

.
A]

−1
(P

.
A)

T
P

.
b (18)

due to the improved condition number cond(P
.
A) � cond(

.
A).

3.3. Location Process of Proposed Method

The whole procedures of PCFWE are shown in Figure 3 as below:

1. Establish linear equations for the source location.

2. Set index I = 0 and w(0)
i = 1 for the primary iteration and obtain the initial location result θ(0).

3. Calculate the residuals Δ(0) = Aθ(0) − b, which are used to generate the preliminary weights w(1)
i

according to Equation (7).
4. Conduct the next iteration, I = 1, and solve the weighted least squares solution θ(1) from

Equation (14).

5. Update the weights w(2)
i according to the residuals Δ(1).

6. Use the new weights in the next location, where I = 2 and θ(2) is calculated.
7. Repeat the above calculations (steps 4–6) to optimize the weights and filter the outliers,

until ∑
∣∣∣Δ(I) − Δ(I−1)

∣∣∣2 ≤ ε .

8. Reconstruct linear equations with the remaining measurements.
9. Precondition linear equations to lower the condition number and eliminate the ill condition.
10. Obtain the optimal closed-form solution by solving the preconditioned linear equations with

Equation (18).

231



Appl. Sci. 2018, 8, 949

 

Figure 3. Flow charts of preconditioned closed-form solution based on weight estimation (PCFWE)
method location process.

4. Experimental Verification

To verify the feasibility of this method, the AE source location experiment is carried out in
this paper. The acoustic wave is collected by a DS5-16C Holographic Acoustic Emission Signal Analyzer
(made by Beijing SoftLand Scientific and Technology Co., Ltd., Beijing, China). AE sources are
generated by pencil-lead breaks. The HB pencil lead is 0.5 mm in diameter, and the pencil lead is
broken at 30◦ on the surface of the specimen, according to the requirements of Metal Pressure Vessel
Acoustic Emission Testing and Result Evaluation (GB/T18182—2000). The granite specimen that is 200 mm
× 179 mm × 84 mm in size and an average velocity of 4600 m/s is used as a monitoring system.
Sixteen RS-2A piezoelectric ceramic resonant sensors with the coordinates of (10, 10, 84), (190, 10, 84),
(190, 170, 84), (12, 170, 84), (0, 80, 74), (110, 0, 74), (200, 80, 74), (90, 180, 74), (0, 170, 10), (0, 90, 10),
(10, 0, 10), (100, 0, 10), (190, 0, 10), (200, 90, 10), (190, 180, 10), and (100, 180, 10) (in mm) respectively
are mounted on the surface of the monitoring system. Sensors are numbered as Si (i = 0, 1, ···, 15)
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according to the arrival orders of the AE signals, and the nearest sensor S0 from the AE source is
regarded as the reference sensor. Later, 15 TDOA measurements 
ti (i = 1, 2, ···, 15) between the sensor
pairs of S0 and Si are obtained. In addition, there are four AE sources generated by pencil-lead breaks,
and their coordinates are P (80, 120, 84), Q (160, 60, 84), R (0, 120, 42), and T (120, 0, 42) respectively.
Before signal acquisition, the voltage threshold of each channel is set as 10 mv, and the preamplifier
gain is 40 dB.

Figure 4 shows the received AE waveforms by two sensors, in which t0 and t2 are the arrival times
at sensor S0 and sensor S2, respectively. Then, TDOA measurement is formed by using the arrival
times at the sensor pair S0 and S2, i.e., Δt2 = t2 − t0. The arrival times of the acoustic waves are picked
manually according to the waveform diagram to ensure a high picking quality.

2,1t

2t1t

0

Figure 4. Acoustic emission (AE) signals and arrival times at different sensors.

4.1. The Filtering of Outliers

TDOA measurements, the coordinates of triggered sensors, and average velocity are used to
locate the four AE events by the method proposed in this paper. The outlier TDOA measurements are
generated factitiously by adding ±30% large errors to the largest two measurements, which are used
to simulate the picking deviation caused by automated programs in complex engineering practice.
Location results with the additive outliers in measurements are determined by using the LLS method
without the outliers filtering process, and the detailed data are listed in upper half of Table 1. It is
clear to see that the location errors between the authentic coordinates and the location results are great,
where the maximum absolute distance error reaches to 57.61 mm. Obviously, the location results
are unreasonable and unreliable, because corrupted measurements dramatically affect the location
accuracy. Therefore, it is significant to identify and filter the outliers for the AE source location.

Figure 5 illustrates the process of eliminating the outliers at the location of source T. The initial
location using the LLS method with equal weights has a large location error due to the existence of
the outliers shown in Step a. The corresponding residuals are obtained and shown in Step b; it can be
seen that the absolute residuals of 1, 4, 5, 6, 7, 8, 9, 12, and 13 are less than the threshold λm, so the
corresponding weights of the measurements 
t1, 
t4, 
t5, 
t6, 
t7, 
t8, 
t9, 
t12, and 
t13 are
set as equal according to Equation (7), while the weights of the other measurements are set as 1/Δi.
Moreover, it should be noted that no outliers can be found after the first location, because the residuals
obtained by the initial location result can not reflect the deviations of the true model effectively,
especially when outliers exist. Therefore, further iterations between the source location and weight
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estimation are necessary in order to filter the outliers, which are shown from step c to Step f. The 14th
and 15th residuals exceed the maximum allowable deviation λL at step c and d, respectively. Therefore,
they are regarded as outliers, and 
t14 and 
t15 are considered outlier measurements that are filtered
by setting the weights to zeros. The change of residuals between steps e and f is small enough, so the
iteration stops. After that, linear equations are reconstructed by using the remaining measurements.
Finally, the location results can be obtained by solving the new linear equations using the LLS method.
It can be seen in Step g that the calculated result and theoretical locations respectively denoted by the
diamond and spot are close to each other. Therefore, the location accuracy is improved effectively after
outlier filtering.

The lower half of Table 1 lists the location results and absolute distance errors of the four AE
sources after filtering the outliers. Through the comparison between location results before and after
filtering the outliers in Figure 6, it is obvious that the location accuracy is improved significantly.
For example, the absolute distance error of the source R is reduced to 9.28 mm from 57.61 mm,
and the absolute distance error of source T is reduced to 10.55 mm from 46.82 mm. Therefore, it can
be concluded that the location accuracy is improved effectively through the filtering of outliers.
However, it should be noticed that linear equations are always in or near ill condition, which still cause
a large deviation with a minor disturbance in the coefficient. Location accuracy is improved using
a preconditioning method by reducing the ill condition of linear equations. Location results in the
following section, Section 4.2, prove the ability of solving source coordinates with higher accuracy by
preconditioning for linear equations.

Table 1. Closed-form solutions before and after filtering using the linear least squares (LLS) method.

Sources
True Source Coordinates Location Results Absolute Distance Error

(mm)x (mm) y (mm) z (mm) x (mm) y (mm) z (mm)

Without
filtering

P 80.00 120.00 84.00 93.94 106.20 76.60 20.96
Q 160.00 60.00 84.00 121.71 71.02 73.45 41.21
R 0.00 120.00 42.00 53.29 117.88 63.78 57.61
T 120.00 0.00 42.00 95.25 38.87 33.73 46.82

filtering

P 80.00 120.00 84.00 78.14 124.71 84.00 5.07
Q 160.00 60.00 84.00 168.66 54.04 84.00 10.51
R 0.00 120.00 42.00 7.82 119.33 46.96 9.28
T 120.00 0.00 42.00 111.22 0.00 36.15 10.55

4.2. Comparing Location Results with and without Outliers

For each event, the mentioned TSWLS and LLS methods in Sections 1 and 2 are applied for
comparison with the PCFWE with additive outliers and without additive outliers.

Figure 7 shows the location results in a three-dimensional space. It can be seen that the location
results of the PCFWE method are approximate to the true sources, regardless of whether the additive
outliers are contained in the TDOA measurements or not. Location results, which are determined
by the TSWLS and LLS methods, also achieve desirable location results with minor deviations from
true sources, but it deviates dramatically if outliers exist. Figure 8 shows the absolute distance errors
of location results for three methods with and without outliers. When there are no outliers in the
measurements, the absolute distance errors of the three methods are all small, while the PCFWE is
the smallest, because of the applied preconditioning method. When the outliers are contained in
measurements, the location errors of the traditional methods are dramatically large, while the location
performance of the proposed method always remains stable with a higher location accuracy.
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Figure 5. The process of locating the AE source T using the PCFWE method. The weights in this figure
have been standardized by wi/sum(wi).
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Figure 6. Comparison of location errors before and after filtering using the LLS method.

From Table 2, it is obvious that the biggest absolute distance errors of traditional methods can
occasionally exceed 50 mm. There are two main reasons for the poor location results of traditional
methods. Firstly, due to the influence of an outlier in the measurement, residuals are significantly
intensified by the least squares principle, which results in a large deviation to the final location result for
traditional methods. Secondly, traditional methods take no account of the problem of ill-conditioned
linear equations, which also affect the location accuracy to some extent. It is worth mentioning that
the proposed method in this paper can achieve an accurate location, where the best absolute distance
error can reach about 1 mm. The good performance of the new method is attributed to the fact that,
it not only reduces the ill condition of linear equations, it also eliminates outliers. Therefore, location
accuracy is improved effectively.

(a) 
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(b) 

Figure 7. Location results from three methods: (a) three-dimensional (3D) schematic diagram of
location results and sensor layout; (b) projections of AE events on the x-z, y-z, and x-y planes.

Figure 8. The absolute distance error of the location results for three methods.

Table 2. Coordinates of AE sources solved by three methods.

AE
Source Outliers

PCFWE TSWLS LLS

x
(mm)

y
(mm)

z
(mm)

Absolute
Distance

Error (mm)

x
(mm)

y
(mm)

z
(mm)

Absolute
Distance

Error (mm)

x
(mm)

y
(mm)

z
(mm)

Absolute
Distance

Error (mm)

P
No 80.46 119.12 84.00 0.99 79.96 122.18 84.00 2.18 77.98 124.97 84.00 5.37
Yes 80.60 118.86 84.00 1.29 98.24 164.94 84.00 48.50 93.94 106.20 76.60 20.96

Q
No 158.08 61.40 84.00 2.38 162.65 59.57 84.00 2.69 167.06 54.11 84.00 9.20
Yes 157.80 61.88 84.00 2.89 114.45 80.80 68.23 52.50 121.71 71.02 73.45 41.21

R
No 0.00 121.08 44.75 2.96 5.78 119.36 44.05 6.17 10.11 117.79 47.93 11.93
Yes 0.00 121.24 44.81 3.07 55.81 110.82 44.08 56.60 53.29 117.88 63.78 57.61

T
No 114.43 0.00 40.53 5.76 113.24 0.00 42.30 6.76 112.17 0.00 39.88 8.12
Yes 114.28 0.00 40.55 5.90 101.38 14.82 53.56 26.46 95.25 38.87 33.73 46.82
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5. Conclusions and Discussion

Considering that the outliers in the complex engineering environment have a serious effect
on the location performance, the PCFWE method is proposed to improve the location accuracy in
this paper. Firstly, the weight estimation is developed by transforming residuals to weights according to
normal distribution. Updated weights are incorporated into the source location to provide a weighted
least squares solution. Then, outliers are filtered by iterating between the weight estimation and
source location. Linear equations, which are reconstructed with remaining measurements after
filtering outliers, are ill-conditioned and need to be preconditioned to lower the condition number.
Finally, the optimal source coordinates can be obtained by solving preconditioned linear equations.
The proposed location method is verified by the experiment of pencil-lead breaks; the results show that
the proposed PCFWE method achieves a stable and accurate location both with outliers and without
outliers in measurements. However, how many outliers the proposed method can tolerate, and the
sensitivity of the wave velocity, still need further investigation.

5.1. Outlier Tolerance

To investigate the outlier-tolerant ability of PCFWE under different outlier proportions, simulating
tests are used because of the admirable repeatability and flexibility. Simulating tests with controllable
errors in the input data such as TDOA measurements and the velocity system are described in
this section. Figure 9 shows an assumed cubic locating system with a side length of 300 mm,
where an AE source O (150, 100, 200) surrounded by 21 sensors is set to generate AE signals. It is
assumed that the trigger time is 0 μs, and the average wave velocity of the media is 5000 m/s.
In addition, to simulate minor systemic errors in TDOA measurements, the extra random errors
from the normal distribution with a mean of zero and a standard deviation of 2% of measurements
are added. To simulate the uncertainty of the velocity along different paths, a minor error of 5% of
velocity for each path is generated. For measurements with abnormal errors (outliers), dramatic errors
of ±30% of TDOA measurements, which are much larger than the systemic error, are added with
different proportions. Thus, the simulated location consists of velocity uncertainty, systemic minor
errors, and different outlier proportions.

To obtain a reliable statistical result, the AE source location is repeated 100 times by random
changes of TDOA measurements and the velocity errors, and then their location coordinates are
calculated. The location results of the 100 simulating tests with different outlier proportions are shown
in Figure 10. It can be seen that all of the sizes of solid circles are small and close to true sources,
when there is no outlier in the input data. However, they have obvious differences as shown in
Figure 11, where the average absolute distance error of the PCFWE is smaller than that of traditional
methods, due to the use of preconditioning for the linear equations. In other words, the PCFWE
performs better than traditional location methods without outliers. The location performance of the
PCFWE differs more substantially from traditional methods in the presence of outliers. Solid circles
of traditional methods always appear more discrete and have a larger diameter with the increase
of outlier proportions, which indicates that the location errors increase with outlier proportions.
While the solid circles of the PCFWE always appear more compact and darker under different outlier
proportions, which illustrate the PCFWE location method has a higher accuracy and stability than
traditional methods.

Figure 11 shows the average absolute distance errors of 100 location results under different outlier
proportions determined by three methods. The average absolute distance errors for traditional methods
increase dramatically with the increasing of outlier proportions. Whereas, the average absolute
distance errors of PCFWE method always keep low and stable under different outlier proportions,
due to the filtering of outliers in calculation, which further illustrates the good performance of the
PCFWE method.
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Figure 9. Layout of sensors and location of the AE source.

Moreover, the relationship between valid location ratios and outlier proportions is displayed in
Figure 12. The valid location ratio is the location proportion whose location errors are smaller than
2% of the distance between the two farthest sensors in the sensor array. Clearly, the two curves of
traditional methods decline dramatically with the increase of outliers, the valid locations of which
are less than 30% when there are 25% outliers. Compared with traditional methods, the curve of the
PCFWE always keeps stable and achieves valid locations of nearly 100% when the outliers are less
than or equal to 25%. Then, the curve falls to 73% at the outlier proportion of 45%, which is still far
above the other two curves that have valid locations of less than 10%.

Therefore, the outlier-tolerant ability of the proposed method is far higher than those of
traditional methods, which can realize valid locations of more than 90%, even when the outlier
proportion reaches 35%. Therefore, the proposed method is suitable for engineering practice where the
outliers commonly exist. In addition, when there are too many outliers (more than 35%), the PCFWE
method gives a warning to check the environment noise or equipment malfunctions.

5.2. Velocity Sensibility

The premeasured velocity is necessary for most location methods, and measurement errors
in velocity are unavoidable due to the complex construction environment and manual operation.
Moreover, the wave velocity of the propagation medium always changes with material testing or
engineering construction. An effective location method should have a lower velocity sensitivity,
i.e., a higher tolerance of velocity error. Therefore, the analysis of the velocity sensitivity of different
methods is conducted in this section. This simulating test is still based on the above location system.
To obtain a reliable statistical result, 100 AE sources are selected randomly inside the sensor array to
generate AE signals. Besides, the 2% minor systemic errors in measurements are applied to simulate
minor systemic errors, and 5% to 25% errors are added to velocity, in turn to investigate the velocity
sensitivity. Hence, the simulated location consists of systemic minor errors in TDOA measurements
and different error scales in velocity.
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Figure 10. Three-dimensional location maps determined by three methods with outlier proportions of
0%, 5%, 15%, and 25% respectively. Diameters of solid circles indicate the location error, and smaller
diameters indicate a higher location accuracy. To further distinguish the location accuracy of different
sources, colors in the solid circles also indicate the location accuracy in millimeters.
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Figure 11. The average absolute errors of the AE sources determined by three methods under different
outlier proportions.

Figure 12. Valid location ratios of three methods and the average location error of the PCFWE under
different outlier proportions.

The average absolute distance errors under different error scales in velocity are calculated,
which are shown in Figure 13. All three curves show a rising trend with the increase of error scales
in velocity, but the curve of the PCFWE is significantly lower than the other two methods. Therefore,
the PCFWE has the lowest velocity sensitivity, which indicates that the PCFWE can bear larger errors
in velocity than traditional methods.

During material testing, the wave velocity changes with the loading stress. Through the analysis
of the velocity sensitivity of different methods, conclusions are gained, as the proposed method
has a stronger tolerance to velocity errors, which is suitable for a material test where the wave
velocity changes along with the test. However, in the later stage of a test, the wave velocity changes
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dramatically due to the propagation of cracks and voids. The proposed method also fails to achieve
an ideal location result. A possible solution is the dynamic inversion for real-time wave velocity by
taking the velocity as an unknown parameter or modifying the velocity data according to the real-time
velocity test, which still needs to be investigated in future research [46].
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Figure 13. The average absolute distance error determined using three methods under different error
scales in velocity.

In practical engineering applications, the proposed method still has the following two limitations.
This method is established based on a uniform medium, while most of the materials in engineering
practice are anisotropic and heterogeneous, such as rock and concrete. In addition, although the
sensitivity of the wave velocity is low, the proposed method is still affected by the velocity error.
Besides, it is troublesome to measure the wave velocity in advance or real-time. Therefore, further
studies should extend the method to address these issues.
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The following abbreviations are used in this manuscript:

AE Acoustic Emission
PCFWE Preconditioned closed-form solution based on weight estimation
TDOA Time difference of arrival
TSWLS Two-step weighted least squares
LLS Linear least squares
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Abstract: Multiple signal classification (MUSIC) algorithm-based structural health monitoring
technology is a promising method because of its directional scanning ability and easy arrangement
of the sensor array. However, in previous MUSIC-based impact location methods, the narrowband
signals at a particular central frequency had to be extracted from the wideband Lamb waves
induced by each impact using a wavelet transform. Additionally, the specific center frequency
had to be obtained after carefully analyzing the impact signal, which is time consuming. Aiming
at solving this problem, this paper presents an improved approach that combines the optimized
ensemble empirical mode decomposition (EEMD) and two-dimensional multiple signal classification
(2D-MUSIC) algorithm for real-time impact localization on composite structures. Firstly, the impact
signal at an unknown position is obtained using a unified linear sensor array. Secondly, the fast
Hilbert Huang transform (HHT) with an optimized EEMD algorithm is introduced to extract intrinsic
mode functions (IMFs) from impact signals. Then, all IMFs in the whole frequency domain are directly
used as the input vector of the 2D-MUSIC model separately to locate the impact source. Experimental
data collected from a cross-ply glass fiber reinforced composite plate are used to validate the proposed
approach. The results show that the use of optimized EEMD and 2D-MUSIC is suitable for real-time
impact localization of composite structures.

Keywords: optimized EEMD; 2D-MUSIC; composite structure; impact localization

1. Introduction

Composite structures have been increasingly used in various aircraft structures due to their
superior stiffness and weight characteristics. However, composite structures are susceptible to low
velocity impacts, which can cause internal damage that will lead to a significant reduction of the local
structural strength [1]. Therefore, impact monitoring has become an important task of structural health
monitoring (SHM) to ensure the safety of these applications.

Recently, sensor array signal processing-based methods have emerged as a set of new promising
SHM methods. Yin et al. constructed two Z-shaped clusters at different positions for acoustic
source localization in anisotropic plates [2]. Xiao et al. proposed an acoustic emission source
localization approach based on beamforming with two uniform linear arrays [3]. He developed
a method for localizing two acoustic emission sources simultaneously based on beamforming and
singular value decomposition. Agarwal and Macháň proposed a statistical super-resolution technique
called the multiple signal classification (MUSIC) algorithm published in Nature Communications,
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and demonstrated that the MUSIC algorithm had a comparable or better performance in comparison
with other localization techniques [4]. Because it has such advantages, the MUSIC algorithm was
developed for the impact monitoring of plate-like structures. By processing the whole sensor array
outputs using the MUSIC algorithm, the transfer function and material properties of the structure are
not needed [5]. Since the MUSIC algorithm belongs to an eigen-structure and sub-space approach,
it can effectively extract the key features of signals received and successfully detect the source signal
under a low signal-to-noise ratio [6]. Some developments have been published by applying this
method to process the sensor array signals in the structural health monitoring area. Stepinski and
Engholm [7] presented a far-field MUSIC algorithm-based method to estimate the direction of arrival
(DOA) of single elastic waves on an aluminum plate using a uniform circular array. Yang et al. [8]
employed the far-field MUSIC algorithm to estimate the DOA of one impact on an aluminum
plate. Yuan et al. presented a single frequency component-based re-estimated MUSIC algorithm
to reduce the localization error caused by the anisotropy of the complex composite structure [9].
To deal with the near-field monitoring problem, the authors in previous work proposed the near-field
2D-MUSIC algorithm-based impact localization method for a composite plate using Gabor wavelet
transform [10,11]. However, in previous MUSIC-based impact location methods, the narrowband
signals at a particular central frequency had to be extracted from the wideband Lamb waves induced
by each impact, and the specific center frequency had to be obtained after carefully analyzing the
impact signal, which is time consuming.

EMD is a new time–frequency analysis technique which can decompose the complicated signal
into a set of complete and almost orthogonal components named intrinsic mode functions (IMFs) [12].
The IMFs represent the natural oscillatory mode embedded in the signal and work as the basis functions,
which are determined by the signal itself [13]. Thus, it is a self-adaptive signal processing method
that can be applied to a nonlinear and non-stationary process to decompose it into stationary signals.
Generally, EMD cannot accurately extract fault features because of the mode mixing phenomena.
Wu and Huang proposed a new ensemble EMD (EEMD) method to reduce mode mixing [14]. However,
the EMD and its improved version EEMD are computation intensive methods, which are not suitable
for on-line detection. A noise-assisted approach in conjunction with a multivariate empirical mode
decomposition (MEMD) algorithm has been proposed for the computation of EMD, in order to produce
localized frequency estimates at the accuracy level of instantaneous frequency [15–17]. Leo developed
Bivariate EMD to detect defective areas in composite materials [18]. Wang et al. [19] proposed a fast
HHT with an optimized EEMD algorithm to speed up the computational efficiency by 1000 times.
They also proved that the computational complexity of the EMD is equivalent to fast Fourier transform
(FFT). Hence, the optimized EEMD method might be a good choice to be applied to the real-time
impact localization of composite structures.

This paper presents an improved approach that combines the optimized EEMD and 2D-MUSIC
algorithm for the on-line impact localization on composite structures without selecting the center
frequency. The layout of the paper is structured as follows: In Section 2, an optimized EEMD-based
2D-MUSIC method for impact monitoring is presented. An impact monitoring experiment on
a cross-ply glass fiber reinforced composite plate is performed in Section 3 to verify the proposed
method. Finally, the conclusion and future works are given in Section 4.

2. Optimized EEMD Based 2D-MUSIC Method

2.1. 2D-MUSIC Algorithm for Impact Localization

In this section, the 2D-MUSIC algorithm in [10,11] is briefly introduced. As seen in Figure 1,
a uniform linear array (ULA) consists of M piezoelectric (PZT) sensors on the structure, which are
arranged uniformly along the x axis and asymmetric with the y axis. The distance between two sensors
is d.
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A(r, θ) is defined as the array steering vector

A(r, θ) = [a1(r, θ), a2(r, θ), · · · , aM(r, θ)] (1)

where
ai(r, θ) = r

ri
exp(−jω0τi)

τi =
(−d sin θ)

cAV
(i − 1) + (− d2

cAVr cos2 θ)(i − 1)2

r is defined as the distance between the impact source and the ULSA, which is the distance from
the source to the reference sensor labeled as 1 in the sensor array. θ denotes the wave propagating
direction caused by the impact with respect to the coordinate y axis. cAV is the average velocity of the
Lamb wave.

Figure 1. Near-field impact signal model.

The basic idea of the MUSIC algorithm is to obtain the signal subspace and noise subspace
through eigenvalue decomposition of the signal covariance matrix, and then to estimate the signal
parameter using the orthogonality of two spaces. To describe the orthogonality between the signal
subspace and noise subspace, the spatial spectrum is used, which can be calculated by

PMUSIC (r, θ) =
1

AH(r, θ)UNUN
HA(r, θ)

(2)

where UN denotes the noise subspace spanned by the eigenvector matrix corresponding to those small
eigenvalues. Based on Equation (2), by varying r and θ to realize a scanning process, A(r, θ) is steered
to scan the whole structure area. The peak point on the spatial spectrum corresponds to the impact
source point. Both the distance and direction of the impact source can be obtained.

2.2. Fast EEMD for Impact Signal Extraction

In 1998, Huang et al. introduced the EMD, which is able to adaptively and effectively decompose
a complicated signal into a collection of stationary IMFs [12]. Therefore, it has often been used in
nonlinear and non-stationary signal processing. In the EMD method, the data x(t) is decomposed in
terms of IMFs cj as

x(t) =
n

∑
j=1

cj + rn (3)

where rn is the residual of data x(t), after n number of IMFs are extracted. IMFs are simple oscillatory
functions that have the following two properties:
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1. Throughout the whole length of a single IMF, the number of extrema Ne (maxima and minima)
and the number of zero-crossings NZ must either be equal or differ at most by one, i.e.,

(Nz − 1) ≤ Ne ≤ (Nz + 1) (4)

2. At any time point ti, the mean value of the envelope fmax(ti) and fmin(ti) respectively defined by
the local maxima and the local minima are zero, i.e.,

[ fmax (ti) + fmin(ti)]/2 = 0ti ∈ [ta, tb] (5)

where [ta, tb] is the time interval.

In practice, the EMD decomposition procedures (sifting procedure) are as follows:

1. Identify all the local maxima and minima and connect all of them using a cubic spline as the
upper and lower envelope fmax(t) and fmin(t), respectively. Then, calculate the mean value m(t)
of fmax(t) and fmin(t) as

m(t) = [ fmax (t) + fmin(t)]/2 (6)

2. Obtain the first component h1 by taking the difference between the data x(t) and the local mean
m(t) as

h1(t) = x(t)− m(t) (7)

3. Treat h1(t) as the data and repeat steps 1 and 2 as many times as is required until the two properties
of IMF as shown in Equations (4) and (5) are satisfied. Then, the final h1(t) is designated as an IMF
c1(t).

4. Treat ri(t) = x(t)− ci(t), (i = 1, 2, · · · , n − 1) as the data and repeat steps 1–3. Finally, we obtain
additional IMFs c2(t), c3(t), · · · cn(t) and the final residual rn(t), which are represented by
Equation (3).

Generally, the stop criterion of the sifting procedure is restrained by

Sd =
T

∑
t=0

|hk−1(t)− hk(t)|2
h2

k(t)
(8)

where T is the signal length; hk−1(t) and hk(t) are the neighbor components in sifting procedures for
one IMF; and Sd is the standard deviation, which is suggested to be 0.2–0.3.

However, mode mixing appears to be the most significant drawback of EMD [19]. Therefore,
in 2009, a new artificial noise-excited EMD method was proposed by Wu and Huang, which was called
EEMD [19]. The procedures are similar to EMD, except only one series of white noise with a finite
amplitude are added into the original signals and the procedures are summarized as follows:

1. Add a white noise ni(t) series (noise level is Nl) to the targeted data and decompose the data
with added white noise into IMFs as

x(t) + ni(t) =
n

∑
j=1

ci
j(t) + ri

n(t) (9)

where i = 1, 2, · · · , q and q is the average time (ensemble number).
2. Repeat step1 q times with different white noise series ni(t).
3. Obtain the (ensemble) means of corresponding IMFs of the decompositions as the final result,

that is

x(t) + ni(t) =
1
q

q

∑
i=1

n

∑
j=1

ci
j(t) +

1
q

q

∑
i=1

ri
n(t) =

n

∑
j=1

dj(t) + rn(t) (10)
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where dj(t) is the jth IMFs of EEMD decomposition as

dj(t) =
1
q

q

∑
i=1

ci
j(t) (11)

and rn(t) is the final residual of EEMD decomposition as

rn(t) =
1
q

q

∑
i=1

ri
n(t) (12)

2.3. Impact Localiaztion Process

The implementing process of the impact location method based on the proposed method is shown
in Figure 2. The fast HHT with an optimized EEMD algorithm is introduced to extract IMFs from impact
signals. The spatial spectrum PMUSIC of each IMF is evaluated versus all (r, θ) in the r − θ plane to find
the steering vector A(r, θ) which matches the actual impact signal vectors. When the right steering
vector is found, the denominator of Equation (2) approaches zero due to the orthogonal properties,
resulting in a peak in the spatial spectrum which corresponds to the estimated impact position.

MUSICP θr

 

Figure 2. The impact localization process.
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3. Experimental Investigations

3.1. Experiment Setup

The experiment setup is shown in Figure 3, including a 600 mm × 600 mm × 2 mm cross-ply
glass fiber reinforced composite plate with unknown material properties. The thickness of each ply is
0.125 mm and the ply sequence is [02/904/02]S. The integrated structural health monitoring scanning
system (ISHMS) is adopted as the monitoring system. This system is developed to control the excitation
and sensing of the PZT sensor array. As seen in Figure 3, the array used in the experiment is a ULSA
bonded on the structure surface with seven PZT sensors. The diameter of the PZT sensor is 8 mm.
These sensors are arranged with a space of 10 mm and are labeled as PZT1–7, respectively, from the
left to the right, where the length of the sensor array L is 60 mm.

Ten low-velocity impacts with a 2 J energy are performed at various positions on the structure
shown in Figure 3. These impacts are induced by an impact hammer. The sampling rate is set to be
2 MHz and the trigger voltage is set to 3 V in the experiments. The sampling length is 10,000, including
2000 pre-trigger samples.

Figure 3. Experiment setup, ULSA arrangement, and impact applied positions (mm).

3.2. Impact Localization Results

A near-field impact at the point (200 mm, 90◦) is chosen as a typical case to be analyzed first.
The impact signals extracted from each sensor of each IMF are shown in Figure 4. From Figure 4,
the wave fronts cannot been seen in the high frequency region, including IMF1, IMF2, and IMF3.
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Additionally, much more noise signal, boundary reflection, and pattern aliasing appear in the IMF5,
IMF6, IMF7, and IMF8. Only the wave fronts of impact signals can be easily found in the IMF4.

All the IMFs extracted from the impact signals are used to form the input vector of the near-field
2D-MUSIC model. The measured average velocity on this plate is 1154 m/s [11]. According to the
structure dimension, the scanned area is set to be the distance from 0 to 450 mm and the direction from
0◦ to 180◦, and the scanning step length of the distance and direction is 1 mm and 1◦, respectively.
The near-field impact obtained at the point (200 mm, 90◦) spatial spectrum PMUSIC(r, θ) is shown in
Figure 5. The figure represents the spatial spectrum magnitudes of each scanned point (r, θ), and the
highest pixel point of the figure represents the impact point localized by the presented 2D-MUSIC
algorithm. Seen from Figure 5, the spatial spectrum of IMF4 located the impact source, and the direction
and distance error are 0◦ and 0.4 cm, respectively.

 

 

Figure 4. The IMFs using the optimized EEMD to decompose the impact array signals.

Ten estimated results of impact points and the errors compared with actual impact points are
listed in Table 1, including seven located results at the spatial spectrum of IMF4, and three located
results at the spatial spectrum of IMF5. It shows that ten near-field impacts are in good agreement
with the actual impacts. The maximum error is at the impact position (255 mm, 150◦), whose direction
and distance error are 3◦and 2 cm, respectively.
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Figure 5. The spatial spectrums of each IMF estimated by the 2D-MUSIC model.
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Table 1. The localization results.

Impacts

Parameter Actual Positions Estimated Positions Errors

r/mm θ/◦ IMF4 IMF5 r/mm θ/◦

1 150 45 (135,43) - 15 2
2 200 56 (208,54) - 8 2
3 124 75 (109,76) - 15 1
4 150 90 (155,90) - 5 0
5 200 90 (194,90) - 6 0
6 255 100 - (242,100) 13 0
7 255 110 - (245,112) 10 2
8 150 124 (140,123) - 10 1
9 150 135 (146,133) - 4 2
10 255 150 - (235,147) 20 3

4. Conclusions

This paper presents an improved approach that combines the EEMD and 2D-MUSIC algorithm
for the real-time impact localization on composite structures. The fast Hilbert Huang transform with
an optimized EEMD algorithm is introduced to extract IMFs from impact signals in the whole frequency
domain. Then, all IMFs in the whole frequency domain are directly used as the input vector of the
2D-MUSIC model separately to locate the impact source. The main advantage of the proposed method
is its computational efficiency, which requires less time in comparison to the previous MUSIC-based
impact location method, in order to achieve the same location accuracy. From experimental results
on a cross-ply glass fiber reinforced composite plate, the wave fronts of impact signals can be easily
found in the IMF4 or IMF5, and the corresponding spatial spectrum peak also easily located the impact
source. Ten near-field impacts are in good agreement with the actual impacts. The maximum direction
and distance error are 3◦ and 2 cm, respectively. The experiment on a cross-ply glass fiber reinforced
composite plate proved that the use of the 2D-MUSIC algorithm improved by EEMD is a suitable
approach for the real-time impact localization of composite structures.
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4. Agarwal, K.; Macháň, R. Multiple signal classification algorithm for super-resolution fluorescence microscopy.
Nat. Commun. 2016, 7, 13752. [CrossRef] [PubMed]

5. Schmidt, R.O. Multiple emitter location and signal parameter estimation. IEEE Trans. Antennas Propag. 1986,
34, 276–280. [CrossRef]

255



Appl. Sci. 2018, 8, 1447

6. Fan, Y.B.; Gu, F.S.; Ball, A. Acoustic emission monitoring of mechanical seals using MUSIC algorithm based
on higher order statistics. Key Eng. Mater. 2009, 413, 811–816. [CrossRef]

7. Engholm, M.; Stepinski, T. Direction of arrival estimation of Lamb waves using circular arrays. Struct. Health
Monit. 2011, 10, 467–480. [CrossRef]

8. Yang, H.; Lee, Y.J.; Lee, S.K. Impact source localization in plate utilizing multiple signal classification.
Proc. Inst. Mech. Eng. Part C J. Mech. Eng. Sci. 2013, 227, 703–713. [CrossRef]

9. Yuan, S.F.; Bao, Q.; Qiu, L.; Zhong, Y.T. A single frequency component-based re-estimated music algorithm
for impact localization on complex composite structures. Smart Mater. Struct. 2015, 24, 105021. [CrossRef]

10. Zhong, Y.T.; Yuan, S.F.; Qiu, L. Multiple damage detection on aircraft composite structures using near-field
MUSIC algorithm. Sens. Actuators A 2014, 214, 234–244. [CrossRef]

11. Yuan, S.F.; Zhong, Y.T.; Qiu, L.; Wang, Z.L. Two-dimensional near-field multiple signal classification
algorithm–based impact localization. J. Intell. Mater. Syst. Struct. 2015, 26, 400–413. [CrossRef]

12. Huang, N.E.; Shen, Z.; Long, S.R.; Wu, M.C.; Shih, H.H.; Zheng, Q.; Yen, N.C.; Tung, C.C.; Liu, H.H.
The empirical mode decomposition and the Hilbert spectrum for nonlinear and non-stationary time series
analysis. Proc. R. Soc. A Math. Phys. Eng. Sci. 1998, 454, 903–995. [CrossRef]

13. Wang, Y.X.; He, Z.J.; Zi, Y.Y. A comparative study on the local mean decomposition and empirical mode
decomposition and their applications to rotating machinery health diagnosis. J. Vib. Acoust. Trans. 2010, 132,
021010. [CrossRef]

14. Wu, Z.; Huang, N.E. Ensemble empirical mode decomposition: A noise assisted data analysis method.
Adv. Adapt. Data Anal. 2009, 1, 1–41. [CrossRef]

15. Looney, D.; Hemakom, A.; Mandic, D.P. Intrinsic multi-scale analysis: A multi-variate empirical mode
decomposition framework. Proc. Math. Phys. Eng. Sci. 2015, 471, 20140709. [CrossRef] [PubMed]

16. Rehman, N.U.; Park, C.; Huang, N.E.; Mandic, D.P. EMD via MEMD: Multivariate noise-aided computation
of standard EMD. Adv. Adapt. Data Anal. 2013, 5, 1350007. [CrossRef]

17. Mandic, D.P.; Rehman, N.U.; Wu, Z.; Mandic, D.P. Empirical Mode Decomposition-Based Time-Frequency
Analysis of Multivariate Signals: The Power of Adaptive Data Analysis. IEEE Signal Process. Mag. 2013, 30,
74–86. [CrossRef]

18. Leo, M.; Looney, D.; D’Orazio, T.; Mandic, D.P. Identification of Defective Areas in Composite Materials by
Bivariate EMD Analysis of Ultrasound. IEEE Trans. Instrum. Meas. 2011, 61, 221–232. [CrossRef]

19. Wang, Y.H.; Yeh, C.H.; Young, H.W.V.; Hu, K.; Lo, M.T. On the computational complexity of the empirical
mode decomposition algorithm. Phys. A Stat. Mech. Appl. 2014, 400, 159–167. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

256



applied  
sciences

Article

Structural Reliability Prediction Using Acoustic
Emission-Based Modeling of Fatigue Crack Growth

Azadeh Keshtgar *, Christine M. Sauerbrunn and Mohammad Modarres

Center for Risk and Reliability, University of Maryland, College Park, MD 20742, USA;
csauerbr@terpmail.umd.edu (C.M.S.); modarres@umd.edu (M.M.)
* Correspondence: keshtgar@umd.edu; Tel.: +1-301-789-3106

Received: 29 May 2018; Accepted: 23 July 2018; Published: 25 July 2018
��������	
�������

Abstract: In this paper, AE signals collected during fatigue crack-growth of aluminum and titanium
alloys (Al7075-T6 and Ti-6Al-4V) were analyzed and compared. Both the aluminum and titanium
alloys used in this study are prevalent materials in aerospace structures, which prompted this current
investigation. The effect of different loading conditions and loading frequencies on a proposed
AE-based crack-growth model were studied. The results suggest that the linear model used
to relate AE and crack growth is independent of the loading condition and loading frequency.
Also, the model initially developed for the aluminum alloy proves to hold true for the titanium
alloy while, as expected, the model parameters are material dependent. The model parameters and
their distributions were estimated using a Bayesian regression technique. The proposed model was
developed and validated based on post processing and Bayesian analysis of experimental data.

Keywords: reliability; acoustic emission; structural integrity; crack growth; fatigue life prediction;
uncertainty analysis; nondestructive testing

1. Introduction

Acoustic emission (AE) technology has the potential for on-line structural health monitoring;
a desired procedure for evaluating material degradation in aircrafts. Acoustic emissions are stress
waves that propagate through a material as a result of applied stresses. When a material is subjected
to cyclic fatigue loading, AE signals may be generated frequently with cracking within the material.
These waves can be detected by piezoelectric sensors when placed on the surface of the material.
The characteristics of the AE signal are determined by the mechanism that generated the signal, and
the means by which it travels through the material and the sensor that transforms the emission into
the signal [1].

The most commonly used AE feature for fatigue is the AE counts, which is defined as the number
of times that an AE signal amplitude exceeds a predefined subjective threshold value. Other common
characteristics used to describe features of an AE hit include the signal’s peak amplitude, risetime,
and duration. The amplitude is defined as the maximum voltage value of the signal often reported
in decibels, the risetime is the time between the first count and the count with peak amplitude, and
the duration is the time between the first and last AE count. These features are illustrated in Figure 1,
which shows a typical waveform from an AE hit with the associated features.
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Figure 1. Characteristics of AE Signal.

Besides relating features from the AE signals to fatigue crack growth, some researchers supplement
the AE signals with other crack growth indicators. For example, surface temperature mapping known
as thermography has been used to enhance detection of crack initiation and growth. The driving
factor for this development is that in addition to the release and propagation of stress waves that
are detectable by AE sensors during fatigue crack growth, small amounts of thermal energy are also
dissipated. Recent promising researches [2–5], built on the previous pioneering works on infrared
t1hermography and AE signals, have also quantified fatigue crack growth. This paper, however, uses
features of AE signals alone to describe fatigue crack growth behavior.

Mechanical structures typically operate under a wide range of loading scenarios. Previously
proposed fatigue life models based on the AE signal properties reported by Talebzadeh and Roberts, [6];
Bianocolini [7]; and later by Rabiei & Modarres [8] have not been validated with respect to different
loading conditions. These studies were also focused only on studying aluminum alloys. Different
material and loading features, such as frequency and loading ratio, may also affect model predictions
and can be verified through specially designed experiments.

Several attempts have been made to relate different AE parameters such as AE count, energy, and
amplitude to fatigue crack growth, stress intensity factor range (ΔK), maximum stress intensity factor
(Kmax) and crack growth rates [9–13]. These studies showed that the relationship between the stress
intensity factor range and the number of AE counts can be captured by an equation with a form similar
to the Paris-Erdogan equation [14–16]. A leading general model that relates the AE count rate to the
crack growth rate was proposed by Bianocolini [7], and has the following form:

dc
dN

= α2

(
da
dN

)α1

(1)

where, c is the AE count, a represents crack size, N is the load cycle, (da/dN) is the crack growth rate,
(dc/dN) is the AE count rate, and α1 and α2 are the model parameters. Rabiei and Modarres [11] used
a variation of Equation (1) in the form of the linear regression in Equation (2):

log
(

da
dN

)
= α1 log

(
dc
dN

)
+ α2 + ε (2)

where, the error term, ε, in Equation (2) accounts for the difference between the model prediction and
the observed AE count rate. The model described by Equation (2) assumes that a small crack may
be difficult to measure, and as the crack becomes larger, the measurement of crack length becomes
more accurate [17]. In order to capture any changes in the error distribution, it was assumed that
the error follows a normal probability density function with zero mean and a standard deviation, s
(Equation (3)).

Based on a single experiment, Rabiei [17] concluded that s was independent of crack growth rate.
To capture the dependence of the crack length on s, Rabiei [17] assumed that s follows a two-parameter
exponential distribution that changes as a function of AE count rates. However, these assumptions
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were not supported by the results of this research. The experimental results of this study suggested
that s follows a normal distribution and is not a function of AE count rates; s ≈ N(μs,σs).

ε ≈ N(0, s), s ≈ N(μs, σs) (3)

The significance of the proposed model represented by Equations (2) and (3) is that once the model
parameters are estimated using experimental data, this equation can be used to estimate crack growth
rates of structures by monitoring AE signals and extracting the AE count rate from the observed signals.

Rabiei’s model [17] was derived based on the results from one experiment with sinusoidal loading
conditions of a maximum load of Pmax = 300 lbf (1334 kN), loading ratio of R = 0.1, and loading
frequency of f = 10 Hz. The results have not been validated with respect to different loading conditions
and were limited to one experiment on Al7075-T6. Therefore, the first step in this research was to study
the consistency and variability of the model by performing several standard fatigue experiments using
compact tension test specimens of the same aluminum alloy (Al7075-T6) subjected to cyclic loading
with varied loading ratios and frequencies. This part of the research addressed model development
and validation, with respect to changes in loading frequency and loading ratio, through statistical
analysis of the crack growth data. In the second step, the material effect was studied based on three
identical crack growth tests with Ti-6Al-4V titanium alloy (known as Ti-6-4). Experimental procedures
and methods of analyzing the data were similar to those used for the Al7075-T6 samples.

This paper first discusses the details of the performed fatigue experiments, followed by the
description of the data analysis methods, and finally presents results including model development
and validation. In the final section, conclusions are summarized and suggestions are made for
future work.

2. Experimental Approach

The goal of the experiments performed was to monitor fatigue crack propagation in standardized
specimens. The test samples for both Al7075-T6 and Ti-6-4 were supplied in the form of compact
tension (CT) specimens, based on ASTM standard E647 [18]. The test specimens were manufactured
from 0.125 in (3.175 mm) thick plates. The geometry and dimensions of the specimens are shown
in Figure 2.

A servo-hydraulic Material Testing System (MTS) fatigue machine retrofitted with an Instron 8800
controller was used to define and control the loading conditions. An advanced DiSP-4 AE system
supplied by the Physical Acoustics Corporation (now MISTRAS Group), was used to record the AE
signals. The setup included one 100–900 kHz wideband differential AE sensor (WD) to collect the
signal, a 40 dB preamplifier to amplify them, a data acquisition module to perform primary filtration
and record the signals, and a software module to visualize the data and to perform feature extraction.

 

Figure 2. Technical drawing of the CT specimen (dimensions in inches).
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A ruler with smallest divisions of 0.01 in. (0.254 mm) was placed on the specimen so the actual
crack length could be measured during post-processing of the images. The AE sensor was attached
to the upper left-hand side of the specimen with silicone grease and held in place with a C-clamp
(Figure 3). The instrumented CT specimens were mounted on the 5 kip MTS machine which applied
sinusoidal loading cycles until a fatigue pre-crack of adequate length and straightness (according to
ASTM E647) could be detected. Then, the standard crack growth tests were conducted using the same
MTS machine. All the experiments were continued until fracture.

 

Figure 3. Standard CT specimen with a mounted AE sensor.

A 40 dB preamplifier amplified the AE signals received from the sensor. A band pass filter was
used in the amplifier, and the amplified signals were analyzed using the DiSP-4 system. The AE
features that were measured and recorded included AE counts, energy, and the time of the event.
A digital close-up camera took time-lapsed high-resolution pictures of the crack growth, and the
crack length could be measured based on the ruler attached onto the specimen within the accuracy
of 0.01 inch (0.254 mm). As a result, considerable amounts of data were captured and stored for
further processing.

Experiments performed on several CT specimens were subjected to cyclic loading with different
loading ratios. For each case, the loading ratio was changed, with all other test parameters remaining
constant. Table 1 lists the experiments performed for the corresponding load ratios:

Table 1. Details of experiments and load parameters.

Test Reference Material Loading Frequency (Hz) Loading Ratio Maximum Force (lbf) Maximum Force (kN)

CT1 Al7075-T6 10 0.1 500 2.22
CT2 Al7075-T6 10 0.1 500 2.22
CT3 Al7075-T6 10 0.3 500 2.22
CT4 Al7075-T6 10 0.3 500 2.22
CT5 Al7075-T6 10 0.5 500 2.22
CT6 Al7075-T6 10 0.5 500 2.22
CT7 Al7075-T6 2 0.1 500 2.22
CT8 Al7075-T6 2 0.1 500 2.22
CT9 Al7075-T6 7 0.1 500 2.22

CT10 Al7075-T6 7 0.1 500 2.22
CT11 Al7075-T6 10 0.1 500 2.22
CT12 Al7075-T6 10 0.1 500 2.22
CT13 Ti-6Al-4V 5 0.1 900 4
CT14 Ti-6Al-4V 5 0.1 900 4
CT15 Ti-6Al-4V 5 0.1 900 4

For the three Ti-6-4 tests, the loading was increased because Ti-6-4 has a higher yield strength of
about 120 ksi (830 MPa) compared to the yield strength of Al7075-T6 of about 67 ksi (460 MPa) [19].
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Additionally, the frequency was decreased to 5 Hz in order to better distinguish and process AE events
during post-processing [20].

Noise Reduction

AE signals may be generated from a number of possible sources including background noise,
micro-crack generation, or plastic deformation. In order to reduce uncertainties and determine the AE
signals corresponding to crack growth, applying noise reduction techniques on the captured data was
required. Various de-noising techniques have been proposed to filter AE signals due to extraneous
events during crack growth [10,21,22].

To filter out noise from AE signals associated with fatigue crack propagation, the recorded AE
data was filtered using the acquisition system’s band pass filter (200 kHz–3 MHz). In addition to
the band pass filter that restricts the captured signals based on frequency, an amplitude threshold
was determined and filtered out low-amplitude background noise. It should be noted that the lack
of significant AE activity in the initial stages of fatigue loading makes it more difficult to distinguish
background noise from crack-related acoustic events. For each set of materials, a dummy specimen was
tested beforehand under the same conditions as the main experiments to determine the background
noise. The dummy specimen was simply the first sample from the test specimen batch and had the
same geometry and characteristics. The dummy specimen was installed in the testing machine, and
the background noise was captured as a cyclic load was applied for a few cycles. Based on this test,
the AE detection threshold was set to 45 dB for Al7075-T6 samples to eliminate the background noises.
This value was found to be 35 dB for the Ti-6-4 samples.

It has also been observed that AE events occurring during the loading portion of a cycle are related
to crack growth [6,17,21]. Therefore, the AE data taken only during the loading portion of each cycle
were used for data analysis, while AE events during the unloading portion of the cycle were ignored.
In addition, many researchers have assumed that only events occurring close to the maximum or peak
load are associated directly with crack growth [12,21,22]. So, the filtered AE events were separated for
different percentages of the applied load range, and it was determined that the AE counts occurring
within the top 20% of peak load showed the closest correlation with crack propagation rates [23].

3. Analysis of Experimental Data and Results

3.1. Crack Growth Measurement

The lengths of the pictured cracks were measured using an image processing software called
ImageJ [24]. Crack measurement with the image processing software was calibrated using the scale
ruler attached to the specimen. The accuracy of the ruler was 0.01 in. (0.254 mm); therefore, the scale
error was estimated as ±0.005 in. (0.127 mm). One example of the process for measuring the crack
length and matching the crack length with the cumulative AE counts is shown in Figure 4. By knowing
the crack length and AE cumulative counts at numerous instances during the experiment, values for
crack growth rate and AE count rate were estimated.

When the crack lengths were determined, the fatigue crack growth rates were approximated at
different cycles using Equation (4):

da
dN

= limΔN→0
Δa
ΔN

(4)

According to the observed data, the correlation between the AE count rates and stable crack
growth rates follow the log-linear model of Equation (2). To properly compare the correlations
estimated from all observed data obtained from different fatigue loading conditions on a similar scale,
the correlation between the logarithm of crack growth rate and the normalized logarithm of dc/dN
values was found. That is, the logarithm of every count rate was normalized to the range of the
logarithms of minimum and maximum count rates observed in each test. With this normalization,
the estimated parameters of Equation (2) were nearly identical for each test regardless of the loading
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ratio or loading frequency and thus allowed all tests data to be combined to estimate one correlation
model, as discussed in Section 3.3. Therefore, every dc/dN data point can be reversely expressed in
terms of the corresponding normalized value and the two fixed minimum and maximum log(dc/dN)
values. The correlation between normalized log(dc/dN) and log(da/dN) for different experiments at
different loading ratios is shown in Figure 5a. Similarly, results for tests at different loading frequencies
is shown in Figure 5b.

Figure 4. Example of crack length measurements paired with cumulative AE counts.

After the post processing of the AE data, the experimental results were used to determine the
point estimate unknown parameters α1 and α2 in Equation (2) using regression analysis. The observed
correlation of AE count rates versus crack growth rates and the regression analysis of the experimental
data corresponding with different frequencies and different loading ratios showed that estimated
parameters of the regression line are in the same range and do not have a considerable difference.
It should be noted that the mean value of the regression parameters are calculated using all the
experimental data and the estimation of the error term was implemented later in the probabilistic
model development section. The point estimates of the linear regression model parameters for the
different experiments are listed in Table 2. It should be noted that the fatigue lives (cycles-to-fracture)
for Al7075-T6 samples were in the range of 3500 and 12,000 cycles. This range was determined to be
45,000 to 109,000 cycles for the Ti-6-4 samples.

Table 2. Regression parameters for individual test data, Al7075-T6.

Test Frequency R α1 α2

CT1 10 0.1 0.03 −11.46
CT2 10 0.1 0.03 −11.17
CT3 10 0.3 0.03 −11.09
CT4 10 0.3 0.02 −12.01
CT5 10 0.5 0.03 −11.97
CT6 10 0.5 0.02 −11.77
CT7 2 0.1 0.02 −10.88
CT8 2 0.1 0.05 −13.86
CT9 7 0.1 0.02 −10.86

CT10 7 0.1 0.02 −10.74
CT11 10 0.1 0.04 −12.91
CT12 10 0.1 0.04 −13.41
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Figure 5. Crack growth rate versus AE count rate for Al7075-T6 tests at (a) different loading ratios;
(b) different loading frequencies—log scale. The base scale of da/dN is in/cycle.

3.2. Test of Homogeneity

To determine if there is any significant statistical difference in the regression lines derived from
the different test data, an Analysis of Covariance (ANCOVA) was used [25]. The topic of interest is
whether the regression lines have similar slopes. This method allows for testing the null hypothesis
that the regression model parameters were derived from samples estimating populations which all
had equal slopes.

For this hypothesis analysis, the confidence limit level was selected to be 90% (i.e., Pcritical = 0.05).
The F statistic was calculated as 0.82 and the corresponding probability (p-value) was estimated to be
0.618. Since F statistic is less than unity and p-value is greater than Pcritical, the null hypothesis could
not be rejected. It was concluded that there is no statistically significant difference between the slopes
of regression lines and the test of ANCOVA confirmed that the model is not influenced by the loading
ratio and loading frequencies. For more information about ANCOVA, refer to References [26,27].
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3.3. Probabilistic Model Development

Since the results show that changes in certain loading conditions do not result in any significant
influences on the linear model of AE count rate versus crack growth rate, all the experimental data
from different tests could be used to develop the crack length vs. AE count rate model. To do this,
the experimental data set for Al7075-T6 was divided into three different sets. One set was used for
parameter estimation when defining the model, one set was used for evaluating the error term in the
model, and the final data set was used for model validation. The first set was of four experiments that
were selected from different loading conditions to arrive at a more generic model in the phase of model
development. Those experiments were CT1, CT3, CT5 and CT7 from Table 1. The second set of data
used to estimate the uncertainties and capture the error term in the model were CT2, CT4, CT6, CT10
and CT12 from Table 1. The last step was to validate the developed model. The experiments used for
validation were CT9 and CT11 from Table 1. The procedure and results of model development and
validation are reported in the remainder of this section.

3.3.1. Bayesian Data Analysis

A Bayesian regression approach was implemented to estimate the model parameters and error.
This technique is used to estimate and update the posterior distribution of the unknown model
parameters [28]. In the Bayesian inference, a prior probability distribution function (pdf) of the
model parameters is combined with observed data (evidence) in the form of a likelihood function of
an unknown parameter (θ). The result is an updated state of knowledge in the form of the posterior
joint distribution of the model parameters, f (θ|x). The posterior pdf of the model parameter can be
assessed as described according to the Bayes’ Theorem [29] as:

f (θ|x ) = f (x |θ)
f (x)

∝ f (x |θ) f (θ) (5)

where, f (θ|x) is the posterior pdf of the vector of parameters (θ) with θT = [α1, α2, σ] given the observed
data (x); f (x) is the marginal pdf of the random variable x; f (θ) is the prior pdf of the model parameters;
and f (x|θ) is the likelihood of the model and contains the available information provided by the
observed data:

f (θ|x ) =
n

∏
i=1

f (xi |θ) (6)

The results of the analyzed experimental data were used to develop a probabilistic linear model
for the estimation of the crack growth rate as the dependent variable, and using the AE count rate as
the independent variable. So, based on the observed correlation, the unknown parameters of the linear
model described in Equation (2) are updated. An error term was added later to assess the model error.

After the first steps of analyzing the experimental data (crack growth measurement, AE data
filtration, and AE count rate calculations) were completed, the results were used to estimate the
marginal and joint distribution of the unknown parameters in Equations (2) and (3) using the Bayesian
regression using Equations (5) and (6). The software package WinBUGS [28] was used to perform the
Bayesian inference. In this Bayesian inference, the likelihood function in Equation (6) for the observed
independent crack data points (xi, yi) can be expressed as a normal distribution:

p(D|α1, α2, s ) =
n

∏
i=1

1
s
√

2π
exp

(
−1

2

(
yi − (α1xi + α2)

s

)2
)

(7)

where p(.) is the likelihood of all data in form of xi = log(dc/dN)i, yi = log(da/dN)i, and D is the data set
of all pairs (xi, yi) for i = 1 to n of the tests.

3.3.2. Error and Uncertainty

Uncertainties associated with the model have various sources which may be grouped as follows:
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(a) Aleatory uncertainty: Also known as inherent uncertainty, aleatory uncertainty is a natural
randomness of a quantity such as uncertainty in the material features. Generally, there are
different factors during manufacturing of a material that cause random variation of the material
properties from experiment to experiment [30]. To minimize aleatory uncertainty, test data of
specimens from the same material lot (test samples coming from the same sheet of Al7075-T6 or
Ti-6-4) were used. It should be noted that this physical variation is inherent to experiments and
cannot be eliminated.

(b) Epistemic uncertainties: This uncertainty is the result of limited information or incomplete
information due to finite experimental data or a limited number of observed data points.
The addition of experiments corresponding with each loading condition in the parameter
estimation process can help reduce epistemic uncertainty bounds for the estimated model
parameters. Two types of epistemic uncertainty are discussed below:

1. Measurement error: This is the error caused by imperfect measuring equipment and/or
human observation errors. There are some inherent variations resulting from the method of
observation. The image processing method used for measuring the specimen’s crack length based
on the high-resolution photography with the close-up lens carried some measurement errors due to
difficulties in finding the crack tip in images.

Some methods were applied to reduce the crack length measurement error. If the measurement
value is known to be constant from one measurement to another and if the measurement can be made
several times, information about the uncertainty of the measuring method can be obtained. In this case,
this type of uncertainty can be reduced through averaging. It was attempted in this research to reduce
the measurement uncertainty using the measurement data produced by two different individual
testers on each data point. Since these measurements are mutually independent the mean value of the
measured crack length was used for each data point.

2. Modeling error: Besides the error of crack length measurement, filtration method and
insufficient data, there is an important model uncertainty that must be captured. This model
uncertainty is related to the formulation of the proposed probabilistic model. There might be some
other sources of uncertainty that can be considered such as the uncertainty resulting from the de-noising
technique. For example, the noise reduction method may filter out some crack growth related signals
and contribute to the model uncertainty. Improvement can be made by exploring alternate methods of
classification of AE-related data and filtration techniques.

In Section 3.3.2.1, the AE model error is estimated, which expresses the sum of aleatory and
epistemic uncertainties described above. Later in Section 3.4, the model is validated and the
uncertainties are estimated.

3.3.2.1. Model Error Estimation

After establishing a linear relationship between the explanatory variable, dc/dN, and the response
variable, da/dN, the relationship can be used to make predictions of the next value of crack growth
rate given the next value of AE count rate. Predicting future observations for certain dc/dN values is
one of the main goals of this linear regression modeling. Better prediction can be made considering
the uncertainties and errors in the model. True values for model parameters are unknown and using
estimated values in the prediction adds to the uncertainty that should be captured by the error term.
The error term showed by ε in Equation (2) includes all the uncertainties discussed in the previous
section and follows a normal distribution with the mean of zero and standard deviation that needs to
be captured (s). The results of this study showed that parameter s of the error term can be described by
another normal distribution: s ~N(μs, σs).

The point estimates of the model parameters, α1 and α2, and the model error, ε, described by
Equations (2) and (3) were computed for Al7075-T6 and Ti-6-4 experiments separately. As discussed,
the error term is considered to follow a normal distribution with the mean of zero and a standard
deviation of s which accounts for the model uncertainties after the data were normalized. The model
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parameters and error term distributions were determined through Bayesian analysis for each set of
experiments. The software WinBUGS was used to capture the error term distribution in the model
in which uninformative, or uniform, prior distributions were chosen for all variables. The posterior
distributions of the error term and the corresponding standard deviations were determined and are
listed in Table 3.

Table 3. Regression parameters and error term distribution for Al7075-T6 and Ti-6Al-4V tests.

Material α1 α2
ε ~N(με,s) s ~N(μs,σs)

με μs σs

Al7075-T6 0.03 −11.319 0 0.86 0.057
Ti-6Al-4V 0.006 −4.971 0 0.24 0.010

The error estimation for Al7075-T6 tests was performed by comparing experimental measurements
with estimated model predictions obtained through Bayesian analysis (using parameter estimation
for Al7075-T6 in Table 3). Subsequently, it was found that for Al7075-T6, the parameter s of the error
term follows a normal distribution as well and was estimated as s ~N(0.86, 0.057), where ε ~N(0, s).
The results are shown in Figure 6.

 

Figure 6. Estimated error terms.

The result of the posterior predictive distribution for da/dN as a function of dc/dN for Al7075-T6
is plotted in Figure 7. The posterior distribution is shown by its median and the 95% confidence level
(2.5% and 97.5% prediction bounds). The data used to fit the model is also plotted in Figure 7.

This finding suggests that since almost all procedures were maintained between the two sets of
experiments, the model parameters must be updated to account for material variation from material
to material, as expected. In addition, both model parameters are material-dependent since both vary
significantly between the material testing.

Figure 7. Posterior predictive AE model with the uncertainty bounds, material: Al7075-T6; WB
indicates Bayesian regression analysis results using WinBugs.
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Each of the three Ti-6-4 experiments demonstrated a good correlation between AE count rate and
crack growth rate. These results suggest that the proposed linear model based on Al7075-T6 holds
for the Ti-6-4 as well. The regression between log(da/dN) and log(dc/dN) for the experiments and
confidence interval are depicted in Figure 8. As expected, the model parameters are considerably
different between Al7075-T6 and Ti-6-4 testing, but the form of the model remains unchanged.
To provide a visual comparison, the linear regressions between crack growth rate and AE count
rate and the raw data for Al7075-T6 and Ti-6-4 are displayed in Figure 9.

Figure 8. Posterior predictive AE model with the uncertainty bounds, material: Ti-6Al-4V, WB indicates
Bayesian regression analysis results using WinBugs.

 

Figure 9. Crack growth rate versus AE count rate with linear regressions for Al7075-T6 and Ti-6Al-4V.

Some inferences about AE phenomena in different materials can be made by comparing the
regression parameters listed in Table 3. The slope parameter, α1, for the Ti-6-4 is smaller than the
reported α1 value for Al7075-T6. This relationship suggests that as the AE count rate increases,
less increase is observed in the crack growth rate in the Ti-6-4 as compared to Al7075-T6. The intercept
parameter, α2, for the Ti-6-4 is larger than Al7075-T6. Physically, this means that a crack will generally
grow at a faster rate in the Ti-6-4 than Al7075-T6 for the same relative AE count rate. In other words,
as a crack propagates, higher crack growth rates are detected for the Ti-6-4 than Al7075-T6. The tradeoff
when detecting crack growth through means of observing AE count rate is a crack will grow more
quickly but at a relatively consistent rate for Ti-6-4, compared to a slower but relatively variable crack
growth rate in Al7075-T6. Finally, it should be noted that the differences in the crack growth models
are simplified into two dimensions, the two model parameters, α1 and α2. If the relationships between
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log(da/dN) and log(dc/dN) for Ti-6-4 were not linear, at least one other material-dependent dimension
would need to be considered.

3.4. Model Validation

In order to validate the developed AE model, model predictions of crack growth rate were
compared against the validation experimental data set. For a given value of AE count rate, a prediction
of crack growth rate was estimated based on the developed AE-based model. Available information
captured from Al7075-T6 experimental data was used as the input to the Bayesian estimation procedure,
as the model was developed based on Al7075-T6 data. The Bayesian estimation approach updated the
model prediction with the experimental results. With this Bayesian estimation inference, uncertainties
in the experimental values were propagated in the model and resulted in model prediction uncertainty
assessment. The prediction results were then compared against the true crack growth rates obtained
by validation experiments.

In the proposed model validation methodology [31], both model prediction and experimental
results are considered to be estimations and representations of the true values, given some error as it is
shown in Equations (8) and (9):

Xi
Xe,i

= Fe,i; Fe ∼ LN(be, se) (8)

and
Xi

Xm,i
= Fm,i; Fm ∼ LN(bm, sm) (9)

where Xi is the true value, Xe,i and Xm,i indicate the experimental results and model prediction,
respectively. Fe is the multiplicative error of the experiment with respect to true value, and Fm is the
multiplicative error of the model prediction with respect to true value. A multiplicative error of the
experiment with respect to the model prediction is defined by Equation (10):

Xe,i

Xm,i
=

Fm,i

Fe,i
= Ft,i (10)

Since both Fm,i and Fe,i distributions are lognormal, the distribution of Ft,i would also be
lognormal with mean and standard deviation of (bm − be) and

√
s2

m + s2
e , respectively. In this approach,

the likelihood used is shown in Equation (11):

L(Xe,i/Xm,i, be, se|bm, sm) =
n

∏
i=1

1√
2π
(

Xe,i
Xm,i

)√
s2

m + s2
e

exp

⎛
⎜⎝−1

2
×
[
ln
(

Xe,i
Xm,i

)
− (bm − be)

]2

s2
m + s2

e

⎞
⎟⎠ (11)

Using the validation sets of data, the validation approach was implemented and the results are
discussed in this section. For more information about the validation method, refer to the paper by
Ontiveros [31]. For simplicity, the distributions of model predictions were reduced to a mean value and
compared one-to-one with the experimental results. The mean and standard deviation of Fe, which are
be and se, were determined from the unbiased experimental error of ±1%. The values determined were
−0.00002 for be and 0.002 for se. The summary statistics for the marginal posterior pdf of parameters
bm and sm as well as the distribution of Fm are presented in Table 4.

Table 4. Model validation statistic summary.

Parameter Mean Standard Deviation 2.5% Median 97.5%

bm 0.009 0.011 −0.013 0.009 0.031
sm 0.059 0.008 0.045 0.058 0.078
Fm 1.011 0.061 0.894 1.009 1.141
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The model uncertainty bounds for the crack length estimation can be determined from the 2.5 and
97.5 percentile of the multiplicative error of Fm. The resulting upper bound on reality was calculated
as 14%, while the lower bound is −10%. These results are presented graphically in Figure 10. It can
be noticed that the mean values of the model prediction are standing on the upper bounds of the
experimental error, and the value of Fm for the model prediction is greater than 1. The value of Fm

around 1.01 suggests a very small bias in the AE model to under predict the true crack growth rate.
Therefore, the estimation of the true crack growth rate given by the model prediction is expected to
be slightly higher. The results show that to correct the model, the predictions must be increased by
a factor of 1.01.

Figure 10. Comparison of AE model prediction and experimental results (log da/dN). WB indicates
Bayesian regression analysis results using WinBugs.

Using the experimental data points for log(da/dN) and assuming an experimental error of ±1%,
the 45-degree solid line shows the difference between the model prediction and the “true” log(da/dN)
(with the 45-degree line showing the perfect match). However, because of the experimental data scatter
and a slight bias expressed by Fm (showing systematic model error) between the true log(da/dN) and
regression models of Figure 9, the true log(da/dN), with a 95% confidence level, will be somewhere as
high as 14% above the model prediction and as low as 10% below this prediction.

As expected, the validation results showed good agreement between model predictions and
experimental observations. The validated AE model can be used in real time monitoring of large cracks
that subsequently improves the structural health management.

4. Conclusions

This research focused on the AE model for large crack growth assessment. In order to establish
the AE signal feature versus the fatigue crack growth model and study the consistency and accuracy
of the model, several standard fatigue experiments were performed. A set of tests were performed
using standard Al7075-T6 test specimens subjected to cyclic loading with different amplitude and
frequencies. A previously proposed relationship between the crack growth rate and AE signal features
generated during crack growth was modified and validated. The AE-based crack growth model was
found to be independent of the loading condition and loading frequency. These findings validate the
previous work by Rabiei [17] as the proposed model is independent of the loading ratio and frequency.
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Based on three identical tests with Ti-6-4, it was concluded that while the model parameters are
material-dependent, the linear model form depicting the relationship between the crack growth rate
and AE count rate remains valid when the material is changed.

The obtained experimental data was uncertain in nature due to considerable uncertainties in
the optical crack detection method and measurement errors associated with the utilized crack sizing
technique. The procedure of probabilistic model development and validation were discussed, and
uncertainties of the model were investigated. To deal with uncertainties, a Bayesian approach was
used to consider systematic and random errors in the model by capturing the effect of uncertainties.
This approach provided a framework for updating the distribution of the model parameters.

Development of the proposed AE monitoring technique reported in this paper facilitates for
the prognostics and life predictions of the structure. The developed methodology can be utilized
for continuous in-service monitoring of structures and has proven to be promising for use in life
predictions and assessment for structures subject to fatigue loading. Ultimately, these predictions can
be used to define the appropriate inspection policies and maintenance schedules.

To update the model for any material variation, quantitative material properties that correlate
to the AE count rate and crack growth rate could be identified. This process would be extensive due
to the numerous material properties that affect a material’s failure mechanisms including fracture
toughness, modulus of elasticity, and yield strength. Once properties are identified, numerous types
of materials could be tested to validate and update the model to account for material variations.
In addition, the model is based on tests using the same specimen geometry of a specific plate thickness.
Since crack growth behavior can also be dependent on the thickness of the material, the AE response
and subsequently the model would be dependent on material thickness and specimen geometry.
Future research may also focus on experimental studies to account for the effects of material thickness.
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Abstract: Engineering systems undergoing extreme and harsh environments can often times
experience rapid damaging effects. In order to minimize loss of economic investment and human lives,
structural health monitoring (SHM) of these high-rate systems is being researched. An experimental
testbed has been developed to validate SHM methods in a controllable and repeatable laboratory
environment. This study applies the Euler-Bernoulli beam theory to this testbed to develop analytical
solutions of the system. The transverse vibration of a clamped-pinned-free beam with a point mass
at the free end is discussed in detail. Results are derived for varying pin locations and mass values.
Eigenvalue plots of the first five modes are presented along with their respective mode shapes.
The theoretical calculations are experimentally validated and discussed.

Keywords: beam; vibration; structural health monitoring; high-rate dynamics

1. Introduction

High-rate dynamics are defined as events having amplitudes greater than 100 g over durations
less than 100 ms [1]. Some examples of high-rate systems may include civil structures exposed to blast,
passenger vehicles experiencing collisions, and aerial or spacecraft vehicles subjected to ballistic
impacts. Such systems have the potential to experience rapid changes in mechanical configuration
through damage. Economic investments and lives could be saved if fast detection of parameter changes
can be accurately quantified [2]. A variable input observer has been studied by the authors as a potential
solution to increasing convergence times through richer inputs [3]. However, there is a need to validate
high-rate structural health monitoring (SHM) methods [4].

An experimental testbed has been designed and built to test and validate SHM methods
systems experiencing high-rate dynamics. The development of an experimental testbed is critical,
because the experimentation on real-life high-rate systems would be complex, difficulty to verify,
and potentially very costly. This testbed design incorporates a cantilever beam with a roller
that restrains the displacement in the vertical direction and is allowed to move freely along the
length of the beam. Additionally, the mass at the free end of the beam can be dropped through
the de-energizing of the electromagnet that detaches the mass from the beam. The roller is a moving
cart that provides a changing boundary condition while the mass drop provides a sudden change
in mechanical configuration. This system is easily controllable and repeatable in a laboratory setting.

To develop analytical solutions for this beam structure, the Euler-Bernoulli beam theory
is applied. The system is modeled as clamped-pinned-free with a point mass at free end.
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To the best knowledge of the authors, this configuration has not been previously studied analytically
nor experimentally. There is no mention of this beam configuration in the book authored by Blevins [5].
The clamped-pinned-free without mass [6] and the clamped-free with mass at free end without pin [7]
have been studied. In more recent years, researchers have investigated the free vibration of multi-span
beams with flexible constraints [8], axial vibrations of multi-span beams with concentrated masses [9],
multi-span beams with moving masses [10], and multi-span beams carrying spring-mass systems [11,12].

Using beam theory, Section 2 derives the transcendental equation. A generalized form is presented
that is applicable to any pin location and any mass value. Derived results are verified through comparison
between well known cases in literature. Section 3 calculates the eigenvalues for normalized pinned
location for various mass ratios. Section 4 calculates the mode shapes for several different pinned
locations, while Section 5 compares the results from the theoretical calculations to experimental data.

2. Frequency Calculations

The transverse vibrations of a slender clamped-pinned-free beam with a mass at free end of interest
is shown in Figure 1. The governing equation for the beam using Euler-Bernoulli’s beam theory [13]
can be written:

Figure 1. Schematic of a clamped-pinned-free beam with mass at free end.

ρA
∂2w
∂t2 + EI

∂4w
∂x4 = 0 (1)

where E is the Young’s modulus, I is the cross-sectional moment of inertia, w is the vertical deflection,
x is the axial coordinate, ρ is the density of the beam, A is the cross-sectional area, and t is time.
Equation (1) can be solved assuming a separation-of-variables solution in the standard form:

w(x, t) = X(x)T(t) (2)

where X is the spatial solution and T is the temporal solution. The spatial solution for a two-span
beam then is expressed:

X(x) =

{
X1(x), 0 ≤ x ≤ a

X2(x), a ≤ x ≤ L
(3)

The sub-functions in Equation (3) can be written as the following general solutions:

X1(x) = a1 sin(βx) + a2 cos(βx) + a3 sinh(βx) + a4 cosh(βx) (4)

X2(x) = b1 sin(βx) + b2 cos(βx) + b3 sinh(βx) + b4 cosh(βx) (5)

where β is the beam vibration eigenvalue. Parameter β and seven of the eight coefficients can be solved
by applying the boundary conditions of the system. For the clamped-pinned-free, the displacement
and slope at the clamped end are zero [7]:

X1(0) = 0 (6)

dX1(0)
dx

= 0 (7)
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while at the free end, the bending moment and the shear vanish such that:

d2X2(L)
dx2 = 0 (8)

EI
d3X2(L)

dx3 = mattached
d2T2(L, t)

dt2 (9)

where mattached is the mass attached to the beam at the free end. In addition to these four boundary
conditions, four more boundary conditions (displacement and rotation) are found at the pin location a:

X1(a) = 0 (10)

X2(a) = 0 (11)

dX1(a)
dx

=
dX2(a)

dx
(12)

d2X1(a)
dx2 =

d2X2(a)
dx2 (13)

Substituting the first transverse displacement (Equation (4)) into the clamped boundary condition
(Equations (6) and (7)) gives:

a2 + a4 = 0 (14)

a1 + a3 = 0 (15)

Substituting the second transverse displacement (Equation (5)) into the free end boundary
condition (Equation (8)) yields:

− b1 sin(βL)− b2 cos(βL) + b3 sinh(βL) + b4 cosh(βL) = 0 (16)

Additionally, inserting the second transverse displacement (Equation (5)) into Equation (1)
and applying the boundary condition at the free end (Equation (9)) results in:

b1(− cos(βL) + βL
mattached

mbeam
sin(βL)) + b2(sin(βL) + βL

mattached
mbeam

cos(βL))

+b3(cosh(βL) + βL
mattached

mbeam
sinh(βL)) + b4(sinh(βL) + βL

mattached
mbeam

cosh(βL)) = 0 (17)

where mbeam is the mass of the beam.
Substituting the first transverse displacement (Equation (4)) into the pinned boundary condition

(Equations (10) and (11)) results in:

a1 sin(βL
a
L
) + a2 cos(βL

a
L
) + a3 sinh(βL

a
L
) + a4 cosh(βL

a
L
) = 0 (18)

and

b1 sin(βL
a
L
) + b2 cos(βL

a
L
) + b3 sinh(βL

a
L
) + b4 cosh(βL

a
L
) = 0 (19)

After, substituting the second transverse displacement (Equation (5)) into the boundary conditions
defined by Equations (12) and (13) provides the following expressions:

a1 cos(βL
a
L
)− a2 sin(βL

a
L
) + a3 cosh(βL

a
L
) + a4 sinh(βL

a
L
)

−b1 cos(βL
a
L
) + b2 sin(βL

a
L
)− b3 cosh(βL

a
L
)− b4 sinh(βL

a
L
) = 0 (20)
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−a1 sin(βL
a
L
)− a2 cos(βL

a
L
) + a3 sinh(βL

a
L
) + a4 cosh(βL

a
L
)

+b1 sin(βL
a
L
) + b2 cos(βL

a
L
)− b3 sinh(βL

a
L
)− b4 cosh(βL

a
L
) = 0 (21)

Aggregating Equations (14)–(21) into an 8× 8 matrix (see Appendix A) and solving for the determinant
leads to the transcendental equation expressed:

4 cos(βL(
a
L
− 1)) sinh(βL(

a
L
− 1))− 4 cosh(βL(

a
L
− 1)) sin(βL(

a
L
− 1))

+2 cos(βL(2
a
L
− 1)) sinh(βL)− 2 cosh(βL(2

a
L
− 1)) sin(βL)

+4 cos(
a
L

βL) sinh(
a
L

βL)− 4 cosh(
a
L

βL) sin(
a
L

βL)

+2 cos(βL) sinh(βL)− 2 cosh(βL) sin(βL) + 8βL
mattached

mbeam
sin(βL(

a
L
− 1)) sinh(βL(

a
L
− 1))

+2βL
mattached

mbeam
cos(βL(2

a
L
− 1)) cosh(βL)− 2βL

mattached
mbeam

cosh(βL(2
a
L
− 1)) cos(βL)

+2βL
mattached

mbeam
sin(βL(2

a
L
− 1)) sinh(βL) + 2βL

mattached
mbeam

sinh(βL(2
a
L
− 1)) sin(βL)

−4βL
mattached

mbeam
sin(βL) sinh(βL) = 0 (22)

where the natural frequencies (in Hz) are given by:

fn =
(βnL)2

2πL2

√
EI
ρA

(23)

To verify Equation (22), the first five natural frequencies were calculated for three well known cases:

• Case 1: Clamped-free [14]: a
L = mattached

mbeam
= 0

• Case 2: Clamped-free with mass at free end [7]: a
L = 0

• Case 3: Clamped-pinned-free [6]: mattached
mbeam

= 0

The results are tabulated in Tables 1–3. The frequencies of the first five modes (β1–β5)
are compared between what is found in literature against the results from Equation (22)
(proposed model). The small differences are due to rounding errors of the beam vibration eigenvalues β,
which cause large changes in the calculated frequency ( fn ∝ β2

n). The precision for β in this paper
is ±0.0002.

Table 1. Comparison of analytical results: clamped-free (Case 1).

Literature [14] Proposed Model Difference
Mode (Hz) (Hz) (%)

1 19.64 19.63 0.051
2 123.07 123.02 0.041
3 344.64 344.45 0.055
4 675.31 674.97 0.050
5 1116.33 1115.79 0.048
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Table 2. Comparison of analytical results: Clamped-free with mass at free end ( mattached
mbeam

= 0.2) (Case 2).

Literature [7] Proposed Model Difference
Mode (Hz) (Hz) (%)

1 14.56 14.58 0.14
2 101.47 101.64 0.17
3 298.59 299.00 0.14
4 603.06 604.02 0.16
5 1017.07 1018.48 0.14

Table 3. Comparison of analytical results: Clamped-pinned-free (pinned at a = 200 mm) (Case 3).

Literature [6] Proposed Model Difference
Mode (Hz) (Hz) (%)

1 41.70 41.59 0.26
2 279.25 278.46 0.28
3 635.80 635.19 0.10
4 899.94 897.69 0.25
5 1650.85 1646.48 0.26

3. Calculations of Eigenvalues

The beam vibration eigenvalues are calculated in terms of βL for different mass ratios, mattached
mbeam

.
The eigenvalues are plotted as a function of the normalized pinned location, a

L in Figures 2–6.
Note, the βL values corresponding to a

L = 0 is equivalent to the clamped-free system with a mass
at the free.

Figure 2. Eigenvalues of first 5 modes, mattached
mbeam

= 0.2.
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Figure 3. Eigenvalues of first 5 modes, mattached
mbeam

= 0.4.

Figure 4. Eigenvalues of first 5 modes, mattached
mbeam

= 0.6.
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Figure 5. Eigenvalues of first 5 modes, mattached
mbeam

= 0.8.

Figure 6. Eigenvalues of first 5 modes, mattached
mbeam

= 1.

4. Mode Shapes

The mode shapes are calculated for the two different sections of the beam corresponding
to the clamped-pinned and pinned-free sections. To calculate the mode shapes, the boundary condition
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(Equations (6)–(13)) are used to find a relationship between the coefficients. The method used here
consists of solving all coefficients in terms of a4. Note, there are not enough equations to determine
a unique solution for each coefficient. The solutions for the a coefficients are:

a1 = −a3 (24)

a2 = −a4 (25)

a3 =
cos(βL a

L )− cosh(βL a
L )

(sinh(βL a
L )− sin(βL a

L )
a4 (26)

and for the b coefficients:

b1 = −b2 cot(βL) + b3
sinh(βL)
sin(βL)

+ b4
cosh(βL)
sin(βL)

(27)

b2 = b3
z1

z3
+ b4

z2

z3
(28)

b3 =

z2z4
z3

+ z6
z1z4
z3

+ z5
(29)

where

z1 =
sinh(βL)
sin(βL)

(cos(βL) + βL
mattached

mbeam
sin(βL))− (cosh(βL) + βL

mattached
mbeam

sinh(βL)) (30)

z2 =
cosh(βL)
sin(βL)

(cos(βL) + βL
mattached

mbeam
sin(βL))− (sinh(βL) + βL

mattached
mbeam

cosh(βL)) (31)

z3 = cot(βL)(cos(βL) + βL
mattached

mbeam
sin(βL)) + (sin(βL) + βL

mattached
mbeam

cos(βL)) (32)

z4 = cos(βL
a
L
)− cot(βL) sin(βL

a
L
) (33)

z5 =
sinh(βL)
sin(βL)

sin(βL
a
L
) + sinh(βL

a
L
) (34)

z6 =
cosh(βL)
sin(βL)

sin(βL
a
L
) + cosh(βL

a
L
) (35)

Substituting the equations for the coefficients (Equations (24)–(35)) into the boundary condition
from Equation (12), a relationship between a4 and b4 is obtained. For brevity, this expression is not
presented here. The mode shapes are determined for the multi-span beam by substituting all coefficient
expressions in terms of a4 into Equation (3).

Normalizing at a4 = 1, the first five mode shapes for the clamped-pinned-free beam with a mass
at the free end are plotted in Figures 7–10 for a = 100, 200, 300, and 400 mm with mattached

mbeam
= 0.2.

The red triangle on the plots denotes the pin location. Note that for a = 100 (Figure 7), the mode
shapes are as expected for a fixed-pinned-free cantilever beam with a mass on the free end. However,
when a = 200 (Figure 8), mode shape 4 is highly non-symmetric because the constraint point (pin)
is just past the node and in combination with the effect of the mass this mode shape flattens out for the
remainder of the beam. For a = 300 (Figure 9) and a = 400 (Figure 10) the more expected sinusoidal
shape dominates the mode shapes.
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Figure 7. Mode shapes for pinned at a = 100 mm and mattached
mbeam

= 0.2.

Figure 8. Mode shapes for pinned at a = 200 mm and mattached
mbeam

= 0.2.
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Figure 9. Mode shapes for pinned at a = 300 mm and mattached
mbeam

= 0.2.

Figure 10. Mode shapes for pinned at a = 400 mm and mattached
mbeam

= 0.2.

5. Experimental Validation

In this section, the theoretical results are compared with experimental data. The experimental
setup is illustrated in Figure 11. A cart with rollers is used as a moving pin along the beam.
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Accelerometers are attached at locations 300 mm and 400 mm. The mass of the accelerometers
is assumed to have a negligible effect. Each accelerometer weighs 1.7 gm, not including cables, which
is 0.2% of the weight of the beam. At the free end, an electromagnet is used to simulate the point mass.
The specifications of the experiment are listed in Table 4.

Figure 11. Illustration of the experimental setup.

Table 4. Specifications of the experimental setup.

Parameter Value

L 505 mm
base 50 mm

height 6.4 mm
ρ 7970 kg/m3

E 190 GPa
mattached 0.259 Kg

The accelerometers are single axis PCB 353B17. They are connected to a NI-9234 IEPE analog input
module seated in an NI cDAQ-9172 chassis. A PCB 086C01 modal hammer with a white ABS plastic
tip is used to excite the beam at 300 mm. Five tests under each condition are conducted and averaged
in the frequency domain to generate frequency response functions (FRFs) using the Hv algorithm [15].
The FRFs for the different tests are plotted in Figures 12–15. The vertical red dashed lines represent
the theoretical modes computed from the proposed model. To better understand the differences,
the modes are extracted and tabulated in Tables 5–8.

For the four test conditions evaluated, the difference between the theoretical calculations
and experimental results for modes 4 and 5 are non-trivial. Three possible explanations for these
differences are (1) the electromagnet vibrates separate from the beam, (2) the beam vibrates within
the rollers, and (3) the rotational inertia from a large mass at the end of a long beam impacts the higher
frequencies. In Figures 13 and 15, the coherence for mode 5 drops significantly such that it cannot
be said with certainty that the frequencies are correct. Percent difference is used to quantify how
different the theoretical frequencies are from the experimental. All frequencies fall below 20% difference
with the exception of mode 4 in Table 5.
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Figure 12. FRF for pinned at a = 50 mm and mattached
mbeam

= 0.2.

Figure 13. FRF for pinned at a = 100 mm and mattached
mbeam

= 0.2.
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Figure 14. FRF for pinned at a = 150 mm and mattached
mbeam

= 0.2.

Figure 15. FRF for pinned at a = 200 mm and mattached
mbeam

= 0.2.
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Table 5. Pinned at a = 50 mm and mattached
mbeam

= 0.2.

Proposed Model Experiment Difference
Mode (Hz) (Hz) (%)

1 16.73 17.75 6.1
2 118.28 128.88 9.0
3 350.24 378.68 8.1
4 710.71 872.01 22.7
5 1202.46 1400.19 16.4

Table 6. Pinned at a = 100 mm and mattached
mbeam

= 0.2.

Proposed Model Experiment Difference
Mode (Hz) (Hz) (%)

1 19.48 21.37 9.7
2 141.29 157.37 11.4
3 423.53 440.11 3.9
4 864.86 996.16 15.2
5 1462.39 1680.39 14.9

Table 7. Pinned at a = 150 mm and mattached
mbeam

= 0.2.

Proposed Model Experiment Difference
Mode (Hz) (Hz) (%)

1 23.09 25.87 12.0
2 173.89 195.62 12.5
3 526.12 614.09 16.7
4 1015.61 1088.84 7.2
5 1292.51 1421.86 10.0

Table 8. Pinned at a = 200 mm and mattached
mbeam

= 0.2.

Proposed Model Experiment Difference
Mode (Hz) (Hz) (%)

1 28.02 31.39 12.0
2 221.20 259.65 17.4
3 595.97 646.99 8.6
4 798.79 950.15 18.9
5 1479.27 1741.16 17.7

6. Conclusions

A high-rate experimental testbed is studied. The testbed is characterized as being
a clamped-pinned-free beam with a mass at the free end. Euler-Bernoulli beam theory is applied
to derive the transcendental equation for a general case applicable to the system pinned at an arbitrary
location and with an arbitrary mass. The eigenvalues and mode shapes were presented under
various test conditions. Experimental tests were conducted and results compared with the theoretical
calculations of the first five natural frequencies. The comparison of results exhibited a good match
in frequency values for the first three modes. The errors increase with the higher modes. The difference
in higher modes can be attributed to the electromagnet vibrating separate to the beam, the beam
vibrating within the rollers, and the rotational inertia of the mass not taken into consideration.
Nevertheless, the percent difference of all modes between the theoretical and experimental values
fell below 20% except for one case. These results confirm that within reason, the theory matches
the experimental results.
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The analytical model developed here can be useful in the design and numerical assessment
of structural health monitoring solutions designed for systems operating in high-rate dynamic
environments. Furthermore, the experimental quantification of the error in the higher modes validates
and defines the bounds for which the high-rate experimental testbed is best utilized. Future work
will include the evaluation of algorithms and methodologies for the SHM of structures experiences
high-rate dynamic events.
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Appendix A. Boundary Conditions Applied to Transverse Displacement Equations
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